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Abstract

Reflection seismic is one of the most commonly used geopHysiethod for the oil and gas
exploration. In this thesis | show the application of the CamrReflection SurfaceJRS stack
technique to improve the quality of reflection seismic inmg€onventional seismic imaging
method based on the CMP stacking does not use the full pdtefitiee dataset due to reflection
point dispersal in the presence of dipping reflectors orddifeinhomogeneous media. Applica-
tion of the CRS stack technique is advantageous in comples,asgee it involves information
about the shape of seismic reflectors, i.e., dip and curvainio processing. Moreover, a mul-
tiparameter formula allows to sum up more traces during theks All together, this leads to
better imaging results, especially to an improvement ostgeal-to-noise (S/N) ratio. Reflection
events in the CRS stack sections appear clearer and morewmmicompared to conventional
CMP stack sections.

In two case studies | demonstrate the strength of the CRS stabkitjue applied to seismic
reflection data of different quality. First, | apply the CRSc&tanethod to a high-quality marine
seismic data from the North Sea. This part of the thesis dlve®verview of the typical CRS
processing flow and shows the results of time and depth irgagin

Then, | perform the CRS stack processing on low-quality land fitam Northern Germany. The
potential of this dataset was not fully exploited by the earional CMP stacking method. The
CRS stack section shows new details, especially in the idtetnactural of the salt plugs that
were not identified using conventional processing. Morediie CRS stack parameters obtained
during the automatic search form the foundation for a robefiiction tomography for velocity
model building. The obtained depth velocity model allows firestack and poststack depth
migration in the areas of the salt plugs. Resulting depth@estvere previously not available for
this dataset. They provide supplementary informationHergeological interpretation. However,
the CRS stack improves only the quality of the stacked sectitmprovide a reliable control of
migration velocities, and to generate an improved presdapith migrated section, the S/N ratio
and the regularity of input seismograms should be enhanekddprestack depth migration.

In this thesis | present the ngvartial CRS stack method, which allows to improve the quality
of prestack seismic reflection data. The method is basedeomthitiparameter CRS traveltime
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formula, and uses the results of the automatic CRS stack. ddate a method of effectively
searching the partial CRS stacking operator. The algoritimotigst and easy to implement. The
partial CRS stack uses the information about local dip andature of each reflector element,
and sums up the amplitudes of all traces contributing todlehent. The true reflector is locally
approximated by the reflection surface. Depending on thearhsize of the surface, the number
of traces used during the partial stacking may vary. Due goctinstructive summation of co-
herent events, the partial CRS stack enhances the signaltandates random noise. Moreover,
missing traces (e.g., acquisition gaps) can be generatkthamacquisition can be regularised,
if the approximating surface contains useful events frolghteouring traces. The latter can be
considered as an improved interpolation technique usirignple and robust summation algo-
rithm. This also allows generating regular traces with dgt@ant intervals, which may be helpful
for further processing of the data, e.g., by wavefield methé&rtially-stacked CRS supergath-
ers are superior to conventional CMP gathers in areas of engaological behaviour. They
are regularised and have a higher S/N ratio compared to tpmalrseismograms. Reflections
in CRS supergathers appear clearer and continuous, whiceferable for the velocity analysis
and quality control of depth migration.

To test the potential of the partial CRS stack, | show two exasipking synthetic data. Then, |
apply the method on the real land dataset from Northern Geymghe results demonstrate the
improvement of seismic images and provide the quality abrtf the depth migration, which
was hardly possible using the conventional image gathers.
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Introduction

The aim of this thesis is to provide a method for improvemensessmic reflection images
in complex geological environments. Reflection seismic is ohthe most commonly used
geophysical method for the oil and gas exploration. It aléevimage subsurface structures using
indirect measurements carried out at the Earth’s surfacketailed image of the Earth’s interior
is the goal of investigations for academic research andhoil and gas industry. Consistent
images provided by the reflection seismic method help gesiogo position exploration and
production oil wells.

During reflection seismic measurements, energy in formasdtal waves generated by a source
propagates into the subsurface. When a wave reaches a séisamdary, characterised by a

change of elastic parameters, it is partly transmitted amnthyreflected. The reflected waves can
be measured at the surface. Seismic data is usually acdurexteivers at the free surface (or

by streamer in marine seismic), and is recorded in form ainsegrams.

A main objective of seismic data processing is to transfdrenacquired data into the best pos-
sible image of the subsurface. Since the information abloaitedastic waves is recorded as
amplitudes of seismic signal as a function of recording fithe first view on the subsurface
structures can be performed by the interpretation of tinnti@®s. In a two-dimensionalD)
seismic survey the sources and receivers are placed alawogla pne. In a horizontally-layered
medium each subsurface point is repeatedly illuminated byraber of rays travelling from
sources to receivers under varying angles. This so-calldti-noverage seismic recording pro-
vides redundant information about the illuminated sulaefpoints. During the processing this
redundancy is used to produce the stacked sections, wherdraae is the result of summation
of many traces illuminating the same reflection points. Agssult of constructive summation
the amplitudes of signals in stacked traces are enhancetharrdndom (or incoherent) noise
present in the data is attenuated.

An important part of seismic processing is the estimatiopropagation velocities of seismic
waves from the acquired data. Stacking velocities derivethfthe seismograms are used to
simulate a seismic section, where source and receiveri@usiare coincident, which is called
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the zero-offset{0O) section. The generation of the ZO section is usually ondefarly steps
in the seismic processing routine. It provides a first imagéesubsurface structures.

A conventionally applied method for simulating the ZO sews is the common midpoinEMP)
stack, formerly known as the Common Reflection Point stdtiyhe 1962. This approach
sums up the amplitudes of reflection events correspondingdpoints between source and re-
ceivers. If the subsurface consists of the horizontayetad boundaries, the CMP stack assigns
the results of summation to common reflection points on aatitethus increasing the signal
and attenuating the random noise. However, for dippingriagesummation of the CMP gath-
ers would involve reflection energy originating from diffat subsurface points duergflection
point dispersalalong a reflector interface (e.g¢jlmaz, 2001). This effect is conventionally
corrected by using the dip moveol@NIO) process. Stacking of DMO-corrected CMP gathers
yields a section that is a closer approximation to a ZO sed¢tian a conventional CMP-stacked
section {ilmaz, 2001).

Modern methods of stacking have been developed in the lasidés to overcome the problem
of dipping layers and to produce better imaging results. Common Reflection Surfac€RS
stack (e.g.Mduller, 1999 Jager et a).2001; Mann, 2002 and Multifocusing (e.g.l.anda et al.
1999 Gurevich and Land&002 Berkovitch et al.2008 are superior to the conventional CMP
stack since they include information about the reflectopstduring the stacking. Instead of one
unknown parameter, which is the stacking velocity in the CM&had, these new approaches
operate with three parameters in the two-dimensio2B) (case, describing position, dip and
curvature of reflector elements. Additionally, more traaes involved in the stacking process
compared to the CMP stack, thus increasing the signal-teen®/N) ratio of the stacked sec-
tions. Muller (1999 has shown, that in complex media the CRS stack approximatesitimes

of seismic reflection data more precisely than the NMO/DMaglst thus improving the stacking
results. Only when the shape of the true subsurface reflecidentical to the shape of the spe-
cific ZO isochrone, the NMO/DMO stack operates identicah®@€RS stack (e.gMuller, 1999
Jager et a.2001). The estimation of the CRS stacking parameters is carrieth@ut automatic
mode with moderate human interaction; only the range oétkgalues and thresholds must be
specified. The CRS stack method is particularly suited for ampment of quality of time stacks
of irregular and noisy data. Successful application of the €&&k method on real data has been
demonstrated, e.g., lBruessmann et gR004), Eisenberg-Klein et a(2008, Pruessmann et al.
(2008, Yoon et al.(2008ab) andBaykulov et al.(2009.

Stacking parameters obtained during the automatic CRS statldp a basis for the estimation
of a depth velocity model consistent with the acquired ddbawveneck(2004 implemented
the NIP-wave tomographic inversiaio estimate a depth velocity model using the results of the
automatic CRS stack. This inversion algorithm provides a $imdepth velocity model of the
subsurface suitable for a conversion of data from the reszbftiime) into the depth domaidépth
migration).
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Depth migration using a consistent velocity model corrdatseffect of wave propagation through
the medium and provides depth images, where reflectors #reiatrue positions (e.gYilmaz,
2001 Stolt, 2009. Among the different existing migration classificationse of the most im-
portant is the division into migration after stack and migma before stack. Depth migration
after stack (poststack depth migratidtastSDM operates on a simulated time-stacked section.
This approach is quite fast and easy to implement, but pesvetrors in positioning of reflec-
tors in case of strong lateral velocity variations in the rmedn the contrary, prestack depth
migration PreSDM operates on the seismograms before the simulation of &estasection.
Stacking of traces by the PreSDM is performed after the rtiggraf seismograms. Lateral ve-
locity variations are taken into account by migration, aeffiectors are moved to their original
position. Moreover, prestack depth migrated gathers,refsored to as Common Image Gathers
(CIG), provide a quality control for a depth velocity model usgdnligration. If the velocities
used by migration are consistent with the data, reflectgpeapat the same depth flat and hor-
izontal in the considered CIGs. If the velocities used by atign are too high or too low, the
corresponding reflectors in the CIGs are not flat.

Migration of seismic data with very low quality, howeveroduces CIGs where reflector el-
ements can be hardly identified. To overcome this problee, SN ratio and the regularity
of traces should be improved before prestack depth migratlo therefore, present a partial
CRS stack method, which allows to improve the quality of pi@steismic reflection data. The
method is based on the CRS traveltime formula and uses the &tieewavefield attributes ob-
tained during the automatic CRS stack. So far, the CRS stack wéie@po improve the quality
of stacked sections only. My strategy performs a partiatkstey of recorded data beyond the
generation of a stacked section. Partial CRS stacks simuleges alataset where each trace is a
result of the summation of several traces correspondingéaeflection element at an interface.
Due to the summation of coherent energy the signal is enlklaante the random noise is atten-
uated. During the summation, information about the lociiéctor shape is taken into account,
thus improving the results of partial stacking.

In the partially-stacke€ RS supergather®flections appear more continuous and can be easier
identified compared to the conventional CMP gathers. Monedke simple summation algo-
rithm allows to simulate traces at any position between xisiag seismograms. Therefore, the
method can regularise irregularly acquired traces, ex@areas of complex surface topography,
close to production platforms, rivers, or other areas whlata can not be acquired. Due to the
simple summation used by the generation of CRS supergatlepathal CRS stack is very ro-
bust in the presence of incoherent noise. The S/N ratio opthstack seismograms increases
significantly by the partial summation of traces.

Since the partial CRS stack is applied before the generatianZ@d section, the resulting CRS
supergathers can be used in conventional data processiagdhof original CMP gathers. For
example, usage of CRS supergathers instead of low-quakyular data significantly improves
the results of prestack depth migration. In many cases tefkethat were not visible using the
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conventional CIGs can be identified in depth migrated CRS safiezgs. This further improves
the quality control of migration velocities based on theniéss of gathers.

To test the partial CRS stack method, | apply it on a synthetias#gd. |1 show the application
of this approach on real data case study. The results shopotieatial of the new method to
increase the S/N ratio of noisy data and the regularity aksa

The thesis is structured as follows:

Chapter 1 reviews the conventional and new seismic imagictgntques used in this work. In
particular, it introduces the CMP and CRS stack methods for itmaging, NIP-wave tomogra-
phy for velocity model building, and depth migration.

Chapter 2 shows the results of the application of the CRS stadinie and depth imaging of
high-quality marine seismic data from the Southern parhefiNlorth Sea. The area is charac-
terised by complex salt tectonics. Time and depth stacketibss as well as the depth velocity
model are the results of the processing. This chapter dissube practical aspects of processing
with the CRS stack.

Chapter 3 demonstrates the results of CRS stack re-processiolgl tow-fold land data from
salt-rich areas of Northern Germany. Depth migration uhegestimated NIP-wave tomography
model provides depth images that were not available for siteset before. The results contribute
to the special project of the German Research Foundation &in the priority program SPP
1135 "Dynamics of Sedimentary SystemBager et al.2008.

Chapter 4 introduces the new partial CRS stack method for theoiement of prestack data
guality and describes the algorithm of stacking. In the fuatt numerical tests show the ap-
plication of the method to synthetic data. The second patrilees the application of the new
approach to the real land dataset introduced in Chapter 3.

Chapter 5 summarises the results of the thesis and gives Eolodbr promising future work
with the partial CRS stack method.
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Chapter 1

Theoretical background

1.1 General remarks and assumptions

This chapter overviews conventional and modern methodsisirsc imaging. In the theoretical
description of the thesis the following assumptions and@pamations are made:

- 2D case Seismic imaging is in general a three-dimensiodf))(problem since the seismic
waves propagate in three spatial dimensions simultangodsiwever, the datasets used in this
thesis were recorded using 2D acquisition profiles, i.e,shurces and receivers were placed
along lines. Therefore, the theoretical descriptions efdismic imaging method in this chapter
is restricted to the 2D case only. This requires the assomptiat the deviations of the seismic
profiles from the straight lines are minor and that the elagtoperties of the subsurface do
not vary transversely to those lines. Nevertheless, oneldlaways bear in mind that real 2D
data can also contain events coming from outside of profiksl(so-calledut-of-planeevents).
Obviously, neglecting these events may lead to errors guhi@ interpretation of the results. The
interpretation of seismic events was, however, not the taaget of this thesis. The aim was the
improvement of seismic images, assuming that there areemt®ygenerated from the directions
perpendicular to the profile lines.

- P-waves In the thesis | consider only the propagation of compresdivaves; shear-waves
are not taken into account. Anisotropic effects, i.e., thgations of properties of a material in
different directions, are also not considered.

- Hyperbolic approximation. Throughout the thesis the hyperbolic second-order ajmiapx
tion of reflection traveltime is used since it provides bdté simplicity of calculations and suf-
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ficient accuracy for most seismic data. This assumption,elrew fails in complex areas with
very strong velocity variations for long source-receivisets. Approximations of traveltime of
higher orders and ray tracing methddefveny 2001) could be used to improve the results of
imaging in these situations.

1.2 Conventional CMP stack method

In 2D seismic data acquisition sources and receivers atebdited along a line (e.gMayne
1962 Sheriff and Geldartl995 Yilmaz, 2001). In the field, seismic data are acquired as com-
mon source €S gathers and later sorted into common midpo@MP) gathers. The CMP is
defined as the midpoint between a source and a receivercé8da on the seismic line is calcu-
lated from the source locatighand the receiver locatiofi by (S + G)/2. The distance between
areceiver and a source is calleffiset Often the half offset. = (G — S)/2 is used instead.

For a horizontally layered medium with constant velocitg teflections spread over an area of
the reflector in a CS gather (see Figuré(a). A CMP gather includes all rays that illuminate
the same point on a reflector (see Figlirgé(b), but have different offsets. Thus, a CMP gather
contains redundant information about the subsurface. iShise basic idea for the CMP stack
method Mayne 1962). Since the traces from different offsets contain inforimrator a common
point of the horizontal reflector, the redundant informatean be summed up constructively to
generate a stacked section of higher S/N ratio.

In a CMP gather, reflection events appear as a set of time respa@tigned along a moveout
curve (see, e.gYilmaz, 2001). Conventional CMP stacking involves summing the primary
reflections along the calculated moveout curves which bgstoximate the actual reflection
traveltime curves. For small offsets the traveltime curaes approximated by a hyperbolic
formula Hubral and Krey1980:

4 2
L, (1.1)

t*(h, Vnmo) = tg + V2
NMO

wheret is the time of wave propagation from source to receikas, half-offset t, is zero-offset
traveltime, i.e., the traveltime measured for coincidentrse and receivei(= 0), andVy ;0 IS
themoveout (or NMO) velocityFor a single dipping layer the NMO velocity is given by

V
Vmo = 05’ (1.2)

whereV is the medium velocity andg is the dip angle of the reflector. For several layers with
arbitrary dips the definition of the NMO velocity becomes moomplex. It depends on model
parameters such as reflector positions and interval vedscit
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profile

profile
_S (v;l (v;z 93 Vi 95 direction S, S, S, S, SSCMPG5 G, G; G, G, direction
v depth depth
(a) CS gather (b) CMP gather
profile CMP profile
S 91 92 93 94 95 direction $:S, S5 8, S5 G; G, G3 G, G, direction
v dept‘h v depth
(c) CS gather (d) CMP gather

Figure 1.1: Reflection seismic geometry. The figure displageramon source (a, ¢) and a
common midpoint (b, d) gather for the same profile. In a homeges and horizontally-layered
model, all rays in a CMP gather reflect from the same depth poider varying angles. If a
coincident source and receiver location exists in the atgum geometry, a CMP gather contains
a zero-offset ray that originates from the coinciding setneceiver pair at the CMP location (b).
In a model with a dipping reflector one CMP gather contains raffected from different points
on a reflector (d).

The hyperbolic approximation given by equatibrd should be distinguished from the formula
providing the best stacking result:

4h?
Vi’
whereV; is thestacking velocitythat allows the best fit of the traveltime trajectory on a CMP
gather to a hyperbola within a spread lengtiriaz, 2001). The optimum stacking hyperbola
described by equatioh.3 is not necessarily the small-spread hyperbola given bytequa. 1
The two-way timely,; associated with the best-fit hyperbola can be different frioenobserved
two-way ZO time in equatiod.l The difference between the stacking velocity and the NMO
velocity is calledspread-length biagHubral and Krey1980. From equationd.1 and1.3fol-
lows that the smaller the half-offsét the smaller the difference betweék ;o and V. In
practice, when we refer to stacking velocity, we approxamngaby the NMO velocity associated
with the hyperbola given by equatidnl

t2(h, Vi) = t2,, + (1.3)

For CMP stacking the NMO correction must be applied to thenseggams. NMO correction
involves mapping non-zero offset traveltimeonto zero-offset traveltime,. The hyperbolic
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Offset
Best-fit
hyperbola
EEEE——
0]
£
I_
NMO correction
v
Offset
()
£
|_
Y
Stacking
v

\ The S/N ratio
/ has been increased

Figure 1.2: CMP stacking scheme. A stacking velocity analgjorithm is applied to determine
best-fit hyperbolas for reflection events in exemplarily sgvo CMP gathers. Then, the NMO
correction is applied to the seismograms, and the refletimomes straightened. Summation
of traces generates one stacked trace, where the signdlas@sd, and the noise is attenuated,
i.e., the S/N ratio is increased.
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traveltime curve defined by Equatidnl depends only on one unknown parameteé¥y,o.
Velocity analysis algorithms allow to estimate this vetgdrom recorded data (either automatic
or manually) without a priori knowledge. Standard velo@halysis applies NMO corrections to
the CMP gathers with several velocity values in a given raaged finds the one velocity that best
fits the moveout of the events. After the application of the @®brrection with the appropriate
stacking velocity, the CMP gathers become straightened améé& summed to generate one ZO
trace in a CMP stacked section (see Figli®.

If the subsurface geometry is complex, the optimum stackeigcity depends on the shape of
reflectors. Figured.1(c)and1.1(d)show an example of a dipping layer model with a constant
velocity. The source-receiver pairs (Figure.(d) having a common midpoint do not share the
same common reflection point as in Figurd(b) The reflection points are variable: they are
shifted up-dip with increasing offseteflection point dispersaland distributed over the inter-
face. Therefore, the CMP stacking involves reflection energyinating from different subsur-
face points, decreasing the quality of stackigngaz, 2001). This effect in time sections is
conventionally corrected using the DMO process (e/dmaz, 2001). Alternatively, multipa-
rameter stacking techniques developed in the last yearbearsed for better time stacking in
case of dipping layers.

In this thesis, | use the Common Reflection Surfa€R§ stack for generating time sections of
complex geological areas like the salt dome areas from BortGermany.Muller (1999 has
shown that the CRS stack, where the dip of reflector is incotpdrapproximates the traveltimes
of seismic reflection data better than the NMO/DMO stack implex areas. Only for the rare
case when the shape of the true subsurface reflector isgdetdgithe shape of the specific ZO
isochrone, the NMO/DMO stack describes the data identiddle CRS stack (e.gvjuller, 1999
Jager et a).2001]).

1.3 Common Reflection Surface stack

1.3.1 Kinematic wavefield attributes

The CRS stack is a multi-parameter stacking technityidlér, 1999 Jager et a).2001 Mann,
2002. The CRS stacking surface (see Figlrg) can be calculated using the approximation of
the true subsurface reflector by a reflector element thaliydeas the same curvature as the true
reflector. The traveltime of reflection events is described by three parameteisy andRy;p

in a hyperbolic formula:
2sin a )2+2t0c052a(m2 N h? )
m - x5 Rl )
VO RN RNIP

12(m, h, P) = (to + (1.4)

0
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whereh is half source-receiver offset; is midpoint distance with respect to the considered CMP
position, t, is the zero offset (ZO) two-way traveltime (TWT) aftl= («, Ry, Ry;p) defines
the shape of the stacking surface. In the following text paameter tripletsa;, Ry and Ry ;p)

are referred to as tHeRS parameters

400
300
200
100
0

Reflector
] Half-offset (m)

-1000
-500 ) 500
Midpoint (m) 1000

Figure 1.3: CRS stacking surface for a constant velocity 2edsional medium in a midpoint-
offset-time (m, h,t) domain. The blue curves are the common-offset time resgook¢he
curved subsurface reflector. The stacking surface resuts approximating the true reflec-
tor by a reflector segmerft that locally has the same curvature as the true reflector.CR@
stack sums the data along the green surface that coincidaylavith the common-offset time
response of the reflector, and assigns the result to the pgiat(x,,, ty), wherez,, is the CMP
coordinate and, is the ZO traveltime. Defined by the width of stacking surfacmidpoint di-
rection, the CRS involves more traces during the stacking eneapto conventional CMP stack
(magenta line).

In equationl.4, « is the angle of emergence of the ZO ray, is the near surface constant
velocity that has to be knowrky and Ry ;p are radii of curvature of the norma\j wave and
normal-incidence-pointNIP) wave, respectively. The N- and NIP-waves are generatetvby t
hypothetical one-way experiments (sSdabral 1983. The NIP-wave can be considered as a
wave that propagates from a point source at the NIP for a speeflector. The N-wave is a
wave generated by an exploding reflector model, where dariségources cover the common-
reflector-surfaceqRg around the NIP and explode simultaneougty:; » can be associated with
the distance from the reflector element to the observatidase, andR is a measure for the
CRS'’s curvature (Figuré.4). However, for complex subsurface geometries, the tru¢hdampd
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curvature of the reflector element deviate significantlyftbe measure®y andRy;p. Correct
reflector positions can be reconstructed only by perfornairsgismic inversion procedure, e.g.
using the NIP-wave tomography implementediiywveneck(2004). From this point of view, the
parametersa, Ry, Ry p) describe the kinematic properties of two hypothetical saemd are
often referred to as thanematic wavefield attributes

R;NIP R‘I/

Reflector NIP Reflector

(a) NIP-wave (b) N-wave

Figure 1.4: Physical interpretation of the CRS stacking patars for a constant velocity model.
The angle of emergenca, defines the angular orientation of the CRS (blue colour). adeus
of curvature of the NIP-wave (a) gives the distance from the 8 the surface, while the radius
of curvature of the N-wave (b) is a measure for the CRS curvature

The CRS stack sums up amplitudes of all traces over the cacu@RS stacking surface, and
assigns the result of summation to the considered ZO traneetif a stacked trace. Depending on
the given maximum midpoint distanee from the considered CMP location, the CRS stacking
surface (green grid in Figurke.3) contains a larger number of traces than the number of traces
used during the conventional CMP stack (magenta line in Eifju8). The choice ofn is impor-
tant for the resulting lateral resolution of the followingopessing results. The size of the first
projected Fresnel zone that is an intersection of the firssial volume with the reflector is a
good guidance fom, which can be interpreted as the lateral extension of thekistg operator
(Mann, 2002. The width of the first projected Fresnel zone can be eséichasing the CRS
parameters. However, the CRS parameters of seismic refletdiarare initially unknown, and
need to be found. Therefore, the first guess about the apesize is usually made using the
geological information available for the area of intere§hen, the automatic CRS parameter
search provides all necessary information for updatingetenated width of the Fresnel zone.
The halfwidth of the first projected Fresnel zone is cal@ddiy

1 Vo
1 1
Ryip Ry

wherew is the dominant frequency of the seismic signal. The CRS staitware updates the
result of stacking using the aperture derived by equatién It follows from the geometry of

COSs «v

Qw‘
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the CRS stacking surface, that the midpoint aperture defimesumber of neighbouring CMP
gathers used during the stacking to generate one ZO tracge\do, if the maximum midpoint
displacementin is set to zero, the stacking surface reduces to only one CMPequationl.4
transforms into the classical CMP stacking formula (seedleviing section, equatiof.7).

1.3.2 CRS stacking procedure

To perform the stacking of seismic reflection data using tneagon1.4, the CRS parameters
must be estimated. A simultaneous 3-parameter seardafdty, Ry p) would be computa-
tionally very expensive. The implementation of Jirgen Mamsed in this thesis, is based on
three independent one-parameter searches, with the pibgsibfurther optimisation of stack-
ing parameters\ann 2002. Starting with the generation of an automatic CMP stackicect
the parameters, Ry andRy;p are estimated step by step.

Automatic CMP stack

The first step in the search strategy is the generation of th@ratic CMP stacked section.
This procedure is similar to conventional CMP stacking, \ehbe stacking velocities are picked
manually with respect to highest coherence values betwalenlated hyperbolas and recorded
data. The CRS stack uses the same criterion, i.e., the highlestency value, but performs the
picking automatically. For this reason, the simulated Z€tisa is referred to as theutomatic
CMP stack The stacking trajectory is obtained by restriction of the GRfking surface to one
CMP gather, i.e., by setting to zero in equatiod.4:

2tocos’a h?

t*(m =0,h,a, R =5 : 1.6
(m ) 1, NIP) 0 + ‘/E) RN[P ( )
Equationl.6can be written as
4h?
t*(h, Vmo) =t + ——, (1.7)
VNMO

with the stacking velocity defined by
[2VoR
Vmo = T oot o ° ]\QUP- (1.8)
0 COS*

Therefore, equatiofh.7 is the standard CMP formula, which is identical to equafidh but the
stacking velocity is written in terms dfy, @ and Ry;p. This means that the CMP stack is a
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special case of the CRS stack with the maximum midpoint apentu= 0. In other words, the
CRS stack is an extension of the CMP stacking in the latetadjrection.

Using equatiornl.7 the CRS stack determines stacking velocities automaticailgvery time
sample in the output ZO section. A discrete number of stackalocities is tested. Each one
defines a hyperbola in the CMP gather that is correlated witlptbstack data. The velocity that
yields the highest coherency between the calculated hgfzednd recorded data is stored as an
initial value. The summation of prestack data along the @efimyperbola into the corresponding
ZO time samples yields an automatic CMP stack section.

The automatic CRS stack method sums up all coherent eventsathdie described by the CRS
parameters, among others multiples. In conventional mMamlcity analysis, velocities of pri-
maries are picked while the multiples are ignored. Sinceettianes of long-term multiples
deviate significantly from traveltimes of primaries, theg aasily identified in coherency stacks.
Since apparent velocities of multiples are lower than vigexof primary events at a considered
traveltime, the multiples becomendercorrectedafter the NMO-correction with the proper ve-
locity while the primaries become flat. By CMP stacking, sumamatf flat events will enhance
flat primaries, and destructive summation will attenuatdemoorrected multiples. If multiples
can be described by the hyperbolic moveout formlulg the automatic CMP stack will also
find stacking parameters for these multiples. It is posshdéthe automatic algorithm will stack
multiples instead of primaries if the coherence of mulpgehigher at the considered traveltime.

However, the searching procedure can be constrained im trd@ippress multiples during the
automatic CMP stack. For this purpose, the automatic CMP siaek a reference model of
stacking velocities. Either a simple table of guide velpedlues or the stacking velocity model
obtained from conventional NMO analysis can be used as aerefe to build a constrained

velocity function. A given time-dependent window defines thaximum allowed deviation of

estimated velocity values from the guide values. Velocitglgsis during the automatic CMP
stack is, therefore, constrained, and the multiples aema#ited by destructive summation like
in the conventional CMP stack.

CRS parameter search

After the generation of the automatic CMP stack section, the 6&B& performs a parameter
search using the zero-offset approximation of the CRS tiavelffiormula. Setting the half-offset
h to zero, equatiod.4reduces to

(1.9)

2sin o )2 2ty cos? v m?
m —_—

t*(m,h=0,a,R :<t —_—
(m (6] N) 0o+ % RN

0
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This traveltime formula depends only on two unknown paramset and Ry. In short-offset
approximation equatioh.9 can be further simplified to yield a one-parametric equatsetting
Ry = oo (Muller, 1999:

2sina
tpar (M, ) =ty +

m. (1.10)
0

This equation depends only on the unknown angle of emergendsing equatiori.1Q an ini-

tial angle of emergence is determined for every ZO time sanfpmilar to the automatic velocity
scan, a discrete number of angles of emergence is testeéaEbrtest parameter the traveltime
is calculated from equatioh.10and is correlated with the automatic CMP stack section. The
angle of emergence that yields the highest coherency bettheecalculated and recorded data
is stored as the initial value of.

After the Vy 0 anda are estimated, th& y; p is defined through equatian8as

2 2

1.11
i (1.11)

RNIP =

Now, the parameters and Ry;p are found, and?y can be estimated using equatibr® by
testing the range of values and correlating the resultiagettime curve with the CMP stack
section.

Finally, the search algorithm provides the CRS parameters (o, Ry, Ry;p) for every ZO
time sample in the target zone. Each triplet defines a CRS staskiface in thém, i, t) domain
(Figure1.3). Summing up the prestack data along these surfaces amphiagsthe summation
result to the respective ZO time sample yieldsithigal CRS stacked section.

Aperture considerations and optimisation

The validity of the approximatiof.4 for the description of reflection traveltimes generally de-
creases with increasing distance in the midpoint and offsettions from the considered zero-
offset location, i.e. with increasing parametetsandh. The apertures in midpoint and offset
directions used during the CRS stack must be chosen appsedpriatobtain optimum CRS pa-
rameters and stacked sections. For large apertures, tleeldojic traveltime approximation may
no longer be valid, whereas a small aperture may decreasgutiigy of the CRS parameter
estimation. The proper choice of the offset and midpointtajpes depends on the characteristics
of the dataset under consideration, and is usually done pétdorming some numerical tests
with the data. Furthermore, apertures for the CRS paramedectsand for the actual stacking
might be chosen independently. Larger apertures may inepttoe results of CRS parameter
estimation, whereas using smaller apertures can help td ammearing effects by stacking.
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The apertures im andh directions are calle€RS apertures the following. The implemen-
tation of the CRS stack used in this work operates with timeeddpnt tapered apertures. Thus,
the stacking operator is defined as an elliptical surfacherirt:, ) domain Mann 2002 for a
certain ZO traveltime (Figurg.5).

Midpoint

Time

Figure 1.5: CRS stacking operator for seismic reflection datee operator (yellow colour) is
defined for every ZO point in a midpoint-offset domain as daste of 2nd order that is limited
by the time-dependent CRS apertures.

The so-defined initial values of CRS parameters can be furtgaited using the available opti-
misation algorithm based on a local simultaneous 3-parmseiarchlann, 2002. However,

if the CRS apertures are chosen properly during the initial CR&sthe results of the initial
and optimised CRS stack are very similar. The optimisatiohagever, a very time consuming
process, and, therefore, was not used in this work. Thexgtioe initial CRS parameters are used
asCRS parametersnd the initial CRS stack as tléRS stackn the following.
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1.4 NIP-wave tomography

The CRS stack process described in the previous section cagaeled as a tool for automati-
cally extracting traveltime information from the seismatal in the form of kinematic wavefield
attributes. If the traveltimes of reflection events in théadare well described by the hyperbolic
formula 1.4, the information contained in the CRS attributes can be usethédetermination
of a laterally inhomogeneous depth velocity model byraersion process

Ray segments of the specular rays connecting sources ariersaan the measurement surface
with a common reflection poinGRP) in the model (Figurel.6(a) are geometrically identical
to ray trajectories associated with a hypothetical emgrgmave due to a point source at the
NIP (Figurel.6(b). Therefore, the imaging of the associated reflection $&gttaa common
reflection point in the model is equivalent to the focusingh® NIP-wave at zero traveltime
at that point (Figurel.6(c). The NIP-wave tomographic inversion is based on the faligw
criterion: in a correct depth velocity model all consideidid® waves, when propagated back
into the earth along the normal ray, focus at zero travel{ilme/eneck 2004).

T —

~

CRP NIP NIP

(@) (b) (©

Figure 1.6: Ray trajectories associated with a CRP and NIPgdim} Ray segments of specular
rays reflect at a CRP in the subsurface. (b) Geometrically, neggatories associated with a
hypothetical wave due to a point source at the NIP coincidb thie CRP ray segments. (c) In
a consistent velocity model, the NIP-wave focuses at thedtlEero traveltime, when they are
propagated back into the subsurface.

1.4.1 Data and model components

The NIP-wave tomography operates in the ZO domain apprdeitiay the generated CRS stack
section. In a CRS stack section each pdiptz), wheret, is TWT andx is distance, can be
associated with a CRP in the subsurface. The second-ordan&titemultioffset response of
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the CRP is defined through the corresponding CRS attribites anda. Instead ofRy;p, the
guantity

Mnrp = (1.12)

VORNIP
is used Duveneck 2004, wherel; is the near-surface velocity. The quantityy;» can be
associated with the second spatial derivative of the NIPewtsaveltime of a ZO ray in the
direction normal to the ray at(9%t/dz?%), anda is the estimated emergence angle. Identification
of My p with the NIP-wave’s second spatial derivative is possilsi@g the NIP-wave theorem,
given byHubral and Krey(1980. It states that to second order in the offset coordinat&ii@
reflection traveltime coincides with the traveltime of hyipetical rays passed from the source
to the receiver through the NIP of the ZO ray on the reflectdier&fore, the traveltime of a
reflection event in a CMP gather can be calculated as a sum tithadtimes along the two rays
connecting the NIP with the source and with the receiéy,;» can be calculated along a ray
by dynamic ray tracing. If the ray is started at the NIP, itiieeg by

Myp = cos? a&, (1.13)
Q2
where P, and (), are elements of the ray propagator matrix in ray-centereddooates (e.g.,
Cerveny 2001 Duveneck 2004. The formula approximates the CRP response in the vicinity
of a normal ray at any location along the ray.

The input for the inversion consists of a number of point&gitin the ZO section (e.g., the CRS
stack section), defined by their valuestpfandx together with the associated valuesooénd
My p, calculated from the corresponding CRS parameters. The dgtatare given by

to

d= (§>MNIP7Q>$)?:U (1.14)

wheren is a number of picked data points.

Using the focusing properties of NIP-waves, a direct waywé&ocity model estimation would be
to propagate the NIP-wave back into the subsurface and ¢htaly focus att, = 0. Focusing
means that the radii of curvature of the NIP-waklg;r becomes zero. However, all picked
data must be expected to have noise or measurement errorsiveéssion that does not allow
these errors is unstable. This is taken into account usieglyhamic ray tracing started in the
subsurface at the respective CRPs. Since their true subspdations and local dips are initially
unknown, they must be estimated together with the unknowatitg distribution. The optimum
model is found when the misfit between modelled and measaieey ofd is minimised.

The NIP-wave tomography exploits the concept of a smootboigi model defined by discrete
B-spline coefficientsuveneck 2004). The use of such defined models in velocity estimation
methods leads to some advantages, as it allows the foromlatinversion algorithms which do
not assume continuous reflectors in the model. Pick locatiothe stacked zero-offset section
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can be independent of each other, which simplifies the pigiocess: the picks required for this
approach do not have to follow continuous reflection evemtbé data, but may be located on
events that are only locally coherent. In particular, theedeination of velocity models becomes
possible also in the areas of complex salt plugs, where iiffisut to follow reflection events
continuously along the seismic section.

X

A M NIP

(x,z,v(X,2))

Figure 1.7: Data and model components for the NIP-wave toapygc inversion.

The 2D NIP-wave tomography defines each CRP by its locationestivsurfacéz, z) and its
local dip angled, which also gives the direction of the normal ray (see Figue The smooth
velocity model itself is described on a grid withh andn. nodes in the horizontal and vertical
directions accordingly by

Ng Nz

vz, 2) =D Y (v Bi(x)8i(—2)), (1.15)

i=1 j=1

where; andj3; are the B-spline basis functions, and the coefficieptsare the velocity model
parameters to be determined during the inversion procedure

1.4.2 Inverse problem

The problem of estimating the correct velocity model casé finding a vector of model com-
ponentsn defined as

m = [(z, z,0)_, v, (1.16)
that minimises the misfit between the picked dh{defined in expressioh.14) and the modelled
values

dmod = f<m> (117)
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Here, the nonlinear operatgr symbolises the dynamic ray tracing in the given model. The
implementation oDuveneck(2004) uses the least-squares norm as a measure of misfit. Thus,
the inverse problem becomes one of minimising a cost functio

S(m) = 3 ld — Fm)], (1.18)

This inverse problem is, however, ill-posed, because nahatlel components are sufficiently
constrained by the data alone, i.e., the number of paraméescribing the data might be less
than the number of parameters describing the model. Toaggalthis problem, the NIP-wave
tomographic inversion needs additional constrains. Theastrains describe the smoothness of
the model, since the smooth model is the simplest one thddiesghe data. This criterion also
ensures the applicability of the dynamic ray tracing usede forward modelling. To apply the
mentioned constrains, a term depending on the B-spline ci@efts is added to the cost function:

1L .
S(M)reg = S(M) + c(vij) = 5lld = F(M)|[5 + e(vif), (1.19)
wherec(vij) is a measure for the model smoothness.

Because of the nonlinearity gf, a global nonlinear optimisation method is required. Fon€o
putational reasons, however, NIP-wave tomography useggative search of velocities. The
modelling operatoyf can be locally linearised. Therefore, a minimum of the costfionsS is
found by iteratively applying least-squares minimisatiorthe linearised problenDuveneck
2009). Starting with a first-guess model,, tomographic inversion generates a sequence of
model updates which, when properly performed, convergésetglobal minimum ofS.

1.4.3 Inversion algorithm

First, the inversion algorithm sets up an initial velocitpael by defining B-spline nodes in the
horizontal and vertical directions and assigning initialues to the velocity coefficients. As an
initial model a constant gradient model is usually usedcdlesd as

V(z) = Vo + gz, (1.20)

whereVj is the surface velocity is the velocity gradient, and is the depth. Alternatively, a
priori velocity information can constrain the initial velity model.

For each of the picked data points with the correspondimtpates of vectod (expressiori.14),
kinematic ray tracing in the downward direction of the staytvelocity model yields initial el-
ements of vectom (expressiorl.16). Using these values, dynamic ray tracing in the upward
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direction is performed until the rays reach the measurermariice to obtain the elements of
model vectod,,,,; (1.17). Then, the cost function is calculated using equatidr®, which char-
acterise the misfit between picked and modelled data. Tleardiaystem of equation using the
least-square method is solved, and the model update veabtained. Then the current model
is updated, and the forward dynamic ray tracing is repeasatjuhe new model. If the cost
function increases, the model update vector decrease#haiedst function is recalculated; oth-
erwise, the next iteration is started. The process of iteranodel updates and forward dynamic
ray tracing is stopped, when the data misfit reaches thefggkoninimum, or when the given
maximum number of iterations is reached, or when the mininsfithe cost function is found,
i.e., the further decreasing of the model update vector doeead to the decrease of the cost
function. The characteristic decrease of the model updatéow during the inversion has the
effect of the determination of the long-wavelength feadudering the first iterations, while more
and more details can be resolved in further iterations. &ftiect is shown in the examples with
real data in Chapters 2 and 3.

1.4.4 Picking and editing of input data

Picking of zero-offset points, required for the determimabf the input data vectat (expression
1.14) is performed after the estimation of the CRS parameters amergion of the CRS stack
section. For this purpose the automatic CRS stack section@nesponding coherence section
that is a by-product of the CRS stack can be used. The pickingeaarried out either manually
or in the automatic mode. The pick locations do not need tovothe interpreted horizons, but
they have to be located on primary reflection events. If invemgiseismic dataset multiples are
attenuated, the automatic picking algorithm providesal#é results. The picking program uses
the CRS coherence section with additional constrains likehem@mce threshold, a minimum
separation in space and time of pick locations and othersc&mplex geologies like in areas
with salt plugs, manual picking of events on the salt flanksoisietimes more reasonable than
automatic picking. Examples of manual and automatic pgkihinput data for the NIP-wave
tomography are shown in Chapters 2 and 3.

After the picking has been performed and the coordindtgs:); associated with each point
are defined, the data attributéty;» anda are automatically extracted from the corresponding
CRS parameter sections and assigned to the picked points, fRleusitial components of the
data vectod are completely defined, and the inversion could be startexdveder, prior to the
inversion process, the input data must be checked for tlsepoe of outliers, multiples and other
noise, and, when necessary, edited. Such contaminatedateke identified by plotting the data
components\/y;p andVy 0 as a function of traveltime.

If subsurface structures are relatively simple, the datatpaonost likely related to multiples can
be identified in a way similar to the conventional velocityabsis. Substituting thé&;» from
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equationl.11in the data componemt/;p defined by equatioth.12yields

cos? v 2

Myip = = .
VoRnip  toViuo

(1.21)

SinceRy;p associated with the reflector depth monotonously increagbghe traveltime, the
value of My ;p should decrease with increasityg Thus, the characteristic decreasé/@f,;o,

as normally observed for multiple reflections, can resuti ancorresponding increase ofy;p

at the considered traveltime. In the plots &fy;p for all picked data points againgg, the
picks deviating significantly from the main trend can be agded with multiples and should
be eliminated from the inversion (see examples in FiguBfa). The multiples can also be
identified using the plot o¥/x 0, computed from input data by equati@rB, as a function of
to. The process is similar to the conventional stacking vefaenalysis: the data with too low
velocities at considered traveltimes are associated wittiples and should be removed (Figure
1.8(b).
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Figure 1.8: Quality control of input points for the NIP-waeenography. (a) The data component
My p and (b) stacking velocities are computed for each picked @@t from the corresponding
CRS parameters. The picks deviating significantly from thenntieand (dashed lines), most
likely correspond to multiples (or other noise), and shdaddemoved.
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1.5 Depth migration

1.5.1 Migration basics

Seismic data is generated by elastic waves propagatingghrhe subsurface. The time image
obtained by the reflection seismic method is in general adext image that does not correctly
reflect the true geometry of the subsurface structure. Whilerezontal reflector in depth will
appear as a horizontal reflector on the time section, a djpfiector is incorrectly positioned
on the time stacked section. This effect is demonstratea éonstant velocity medium in Figure
1.9, The true position of the reflector in depth differs from itssgion on the time section.
The lateral and vertical positions are different, as weltles dip of the reflector. The wave
propagation process is characterised by the rays normhaétoetlector that propagate from the
surface to the reflector and back. On a ZO time section thetewessociated with the normal
rays are plotted vertically at the position where the rayrgeeat the surface (receiver location).
As a result, the apparent time dip of the reflection is sma#fian the true dip, and the reflector
itself appears longer.

The task of migration is to take into account the effects ef wave propagation through the
medium and to correct the reflector position in the recordsd.dAs a result, migration steepens
dips, shortens dipping events, and moves events updip diti@dto the geometrical distortions,
the wave propagation process creates diffractions frompg@ges as well as amplitude changes
due to the geometrical spreading. Migration with consistetocity models collapses diffrac-
tions, focuses energy, and positions the diffraction essantheir correct locations. The effect
of depth migration with a consistent velocity model can bexswarised, but not limited, to the
following points:

e migration moves dipping reflectors updip to their true posit

e migration removes effects of reflector curvature such aseased anticlines, decreased
synclines and "bow-tie" structureStplt, 2002);

e migration focuses diffractions from faults, bed truncaipand other discontinuities;

¢ depth migration removes distortions due to lateral veyo@tiations. If the lateral changes
of medium velocity are rapid enough, the diffraction pattean depart significantly from
the hyperbolic shape. Conventional stacking or time migretilgorithms using the hyper-
bolic approximation can lead to errors both in velocity mstiions and imaging.

Furthermore, prestack depth migration can be used as agioedlocity model estimation
and for the quality control of the migration velocities ugihe CIGs.



1.5. DEPTH MIGRATION 33

INPUT SITUATION: receiver location
distance /
|
c |dip of reflecto . ! X .
o_ 1 1 ) 1
, . normal rays ,
% ' / | a-\ '
NSy '
| @C[O/ 1
| | | .
RECORDED TIME SECTION: I I I I
) . | .
time dip el !
. .
E '
: ' The reflector is misplaced

' ' ! horizontally and vertically.
! . Itis longerthan the actual
! ! reflector and dips less steeply.

DEPTH SECTION AFTER MIGRATION:

distance ,
. |

reflector now ha

correct dip
£
o
)
o

Reflector now correctly
Sory, positioned
Or

Figure 1.9: Geometrical principle of migration for a comgtaelocity medium with a dipping
reflector. The true position of the reflector in depth diffemsn its position on the time section.
Depth migration corrects this effect and moves the refléctds original position in space.
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1.5.2 Depth migration as diffraction summation

Poststack migration by thdiffraction summatiorcan be described using tegploding reflectors
concept Consider closely-spaced exploding sources that are beddag the reflecting inter-
faces Loewenthal et a.1976. Also, consider one receiver located on the surface at EMiA
position. The sources explode in unison and send out waeepthpagate upward. The earth
model described by this experiment is referred to asettgoding reflectors modeMith this
model, the seismic section is represented by the wavefialdighrecorded on the surface. In
other words, the seismic section is described by function

flz,z=0,1), (1.22)

wherez is the lateral position (CMP coordinate)is one-way traveltime, and is depth. The
objective of migration is to reconstruct the situation tbaisted at the timé¢ = 0 when the
wave propagation process from the exploding reflectorsrbefiaerefore, the initial situation is
expressed by the function

f(z,z,t=0), (1.23)

and the migration process is defined by the transformation

f(z,z=0,1) igratlon,
which is performed using wavefield extrapolation techngjeeg., diffraction summation. Using
this principle, migration can be considered as a mappindqhefdata from the recorded time
domain to the initial timgt = 0). The mapping is obtained by deriving the wavefie(d, z, ¢)
from the recorded data(z, z = 0,t¢), which is calledextrapolation and further restricting to
u(z, z,t = 0), referred to agmaging

f(x,z,t =0), (1.24)

Migration by a diffraction summation method uses the exjpigdeflector model and calculates
the diffraction traveltime corresponding to the closelyasgd diffractor points on a reflector.
Each point on a migrated section is treated independenrdiy fother points. Imaging is per-
formed by summing the amplitudes along a diffraction curva unmigrated section and assign-
ing the result to the diffractor point in a migrated sectiéig(re1.10. The resulting migrated
section is a superposition of all contributions from diffian points. The image is built as the
envelope of all curves by constructive interference. Thgeedf the curves are cancelled due to
destructive interference (see Figuréd0).

1.5.3 Kirchhoff depth migration

The diffraction summation that incorporates the obligd#gtor, which describes the angle de-
pendence of amplitudes, and the spherical spreading fastcalled the Kirchhoff summation,
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Figure 1.10: Diffraction summation method for a horizontflector. The depth image is ob-
tained by constructive summation of time responses foetyaspaced diffraction points.

and the migration method based on this summation is calledtrchhoff migration. In this
work | describe the main concepts of the Kirchhoff depth miigm without going too deep into
the technical details. The detailed description of the w@tban be found in numerous pub-
lications, e.g., bySchneider(1979; Schleicher et al(1993; Stolt and Bensor§2009); Yilmaz
(200D).

Typically, for performing the depth migration, one wantsital the solution of the acoustic wave
equation in 3D described by
0%*u N 0%*u n 0%*u 1 0%u
0x2  Oy2 022 V2o’

(1.25)

whereu(z,y, z, t) is the pressure wavefield as a function of the three orthddoadesian co-
ordinates { andy are two profile coordinateg, is depth) and as time. The inhomogeneous
subsurface model is represented by the propagation welafseismic waves as a function of co-
ordinates) = V(z,y, z). As mentioned above, the seismic reflection datasets ushisiwork
were recorded using a 2D acquisition. Therefore, | consadér the 2D case in the following.

For 2D we assume no change of velocity along one profile coatéi(e.g.y), and the term
d?u/dy? in equationl.25is zero. First, the constant velocity case is considered prbblem
formulation reduces to finding the solution of the scalareveguation with the constant velocity
V..

Pu  Pu 1 0%

—t == 1.26
02 "oz T v2on (1.26)
This equation can be rewritten using the Laplacian opefdtas
2
vy = L0 (1.27)

v
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where

0*u  0*u
2, _
Vou = (_8x2 + _87;2) (1.28)

In these terms, the wavefield observed at the surfaee 0) is described by the function
u(z,z =0,t), (1.29)
which is the boundary value of the wavefield
u(z, z,t), (2.30)

propagating from a reflector in the subsurface upwards fon.

The problem ofextrapolationconsists of determining the wavefieldz, z, t) for = > 0. Using
the wave equatioh.27, u(z, z,t) is computed fromu(z, z = 0, ¢) that is measured at the surface.
This procedure is know agdbwnward continuatioh Imagingis achieved by restricting the
wavefield to the case(z, z,t = 0). In the following the most commonly used solution of the
wave equation using th&irchhoff formuld is introduced.

Suppose that we wish to solve a boundary value problem fasdakar wave equation on the in-
terior of a closed surfacg' in two dimensions, with boundary conditions specified on adtm
boundaryd F. Now, using the Huygens’ principle that every point on a Wwenet can be consid-
ered a secondary source of a cylindrical wave, we are syisthgs general solution of the wave
equation from the cumulative effects of an infinite numbdrgant sources. This can be made
mathematically by computing an impulse response functio@reen’s functiorG(r, r’), which

is the solution of the inhomogeneous Helmholtz equation

V3G + kG = —47o(r — 1), (1.31)

where vector = (z, z) defines the diffractor point; defines the receiver, adr —r’) is Dirac’s
delta function. The Green’s function, therefore, depemdsaih source and receiver coordinates.

Using the Fourier transformation with respect to travedtim

[e.9]

u(x, z,t) = 2i / Uz, z,w)e™ dw (1.32)
77

—0o0

and

Uz, z,w) = /u(m,z,t)e_“”tdt, (1.33)

—0o0
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wherew is frequency, the second-order time derivative of the walegkfransforms as

2
Z—t[j LI (1.34)

Substitution of the functiof/ (z, z, w) into the wave equatioh.27yields the Helmholtz equation

2
VU + (%) U=V + kU =0, (1.35)

with £ being the wavenumber.

Using the solution for the inhomogeneous Helmholtz equati@1in the frequency domain in
form of Green’s function, the solution of the wave equatioR7 is obtained by the&irchhoff
formulain 2D:

U(r,w) - —ﬁ [U(r’,w)

OG(r,r' w

) , ouU(r,w
B G(r,r',w)———=

)] as. (1.36)

n/

Here,ds’ anddn’ define the size and normal of the linear element of the boynfldahat lim-
its the surface’, containing the pointz, z). To apply the equatioi.36 for migration, some
transformations are made, which finally yield the solutibthe scalar wave equation in form of

o0

u(z, z,t) = / W « Wz, z,£,t)d¢, (2.37)

—0o0

wherelV is aweight-functiorandx* indicates convolution.

Migration uses this solution with specified imaging coraiis. The final 2D Kirchhoff migration
formula describes the depth migrated section

e}

M(z,z) = %ﬂ / up(&,0,t + %)%d{ (1.38)

—00

with the following parameters:

e the timet; + % describes the traveltime curve of the diffraction poindied in(z, 2);

C

o the factor\/V_.r describes the geometrical spreading of a cylinder wavegmaing from
the point(¢, 0) to (z, 2);
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e the angley is the emergence angle of the ray at the receiver,;

¢ the functionur describes the high-pass filter of the time section, whicHse denoted
as thehalf-derivativeof the input wavefieldu(z,z = 0,¢) in the time domain (e.g.,
Bleistein et al.2000.

The classical Kirchhoff algorithm uses the solution witle&mn’s functions for a constant velocity
medium. By giving up the requirement that the Green’s fumcbe computed analytically, the
Kirchhoff solution is extended to variable velocity medidhe modified Kirchhoff method uses
traveltimes of waves travelling from each point in the sufzse to each source/receiver location,
instead of the hyperbolic traveltimes description of @di¢ion events in a homogeneous medium.

A direct method for calculating time response for diffraqtoints isray tracingthrough a spec-
ified depth velocity model. Traveltime computations camw d&s performed using different tech-
niques, e.g., a finite difference (FD) approximation to tii@Bkal equationReshef and Kosloff
1986, Gaussian beam ray tracing€rveny 2001), direct wavefront construction methods (e.g.,
Vinje et al, 1993 Ettrich and Gajewskil998 Coman and GajewsKz2001), dynamic ray tracing
(Cerveny 2001) and others.

Ray tracing is a commonly used approach since it is less eigeimstime and easier to ap-
ply. A bundle of rays emerging from a source location can beed down into the earth to
the subsurface taking the velocity variations and refoadtiat layers boundaries into account.
The traveltimes from the source point to the reflector poit #om the reflector point to the
receiver are then calculated along both raypaths, and sdritongroduce the traveltime from the
source to the receiver. Dynamic ray tracing additionallgvites the computation of the ampli-
tudes, taking the geometrical spreading into account. i denction obtained by the dynamic
ray tracing form the basis for an amplitude-preserving ldepigration (e.g.Schleicher et aJ.
1993. Alternative traveltime-based approach without the dyitaray tracing was introduced
by Vanelle et al(2006).

1.5.4 Practical aspects
Poststack depth migration

So far | have discussed the principles of depth migratiog omthe context of mapping seismic
sections from the time to depth domain. In practice, thismedhat the seismic reflection data is
first corrected for the normal moveout, then stacked, andlyfindgrated. This method, known

as depth migration after stack poststack migration, PostSONroduces the correct image of
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reflectors only for simple media without strong lateral ot variations. Poststack migration
assumes that the stacked data correctly represents the diOnsea.e., where the source and
receivers coincide. The CRS stacked sections are bettenapations of the ZO sections than
the conventional NMO/DMO stacks, as shownMyller (1999. Therefore, in this work | use

the simulated ZO CRS stacked sections as input for poststath degration.

Nevertheless, any method of time stacking applied to seiseflection data does not take strong
lateral velocity variations into account due to the hypédimaveltimes assumption (equations
1.1 and 1.4). When the subsurface structure is complex, reflection mavbecomes non-
hyperbolic and can not be correctly described by the hypiertraveltime formulas. The stack-
ing process does not work well, producing distorted stackee as output. These situations
can be solved by migration before stack, which is knowprastack migration, PreSDMt mi-
grates the unstacked seismograms directly into the deptfathoand then performs stacking in
order to generate the depth image.

Prestack depth migration

Prestack Kirchhoff depth migration operates on every oftdehe data separately. For each
common-offset section the Kirchhoff summation procedsiaplied. Migration focuses diffrac-

tions and moves reflectors to their true positions in evergroon-offset section. In other words,
prestack depth migration with a consistent velocity modsuitts in a number of sections, having
different offsets, where the reflector depth is identical.

Results of migration in the common-offset domain allow thaldy control of the depth veloc-
ity model. First, the focusing of diffraction events can ls=d to confirm the correctness of
the model. If the diffraction curves are collapsed, the e#omodel fits the data. Remaining
diffractions usually observed at salt-sediments bouedafaults, and other discontinuities, in-
dicate that the depth velocity model is not consistent withdata. More powerful is the quality
control scheme based on the depth migrated CIGs. CIGs resaitdorting the depth migrated
data into gathers having common reflection points. Each Ct@&sponds to one CMP location
in the data. Since the events in the prestack data are mowadds their true lateral position
after migration, each CIG contains traces describing oneatsh point at the considered depth.
When the velocity model is correct, each offset plane is ctigrenigrated, and the reflector in
every common-offset section appears at the same positlwrelore, the CIGs become horizon-
tal (Figurel.11). However, if the velocity model does not fit the data, an eseundercorrection
is observed in the CIGs (Figufiel?. This phenomenon can be explained as follows: when the
velocity is too low, the computed traveltime along the raiois high, and the imaging condition
is fulfilled for points at shallower depth. The effect incsea with growing offset. Therefore, the
CIG is overcorrected, and the reflector is shifted upwardgueil.12(a). If the migration ve-
locity is too high, the result is an undercorrected gatheens the reflector is shifted downwards
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(Figurel.12(b).

Prestack depth migration, therefore, is very sensitivéaéocaiccuracy of the velocity model used
during the depth migration. This fact can be used for the atign velocity analysis using
the CIGs if the CIGs are not horizontal. The residuals are picked the velocity model is
updated. Usually this process is performed iterativelgrgtme picking the residuals, updating
the velocity model, and migrating the data using the updauede! until the residuals are below a
defined threshold. Once the CIGs are horizontal, they carabked along the offsets to generate
a depth migrated section, where the reflectors are at theipositions.

In this work the seismic reflection data were migrated withckhoff prestack depth migration

using maximum amplitude ray tracing since it allows to gateethe most accurate depth im-
ages of the subsurface in complex areas. The resulting Cksgsad for quality control of the

migration velocity model obtained by NIP-wave tomograpbgd Section 1.4).

Migration aperture

The migration formuldl.38uses the infinite integral solution of the wave equation. recpce,
the seismic profile length is finite, and the integral is lediby the migration aperture. The aper-
ture width is defined in the common-offset domain as the kenfithe summation operator. The
choice of the aperture is very important for depth imagingeafl seismic data. Whereas small
apertures can produce a poor image due to the destructidaeylg dipping events and can or-
ganise random noise signals as horizontal events, the d@eures unnecessarily increase the
run time and produce artifacts and migration noiénaz (2001) described numerous examples
of different aperture effects by migration. The value of rapes must be chosen according to
many factors including, but not limited to, the acquisitgeometry, the complexity of the sub-
surface and the chosen migration algorithm. From the gea@rakaspect of migration follows
that larger apertures are better suited for steeply dippuegts, and shorter apertures should be
used for smaller inclination angles. The aperture must fgelanough to include all rays trav-
elling downwards from a source to a reflector and upwards ftwreflector to a receiver. The
lateral position of the reflection points for dipping reflast deviates from the midpoint position,
and this difference increases with larger reflector dipsréfore, large apertures width must be
used for steeply inclined reflectors.

The optimum migration aperture can be estimated from d&talgicher et al.1997. The cri-
terion for the minimum migration aperture is that the difiece of traveltimes of the computed
diffraction curve and the reflection curve should be less thalf a period7’/2 of the signal,
thus providing the constructive summation. This criteradso defines the first Fresnel zone.
The difference between two approaches is that the minimugnation aperture is defined at the
surface, whereas the first Fresnel zone is defined on thetoeflét practice, the proper choice
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Figure 1.12: Common image gathers as a result of prestack deigration. (a) When the
migration velocity is lower than the true velocity, the ClGomer-corrected, and the reflector is
shifted upwards from its original position. (b) When the et is higher than the true velocity,
the CIG is under-corrected and the reflector is shifted dowdsva
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of migration aperture is usually achieved after a seriesigfation experiments with different
values, finally choosing the one that produces the best deaitpe of the data.
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Chapter 2

Marine data example

In order to investigate the behaviour of the CRS stack methodesmic data with complex

geology, | apply it to a marine dataset from the North Sea. ddtaset was kindly provided by

BP with the assistance of RWE Dea AG (Hamburg). The main tagjetee CRS processing of

these data is the improvement of the quality of time-stadexdions in the areas of salt plugs
and the reconstruction of a depth velocity model followedlbpth migration.

2.1 Study area and acquisition geometry

The study area is located in the North Sea close to the Germast tine (see Figur@.l).
Salt structures and complex fault systems characteriseetiien. The area is a part of the in-
tracratonic Southern Permian Basin formed at the end of thisd&m orogeny4iegler, 1990.
The orogeny occurred in Paleozoic times (frevB90 to~310 mya). It reflects the continen-
tal collision between Laurasia and Gondwana to form the mapdéinent of Pangea (see, e.g.,
Mohr et al, 2009.

The sedimentation process started in the Upper Rotliegeze Kgyure2.2) and continued to
the evaporites of the Zechstein Group, which reached up @80 Different phases of salt
movements that started in Triassic time formed the saltairas of the region. Each phase
is characterised by changing tectonic regimes and diffddieils of diapirism (se@&lohr et al,
2009.

A part of the data consisting of 4243 CMP gathers with a tota length of~26.5 km was
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Figure 2.1: Marine data. The study area is located in thensontpart of the North Sea approxi-
mately 30 km north of the German coast line (Kindly providgcRWE Dea AG, Hamburg).

Line length ~26.5 km| Acquisition type end-on
Recordingtime 7s Receivers per shot 240

Time sample rate 2 ms Receiver group spacing 12.5m

Number of shots 1055 Source-receiver offset range [-3238 m; -250 |m]
Source spacing 25m Number of CMPs 4243

Source type Airgun | CMP spacing 6.25m

Source depth 6m Maximum CMP fold 60

Table 2.1: Marine data: acquisition parameters.

chosen for the CRS processing. Seismic reflection data wergradgn a 2D marine survey
carried out in 1988 on behalf of ARCO (later acquired by BP). Ttwguésition parameters are
summarised in Tabl@.1 An airgun generated the seismic signal at 6 m depth. Theeshmbt
spacing was 25 m. A 240-channel streamer with 3000 m acthgtlleand 250 m lead-in with
hydrophones towed at 7.5 m water depth was used. The recggp spacing was 12.5 m. The
acquisition geometry leads to 6.25 m of CMP spacing and a maxit@MP fold of 60. The
record length was 7 s with 2 ms sample rate. No well infornmatvas available, but the stacking
velocities were provided with the dataset.
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Figure 2.2: Marine data: generalised stratigraphic chastualy area (kindly provided by RWE
Dea AG, Hamburg).
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2.2 Preprocessing

The seismograms were preprocessed by Petrologic Geophggovice GmbH (Hannover) in
2002. All preprocessing steps were performed using ProMéiware of Halliburton (Hous-
ton). The main targets were the Rotliegend sandstones,dolzdew the salt domes. The pre-
processing consisted of the following steps:

1. Spherical divergence correction. The amplitude lossneesvered using a spherical di-
vergence correction described by(tV?), wheret is TWT, andV (¢) — root-mean-squared
(RMS velocity of the primary reflections.

2. Editing. Spikes and noise-bursts were estimated statilyt and, when necessary, edited.

3. 7 —p transformation for the reduction of noise. Improvement/®f &tio was achieved by
the transformation of the data into the- p domain. The transformation was performed
using 501p-values. Aliasing effects were considerably attenuateouth the weighting
of traces with lowp-values. After deconvolution the traces were transformackbnto
x — t domain.

4. Deconvolution for recovering high frequencies. The awotution was applied in two time
gates 200-2500 ms and 2400-4200 ms. The parameters forvaedamn were chosen
for optimum resolution of the Rotliegend sediments with aerafor length of 140 ms,
prediction interval of 20 ms, and prewhitening of 1%.

Examples of the preprocessed seismograms are shown ireRiguFigure2.3(a)shows a CMP
gather located in the area between salt plugs. Reflectionsgsalpée for all traveltimes from 0 to
2.5 s. No AGC correction was applied to the seismograms. efbi, the amplitudes of events
below 3 s TWT are comparably low. In the CMP gather from the n@difla salt plug (Figure
2.3(b), reflections are clearly visible only from 0 to 2 s TWT.

Tables of stacking velocities for specific CMP positions widrelly provided with the dataset
by RWE Dea AG. | applied an interpolation scheme to obtainaigés between the provided
points, smoothed, and saved them for every CMP and every tim@le. The resulting model
describes the stacking velocities in the dimensions of taeked domain (CMP-TWT) shown
in Figure2.4(a) In the upper part of the model (0-1.5 s TWT) lateral veloc#yiations are
minor. The stacking velocities are varying from 1.8 km/sheg surface to 2.7-3 km/s at 1.5 s
TWT. Since the geological structure of the study area is caray@d by the presence of salt,
strong vertical and lateral velocity variations are vieiht later times. Between CMP 1500 and
2000 the velocity increases up to 3.5 km/s, which correspomdhe salt plug in the left part of
the profile as presented in the CMP stacked section (Figite A similar velocity increase is
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Figure 2.3: Marine data: examples of CMP gathers (a) from tea between salt plugs and (b)
from a centre of a salt plug.

visible in the right part of the model, at CMPs 3500-3700. idleeper parts of the model the
stacking velocities increase monotonously and reach thiesaf 3.5-3.7 km/s at 4 s TWT.

2.3 CRS processing

CRS processing of the dataset started with the search for the @RBeters. As the simulta-
neous 3-parameter search would be computationally vergrestye, | used the approach based
on three one-parameter searches as describ&tliller (1999, Jager et al(2001) and Mann
(2002. The most important parameters for the automatic seaafeesummarised in TabR2
The maximum midpoint aperture was chosen according to #ts tarried out by Petrologic.
The following sections describe the results of the autacr@RS stack process.

2.3.1 Automatic CMP stack

In order to generate a CMP stacked section, the automatichseatimates the best-fit stacking
velocities for the preprocessed CMP gathers. Since themrd@don about the stacking velocities
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CMP number
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Time (s)
Stacking velocity (km/s)

(a) Model of stacking velocities provided with the dataset

CMP number
500 1000 1500 2000 2500 3000 3500 4000

Stacking velocity (km/s)

(b) Model of stacking velocities obtained during the autta@MP stack

Figure 2.4: Marine data: model of stacking velocities (a)vmted with the dataset and (b)
obtained from the automatic CMP stack. Velocities providgdhe industry were used as guide
functions for the stacking velocity search. Since only 1%@&fiation from the guide values was
allowed, the differences between the models are visiblg iorthe deepest part (3.5-4 s TWT).
In the upper and middle parts the models are almost identical
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Surface velocity 1500 m/s
Maximum deviation from
reference stacking velocity model 1%

Maximum dip angle 60

Minimum offset aperture 400mat0.2s
Maximum offset aperture 3200 m attimes >2.8 s
Maximum midpoint aperture 500 m

Table 2.2: Marine data: processing parameters used foutioenatic CRS stack.

was provided by the industry, the search was constraineel cbmputation time was, therefore,
significantly reduced. The stacking velocity model obtdifiem the provided velocity tables
(for details see Section 2.2) was used as a guide. The rarigstetl velocities was restricted to
1% maximum deviation from the reference value, i.e., theckeaas carried out in the interval
[0.99 VN i0; 1.01VN 0], WwhereViy o is the stacking velocity in the reference model.

Figure2.4(b) shows the final stacking velocity model obtained by the aatmrsearch. Since
only 1% of velocity variations from the guide values wereaikd, there are only minor changes
in the model compared to the reference model (Figu#éa). The deepest part of the model
(3.5-4 s TWT) shows some fluctuations from the guide valueshdrmiddle and upper parts
both models are almost identical, which provides the redidutomatic CMP stacking identical
to the conventional CMP stack section.

CMP stacking of the preprocessed CMP gathers with the obtaxledity model provided the
ZO time section shown in Figuz5(a) In order to improve the visibility of late-arriving events
an AGC with a 500 ms time window was applied to the stackedme¢see Figure2.5(b).
The amplitudes were balanced, making it possible to idettié reflections down to 4 s TWT.
However, the AGC enhances the amplitudes of noise as welleftection events should be
interpreted carefully, taking both sections without anthvAGC into account.

The images of the most prominent reflections in the CMP stasketion (Figure2.5) have
good quality at the time levels 0—2 s TWT. Almost horizontdleeions at 0.5 s and 1 s TWT,
corresponding to the Tertiary, are visible throughout thi&e section. These horizons have con-
tinuous structure, and can be easily identified and cogeldtie to strong impedance contrasts.
A set of dipping layers complicates the shallow part of thetiea at 0—-0.5 s TWT. The base
of Tertiary at 1 s TWT has a pull-up at CMP 1500-1700 crossed k@t affaults. The image
of the middle part of the section at 1.5-2.5 s TWT is influencedhe presence of salt, and
is complicated for the interpretation of the salt boundaaad reflections below. The base of
Upper Cretaceous (1.5 s TWT) was deformed during the salt menenin the areas of CMP
1400-1900 and 2900-3500. Since the salt distorts the sathrabove its top, the images of
the top of salt are sometimes unclear. The images of Jurssiper-Muschelkalk sediments
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Figure 2.5: Marine data: automatic CMP stack (a) without djdaith AGC. The rectangles
show the areas of the salt plugs, which are enlarged in F@ure
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(1.5-2.5 s TWT) have anticline character between the salfspliihe definition of the accurate
position of the salt flanks in the unmigrated sections is daraged. Because of dipping layers,
salt domes appear wider in the unmigrated sections thanaiteein reality. Moreover, a lot of
conflicting dip situations are present at the salt-sedirhennhdaries.

The base of Zechstein (2.5 s TWT) is well imaged and well cateel. Below the anticlines
the almost horizontal structure is only interrupted belbe salt bodies. However, the correct
position of the base Zechstein in the areas of the salt play?(1500-1900 and 2900-3300,
2.3-2.5 s TWT) can be determined only after the depth migratierestack depth migration
usually provides the best results for imaging of salt flamk sub-salt structures.

Reflections below 2.5-3 s TWT in the CMP stack section are poorged as the S/N ratio is
relatively low. Energy dispersal within the salt bodiesde&o an increased noise. Moreover,
reflections that most likely belong to multiples complictte definition of sedimentary bound-
aries in the deeper part. Because of the energy loss with dieptborrelation of horizons is
complicated in the areas below 3 s TWT.

2.3.2 Automatic CRS stack

After the generation of the CMP stacked section, the autasatirches provided the CRS stack-
ing parameters for the generation of the CRS stack sectionrd=2g6 shows the resulting auto-
matic CRS stack section without and with AGC correction. Tiseilits should be compared with
the conventional CMP stacked sections as presented in R2gnire

Most significantly, the continuity of reflection events iRrtBRS stack sections increased greatly,
and the S/N ratio appears much higher compared to the CMPestadctions. This quality
improvement is observed at the top of the salt plugs and ipaetegarts (> 2.5 s TWT) as well
as in the interior of the salt plugs. Although the preciserdidin of the salt flanks position is
still complicated, the images of the sediments surrounthiegsalt are greatly improved in the
CRS stack section (compare zoomed images in Figufeeven permit the interpretation of the
salt-sediment interfaces in the non-migrated time sestidime images of seismic events below
2.5 s TWT in the CRS stack section are improved compared to the @GA¢R section.

Figures2.8to 2.11display the CRS semblance section and three CRS parametensedfiost
reflections visible in the CMP and CRS stacked sections can béfidd in the CRS semblance
section as well (see Figuged). With increasing recording time the semblance decreasemise
of the lower S/N ratio and geometrical spreading loss. Hawnethe reflection events can be
distinguished from the noise for times 0—2.5 s TWT. The aréasaloplugs have lower semblance
because of energy dispersal, but the bottom of the salt @ldahzons around the salt flanks are
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Figure 2.6: Marine data: automatic CRS stack. The S/N ratimaseased compared to the
automatic CMP stack (Figu25). The rectangles are enlarged in Figdré
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Figure 2.7: Marine data: zooms of the salt plugs as presdant&igures2.5 and2.6. The
automatic CRS stack (b) and (d) provided images with higher&tiN. Reflections appear more
continuous and the salt-sediments boundaries are eagientify compared to the CMP stacked
section (a) and (c).
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clearly visible.

Figure 2.9 displays the angle of emergence, from -10° to 10°. The upper part of the data
contains almost horizontal reflections with angles of emecg around 0 At the flanks of the
anticline structures and in the areas around the salt phegangles increase up #10°. The
diffractions in the semblance section below 3 s TWT lead tdvéigzalues of emergence angle
up to 20-40, but these values were clipped for displaying in order tanstine slight variations
in the upper part of the section. However, the diffractiores\asible within and below the salt
around CMP 1500 at times 1.5-4 s TWT as a set of bright red andshipes.

Figure2.10shows the radius of curvature of the NIP-wafg;; . In a constant velocity medium
this parameter is associated with the reflector deptl® 5@ is increasing smoothly with increas-
ing TWT. However, the complexity of the data with the preseoicanticline structures and salt
plugs results in values @t ;p significantly different from the expected reflector deptheTrue
reflector position can be reconstructed only after a seigmirsion procedure, e.g., using the
NIP-wave tomography followed by depth migration.

Figure 2.11 depicts the radius of curvature of the N-wavey. As a measure of reflection
curvature, large values @ty correspond to almost plane reflectors. Most of the reflestion
the upper part of the section are almost flat and, therefares Yiery large values @t . In order
to show the reflections in the deeper part of the section,v@lpes of+30km were used for
display.

Finally, Figure2.12illustrates the number of traces used by the CMP and CRS staskautate
one sample in the ZO sections. The CRS stack used up to 120 tiorestraces compared to
the CMP stack. This significant difference resulted in theaased S/N ratio of the CRS stack
section.

2.3.3 NIP-wave tomographic inversion

After the estimation of CRS parameters Ry;p, Ry) and the generation of the CRS stacked
section, | prepared the input data for the NIP-wave tomdgcamversion. This approach, as
described irDuveneck2004), operates with CRS parameters of ZO points picked in the sthck
domain. In order to obtain the ZO points, | picked the mostangnt primary reflections in
the CRS stack section per hand. An automatic picking proceslasenot applied to the marine
dataset, but an example of its practical usage can be folod loe Chapter 3. Picking per hand
provides the flexibility in choosing low-coherent eventdha salt-sedimentary boundaries and
also in the sub-salt areas. After the picking the CRS parasetgresponding to the chosen ZO
points were automatically extracted by the software predidy the WIT consortium.
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Figure 2.9: Marine data: angle of emergenee,
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Figure 2.10: Marine data: radius of curvature of the NIP-avdty ; p.
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Figure 2.11: Marine data: radius of curvature of the N-wavg,
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Figure 2.12: Marine data: number of traces used by the autor@»P and CRS stacks to
image one ZO time sample. Note the different scales. In tteimoof the section the CRS stack
comprises up to 120 times more traces compared to the CMP. stack

Although the ZO points were picked manually, the input datathe tomographic inversion
needed to be tested with respect to the reliability of theesmponding CRS parameters (see
Chapter 1 for details). After removing outliers, about 10@ihgs remained. The resulting ZO
points are shown in Figur2.13 Figure2.13(b)shows the distribution of picked ZO points over
the geological structures where the most prominent reflestivere chosen for picking. Starting
from the sea bottom at0.1 s TWT the base Miocene at 0.5 s TWT, base Tertiary at 1 s TWT, and
base of Upper Cretaceous at 1.5 s TWT were picked. Since thegem®are almost horizontal
and are only rarely interrupted by faults, the precise pigkif these reflections was easy. Picking
of the top of salt and salt flanks, however, was complicateith®ypresence of faults, diffractions,
and conflicting dip situations. The benefit of the NIP-wav@dgraphy in these areas is that it
is not necessary to follow the horizons continuously, bdependent reflection elements may
be chosen for the inversion. Therefore, the bottom of theataCMP 1700-1900 CMP and
3000-3500, 2.5 s TWT was picked separately, without exaceladion with the neighbouring
horizons.

Most characteristic events within the anticline strucstael.5-2 s TWT were picked without the
precise correlation of the stratigraphy, but with respedhe highest coherency and maximum
amplitudes. The aim of picking these events was to followstha&pe of the anticline structures
with approximately constant pick spacing, which is pretiégdor stable tomographic inversion.
Since the S/N ratio of the data decreases with increasirgyde time, the picking of reflec-
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tions is much more complicated below 2.5 s TWT in the CRS stac&etios1. Therefore, only
sparse points with the highest values of semblance and @uaglin the deeper part of the data
were picked. For more precise picking the section with AG@eaed amplitudes was used, as
presented in Figurg.5(b)

The final check of picked data was carried out with respechéoréliability of CRS parame-
ters. The picks corresponding to multiples and other noigstroe identified and, if necessary,
removed. The quality of input data is very important for th€Nvave tomographic inversion.
The data were quality controlled using the plots of the patam\/y;» (see Chapter 1) and
stacking velocities with respect to the traveltime (seaifg@@.14). A characteristic decrease of
Vnmo, as normally observed for long-path multiples, may resith & corresponding increase
of Myp value at the considered time. Therefore, the plotd/af; » against traveltime that de-
viate significantly from the main trend can be considered akiphes. Figure2.14(a)shows,
however, excellent point distribution along the main treaadd the picks do not need any further
editing. This is partly the result of the manual picking prdare. Also the preprocessing of the
data, carried out by the industry, significantly attenudatedmultiples in the upper part of the
section. The empty areas in Figwtd 4(a)between the clouds of picks are the results of manual
picking when sparse horizons are chosen in the ZO secti@Hgeire2.13(b). Since there are
no ZO points picked between 0.1 s and 0.5 s TWT, 0.6 s and 0.7 s Teyihese time intervals
contain no data in Figurg.14 Figure2.14(b)outlines the stacking velocities corresponding to
all picked events against traveltime. The plot shows a vendgrelocity distribution for the first
four picked horizons down to the base Tertiarydt s TWT. Starting from 1.5 s to longer trav-
eltimes, there are some velocity fluctuations around theitnend, but no areas of significantly
lower velocities are found, which confirms the absence otipiak. Therefore, the picked data
were suitable as input for the NIP-wave tomographic ingersi

The depth velocity model estimated during the tomograpmersion was defined on a grid
of 55 x 41 nodes with a constant lateral spacing of 500 m andhdgpacing of 200 m. A
near surface velocity of 1700 m/s and a constant velocitgligra of 0.5 s' were chosen as an
initial model for the inversion. The thin water layer of ab@0® m does not influence the model
significantly, so the velocities of the sub-water sedimevds taken for the near-surface. The
parameters of the NIP-wave tomographic inversion are surmseathin Table2.3. A total of 10
iterations were carried out. After every iteration the ihg@ points wereback-propagatedo
their corrected position in space. Figd5shows the depth velocity models plotted together
with the corresponding back-propagated picks after exaniypkchosen iteration steps.

After every iteration the cost functiof was determined that represents the deviation of the
predicted data from the picked data. Fig@r&6shows that the cost function decreases contin-
uously. After the seventh iteration the changes in velesitvere minor. The velocity model
obtained after ten iterations was taken as a final model fothdaigration.

Figure2.17represents this final NIP-wave tomography model with cpoasing back-propagated
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Figure 2.13: Marine data. (a) Input picks (black dots) fa&r MiP-wave tomographic inversion.
(b) The CRS stacked section was used for manual picking of tieiteevents.
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Figure 2.14: Marine data: quality control of input picks fdiP-wave tomography. (a) The
parameterM y;p and (b) stacking velocities are computed for each picked @tgrom the
corresponding CRS parameters. Fluctuations of velocitiep @b 500 m/s for the picks at later
traveltimes correspond to the lateral variations in thelsiey velocity model (Figure3.3(b)).
Significant deviation from the main trends of points digitibn is not observed, which confirms
the reliability of picked data and the absence of picks apoading to long-path multiples.

Lateral grid spacing 500 m
Depth grid spacing 200 m
Number of nodes in lateral direction 55
Number of nodes in depth direction 41

Initial model:
surface velocity 1700 m/s
gradient 0.5s!

Number of tomographic iterations 10

Table 2.3: Marine data: parameters of the NIP-wave tomdugcapversion.
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Figure 2.15: Marine data: depth velocity models with cquoesling back-propagated picks
computed after exemplarily chosen iteration steps. &tarfiom the initial gradient (a), the
model is continuously updated after every iteration. Thalfmodel obtained after 10 iterations
is enlarged in Figur@.17.
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Figure 2.16: Marine data: value of the cost functivcomputed after every tomographic itera-
tion. The changes after the seventh iteration are minor.
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picks. As the model is described by B-splines it appears dmeooin contrast to conventional
layer-based models. However, the main geological strastaan be recognised in Figuzel7.
Starting with the initial velocities of1.7 km/s at the surface, the values smoothly increase up
to 2.1-2.3 km/s at-0.9 km depth and reach 2.7-2.9 km/s for the base Tertiaryddae~1 km
depth. The interval from 1 km to 1.8 km depth correspondintheobase Upper Cretaceous —
base Tertiary is described by a velocity increase to 3.9«8/8. Slight lateral velocity variations
are visible in the upper part of the model. The deeper pam ftB8 km to 4 km is influenced by
the presence of salt domes and anticline structures. FromT3@@to 2000 at 1.6 to 4 km depth
a high velocity zone is observed with velocities reachir8-4.4 km/s. This zone corresponds to
the left salt plug as presented in FiguBSand2.6. The salt plug located in the right part of the
sections is characterised by velocity values up to 3.8-38 laround CMP 3300.

It must be mentioned that the velocities obtained by NIPexavnographic inversion may differ

from the interval velocities of the corresponding sedimefiior example, interval velocities of
4.5-4.6 km/s, typical for salt, are not observed in the maaleich is the result of smoothing and
the presence of sediments in the salt. Therefore, this nebarlld not be used for a geological
interpretation. It is suited for the depth migration of seis data. However, around the salt
plugs at the depth 1.8-3 km the NIP-wave velocities are dlosige expected interval velocities
of corresponding sediments (Bunter to Upper Cretaceoushirgp3.3—3.5 km/s. Deeper sedi-
ments down to base Zechstein are characterised by veboiti-4.2 km/s. Sparse distribution
of input picks used by the tomographic inversion leads tcomiateral velocity variations in the

deeper part of the model. A zone of slightly lower velocityues compared to the surrounding
sediments is observed between 3.5-5 km depth. The deepenpar 5 km is characterised by
the values of velocities that coincide with the initial gixtt model used by tomography.

Despite the fact that the NIP-wave tomography model shoatde used for exact interpreta-
tion, it certainly provides complementary information.€eldtistribution of back-propagated picks
plotted over the model in Figuz17(b)shows an approximate depth of reflector elements.

2.4 Depth migration

Kirchhoff depth migration of the marine dataset was caroetusing the ProMAX software.
Poststack depth migration of the CRS stacked section as weteatack depth migration of the
CMP gathers were carried out. The CMP spacing of the outpuheleprated sections is 6.25
m, the same as of the time-stacked sections. The seismogvarasmigrated up to maximum
frequencies of 65 Hz and maximum 7 km depth with the depth gamgerval of 6 m, which
was the same as used by the industry. Maximum amplitude aainty was used to produce the
Green’s functions. The maximum emergence angle was HF@ the migrations, the NIP-wave
tomography model as presented in Fig@r&7 was used. The aperture width of the prestack
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CDP spacing in output field 6.25m

Maximum frequency 65 Hz

Depth sampling interval 6m

Maximum depth to migrate 7000 m

Migration aperture 1800 m for PostSDM

3600 m for PreSDM
Maximum emergence angle to trace rays ° 70
Velocity model sample interval 100 m
Method for generating the Green’s function Maximum ampligway tracing

Table 2.4: Marine data: processing parameters for depthatig.

depth migration was 3600 m, which is the value used by thesinguvhereas the aperture of the
poststack depth migration of the CRS stack was reduced to 18@0arder to reduce migration
artifacts. The depth migration parameters are summans&ahle2.4.

2.4.1 Poststack depth migration of the CRS stack

Figure 2.18(a)shows the poststack depth migration of the CRS stack using HReMsve to-
mographic model. The shape of the salt structures correlsptnthe distribution of back-
propagated picks as presented in Fig2uE8(b) All picked reflectors above the salt plugs coin-
cide exactly with the picks. The base Zechstein at about43kBa-depth is also well correlated.
However, the salt flanks sometimes contradict the backggated picks. This is most likely the
result of the smooth velocity description used in tomograpiversion with coarse node spacing
(500 m in lateral and 200 m in vertical directions), which &t small enough to describe such
strong velocity variations. Also, non-hyperbolic reflects at the salt-sedimentary boundaries
may result in these deviations.

As expected, both salt plugs appear laterally compressi ipoststack depth-migrated section
compared to the time sections (see Figwéga)and2.6(a). Since the depth migration process
handles lateral velocity variations, the images of comgkeMctures are corrected with respect
to their actual lateral position. Depth migration collapsiéfractions; so the areas of salt flanks
where a lot of noise is present in the time sections are bettged in the depth migrated section.
The images of reflectors close to the top of salt plugs areawga compared to the time-stacked
sections.



64 CHAPTER 2. MARINE DATA EXAMPLE

2.4.2 Prestack depth migration

Figure2.19shows the Kirchhoff prestack depth-migrated section. @ltyh the poststack depth-
migrated section has higher S/N ratio compared to the prlestsult, the latter shows much
more details that are important for interpretation. Desfiie fact that some reflectors appear
less continuous compared to the poststack depth migradi@as of improvement are visible.
The fault systems located above both salt diapirs at 1-1.8éqth around CMP 1600 and 3300
are clearly identified in the PreSDM section. The images tfdapirs, their flanks and the
internal salt structures are greatly improved. PreSDMddke strong lateral velocity variations
into account to generate the prestack depth migrated gatGéGs). Therefore, stacking of the
CIGs usually produces better images than the poststack degthtion. Moreover, the accuracy
of the velocity model used by migration is estimated by thiméas of events in the CIGs.

Figure 2.20 shows the CIGs of the marine dataset migrated with the NIRewamnographic
model. The result shows very good flatness of gathers at B%t&m depth. It must be no-
ticed that the seismograms are plotted up to 3200 m offsdtuprto 7 km depth, so the verti-
cal/horizontal ratio of each CIG is approximately 10:1. dsihis scale, the residual moveouts
are overemphasised. The positive residual moveout ol$etviease Tertiary at-1 km depth
can be associated with a too high initial velocity gradies¢diby the tomographic inversion,
which does not fit the upper part of the section perfectly,i®suited for the middle part of the
section from 1.5 to 3.5 km depth. In other parts of the CIGsdusd moveout is not visible,
which confirms the consistency of the depth velocity modéhhe data.

2.5 Conclusions

The presented CRS technique has demonstrated the potengraldiace high-quality images of
marine seismic data. The automatically-generated CRS shawitssa higher S/N ratio and im-
proved images of salt plugs compared to the conventional Cisiék sections. Moreover, the
CRS parameters estimated during the automatic searches oaedyeo construct a depth veloc-
ity model suitable for depth migration. The model was estaddy the NIP-wave tomographic
inversion. Picking of input data for the inversion was parfed in the CRS stacked section with
its high S/N ratio. Reflector elements were picked indepetiglemhich is a great benefit when
working with complex salt structures. Poststack depth atign of the CRS stack and prestack
depth migration produced high-quality sections that candesl as a supplementary material for
a geological interpretation. Therefore, CRS stack and NI#ewamography techniques provide
fast generation of time and depth images of complex geadgiavironment.
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Figure 2.17: Marine data: reconstructed smooth velocitgl@havith back-propagated picks,
obtained after ten NIP-wave iterations. The picks coineidth the discontinuities in the velocity
model. Two zones of high velocity values reaching 4-4.3 kmite middle part of the model
(CMPs 1500 and 3200) correspond to the salt plugs as seen $tettleed sections (Figur@ss
and2.6). The model is used for the depth migration of the seismogram
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Figure 2.18: Marine data: poststack depth migration of the GRSk with back-propagated
picks. Migration corrected the images of the salt plugs aoged them towards their original
position in space as compared to the time stacked sectiogsrés2.5 and2.6). Diffractions
present in the time-stacked sections are focused and tmelboas of the salt plugs can be better
identified.
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Figure 2.19: Marine data: Kirchhoff prestack depth mignatwith the back-propagated picks.
The images of salt plugs, salt-sediments boundaries, aifdsiauctures are greatly improved
compared to the time-stacked sections. The correspondmgnon image gathers are shown in
Figure2.20.
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Figure 2.20: Marine data: common image gathers resultiogy fPreSDM with the NIP-wave
tomographic model as presented in Fig@ré7. The images of most reflectors are almost hori-
zontal, which confirms the consistency of the velocity madi¢h the data.
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Chapter 3

Land data example

This chapter shows the results of the application of the CR$htqae to low-fold land data from
Northern Germany. In 2002, the industry provided seisnfiecton data to the scientific com-
munity and opened new opportunities to have a more detaitdddn the salt stocks of the area.
The data were acquired and processed in the 1980s. Compa@atémnporary reflection acqui-
sitions, the fold of these data is low (about 20). The praogss the 1980s provided basically
stacking velocities and the CMP stacks. Velocity model agdtime and depth migration were
not applied to these data. Due to the structural complexitylined with the low fold severe
imaging challenges were met.

The functional dependence of the individual Northern Gerselt structures on salt stock fami-
lies was outlined bysanneman(iL968 and their history was described baritz(1973. Trusheim
(1957 introduced the ternmalokinesis In the explanations of the formation of salt plugs and
the development of salt plug families, these authors presitiensity instabilities for the North
German area between underlying light salt and overlyingysadiments to be the major force
of the buoyancy-driven halokinetic processes. This astompvas already theoretically inves-
tigated in the early past bjjunsche(1978 and, using analogue experiments, Higye (1978.
Nowadays, there are new concepts of salt tectonics, e.§ladby et al.(2005 for NW Germany
and byHudec and Jacksof2007) for general concepts, based on complex multiphase salt tec
tonic evolution in changing regional stress field. Earlewever,Brink (1984 1986 1987 and
Brink et al. (1992 have reported several non-supporting observations fcin soncepts. Pro-
cessing and interpretation of seismic reflection linesvigyalata, and density logs in boreholes
raised severe doubts about the validity of the concepdtir et al.(2009, at least for the early
stages (i.e. Lower Triassic, Bunter) of the halokinesis imthiern Germany. To address these
doubts the structural settings of the study area were tedisivoon et al.(2008ab) have re-
processed these data using the CRS stack with the focus onriageng of the lower crustal
structures as well as the Moho-topograpBaykulov et al. (2009 have applied the CRS stack
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and NIP-wave tomography and built a depth velocity modelaf@urassic salt plug located in
the area of the Gliickstadt Graben. This model allowed thécgpion of prestack and poststack
depth migration. The obtained depth images provided detait seen before, motivating an
alternative view on the structural setting of the area.

The provided datasets were reprocessed within the pripriigramme SPP 1135 "Dynamics
of Sedimentary SystemsBéyer et al. 2008, sponsored by the German Research Foundation
(DFG). The seismic reflection data were provided throughGleeman Society for Petroleum
and Coal Science and Technology (DGMK). The CRS stack techmsquarticularly suited for
these low-fold data. The larger number of traces used bkisigteads to an improved S/N ratio,
compared to the classical CMP processing. In this chapterggults of the CRS processing and
depth migration are shown on the example of a seismic prabla the area of the Glickstadt
Graben.

3.1 Study area and acquisition geometry

The reprocessed profile is located north of the river Elbalnitost coincides with the so called
Elbe-Line, and crosses the Central Triassic Graben and épese¢ part, i.e., the Gluckstadt
Graben, perpendicular to the graben axis (see Figube Salt domes consisting of different
kinds of salt from Rotliegend to Zechstein age cross the sawelg in NS direction.

The dataset consists of 771 shot gathers recorded to 13 sExp#sive sources were used with
an average shot spacing of 120 m. For every shot gather, 1&thels with a receiver group
spacing of 40 m were used. Irregular shooting geometry lea varying CMP fold with an
average of 20. These and other important acquisition paeamare summarised in Tabel
This study, which focuses on the sedimentary structure albg@lsigs, considers the time interval
from0to 6 s TWT.

Line length ~93 km Acquisition type end-on

Total record time 13 s Receivers per shot 120

Time sample rate 2 ms Receiver group spacing 40 m

Number of shots 771 Source-receiver offset range [40 m; 4800 m]
Source spacing ~120m Number of CMPs 4649

Source type explosive CMP spacing 20m

Total charge size  3-5 x 5-20 kgMaximum CMP fold 30

Shot depth 22-42 m Mean CMP fold 20

Table 3.1: Land data: acquisition parameters.
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Figure 3.1: Land data: map of Northern Germany displayingpngeological units as well as
the distribution of salt plugs modified aftétaystrenko et al(2005. The deepest part of the
Central Triassic Graben is also known as Glickstadt Grabka.r@processed profile (red line)
crosses the Gliickstadt Graben and salt structures pegpdgadio the graben axis. The total line
length is about 93 km.

3.2 Preprocessing

| used the FOCUS software of Paradigm in order to enhance taktygand S/N ratio of the
seismograms and to prepare the data for the CRS stack. Thepesping sequence started with
setting up the field geometry and applying the field stativioied with the data. Then, manual
trace editing was carried out, e.g. elimination of dead amislytraces and high-frequency bursts
in the shot gathers. After the trace editing, top muting waigliad to remove the direct and
refracted waves. Also bottom muting was used to eliminagestrong instrument noise present
in some shot gathers at later times. The data were filteredwsibandpass filter of 5/18 to
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45/50 Hz. These values represent sequentially the 0% an J@ints of the low-cut ramp,
and the 100% and 0% points of the high-cut rump. After resgrtd649 CMP gathers were
obtained. In order to enhance the amplitudes of reflectigmeds at deeper levels, an automatic
gain control AGC) was applied to the CMP gathers. The time window of the AGC w301
ms. A typical example of the preprocessed CMP gathers is shoigure3.2. About 20 traces
are located irregularly over the full offset range, whictc@mpanied by the low S/N ratio, leads
to difficulties in identifying reflections.
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0 2000 4000 0 2000 4000
0 Il L L ), Il ' L I L 0 Il ) L 1 L L Il L
H = = H Zg 1
3 itgs
2 2 2
o = o
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(a) CMP gather 3100 (b) CMP gather 2140

Figure 3.2: Land data: exemplarily chosen CMP gathers afegrpcessing. The CMPs contain
irregularly-spaced traces. Reflections are hardly visibie,S/N ratio is low.

Tables of stacking velocities for certain CMP positions fagpnately every 100th CMP) were
provided with the dataset. The velocities between the peavipoints were interpolated and
smoothed to obtain a velocity model in the same way as for tagn@ data (in Chapter 2).
The resulting model (Figur@.3(a) represents the stacking velocities for every point in te Z
domain. Strong lateral and vertical velocity variationsasible throughout the section. Starting
from ~1.8 km/s at the surface, the velocity increases up to 5-6 ktrsss TWT. The areas of
the salt plugs between CMP 3500-4000 and 2700—3000 are t¢rdsad by increased velocities
compared to the surrounding sediments.
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Figure 3.3: Land data: model of stacking velocities (a) pted by the industry and (b) obtained
after the automatic CMP stack. The velocities provided byititistry were used as guide
functions for the stacking velocity search, where 10% maximdeviation was allowed. The
complexity of the interfaces with the presence of salt plagd steep-dipping layers leads to
strong lateral variations in the models.
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Surface velocity 1750 m/s
Maximum deviation from

reference velocity model 10%
Maximum dip angle 60

Minimum offset aperture 40matOs
Maximum offset aperture 4800 mat5s
Minimum midpoint aperture 400 matO s
Maximum midpoint aperture 2000 mat5s

Table 3.2: Land data: processing parameters for the aulo@RBRS stack.

3.3 CRS processing

The automatic search for CRS parameters was applied to theopessed CMP gathers. | used
the same approach as for the marine data, which is based @ dhe-parameter search pro-
cesses. In order to image near surface structures as wedlepedstructures properly, different
offset and midpoint apertures were tested. After a numbexpériments, the offset aperture
was defined between 40 m for near-surface times to 4800 mulleacquisition aperture, at5 s
TWT. The interpolation of the aperture in between is linedrereas for later times the constant
aperture of 4800 m was used. The midpoint aperture was ddfim@400 m at the near-surface
to 2000 m at 5 s TWT (see TabB2).

3.3.1 Automatic CMP stack

The stacking velocities provided by the industry were usealguide during the stacking velocity
search. The maximum deviation from the guide values wasEd%. The resulting model is
shown in Figure3.3(b) Since the best fit value of velocity for every time samplessmeated
during the search, the model appears less smooth than ttie guadel, but cares for the better
stacking results.

The obtained velocities were used to generate the CMP statibrs¢Figure3.4). The section

provides a detailed image of the sedimentary part down tes3PY/T. Salt plug areas with high
velocities are visible around CMP 1500, 2500-3000 and 350094 At CMP 1500, a steep
fault is visible, which separates the East-Holstein Trougithe west from the Eastholstein-
Mecklenburg block in the easMaystrenko et a).2005. Also, sharp parallel dipping reflec-
tions are observed in the upper crust between 4.5 and 5.5 WatGMP 4000-4500 that can
be correlated with two parallel dipping reflections betw8etio 4 s TWT at CMP 3000-3500.
These reflections coincide with a high conductivity bodyeslied in magnetotelluric data by
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Hoffmann et al.(2005. In the deeper part of the section reflections are hardlphisiue to
energy loss in the salt and low S/N ratio.

3.3.2 Automatic CRS stack

After the CMP stack section was obtained, the automatic CRSmdeat searches were carried
out and the CRS stack section was generated. Figidrghows the result of the automatic CRS
stack. Compared to the CMP stack, the CRS stack significanthgased the S/N ratio and
generally improved the image quality of the section. Thearmsedtary cover and internal salt
structures appear clearer and more detailed than in the CAMR s¢ction. The CRS stack shows
apparently different reflectivity patterns in the easteart than in the western part of the profile.
The section reveals a comparably highly reflective uppestaxithin a 3 to 4 s wide band in the
eastern part. This might indicate that this area was tecatlyiless active than the area in the
western part of the profile, where less reflectivity is obsdrv

Figure3.6 shows enlarged images of the CMP and CRS stacked sections afltipug located
in the middle part of the profile. Beside the general improvaméimage quality, the CRS stack
shows some details that are hardly visible in the CMP stackasecInternal salt reflections
between CMP 2500 and 2800 at 1.5-2 s and at 2.5 s TWT are cleariyifidd. The salt-
sediment boundaries are better imaged by the CRS stack, vghaportant for the interpretation
of the data and for building of the geological model of theaare

Besides the ZO-stacked section, the CRS stack provided therseof CRS parameters. Figure
3.7 shows the CRS semblance section. The salt-rich areas arecteraad by low values of
semblance due to the dispersal of reflection energy in thea sedimentary boundaries have
semblance values of up to 0.4. Because of energy loss anésiogenoise the middle and the
eastern parts of the section below 4 s TWT show only few cohereamts. In the western part
between CMP 4000 and 4500 from 3.5 to 5.5 s TWT a number of refteetrents are visible
that are also seen in the CMP and CRS stack sections.

Figure3.8 shows the angle of emergence,clipped to+10°. These clip values emphasise the
small angles in different parts of the section. Low valuesrabterise the sediment cover in the
eastern part of the section between CMP 0 and 1500 and in thewemrt between CMP 4000
and 4500. Inbetween, at the salt-sediments boundarieantile increases up to 10 degrees and
more. The maximum absolute values of emergence angle aeeveldsat the diffraction events
around CMP 1500 and in intra-salt areas between CMP 2500-3@D850—-4000.

Figure 3.9 shows the radius of curvature of the NIP-wavey;p. It increases smoothly with
increasing recording time and reaches the values of 30 kns @VBT. The complexity of the in-
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Figure 3.4: Land data: automatic CMP stack. The upper pa# §0FWT) of the sedimentary
cover is well imaged, whereas the deeper structures ardyhasible. The S/N ratio is low.
Irregular acquisition geometry leads to the data gaps istiadow part of the section above 1 s
TWT. Salt plugs are present around CMP 1500, between CMP 250088t 3500—-4000. The
area of the middle salt plug indicated by the rectangle iarged in Figure3.6(a)
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Figure 3.5: Land data: automatic CRS stack. The image showspnaed reflections at all time
levels. The S/N ratio is increased and the reflections appeae continuous compared to the
CMP stack section (Figur@.4). Diffraction events are also enhanced. The rectanglel&sgsd

in Figure3.6(b)
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Figure 3.6: Land data: comparison of the CMP stack (a) and CRE& @iashows that the CRS
stack significantly enhanced the internal salt reflectidse to higher S/N ratio the reflections
at deeper levels are better imaged in the CRS stack sectiothasdlt-sediment boundaries are
easier identified.

terfaces with steeply-dipping salt-sediment boundares@panied by many diffraction events
leads to values of?y;p significantly larger than the expected depth of the cornedpy sed-
iments. NIP-wave tomographic inversion is, thereforepmemended to estimate the correct
reflector depth.

Figure3.10depicts the radius of curvature of the N-wav®,. The section is shown using clip
values from -20 to 20 km in order to emphasise the changesptrameter at the flanks of
the salt plugs. Inside the salt and in the upper part of thease@s well as in the areas of low
S/N ratio, low values of?y are observed. The eastern part of the section is charatdns
comparably higher values than the western part, since alitadseflections are present there.

The number of traces used by the automatic CRS stack to genaaiO time sample is much
higher than used by the CMP stack (compare Figdré4 a and b). Whereas the number of
traces used by the automatic CMP stack is limited by the CMPdbltie data (about 20), the
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Figure 3.7: Land data: CRS semblance section.
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Figure 3.8: Land data: angle of emergenee,
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Figure 3.9: Land data: radius of curvature of the NIP-wa¥g;p.
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Figure 3.10: Land data: radius of curvature of the N-wavg,
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CRS technique uses up to 2000 traces for stacking.
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Figure 3.11: Land data: number of traces used by automatic @MIFPCRS stacks to generate
one ZO time sample. Note the different scales. Using abodttib@es more traces during the
CRS stack increases the S/N ratio of the stacked section aedages images of higher quality.

3.3.3 NIP-wave tomographic inversion

All required information for the tomographic inversion isrtained in the CRS parameters ob-
tained during the automatic CRS stack. In order to acquireripetidata for NIP-wave tomog-
raphy, a number of ZO points describing the primary evente\weked (see Figurd.12. The
automatic picking software procedure provided the inpta fiar inversion. The CRS semblance
section presented in FiguBe7is used as a guidance for the coherency of the picks. After the
picking of most coherent events, the wavefield attributeevetracted from the corresponding
CRS parameter sections. Unlike the marine data, where the #@speere picked per hand, the
complex salt structures and lower quality of the time se&sticomplicate the manual picking in
these land data. Moreover, more picks are necessary taloesioe complex reflection shape of
the section.

The quality of the extracted CRS parameters was controllddthé plots of the parametéf y; p
and stacking velocities as a function of traveltime. Fitts¢, values deviating significantly from
the main trend of stacking velocities were eliminated whih help of the plot presented in Figure
3.13(b) Then, the quality of picks was checked with respect to thheesponding\/y;p values
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Figure 3.12: Land data. (a) Input picks (black dots) for theMave tomography obtained using
the automatic picking based on semblance threshold. (biEtebution of the picks coincides
with the main geological structures of the CRS stacked secB@tause of the low coherence
the internal parts of the salt plugs contain less picks tharstirrounding sediments.
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(Figure3.13(a). The points are aligned along the main trend, without etgli Finally, about
35000 picks along the entire profile remained for the inagrsiThe distribution of the picks is
in good correlation with the main structures present in the €&k section (see combined plot
in Figure3.12(b). Strong seismic impedance contrasts at the main seismicdavies provide
high coherency values and, therefore, reliable resulthefautomatic picking down to base
Rotliegend. Also, the salt flanks and internal reflectiondiedalt body in the central part of the
section (CMP 2600-2800, 1.5-2 s TWT) were picked.

Myp (109 s/m?) Stacking velocity (m/s)
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Figure 3.13: Land data: quality control of input picks foffNivave tomography after the removal
of outliers. The parametév/;p (a) and stacking velocities (b) are computed for each ZOtpoin
from the corresponding CRS parameters.

The NIP-wave tomography model was determined on a grid stingiof 93 nodes in lateral and
41 nodes in vertical direction. The lateral grid spacing w880 m, the vertical grid spacing
was 200 m. As an initial model a near-surface velocity of 1@96 with a constant velocity
gradient of 0.5 s! was used. A priori velocity information from the well logs svaot included
to constrain the tomography. With these parameters, thersion converged after a total of
five iterations. Figure3.14 shows the results of the NIP-wave tomography as a progress fr
initial gradient to the final model. The cost functiéhis outlined in Figure3.15 It decreases
with increasing iteration number, and after the fifth itematremained unchanged. The sixth
iteration did not decrease the regularisation functiod, rmchanges in the velocity model were
made. Therefore, the model obtained after the fifth iteratias considered the final result of
tomographic inversion.

For depth migration, the obtained velocities were extraigal constantly to 12 km depth. The
resulting velocity section with corresponding back-pmgguad picks is outlined in Figur& 16
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Lateral grid spacing 1000 m
Depth grid spacing 200 m
Number of nodes in lateral direction 93
Number of nodes in depth direction 41

Initial model:
surface velocity 1750 m/s
gradient 0.5s!

Number of tomographic iterations 6

Table 3.3: Land data: parameters of the NIP-wave tomogcap®ersion.

Velocities from 1.8 to 4.6 km/s are shown in order to empleagis salt structures in the upper
part of the model. The values of velocities and correspantaxck-propagated picks are con-
sistent with the input data. In the upper part of the modebaiékes vary between 1.8 and 3.5
km/s, which is typical for Tertiary sediments. At 3 km deptho local velocity maxima reaching
4.5 km/s are present at CMP 2500-3000 and 3500—4000. Thesmanearrespond to the salt
plugs visible in the time stacked sections. A high velocriiyaain the western part of the section
between CMP 0 and 2000 at 2—4 km depth might indicate the presarsalt-rich sediments.
Areas with only a few picks display minor deviations from ihéial velocity model, e.g., in
the region between CMP 3000-4500, 3-5 km depth, as well agidabper part of the section
below 6 km depth.

3.4 Depth migration

Figure3.16shows the NIP-wave tomography model that was used for thi aeigration of the
dataset. The ProMAX software provided a poststack depthatign of the CRS stack section,
as well as a prestack depth migration of the preprocessed Gittierg. The CMP spacing of
the depth migrated sections was defined to 20 m, the same tefome stacked sections. The
seismograms were migrated to maximum frequencies of 50 ldzZlarkm depth with a depth
sampling interval of 10 m. Maximum amplitude ray tracing weed to produce the Green’s
functions. The maximum emergence angle was The migration aperture was set to 2400 m,
which provided a compromise solution to obtain few migna@otefacts and better continuity of
reflector elements. The depth migration parameters are suised in Table3.4.
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Figure 3.14: Land data: depth velocity models with corresiiag back-propagated picks com-
puted after every tomographic iteration. Starting fromithgal gradient (a), the model is con-
tinuously updated, and the salt-rich structures becomegresable. The final model obtained
after five iterations (f) is enlarged in Figugela
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Figure 3.15: Land data: value of the cost functifbnomputed after every tomographic iteration.
The function decreases with increasing iteration numbet, after the fifth iteration remained
unchanged. The depth velocity model obtained after theitdéthation was, therefore, considered
as the final model.
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Figure 3.16: Land data: reconstructed smooth velocity hatte back-propagated picks ob-
tained after five NIP-wave tomographic iterations. The giles were extrapolated linearly from
8 to 12 km depth. Velocity maxima in the upper part of the sec(il.5—4 km depth) correspond
to the salt plugs and salt-rich areas. The model is used fathdeigration of the data.
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CDP spacing in output field 20m

Maximum frequency 50 Hz

Depth sampling interval 10 m

Maximum depth to migrate 12000 m

Migration aperture 2400 m

Maximum emergence angle to trace rays ° 70

Velocity model sample interval 100 m

Method for generating the Green’s function Maximum amplguway tracing

Table 3.4: Land data: processing parameters for depth tiogra

3.4.1 Poststack depth migration of the CRS stack

Poststack depth migration was applied to the CRS stackedsedtigure3.17 shows the re-
sulting depth image down to 12 km. The PostSDM generated th dsetion with high S/N
ratio, comparable with the result of the CRS stack. Reflectaslmarly visible from 0 to 7
km depth throughout the entire image. In the western patefsection, two deep events are
displayed at 8-10 km depth at CMP 4000—-4500. The boundarike sfalt plugs appear at their
corrected lateral position and diffractions are focusedamspared to the time stacked sections.
At ~9 km depth the images of reflector elements of the pre-Peraganare visible between
CMP 2000-2500 and 3000-3500. These reflectors were notfiddriefore.

The interior of the salt plug located in the middle part of $lkeetion is enlarged in FiguB19(a)
The top of salt at about 1 km depth is clearly visible. The imafjows a set of unique internal
reflectors between CMP 2600 and 2900 at 2-5 km depth that cassbeiated with different
kinds of salt of unknown age from Rotliegend to Keuper (seatigtiaphic chart in Figur@.?2).
All horizons down to base Rotliegend at 6.5-7 km depth arelglessible.

PostSDM of the CRS stack can be used as complementary mateRaéEDM for the inter-
pretation of the salt-rich areas of Northern Germany. Thetldénage of the entire section
reveals new details not identified before after conventi@MP processing, indicating an alter-
native geological interpretation of the salt structure #grelunderlying pre-Permian. The latter
helps to evaluate the hydrocarbon systems in this area. ifitlisdes the structural setting as
well as the distribution of source rocks, and possible nigngpathways, which is discussed by
Baykulov et al.(2009.
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Figure 3.17: Land data: poststack depth migration of the CR&stThe boundaries of the salt
plugs are corrected for their lateral position and diffiaas$ are focused as compared to the time
stacked sections. Reflectors are clearly visible. The rgi#as enlarged in Figurd.19(a)
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Figure 3.18: Land data: Kirchhoff prestack depth migratdrihe CMP gathers. The image
quality is low compared to the PostSDM of the CRS stack (seer&@d7). Salt-sedimentary

boundaries are hardly visible. The internal structure efghlt plug in the middle part of the
section is poorly imaged. However, the PreSDM producecbétiages of pre-Permian sedi-
ments in the deeper part of the section between 0 and 3500 CBHBd&tm depth (below base
Rotliegend). The rectangle is enlarged in Fig8r&9(b)
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3.4.2 Prestack depth migration

Kirchhoff prestack depth migration was applied to the poepssed CMP gathers. The PreSDM
as applied here operates on common-offset gathers. Bechtiseioegular acquisition geom-
etry, the seismograms were first resorted to obtain binnedraan-offset gathers with an offset
bin spacing of 100 m. The migration result is shown in Figdul8 Low S/N ratio of the input
CMP gathers and irregularity of traces lead to the low qualitghe prestack depth migrated
section. The upper part of the section from 0 to 5 km depth @lgamaged. Strong lateral
amplitude variations complicate the correlation of refle@lements. Salt-sediment boundaries
are sometimes unclear compared to the PostSDM of the CRS staalever, the deeper part of
the section between 5 and 10 km depth at CMP 0-1500, contaeiscd sorizontal reflectors
not clearly imaged in the PostSDM section. The prestackidejgration provides better verti-
cal resolution than the migration after stack in this aredleR®rs appear more continuous and
better suited for interpretation than the poststack depgrated image of the same part of the
section3.17.

Comparison of the results of the CRS stack processing with theecdional processing in
the area of the salt plug (FiguB19 shows a significant difference between the two images.
Whereas the PostSDM of the CRS stack shows improved images ofténeal salt reflectors
and of the salt-sedimentary boundaries compared to theDRie&e latter shows improved
images of the deeper part below base Rotliegend (>7 km depth).

Figure3.20shows the depth migrated CIGs. Only few irregularly locatatrééflector elements
are visible in the seismograms. Due to the low quality, the<Ca& only partially suited for the
quality control of the migration velocities. In the noisyeas, where no reflectors are visible,
the reliability of the model can not be confirmed by the CiGswigeer, the part of data from
0 to 1500 CMP contains pronounced reflectors at 3 to 8 km depthatie almost flat. Also,
in the western part, flat reflectors at CMP 4000 and 8 to 11 kmhdayat visible. In Chapter 4
of this work a method of improving the quality of prestackalat introduced, which generates
CIGs of higher S/N ratio with the same velocity model. usirgf thethod, the correctness of the
migration velocity model is confirmed using the new depthnatigd gathers of higher quality,
where much more horizontal reflector elements are visible.

3.5 Conclusions

Seismic processing using the CRS stack provided resultsahdtalp revise the structural setting
and the evolution of salt plugs in the area of the Gliicksta@th@n. The reprocessing of old
seismic data clearly demonstrated the capability of the CRIShique to produce high-quality
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Figure 3.19: Land data: comparison of the PostSDM of the CRE ¢ and the PreSDM of the
CMP gathers (b). The enlarged images of the middle salt pkegRegures8.17and3.18 show
the potential of the CRS technique to image low-fold data. rivetesalt reflectors are clearly
visible between CMP 2600 and 2900 at 2-5 km depth in PostSDdhd@inced reflectors in the
interval from 0 to 7 km depth are also better imaged in the $1okt. However, the PreSDM
shows the pre-Permian sediments below 7 km depth more cantsty and a correlation of the
sub-salt structures with the surrounding sediments caretderpned more easily.
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Figure 3.20: Land data: common image gathers obtained Bfe8DM with the NIP-wave
tomographic model. The irregular acquisition geometry lamdS/N ratio of the CMP gathers
result in the low quality of the depth-migrated gathers.gearesidual moveout is not observed,
which confirms the good quality of migration velocity modal the areas, where horizontal
reflectors are visible.

images of low-fold data. The CRS stack section displays a derebly-improved S/N ratio
and shows much more details than the CMP stack section. Mereawelocity model was
built and depth migrated sections were obtained, which werkar not available for these data.
Conventional velocity building methods based on residualenat analysis of the CIGs are not
well suited for these complex data since very few reflectemeints are visible in the prestack
gathers. In contrast reflections in the time-stacked domwim its higher S/N ratio are easily
picked using the results of the CRS stack. These picks prollide@essary information for the
tomographic inversion of the data. After several tomogi@ajtérations, a smooth velocity model
was obtained, which was used for the depth migration of thasah

Compared to conventional tomographic methods, the NIP-w@wegraphic inversion does not
need any user intervention after each iteration. The Inméocity model is automatically up-
dated in order to decrease the misfit between computed antdaga.

Poststack depth migration of the CRS stack provided a depthbemadth high S/N ratio, where
some details not identified by the conventional processiaghbserved. The prestack depth mi-
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grated section, however, has lower S/N ratio. Here, thetififzation of reflectors is complicated
compared to the PostSDM section. The quality of the CIGs andemuently the PreSDM sec-
tion can be improved by applyinge partial CRS stackethod on the original CMPs. This new
method is described in the following chapter.



92

CHAPTER 3. LAND DATA EXAMPLE




93

Chapter 4

Partial CRS stack

The quality of seismic reflection data is very important foygessing. It depends on a number of
factors, e.g., surface topography, the complexity of tHesatface, and the technical equipment
used during the acquisition. The presence of natural arg@mgenic factors can also affect
land seismic measurements (see, &gpjt, 2002 Spitzer et al. 2003 Chandola et al.2004).
Inhomogeneities in the subsurface, the presence of faulttates and strong velocity contrasts
like in the areas of salt plugs lead to a decrease of the Sit\ et it was shown in the land data
examples in the previous chapter.

Quite often the quality of old seismic reflection data, whigeds to be reprocessed, is compa-
rably low because of the short maximum offsets, irregulgugsstion, and low CMP fold. All
these factors require a complex workflow to preconditiondita for velocity analysis, velocity
model building and other processes. The quality of time agptldmigrated stacked sections
is consequently poor. Furthermore, the prestack CMP gatifersal land data may contain
sparse seismograms located irregularly over the shoretofésige. Regularisation of seismo-
grams and filling the gaps in case of missing data is usualiippreed using different binning
and interpolation techniques (see, eByrune et al. 1994 Yilmaz, 2001 Stolt, 2002 Fomel
2003 Spitzer et al.2003 Chandola et a]2004 Herrmann et a).2008.

Chapters 2 and 3 demonstrated the application of the CRS stacké&mce the quality atacked
time sections and corresponding PostSDM. However, theDWe& noisy CMP gathers of land
data produces depth migrated section of comparably lowalitgiuthan the PostSDM of the
CRS stack. This chapter shows the potential of the CRS stack thaihmprove the quality of
prestackdata. The CRS traveltime formula, where the dip of the refleek®ment is incorpo-
rated, is used to compute new partially-stacked CRS supergativhere each trace is a result
of summation of data along the CRS stacking surface. The nuamuklocation of traces in the
produced supergathers can be defined, e.g., to fill in migdfegts. Since no interpolation but a
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summation of data is performed, the method is very robustarptesence of non-coherent noise.
Moreover, a regularisation of traces can be achieved weélptrtial CRS stack. As described in
Muller (1999; Jager et al(2001), the CRS stacking surface approximates the traveltimessf se
mic reflection data more precisely than the NMO/DMO stacker€fore, the application of the
CRS stacking surface to produce regularised data can be sufethe methods based on the
conventional NMO/DMO and binning/interpolation techregudescribed, e.g., §rune et al.
(19949.

4.1 Basic idea of partial CRS stacks

Partial CRS stackBaykulov and Gajewsk2009 2008 calculate a stacking surface around a
specified point defined by its offset and traveltime coortdisan a chosen CMP location and
perform the summation of data along that surface. The re$glimmation is assigned to a new
sample with the same CMP, offset, and time coordinates. Repehts procedure for all desired
points generates a new gather that is calpettially stacked) CRS supergathiarthe following.

In Figure 4.1, the partial CRS stack surface is shown as a red grid aroundpdafied event
(red point) in a selected CMP gather. That surface coincigleally with the CRS stack surface
introduced in Chapter 1, but the size of the partial CRS stackimtace is smaller.

The partial CRS stacking surface is defined by the zero-offggtifne of the considered point
and the corresponding CRS parameters. The hyperbolic traedibrmula, introduced in Chap-
ter 1, describes the traveltime as

2sina \2 = 2tgcos? 2
m —_—

" a(g—nJr}ip), (4.1)

t*(m, h) = (to+ -

whereh is half source-receiver offset; is the midpoint displacement with respect to the con-
sidered CMP position, is the zero offset two-way traveltime, and i,,, andR,,;, are the CRS
parameters defined for th&t

To use all available traces for partial stacking it is neagst define the same size of the surface
as it is used for the CRS stack. However, the maximum offset dpaiint distance from the se-
lected CMP point may be smaller than that defined for the CRS statkce. The measurements
of the partial CRS stack surface in offset and midpoint dinersitherefore, are callgzhrtial
CRS stack aperturas the following. These apertures should be adjusted acuptd the aim

of processing, and may enclose only some traces on the CR$sfackface around the chosen
point. Stacking more traces may be necessary to fill large gigps present in the CMP gathers.
In that case the information from the neighbouring CMPs omfithhe neighbouring offsets is
used to generate a new trace in the CRS supergather.
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Figure 4.1: The partial CRS stack performs the summation & dedund the specified point
on a CMP traveltime curve (magenta line) and assigns thetrestiie same point in a newly-
generated CRS supergather. The partial CRS stacking surfave shth a red colour coincides
locally with the CRS stacking surface (green colour), but malirbited in size. In this example
only five neighbouring offsets and full midpoint range aresidered to generate one trace in the
CRS supergather.

Since the partial CRS stack performs the summation of datartergee one sample in the CRS
supergather, it enhances the quality of the seismogramsdogdsing their S/N ratio. The CRS

stacking surface can be calculated for every desired offdeth means that the data regularisa-
tion can be performed within each CMP gather.

The incorporation of the midpoint displacememinto the calculation of the partial CRS stack-
ing surface acknowledges the reflector dip in the constvoaf CRS supergathers. As a result,
the partial CRS stack method is superior to the conventional BMRing technique (for detalil
see, e.g.Yilmaz, 2001), where the dip of the structure is not considered. As showmiiller
(1999 andJager et al(2001), the CRS stacking surface describes the reflection respetiss b
than the NMO/DMO stack. Therefore, the partial CRS stack shptdduce better results than
the existing NMO/DMO interpolation schemes as describe@imne et al(1994). Only if the
shape of the true subsurface reflector is identical to thpesb&the specific ZO isochrone, the
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NMO/DMO stacking surface describes the data identicalegtirtial CRS stacking surface (see,
e.g.,Jager et a).2007).

Since the partial CRS stacking surface is calculated not anlyhfe zero-offset trace but for
every specified source-receiver offset and the result dfgbatacking is assigned to the trace
with the specified offset, the output gathers are not NMQexted. Therefore, the partial CRS
stack supergathers may be used further in many standarelgsiog steps, e.g., velocity analysis,
stacking, or migration.

4.2 Calculation of partial CRS stacking surface

The partial CRS stacking surface is calculated in a selected ©kHion for every specified
sampleA(ta, ha), Wheret, is two-way traveltime, and 4 is half source-receiver offset. The
accurate zero-offset time and the corresponding CRS paresiieteR,,, R,.;,), describing this
event, need to be found. In the course of this thesis a selgatithm was developed and opti-
mised to find zero-offset traveltimes for offset locatidngsof the partial CRS stacking surface
that exactly fits the samplé. The CRS parameters for each CMP location in the stacked volume
need to be known. These CRS parameters are determined by timeadictsearch described by
Muller (1999, Jager et al(2001) andMann (2002.

The zero-offset traveltime search is performed for every ddgRtion of the data independently.
Since the CMP traveltime curve is a special case of the CRS staifdce when the midpoint
distancem = 0 (see equatioi.?), this search is simplified to find the CMP hyperbola that fits
the event inA best. All zero-offset traveltimes within the randge {4] and the corresponding
CRS parameters are tested to determine the hyperbola thdwehasrtimum time deviation from
t, at the offseth 4. Following from equationd.7 and 1.8, the traveltime of best-fitting CMP
curve is described as

(4.2)

wheret;, is the tested zero-offset traveltime, andndR,,;, are the CRS parameters correspond-
ing to thatt,.

However, the defined hyperbola does not fit the evéfit,, 2 4) exactly because only discrete
values of zero-offset traveltimes may be tested. The detedht;, may, therefore not be used
to describe the partial CRS stacking surface because theseventd not be stacked coherently
in that case. In conclusion, the CMP hyperbola has to be deddo exactly fit the point.
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Assuming thatv and i,,;,, are varying smoothly in the vicinity of the considered evdnthese
parameters are kept fixed in the equatb® Setting the traveltime, and the offset., of the
eventA into equatiord.2yields

2tgcos? a h?
Vb Rnip ’

wheret, is a zero-offset traveltime of a CMP traveltime curve that fits eventA exactly.
Solving this quadratic equation with respectg@nd neglecting the negative solution results in

(4.3)

2 2

h? cos® a h? cos? a2
[y = —ACOsTa MACOSTANT | 2 4.4
0 %anp * \/< %anp ) * A ( )

wherea and R,,;, are defined for the traveltimig. Here, theR,,;,, which is a measurement of
a reflector depth, is assumed to be positive. Consideringtivegalues ofR,,;,, which may
occur in some situations, it will be necessary to take themsgsolution of the equation.3
into account. The such-defingg is now used in equatiod.1 to construct the partial CRS
stacking surface that exactly fits the considered everithis surface is used to sum up the data
coherently. The resulting sum is divided by the number afgsanvolved in the summation. So,
the amplitudes of signal in the generated CRS supergatheoarpazable with the amplitudes
of signal in the CMP gathers, whereas the noise is attenuated.

4.3 Synthetic data tests

In order to test the partial CRS stack method and to show itsradgas, | applied it to the
Sigsbee 2A synthetic dataset.

4.3.1 Noise-free Sigsbee 2A dataset

Sigsbee 2A is a constant density acoustic synthetic datalssised in 2001 by the "SMAART
JV" consortium. It models the geologic setting found in tigsBee escarpment in the deep water
Gulf of Mexico. In this study, | consider only that part of thataset that does not contain the salt
structure. The data do not contain free surface multipléssémost no internal multiples due to
very low acoustic impedance contrasts. The interval velauiodel used for the generation of
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Figure 4.2: Tested traveltime curves in the search for th&-tiehyperbola for a sample
A(ta, ha) in the CRS supergather. The tics on the vertical axis correspwthe time samples
of the data.

seismograms is shown in Figu#e3(a) The model has been computed as a linear velocity func-
tion with fluctuations of up to about 3%. The linear functidrirgerval velocityV' is described
as

V(Z) = ‘/E) —+ OS(Z - Zseaflom")7 (45)

wherelj is 1500 m/sZ is depth, andZ,., si..- iS the depth of the water bottom. The reflection
interfaces result of velocity contrasts that fluctuate imith100 m/s relative to the linear velocity
function, enough to generate reflections.

A number of normal and thrust faults and diffractor points present in the data. The shot
spacing is 45.72 m with 348 channels per shot and a receieeirgpof 22.86 m. Therefore,
the resulting CMP interval is 11.43 m, and the maximum CMP fsl81. The data are sampled
every 8 ms with a total recording time of 12 s. Figdr&(b)shows a typical CMP gather with
up to 3500 m offset and TWT=10 s.

In total, | processed 500 CMP with the CRS stack method. First GRS parameters were
estimated in a similar way as described in the previous engpff the paper. | did not used a ref-
erence velocity model for the stacking velocity searchties tlata, i.e., only the surface velocity
and the range of tested velocity values were defined. Fahighows the summarised processing
parameters used during the automatic CRS searches. The mnmaxmdpoint deviationn was
set to 260 m at TWT=2.3 s and 900 m at TWT=11 s and interpolateariyn for intermediate
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values. An offset range of 914 m at TWT=2.3 s and 3800 m at TWT=@assused and again
interpolated linearly. Figuré.4 shows the resulting sections of CRS stacking parameters.
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Figure 4.3: Sigsbee 2A data: the true interval velocity ni¢aleand a CMP gather (b). Fluctua-
tions of interval velocities of up t&-100 m/s from the gradient model produce the reflections in
the CMP gather.

Surface velocity 1500 m/s
Reference velocity model not used
Tested velocity range [1400; 5000]
Maximum dip angle 60

Minimum offset aperture 914mat2.3s
Maximum offset aperture 3800 matills
Minimum midpoint aperture 260 mat2.3s
Maximum midpoint aperture 900 mat11s

Table 4.1: Sigsbee 2A data: processing parameters usdtefautomatic CRS search.

4.3.2 Sigsbee 2A data with sparse traces

In order to test the partial CRS stack method on sparse datagdnaly eliminated some traces
from the CMP gather shown in Figude3(b) As aresult, only 20 seismograms spaced irregularly
remained in the gather (see Figut&(a). The CRS parameters obtained during the automatic



100 CHAPTER 4. PARTIAL CRS STACK

CMP number CMP number
200 300 400 500 100 200 300 400 500

-15
0.8 - 10
) r5
@ (06 2 @ o
> s Py o 5
£ 2 IS o)
= 04 5 = a)
o -5
02 -10
L0 I»-15
10
(a) CRS semblance (b) Angle of emergencey
CMP number CMP number
100 200 300 400 500 5 100 200 300 400 500
15
2 10g z £
o ~ [ =
£ 2 £ c
[ T [ a4
5
0
10

(c) Rn1p

Figure 4.4: Sigsbee 2A data: results of the automatic CRS mearsearches.
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searches from the original data were used to compute patéieked CRS supergathers. The
partial CRS stack aperture in offset dimension was limitedaota&in only one offset, corre-
sponding to one common-offset red curve in Figdré In the midpoint direction the aperture
was the same as for the CRS stack (see Talle The resulting CRS supergather is shown in
Figure4.5(b) It contains much more traces than the original sparse CMiregaThe areas of
missed traces are filled using the information from the n@igiing CMPs located at the partial
CRS stack surface. The gathers are muted according to the diefifset aperture used dur-
ing the CRS parameters search. Because of the larger numbaces treflections in the CRS
supergathers appear sharper and can be better distindurskkemparison to the CMP gather
(compare to Figurd.3(b).

CMP gathers and CRS supergathers were stacked with the sakiagtadocity model obtained

from the original data. It is possible to use the partial CRSk&d supergathers during the
automatic CMP search to define a more reliable stacking wglooodel and CRS parameters.
However, this is not yet implemented, and will be a targetusttfer investigations. This work
emphasises the improvement of the data quality only duedéhrtial stacks, thus the CRS
parameters determined for the original data were used.

Figure4.7 depicts the resulting ZO stacked sections. The ZO CMP statlosgFigure4.7(a)
displays a lower quality in the areas of fault structuresstedp dipping layers. The CRS super-
gather stack (Figuré.7(b) shows better continuity of horizons at all time levels anodoiced a
better image of conflicting dip areas.

Conflicting dips areas are a general problem to the CRS staclocheHor crossing reflections
only one dip is considered during the automatic parametgcheavith preference to the most co-
herent, i.e., strongest event. However, it is possible &dyae conflicting dips separately, which
results in a number of different CRS stack parametets?,, R,;,) for every pointt, in con-
flicting dip areas. Although the partial CRS stack method takesnformation about different
conflicting dips into account, the automatic parametercdefor Sigsbee 2A data was adjusted
to consider only one dip. Therefore, the primary events weeérred, but the diffractions were
attenuated as it is seen by comparing Figdr@$¢a)and4.7(b) Nevertheless, the stacked section
of the CRS supergathers appears clearer and better suiteddgretation than the CMP stack
section.

4.3.3 Sigsbee 2A data with noise

In order to show the advantages of applying the CRS supergaibitiod to noisy data, | added
Gaussian noise with S/IN=20 to the original seismograms. Sh&ratio was computed with
respect to a signal with the maximum amplitude. As a resuly the strongest events like the
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Figure 4.5: Sigsbee 2A sparse data: (a) the seismogramsramdemly removed from the
original CMP gather (Figurd.3(b) to obtain a sparse irregularly sampled gather. As a result,
20 traces remained. (b) CRS supergather. The partial CRS djaickireased the number of
traces and filled the gaps using the information from neighibpg traces. The red rectangles are
enlarged in Figurd.6.
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Figure 4.6: Sigsbee 2A sparse data: enlarged images of thedaiher (a) and the CRS super-
gather (b).



4.3. SYNTHETIC DATA TESTS 103

CMP number CMP number

3 100 200 30 400 3 100 200 300 400

Time (s)

10 10
(a) CMP stack (b) CRS supergather stack

Figure 4.7: Sigsbee 2A sparse data: the conventional CMR &athas lower quality in con-
flicting dips areas. In the CRS supergather stack (b), reflee@oe more continuous and appear
clearer. Diffractions are attenuated.

reflection from the water bottom (4 s TWT) and the bottom of thaeled (9 s TWT) are visible
in the CMP gather (Figurd.8(a). Since the amplitudes of all other reflections are lowesyth
are almost not visible. An automatic CRS parameter searchavasa out for the noisy seismo-
grams. The obtained CRS parameters were used to build thalsgitked CRS supergathers.
The result is shown in Figuré.8(b) and as a close-up in Figuke9. Compared to the CMP
gather, the reflections in the CRS supergather are clearlyleiat all times. The noise is still
present, but the S/N is significantly increased.

Figure4.10demonstrates the advantage of CRS supergathers for thengtadkinereas the CMP
stack of the noisy seismograms (Figutd.0(a) has a lower S/N ratio than the CMP stack in
Figure4.7(a) the stacked CRS supergathers (FigukO(b) show almost no visible differences
to the stacked supergathers without noise (Figuréb). This means that the partial CRS stack
is very stable in the presence of non-coherent noise. Thisrddge, however, requires a reliable
determination of the CRS parametets R,,, R,p).
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Figure 4.8: Sigsbee 2A data with noise: the CMP gather (a)atamtess traces than the partial
stacked CRS supergather (b). Reflections in the CMP gather atby wasible. The CRS su-
pergather displays a significantly increased S/N and réflextare clearly visible from 4t0 9 s
TWT. The red rectangles are enlarged in Figu@
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Figure 4.9: Sigsbee 2A data with noise: enlarged imagesso€MP gather and the CRS super-
gather as shown in Figure8.
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Figure 4.10: Sigsbee 2A data with noise: the conventional Gkdlek (a) has lower S/N ratio
than the CMP stack section without noise (Figaré(a). The CRS supergather stack (b) shows
almost no visual differences to the stacked section withoige (Figuret.7(b).
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4.4 Application to land data and depth migration

After successful tests of the partial CRS stack on the symtdataset, | applied it to the low-fold
land data from Northern Germany introduced in Chapter 3. reiguL1(a)shows a typical CMP
gather of the data. Although preprocessing was appliedStheratio of the seismograms is
low. About 20 traces are distributed irregularly over thi dffset range, leading to difficulties
in identifying reflections.

Conventional binning of neighbouring CMP gathers into a netheyadoes not yield the desirable
guality enhancement of the prestack data because mergaegafvithout the correction for the
dip of the layers leads to smearing. Figdré1(b)shows a binned gather obtained by combining
ten CMPs, corresponding to a bin size of 200 m. The resulting @WPprovides a better
coherency of the reflection events in the upper part, butesdwt completely fill the data gaps
at certain offsets (around 2000 m and 3700 m). Combining 20 Gbtgher (bin size 400 m) as
shown in Figuret.11(c)fills these gaps but decreases the energy of reflection ev@oisbining
more CMPs would further decrease the coherency of the reffeetients.

Since the CRS parameters were already estimated for the tggaseChapter 3, Figurés7 to
3.10 they were used to generate the partial stacked CRS supagatfiee partial CRS stack
aperturem was set to 400 m at the surface and 2000 m at 5 s TWT, which is the aa used
during the CRS parameter search. Regularisation of tracesppiedto the dataset with the
partial CRS stack aperture in offset dimension adjusted tari.00

An example of the resulting CRS supergathers is shown in Figgdrlgd) A significantly larger
number of traces is present in the CRS supergather than inithieadlCMP gather. The traces
are well distributed and fill the gaps in Figutel1(a) Reflections are clearly visible at all times
down to 4 s TWT. Also, some events at TWT = 4.5-5 s, 1000-2000 sebffan be observed.
Compared to the binned CMP gathers (Figutekl(b)and4.11(c), the CRS supergather pro-
vides a better S/N ratio and shows a better continuity ofcefias at all time levels.

4.4.1 PreSDM of CRS supergathers

Prestack Kirchhoff depth migration was applied to the CRS ggtbers with the same param-
eters as used for the original CMPs (see T&b®. In order to demonstrate the benefits of the
partial CRS stack only, the NIP-wave tomography model derixe the original data (see Fig-
ure3.16 was used to migrate both sets of original and partial sthgkthers. The improvement
of the migration velocity model using the partial stacked CRfesgather for the NIP-wave to-
mographic inversion may be the target of further investoget. Performing a PreSDM with the



4.4. APPLICATION TO LAND DATA AND DEPTH MIGRATION 107

Offset (m) Offset (m)
0 1000 2000 3000 4000 o0 1000 2000 3000 4000
i
14 Et” 14
24 24
@ 0
£ £ 7]
[ =
44 E§ 7 44
=T
5- £ % 5-
= E— 1 e
=2 E§ = h %, Al 3
6. I ES 6. §§§s;‘§§§§3§§§§§$g,,,,
(a) CMP gather (b) CMP bin with 10 CMPs
Offset (m) Offset (m)

0 0 1000 2000 3000

09 10‘00 20‘00 30‘00 40‘00

83

,

Time (s)
@

1

4 il 3 %4 i
I _ |
1"»- b i i {1}
(c) CMP bin with 20 CMPs (d) CRS supergather

Figure 4.11: Real land data from Northern Germany: the CMPeydqth) has about 20 traces
distributed irregularly and is not well suited for advanseismic processing as coherent reflec-
tion events can not be observed. Combination of more CMP gathter a new one, ten CMPs
for (b) and 20 CMPs for (c), increases the coherence of evieatsloes not increase the S/N ra-
tio. The CRS supergather (d) provides significantly incre&@dratio and increased reflection
continuity since the information about reflector dips isaorporated in the partial stacks during
the formation of supergathers. The red rectangles aregauan Figuret.12
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Figure 4.12: Close-up of real land data from Northern Gernaegented in Figuréd.11 (a)
the CMP gather contains only a few traces with irregular spgi Reflections are not visible,
the S/N ratio is low. (b) The partial stacked CRS supergathetaoms more traces with higher
S/N ratio than the CMP gather. The CRS supergather is regudaasé the data gaps presentin
the CMP gather are filled. Reflections are clearly visible amdlEsaused for further processing
steps, e.g., velocity analysis or migration.

original data yields the depth-migrated section with loM &ttio shown in Figure.18 Exem-
plarily chosen CIGs shown in Figurdsl3(a)and4.13(c)are only partially suited for residual
moveout analysis and quality control. Only the strongeftctor at 1.2 km depth can be seen in
Figure4.13(a)and at 2, 4, 5, and 6 km depth in Figute.3(c)

The PreSDM section obtained from CRS supergathers is showgune4.15 It shows a signif-
icant improvement of image quality (compare enlarged irmagehe middle salt plug in Figures
4.17and4.16). Horizons are more continuous and a higher S/N ratio isiobta PreSDM of
CRS supergathers provides better resolution than the ofigits (see Figured.13and4.14).
Reflectors in the improved gathers are clearly visible andoeasasily identified in Figuré.19

The zoomed images of internal salt structure presentecgur&4#.18show that the PreSDM of
CRS supergathers produced a depth section with a quality cafpao the PostSDM of the
CRS stack. This result is very important for the geologicaiiptetation in the study area. The
horizontal depth migrated CRS supergathdr$9 confirm the consistency of the velocity model
used for migration with the data, which was hardly possilsiegithe conventional CIGs.
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Figure 4.13: CIGs of real land data located to the left andtrigithe salt plug (see Figu#e 16
and Figure4.17). The conventional CIGs display only the strongest reflecéarl.2 km depth
for CIG 3100 (a) and at 2 to 6 km depth for CIG 2140 (c). The comadpg depth migrated
CRS supergathers (b, d) have an increased S/N ratio and redlettdepths down to 9—10 km
are visible. The red rectangles are enlarged in Figuré
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Figure 4.14: Zoom of prestack depth migrated CIGs of real tatd as presented in Figutel3
The conventional CIG (a) is not suited for residual velocitglgsis and quality control since the
reflectors are hardly visible. The PreSDM of the partiallsalcCRS supergather (b) shows much

more reflector elements, which allows further residual noov@nalysis and quality control of
the depth velocity model.
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Figure 4.15: Kirchhoff prestack depth migration of the CRSesgpthers. The image quality is
high compared to the original PreSDM section (see Figqui®. Salt-sedimentary boundaries

are clearly visible. The internal structure of the salt pinghe middle part of the section is
significantly improved.
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Figure 4.16: Land data: conventional PreSDM section in #itegpbug area. The S/N ratio is low.
Reflectors are not continuous. The internal structure of &tteptug and the reflectors below 7
km depth are hardly visible.
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Figure 4.17: Land data: PreSDM section of CRS supergatheheisdlt plug area. The image
quality is significantly enhanced compared to Figdrg& The horizons are more continuous
and the S/N ratio is enhanced. Internal salt reflectors 2600 and 2800 CMP at 2-6 km
depth are clearly visible. Also, the images of the sub-sa&las of the section below 7 km are
improved. The areas of improvement are shown with the blacka.
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Figure 4.18: Land data: comparison of depth migrated sesfio the salt-rich area. Whereas
the quality of the conventional PreSDM section (b) is love BreSDM of CRS supergathers (c)
produced an image with a quality comparable to the PostSDiileo€CRS stack (a).
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Figure 4.19: Land data: CIGs of CRS supergathers. The imag#ygsaignificantly enhanced
compared to the conventional CIGs as presented in Figit@ The gathers are flat almost
everywhere. Only the CIG 3600, located close to the saltrsewliary boundary, shows residual
moveout at 8.5 to 10 km depth.

4.5 Discussion and Conclusion

The developed partial CRS stack technique has shown the @bterenhance the quality of 2D

prestack seismic data. The program generates new reg@aay&hers of higher quality. In this

study, the method was successfully implemented and appli2d synthetic data and to low-fold

land data. The synthetic examples confirm potential of ththateto increase the S/N ratio of
seismograms and the regularity of traces. The sparse ldadwae regularised and the S/N ratio
of seismograms was increased. Prestack depth migrated CR&athers of land data allowed
a reliable quality control of the velocity model used for maitjon, which was not possible after
conventional processing. The new depth migrated images@faved quality may be useful as
a supplementary information for better geological intetation.

Similar to the CRS stack, the partial CRS stack takes the infeem&tom conflicting dips into

account. To use this option the proper CRS parameter set mestineated. This results in a
number of different stacking surfaces for one sample ofhsieislata. The automatic search of
CRS parameters for conflicting dips is already implementedim2d can be applied for partial
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CRS stacks.

The usage of partially stacked CRS supergathers instead eéctional CMPs in seismic pro-
cessing is advantageous especially for sparse data of lalityguResults of velocity analysis,
stacking and depth migration may be improved using the gatfenerated by the new approach.
The new gathers can also be useful for the optimisation ofQR& parameter search. The
improved CRS parameter sets will probably provide a basistédile NIP-wave tomographic
inversion. Finally, the CRS supergathers may also contrituienprove multiple attenuation
techniques, as used Bimmong and Gajewskr008.

Compared to the conventional CMP stack, the CRS stack in geregraires more CPU time.
For example, the automatic CMP stack of the real land data unstds work took about 10
min, whereas the CRS stacking needed about 10 hours to comyhete one CPU with 2.6
GHz and 1 GB RAM was used. More significant is the CPU time neededtimate the CRS
parameters, which took more than 10 days on the hardwareanedtabove. The computation
time, however, may vary depending on the apertures useddbCRS parameter search, the
number of conflicting dips, and other factors. Much more diiti is to estimate the time that a
user needs for testing the apertures, thresholds etc. theless, the CRS stack is an automatic
approach that needs only minor human interaction, if thegssing parameters are known for
the dataset. In this case, the total time costs might be @gsthan the turnaround time of the
conventional CMP processing. The partial CRS stack of the latalsdt took about 30 hours,
which is fast compared to the CRS parameter search. It is imapoid mention that the CRS
stack is an independent process for each sample and is vitelll $ar parallelisation. Using a
computer cluster (a group of processors) the computatioa for the CRS parameter search and
the partial CRS stack can be significantly reduced. Due to thepiendence of each time sample,
no communication of nodes is required. The decrease of CP&dirould scale almost linearly
with the number of nodes on a parallel system.
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Chapter 5

Summary and Outlook

5.1 Summary

The CRS stack used in this work allows to enhance the qualitgsifspack and prestack seismic
reflection data in complex geological settings. Due to tleeeased number of traces used by
stacking in comparison to the conventional CMP stack, theltieg CRS stack sections have a
higher S/N ratio, thus providing clearer images of the stfase. Moreover, information about
the shape of seismic reflectors, i.e., dip and curvaturgkisrt into account by the CRS stack,
further improving stacking results. Especially in the ared complex salt tectonics with the
presence of steeply dipping layers the CRS stack provides detaded images of the geological
structure than the conventional CMP stack method. Additibeaefit of the method is that the
stacking and velocity model building is carried out in anoaoudtic mode with moderate human
interaction. The CRS stack allows to perform a complete psigsvorkflow that starts with
generating an automatically stacked CMP section and ends psitistack depth migration of
partially stacked CRS supergathers.

The results of the CRS stack processing applied to two datasetsNorthern Germany and

from the North Sea provided supplementary information totHer interpretation of the data.

Neither depth velocity model nor depth migrated sectiorthefand data presented in this work
were so far available. The reprocessing of old low-fold ddth the CRS stack method outlined
new features not identified before. The presented resulfdend to a new view of the geological

understanding of the region. The resulting time and dep#gas partly contributed to the special
project of the German Research Foundation SPP 1135 "Dynafsdanentary Systems".

Thepartial CRS stackleveloped in this work allows to generate prestack seisatia df better
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quality than the original CMP gathers. The method uses the GR8Itime formula for partially
stacking the seismograms without the application of themadmoveout (NMO) correction. As

a result, partially stacked CRS supergathers of higher SiN asé obtained. Moreover, the
method allows to regularise irregularly-acquired datati®astacking fills in missing traces and
creates seismograms which are equally spaced. Partiatkest CRS supergathers can be used
in conventional processing like velocity analysis or migma instead of the original data. The
partial CRS stack method allows to enhance seismic eventeéatnot recognisable in original
low-quality data.

The partial CRS stack method was tested on a synthetic datasgidrse and noisy data. For
sparse data, the partial CRS stack filled in the missing ofised®m exemplarily-chosen CMP
gather with the information from neighbouring CMPs. The ha&sg gather showed parts of re-
flections which were not visible in the input CMP gather. Theosel synthetic example demon-
strated the possibility of the partial CRS stack to improveSheratio of seismograms. Gaussian
noise was added to the seismic traces until the reflectiorenbe almost not visible. In the gen-
erated CRS supergather these reflections could again be igasitified.

The partial CRS stack method was then applied to low-fold laaid ¢h order to improve the
quality of the prestack depth migrated gathers. First, tiglly-stacked CRS supergathers
were generated. The result showed greatly improved piestaa of higher S/N ratio, where
continuous reflections were clearly visible. Then, the iovpd data were depth migrated using
the velocity model derived from the original data. Refleciarthe depth migrated CRS super-
gathers are clearly visible and almost horizontal at alltllégvels. The latter confirms that the
depth velocity model used by migration is consistent with data, and that the results of mi-
gration can be used for geological interpretation. Religblaity control of the migration result
was so far not possible using the original data. The preddagkh migrated section obtained
from the CRS supergathers has higher S/N ratio than the coomaehPreSDM section, and the
reflectors appear more continuous, supporting furtheroggcdl interpretation.

5.2 Outlook

The partial CRS stack method based on the CRS traveltime formoNédes a hyperbolic ap-

proximation of the reflection response. Therefore, thetapes of stacking in both offset and
midpoint directions must be chosen carefully with respedhe complexity of the subsurface.
However, the developed search algorithm allows to find tte fiehyperbolic formula for the

non-hyperbolic events as well. | suppose, therefore, Heatdbust summation in the midpoint di-
rection used to generate the supergathers would produablestesults also for non-hyperbolic
events. This point, however, needs further investigatioAso, the conflicting dip problem

indicated in the discussion of partial CRS stack method mapééarget of future work.
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Since the partial CRS stack performs summation of data, amdglivariation with offset is not
taken into account. However, by means of the CRS parametarpatsisible to estimate the ge-
ometrical spreading factor required in true amplitude imggThe application of the CRS stack
forimproved AVO analysis has already been presentdérbgssmann et gR004). Preservation
of amplitudes in the partial stacks will be addressed inrituork efforts.

Here, the method was implemented for the 2D case only. Theefamples of the 3D CRS
stack on real 3D land data were presentedbygler et al(2002. They indicated some of the
possible applications of the kinematic wavefront attrédsuéstimated during the 3D CRS stack.
Beyond the outlined applications, the partial CRS stackintasarcan be computed for the 3D
data as well, which is the aim of further investigations.etpblation of data in missing CMP
locations might be useful in the 3D case. The parallelisatiothe software and the application
of the partial CRS stack on 3D data are important targets di¢umvork.
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Used software

In the course of this thesis several computers running dee@&NU/Linux operation system were
used.

The partial CRS stack method developed during this work wasemrin C++. The program is
based on the 2D ZO CRS stack code as implementéddiyn (2002.

For simple processing and visualisation of the data, the Seismic Un*x (SU) package was
used. Additional figures were generated using gnuplot,ciyge and gimp. Preprocessing of
the seismic data was carried out with Paradigm FOCUS softwroststack and prestack depth
migrations were performed using ProMAX of Halliburton.

The Wave Inversion Technology (WIT) consortium providedHer software for the CRS pro-
cessing:

e 2D ZO CRS stack (implemented by Jiurgen Mann)
e Automatic picking of input data for tomographic inversiday (Tilman Kluver)

e 2D NIP-wave tomography (by Eric Duveneck)

The thesis itself was written on a PC with the free operatysiesn Debian GNU/Linux with the
typesetting systemIgX.
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