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Abstract

Amplitude-preserving migration based on a weighted diffraction stack is a task of high
computational costs. Three factors determine the major contributions to the computa-
tional effort: The diffraction time surface must be computed for each image point as well
as proper weight functions. Finally, the summation is carried out over the whole aperture
of the experiment.
I propose a new strategy for amplitude-preserving migration that is entirely based on
traveltimes, thus called traveltime-based true-amplitude migration. Its foundation is a
hyperbolic traveltime expansion. High accuracy is achieved because second-order spatial
derivatives are included in order to acknowledge the curvature of the wavefront. The al-
gorithm permits the determination of the interpolation coefficients from traveltime tables
sampled on a coarse grid, thus reducing the requirements in data storage. The method
also provides a tool for the interpolation between sources. Application to various velocity
models confirms that savings up to a factor of 105 are possible in data storage with no
significant loss in accuracy. Also, the interpolation is 5-6 times faster than the calculation
of traveltime tables using a fast finite differences eikonal solver.
Since it is possible to express true-amplitude weight functions in terms of second-order
traveltime derivatives a traveltime-based relationship for the weights can be established.
As a consequence, the weight functions can be directly computed from the interpolation
coefficients. This reduces the need in computational time, and particularly storage, be-
cause the weights are computed on-the-fly. Application of the weight functions shows
good agreement between numerical and analytical results for the simple type of models
considered in this work. For complex models the good accuracy of the geometrical spread-
ing, which can be computed using the same interpolation coefficients as for the weight
functions, was also demonstrated. This indicates that the migration technique will also
perform well for complex models.
A further significant reduction of the computational effort involved in the migration can
be achieved if the summation is carried out only over those traces that really contribute
to the stack, i.e. by limiting the migration aperture. Moreover, the optimum migration
aperture can also be determined from the traveltime coefficients. Examples show that
limited aperture migration reduces the requirements in computational time by 80% in 2-
D, and by more than 90% in 3-D media. At the same time, the image quality is enhanced
by suppressing migration noise.
Since the foundation of the method, the hyperbolic traveltime expansion, is not limited to
isotropic models the technique has a high potential to be extended to anisotropic media.
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Chapter 1

Introduction

The aim of this thesis is to provide an efficient strategy for the inversion of seismic
reflection data. The motivation for a seismic experiment is to get information about
the subsurface: what does it consist of, i.e. what are the material parameters, and how
is it stratified. The result of the experiment is a seismic section, a time image of the
subsurface. This image is, however, a distorted image that can not be directly translated
into velocities and structure: the reflections present in the section do not show the
correct positions and inclinations of the corresponding reflectors. A corrected map of the
subsurface can be obtained by inverting the seismic reflection data. One specific inversion
process is the seismic migration, which moves1 the reflections in the time section to the
correct reflector positions, thus the migration output provides a focused image of the
subsurface. A specific type of migration, amplitude-preserving migration, also allows the
reconstruction of the reflection amplitudes. Since reflection coefficients for one wave-type
(e.g., a P wave) depend on the P and S velocities of the media above and below the
reflector, the reconstructed reflection coefficient is a prime source of information: it
provides estimates on the P and S velocities also below the reflector. Thus, information
about shear properties can even be obtained without measuring shear waves, from PP
reflections. This feature makes amplitude preserving migration one of the key techniques
in seismic imaging.

Amplitude-preserving migration is carried out in terms of a weighted summation of the
seismic traces, which are stacked along the diffraction time surface for the image point
under consideration. The stacking process yields the structural image whereas the weight
functions take care of the amplitudes. Unfortunately this process is very expensive with
respect to computational time and storage, because

1. the diffraction time surface for each subsurface point must be computed and stored,

2. individual weight functions must be computed and stored for each source-subsurface-
receiver point combination,

3. the summation stack has to be carried out over the whole experiment’s aperture.

1to migrate means to move

1



2 CHAPTER 1. INTRODUCTION

Therefore an efficient strategy is of utmost importance when dealing with migration,
especially if amplitudes are concerned.

Different approaches have been published to overcome these problems. A variety of fast
traveltime tools have been developed (for an overview, see, e.g., Leidenfrost et al. 1999).
Several methods for traveltime interpolation have also been proposed, e.g., parabolic and
hyperbolic approximations (Ursin, 1982; Gjøystdal et al., 1984; Schleicher et al., 1993b)
or Fourier (sinc) interpolation (Brokešová, 1996) to name only a few. Since the standard
method to compute the weight functions is to perform dynamic ray tracing for each
point under consideration, much effort has gone into finding simplified, more economic
expressions for them, as shown by, e.g., Dellinger et al. (2000) or Zhang et al. (2000).
Hanitzsch et al. (2001) introduce an interesting method that applies the weight after
the stacking. This solves the problem associated with the computation and storage of
large weight function tables, but not with the traveltimes and the aperture. Schleicher
et al. (1997) have published a technique to carry out limited aperture migration. They
compute the optimum migration aperture together with the weight functions using
dynamic ray tracing.

I present an approach to amplitude preserving migration that leads to considerable sav-
ings, up to a factor of 10−5, in storage, as well as in CPU requirements. My strategy uses
coarse gridded traveltime tables as only input information. These traveltime tables are
in any event needed for the construction of the diffraction time surface. The information
that is contained in the traveltimes provides a solution to all of the three major problems
stated above:

• a fast and accurate traveltime interpolation algorithm,

• an efficient technique for the determination of the weight functions,

• a technique to determine the optimum migration aperture.

The traveltime interpolation coefficients are determined from the coarse gridded input
traveltimes. The coefficients are the input for the computation of the weight functions
and the size of the optimum aperture. Since all quantities can be computed on-the-fly no
additional storage is required. The following agenda gives a brief overview of the steps
involved.

Since the method that I present in this thesis is based on the ray concept the opening
chapter, Chapter 2, summarises the basic principles of wave propagation in the high
frequency limit, the asymptotic ray method. That chapter is mainly intended to
recollect those foundations that are crucial for this thesis, focusing on the ray propagator
formalism and the paraxial ray method.

One result from the paraxial ray method is a formula for traveltime interpolation. In the
following chapter, Chapter 3, I introduce two methods of traveltime interpolation based
on a hyperbolic and a parabolic traveltime expansion, where the latter is closely related to



3

the paraxial traveltimes. The interpolation coefficients of the traveltime equation are the
fundament on which the remaining chapters of this thesis are based. Therefore emphasis
is given to their determination from coarse gridded traveltime tables and to the accuracy
of the coefficients that can be achieved. I demonstrate the traveltime interpolation with
examples ranging from velocity models with analytic solutions to a 3-D extension of the
highly complex Marmousi model. Parts of this chapter were published in Vanelle and
Gajewski (2002a).

As stated above, the ray propagator concept is a key element for this thesis. It describes
dynamic wavefield properties in terms of second order traveltime derivatives, which are
also provided by the traveltime expansion from Chapter 3. In Chapter 4 I make use of the
formal similarity between the parabolic traveltime interpolation and the paraxial formula
to introduce a relationship between the traveltime coefficients and the ray propagator
matrix. As a consequence the complete ray propagator can be determined from coarse
gridded traveltimes. Since the quantities required for amplitude preserving migration
can be expressed by the ray propagator, the results from this chapter together with the
traveltime expressions provide the foundation for the traveltime-based true-amplitude
migration.

The traveltime interpolation introduced in Chapter 3 is exact up to second order,
thus acknowledging the wavefront curvature. This property translates directly into
an expression for the geometrical spreading, which is a consequence of the wavefront
curvature. I derive expressions for the spreading in Chapter 5. Examples for simple
and complex velocity models illustrate this technique for the computation of geometrical
spreading. Some of these results have also been published in Vanelle and Gajewski (1999).

With the results from the previous chapters it is now possible to formulate the technique
of traveltime-based true-amplitude migration. Chapter 6 begins with a review of
the concept of amplitude-preserving migration. I derive an expression for the weight
functions in terms of the traveltime coefficients and give examples for the reconstruction
of amplitudes for PP reflections and reflections from PS converted waves. The chapter
concludes with remarks concerning the application of the method to complex models.
Results from this chapter are also published in Vanelle and Gajewski (2001b) and Vanelle
and Gajewski (2002b).

Although the computational effort required for amplitude-preserving migration can be
considerably reduced by applying the traveltime-based technique introduced in Chapter
6, a further significant reduction is possible by limiting the migration aperture. Therefore,
limited-aperture migration is considered in the following chapter, Chapter 7. I explain
why use of a limited aperture is possible and how an optimum aperture can be defined,
as well as determined. As for the migration weights, the traveltime coefficients provide
a tool to estimate the optimum aperture. Examples illustrate the limited aperture
migration and confirm the high potential savings in computational time as well as an en-
hanced image quality. Parts of this chapter are published in Vanelle and Gajewski (2001a).
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The applications so far were based on traveltime tables as source for the required
quantities in terms of traveltime coefficients. Chapter 8 suggests an alternative process
to determine the coefficients directly from data. The process is based on the common-
reflection-surface (CRS) stack (Jäger et al., 2001; Zhang et al., 2001). The operator used
for this stack is a hyperbolic formula describing the reflection move-out. The chapter
begins with introducing the hyperbolic traveltime expression from Chapter 3 as a general
move-out formula which is then related to other existing NMO equations, and, finally,
the CRS operator. Parts of this chapter have been published in Gajewski and Vanelle
(2001).

Chapter 9 draws the final conclusions of the work presented in this thesis. It is
followed by an outlook in Chapter 10. In this outlook I consider three major aspects
of possible future work. One topic that was marginally brushed in the thesis – and to
my knowledge nowhere else so far – is the influence of errors in the velocity model on
the recovered amplitudes. Another future aspect is a migration implementation that
allows for a better illumination of the image point in the subsurface. It was suggested
by Brandsberg-Dahl et al. (2001) and is especially suited for a traveltime based im-
plementation. The third point considers the extension of my method to anisotropic media.

A summary of the nomenclature used in this work is given in Appendix A. Appendix
B explains the configuration matrices that describe source and receiver coordinates in
terms of the trace coordinates associated with the measurement configuration (e.g.,
common-shot). In Appendix C I give analytic traveltime coefficients for simple types
of media (constant velocity gradient, homogeneous model), where an analytic solution
for the traveltimes exists. Finally, Appendix D contains the explicit expressions for the
determination of the coefficients from traveltimes.

After the original thesis was written, I have derived an alternative formulation for the
weight functions which does not any longer require a priori information on the reflector
orientation. Since this new formulation is a major improvement of the technique, I have
included it in an additional appendix, Appendix E.



Chapter 2

A Review of the Ray Method

This chapter gives an overview of the concept on that much of this work is based. It
introduces the basic equations of asymptotic ray theory and the paraxial ray method.
Beginning with the elastodynamic equation, the eikonal equations, and the transport
equations for arbitrary elastic anisotropic media will be derived and discussed. This is
followed by a section on kinematic and dynamic ray tracing in Cartesian and ray centred
coordinates to solve the eikonal and transport equations. The ray propagator formalism
and its relation to the paraxial ray approximation is introduced for two different concepts.
The first approach is based on a traveltime expansion into the wavefront. In the second,
the traveltimes are expanded into reference surfaces, as, e.g., registration surfaces or
reflectors.

Since there exists a large variety of texts on the basic concepts of the ray method, I have
only given a few representative references at the end of each section. Those are by no
means a complete list.

In this thesis I consider amplitude preserving migration in isotropic media. In order to
retain the overview character of this chapter, some results in the following sections are
derived for isotropic media only, although according formulations for anisotropic media
exist. Often, e.g., for the ray propagator formalism, the anisotropic relations have the
same form as in the isotropic case but I have not explicitly pointed this out in every
case. However, corresponding relationships for anisotropic media can in detail be found
in Červený (2001).

2.1 The Elastodynamic Equation and Ray Series

Consider a perfectly elastic, inhomogeneous medium that is described by the density ρ
and the elasticity tensor cijkl. These are assumed to be continuous functions of space only
and to have continuous first and piece-wise continuous second order derivatives. In this
case the elastodynamic equation for the displacement û (without voluminal forces) reads

σij,j = ρui,tt , (2.1.1)

5



6 CHAPTER 2. A REVIEW OF THE RAY METHOD

where the stress tensor σij is given by

σij = cijkl εkl , (2.1.2)

and the strain tensor εkl by

εkl =
1

2
(uk,l + ul,k) . (2.1.3)

Both, stress and strain tensors are symmetric tensors. Their symmetry and energy con-
siderations lead to symmetric properties for the elasticity tensor:

cijkl = cjikl = cijlk = cklij . (2.1.4)

As a consequence, the number of independent elastic parameters is reduced from 81
(=34) to 21.

Inserting Equations (2.1.2) and (2.1.3) into (2.1.1) leads to

(cijkl uk,l),j = ρ ui,tt . (2.1.5)

Equation (2.1.5) is the elastodynamic equation for a perfectly elastic, inhomogeneous,
anisotropic medium. One possible way to solve this equation is the ray series solution, an
asymptotic series in powers of inverse frequency, which approximates the displacement

ui(xj, t) = e−iω(t−τ(xj ))
∞
∑

n=0

1

(−iω)n
U

(n)
i (xj) . (2.1.6)

The vectorial amplitude U
(n)
i is of the order n term (the superscripted (n) does not de-

note differentiation) and can be complex valued. The quantity τ is a real scalar called the
eikonal or phase function. Surfaces of constant τ with τ(x̂) = t0 represent the wavefront
for a specified time t0. Since τ and Ui are functions of space only, Equation (2.1.6) sepa-
rates the spatial dependency from the temporal dependency of the displacement, making
(2.1.5) easier to handle. Equation (2.1.6) is a high frequency solution of (2.1.5), where
“high” is large in a relative sense. This means, that the variation of the amplitude ui,
over the distance of a wavelength λ = 2πV/ω – more precisely, the maximum wavelength
– must be negligible compared to the value of ui. This also applies to other related quan-
tities, as, e.g., the phase velocity V , and the slowness vector pi which will be explained
later. As for the displacement, their variation must also not take place on a smaller scale
than that given by the maximum wavelength. This condition reads

λ � ui

|~∇ui|
, λ � pi

|~∇pi|
, and λ � V

|~∇V |
. (2.1.7)

Denoting the minimum of the right hand sides in (2.1.7) by the scale length L, the three
relations (2.1.7) can be summarised to

λ

L
� 1 . (2.1.8)
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If in this sense ω is large enough, only the leading term of the series (2.1.6), i.e. n=0, is
of practical interest. This is the case for most applications, including those addressed in
this work. Therefore from now on only the zero order solution will be considered and the
index (0) will be omitted

ui = U
(0)
i e−iω(t−τ) = Ui e

−iω(t−τ) . (2.1.9)

Inserting Equation (2.1.9) into (2.1.5) leads to

(iω)2 Ni(Û) + iω Mi(Û) + Li(Û) = 0 , (2.1.10)

introducing the three vector operators

Ni(Û) =
cijkl

ρ
τ,j τ,l Uk − Ui , (2.1.11)

Mi(Û) =
cijkl

ρ
τ,j Uk,l +

1

ρ
(cijkl τ,l Uk),j , (2.1.12)

Li(Û) =
1

ρ
(cijkl Uk,l),j . (2.1.13)

Since ω is assumed to be sufficiently large, the Li(Û) term in (2.1.10) can be neglected.
Then τ(xj) and Ui(xj) can be determined independent of the frequency by solving

Ni(Û) = 0 , (2.1.14)

Mi(Û) = 0 . (2.1.15)

Equation (2.1.14) leads to equations for τ , the eikonal equations, which will be discussed
in the following section. The amplitude Ui obeys the transport equations that are derived
from (2.1.15) and discussed thereafter.

Literature for Section 2.1:

• Červený (1972),

• Pšenč́ık (1994).

2.2 The Eikonal Equations

Equation (2.1.14) can be rewritten to formulate an eigenvalue problem. Introducing the
Christoffel matrix Γik with

Γik =
cijkl

ρ
τ,j τ,l , (2.2.1)

Equation (2.1.14) becomes
(Γik − δik) Uk = 0 . (2.2.2)

Nontrivial solutions of (2.2.2) require that

|Γik − δik| = 0 . (2.2.3)
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Therefore, the m eigenvalues G(m) given by

|Γik − G(m)δik| = 0 (2.2.4)

must equal 1. The corresponding eigenvectors g
(m)
k describe the polarisation. They are

determined from
(Γik − G(m) δik) g

(m)
k = 0 . (2.2.5)

Expression (2.2.4) yields a cubic equation, meaning that three independent solutions exist
for m=1,2,3 with eigenvectors that are perpendicular to each other. If two eigenvalues
coincide (degeneration, e.g., for the shear wave in an isotropic medium, see below),
only the plane that contains the corresponding eigenvectors can be determined. It is
perpendicular to the third eigenvector.

Multiplication of Equation (2.2.5) with g
(m)
k leads to the eikonal equation for anisotropic

media
G(m) = 1 = Γik g

(m)
i g

(m)
k =

cijkl

ρ
τ,j τ,l g

(m)
i g

(m)
k . (2.2.6)

Let us take a look at the isotropic case now. In isotropic media, the elasticity tensor
reduces to

cijkl = λδijδkl + µ(δikδjl + δilδjk) (2.2.7)

with the Lamé parameters λ and µ and Kronecker δij. A more appealing form is (with
m 6= n)

cnnnn = λ + 2µ ,

cmnmn = cmnnm = µ ,

cmmnn = λ (2.2.8)

(no summation convention is applied here). The remaining elements of cijkl are zero.
With (2.2.8), Equation (2.1.14) can be rewritten to

λ + µ

ρ
τ,i τ,k Uk +

µ

ρ
τ,k τ,k Ui − Ui = 0 , (2.2.9)

or, in vectorial form

λ + µ

ρ
(Û · ~∇τ)~∇τ +

µ

ρ
(~∇2τ) Û − Û = 0 . (2.2.10)

To determine the eikonal equations, the scalar product and the vector product of Equation
(2.2.10) with ~∇τ is built. The quantity

p̂ = ~∇τ (2.2.11)

is the slowness vector perpendicular to the wavefront. Its scalar and vector product with
(2.2.10) yields

N̂(Û) · ~∇τ = [(−ρ + (λ + 2 µ) (~∇τ)2] (Û · ~∇τ) = 0 (2.2.12)

N̂(Û) × ~∇τ = [(−ρ + µ (~∇τ)2] (Û × ~∇τ) = 0 . (2.2.13)

Both Equations (2.2.12) and (2.2.13) must be fulfilled for all Û and τ . This leads to two
independent solutions
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1. Û × ~∇τ=0 and

(~∇τ)2 =
λ + 2 µ

ρ
=

1

V 2
P

. (2.2.14)

The first condition demands that Û is parallel to ~∇τ . The polarisation vector
g

(3)
k = τ,k/VP is the tangent vector (m was assigned to be 3 as usual in the literature).

This solution describes a P-wave with the propagation velocity VP.

2. Û · ~∇τ=0 and

(~∇τ)2 =
µ

ρ
=

1

V 2
S

. (2.2.15)

Here, the first condition demands that Û is perpendicular to ~∇τ , corresponding
to a shear wave that has two components with the polarisation vectors g

(1)
k and

g
(2)
k and the propagation velocity VS. As mentioned before, in this case the polar-

isation vectors can be chosen arbitrarily, perpendicular to each other, in the plane
perpendicular to ~∇τ . One particular choice are the base vectors ~e1 and ~e2 from
the ray centred coordinate system (see below) which has advantages concerning the
transport equations that will be derived in the next section.

Equations (2.2.14) and (2.2.15) are the isotropic eikonal equations for P and S waves,
respectively. Equation (2.2.6) for isotropic media reads

G(m) = 1 = V 2
m τ,kτ,k . (2.2.16)

Here, the velocity Vm is the phase velocity of the corresponding wave, i.e., V3 = VP and
V1 = V2 = VS.

Literature for Section 2.2:

• Červený and Ravindra (1971),

• Gajewski and Pšenč́ık (1987).

2.3 The Transport Equations

The procedure for the determination of the transport equations in inhomogeneous
anisotropic media is similar to the derivation of the eikonal equations in the previous
section. The displacement vectors U

(m)
i (xj) can be written as

U
(m)
i (xj) = U (m)(xj) g

(m)
i (xj) . (2.3.1)

Since this applies to all three waves, m=1,2,3, the index m will be omitted from now on.
Building the scalar product of the polarisation vector gi and Equation (2.1.15) leads to

Mi(Û) gi = 2 U,j vj +
U

ρ
vj ρ,j + U vj,j = 0 , (2.3.2)
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introducing the group velocity vector

vi =
dxi

dτ
=

cijkl

ρ
τ,l gj gk . (2.3.3)

In isotropic media, the group velocity v = |v̂| equals the phase velocity V . Note that
for shear waves (m=1,2) the choice of polarisation vectors is important. For arbitrary
choice, there are additional terms in (2.3.2), leading to two coupled transport equations

for m=1 and m=2. Only if dg
(1,2)
i /ds ∝ pi is fulfilled (as it is the case for the ray centred

coordinates, see Section 2.5 below), Equations (2.3.2) decouple. Equations (2.3.2) for
m=1,2,3 are the transport equations. They can be rewritten in terms of τ derivatives
which is easier to be solved. To the first two terms in (2.3.2)

Φ,j vj = ~∇Φ · dx̂

dτ
=

dΦ

dτ
(2.3.4)

applies. The divergence of the group velocity in the third term of (2.3.2) is given by

vj,j = lim
∆Vτ→0

1

∆Vτ

∮

v̂ · dŜτ = lim
∆Vτ→0

1

∆Vτ

∮

v̂ · p̂V dSτ (2.3.5)

where the integration is carried out over the surface of a piece of a ray tube that is limited
by the phase fronts t=τ0 and t=τ0 + dτ=τ (see Figure 2.1). A vectorial surface element
dSγ3

is the cross-sectional area of the ray tube: the part of the surface γ3=const. that is
cut out by the ray tube. It is defined as

dŜγ3
=

(

∂x̂

∂γ1
× ∂x̂

∂γ2

)

γ3

dγ1 dγ2 , (2.3.6)

introducing the ray coordinates (ray parameters) γi, see also Figure 2.1. The correspond-
ing volume element is given by

dVγ3
= Jγ3

dγ1 dγ2 dγ3 = dŜγ3
· dx̂

dγ3
dγ3 , (2.3.7)

where Jγ3
is the determinant of the Jacobian X̂

Xij =
∂xi

∂γj
. (2.3.8)

Choice of the arc length s for γ3 leads to

Js dγ1 dγ2 = dŜs ·
dx̂

ds
= dŜs ·

v̂

v
= dSs , (2.3.9)

and for γ3 = τ

Jτ dγ1 dγ2 = dŜτ ·
dx̂

ds
= v dŜτ ·

dx̂

ds
= v dSs (2.3.10)

= dSτ V p̂ · v̂ = V dSτ = Ω V dγ1 dγ2 , (2.3.11)
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γ1

γ2

p v

τdS
s

dS

0

τ

τ

Figure 2.1: A segment of a ray tube limited by cross sections with the phase front at
t = τ = τ0 + dτ and t = τ0. The corners of the surface element dŜγ3

are given by rays
with the ray parameters (γ1, γ2), (γ1 + dγ1, γ2), (γ1 + γ2 + dγ2), and (γ1 + dγ1, γ2 + dγ2).

introducing the quantity Ω

Ω =

(

∂x̂

∂γ1

× ∂x̂

∂γ2

)

τ

· p̂ V =
dSτ

dγ1 dγ2

. (2.3.12)

Now the volume element ∆Vτ can be written as

∆Vτ = V dSτ ∆τ = V dSτ (τ − τ0) . (2.3.13)

Figure 2.1 shows that v̂ dŜτ has only non-vanishing contributions at the cross sections of
the ray tube with the phase fronts t=const.

at τ : v̂ · dŜτ = V (τ) dSτ = Jτ(τ) dγ1 dγ2 , (2.3.14)

and
at τ0 : v̂ · dŜτ = −V (τ0) dSτ = −Jτ (τ0) dγ1 dγ2 . (2.3.15)

Inserting these and (2.3.13) into (2.3.5) yields

vj,j = lim
τ→τ0

Jτ(τ) − Jτ (τ0)

Jτ · (τ − τ0)

=
1

Jτ

dJτ

dτ
. (2.3.16)

With (2.3.16) and (2.3.4), Equation (2.3.2) becomes

2
dU

dτ
+

U

ρ

dρ

dτ
+

U

Jτ

dJτ

dτ
= 0 (2.3.17)

or
d

dτ

(

√

ρJτ U
)

= 0 . (2.3.18)
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The solution of Equation (2.3.18) is straightforward

U(τ) = U(τ0)

√

ρ(τ0)Jτ(τ0)

ρ(τ)Jτ (τ)
. (2.3.19)

Equation (2.3.19), however may lead to problems if, e.g., a point source at τ0 is considered.
For this case it is better to use the following solution of (2.3.18)

U(τ) =
Ψ(γ1, γ2)

√

ρ(τ)Jτ (τ)
=

Ψ(γ1, γ2)
√

ρ(τ) V (τ) Ω(τ)
, (2.3.20)

where the function Ψ(γ1, γ2) is constant along the ray specified by the ray parameters
(γ1, γ2), e.g., the take-off angles. If the arc length s is chosen as γ3 instead of τ , Equation
(2.3.20) becomes

U(τ) =
Ψ(γ1, γ2)

√

ρ(τ) v(τ)Js(τ)
, (2.3.21)

since Jτ = v Js follows from (2.3.10) and (2.3.9). At this point the relative geometrical
spreading L is introduced as

L =
√

Ω . (2.3.22)

Since the sign of Jγ3
may change, it is suitable to take the square root of Jγ3

as follows

√

Jγ3
=
√

|Jγ3
| e−i π

2
κ , (2.3.23)

where the quantity κ, the so-called kmah-index is an index of the ray trajectory. It gives
the number of points at which the sign of Jγ3

has changed. These points are called caustic
points. A first order caustic increments κ by one, a second order caustic by two. The
behaviour of a ray tube at caustic points of first and second order is illustrated in Figure
2.2.
Literature for Section 2.3:

• Červený (1972),

• Pšenč́ık (1994).

2.4 Ray Tracing

The phase function τ(xi) can be found by solving the kinematic ray tracing (KRT) equa-
tions. They are easily obtained from applying the method of characteristics (Courant and
Hilbert, 1962) to the eikonal Equation (2.2.6). If a Hamiltonian H(xi, pi, τ)=0 can be
found, the characteristics in terms of the parameter u are described by

dxi

du
=

∂H
∂pi

,
dpi

du
= −∂H

∂xi
,

dτ

du
= pi

∂H
∂pi

. (2.4.1)

One possible choice of a Hamiltonian is

H(xi, pi) = G − 1 = aijkl pj pl gi gk = 0 , (2.4.2)
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1

2

1 1

2 2

Figure 2.2: Behaviour of a ray tube at caustic points: at a first order caustic (line caustic)
the ray tube shrinks to an arc perpendicular to the direction of propagation (left). At a
second order caustic (point caustic) the ray tube shrinks to a point (right). The vectors
indicate that after going through a line caustic the direction of the surface element is
changed, leading to a change in sign of Jγ3

. If the ray passes a point caustic, the sign
changes twice (resulting in the original sign).

using an eigenvalue of the eikonal equation, G, and aijkl=cijkl/ρ, leading to the following
KRT for the parameter τ

vi =
dxi

dτ
= aijkl pl gj gk ,

dpi

dτ
= −1

2
anjkl,i pn pl gj gk , (2.4.3)

where vi is the i-th component of the group velocity vector. With ds/dτ = v, the KRT
system for the parameter s reads

dxi

ds
=

1

v
aijkl pl gj gk ,

dpi

ds
= − 1

2 v
anjkl,i pn pl gj gk . (2.4.4)

For isotropic media the systems (2.4.3) and (2.4.4) reduce to

dxi

dτ
= V 2 pi ,

dpi

dτ
= − 1

V

∂V

∂xi
, (2.4.5)

dxi

ds
= V pi ,

dpi

ds
= − 1

V 2

∂V

∂xi
. (2.4.6)

To compute the ray amplitude, the quantity Jγ3
= detX̂ needs to be determined. Defining

the matrix Ŷ

Yij =
∂pi

∂γj
, (2.4.7)

the dynamic ray tracing (DRT) equations are obtained from differentiating the KRT
Equations (2.4.3) or (2.4.4) with respect to the ray parameters γJ (J=1,2). For, e.g.,
γ3=τ this yields

dXiJ

dτ
=

1

2

[

∂2G

∂pi ∂xk
XkJ +

∂2G

∂pi ∂pk
YkJ

]

,

dYiJ

dτ
=−1

2

[

∂2G

∂xi ∂xk
XkJ +

∂2G

∂xi ∂pk
YkJ

]

. (2.4.8)
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The elements Xi3 = ∂xi

∂τ
and Yi3 = ∂pi

∂τ
can be determined directly from the ray tracing

Equations (2.4.3).

For isotropic media the DRT system looks as follows

dXiJ

dτ
= 2 V

∂V

∂xk
piXkJ + V 2YiJ

dYiJ

dτ
=

[

1

V 2

∂V

∂xi

∂V

∂xk
− 1

V

∂2V

∂xi∂xk

]

XkJ . (2.4.9)

This equation and (2.4.5) require that the velocity function V must have continuous
derivatives up to second order. The behaviour of rays at interfaces where this is not the
case is discussed further below.

Literature for Section 2.4:

• Červený (1972),

• Gajewski and Pšenč́ık (1990).

2.5 Ray Centred Coordinates

Sometimes it is convenient to work with a ray centred coordinate system instead of global
Cartesian coordinates. This is for example the case if so-called paraxial rays, rays in the
near vicinity of a central ray, are to be computed. The radius vector in the ray centred
system is given by

r̂(q1, q2, s) = r̂(0, 0, s) + ~e1(s) q1 + ~e2(s) q2 . (2.5.1)

On the central ray q1=q2=0. Whether a ray is in a “near vicinity” of the central ray
depends on the model under consideration. The vectors

~e1 = ~n cos θ −~b sin θ

~e2 = ~n sin θ +~b cos θ (2.5.2)

and the tangent vector ~t form an orthogonal base. Vector ~t is perpendicular to the
wavefront, ~eI (I=1,2) lie in the wavefront. The vectors ~n and ~b are the normal and
binormal vector (see Figure 2.3). They and ~t obey Frenet’s formulae. The angle θ between

~e1 and ~b, as between ~e2 and ~n can be obtained from the integration over the torsion T
along the ray

θ(s) = θ(s0) +

s
∫

s0

T (σ) dσ . (2.5.3)
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The scale parameters h1 and h2 (with hI = |dr̂/dqI |) are equal to one, and h3 = h, with
the curvature of the ray K, is

h3 = h =

∣

∣

∣

∣

dr̂

ds

∣

∣

∣

∣

= 1 − K cos θ q1 − K sin θ q2 . (2.5.4)

Derivation of the base vectors yields

d~e1

ds
= −K cos θ~t =

(

d~t

ds
· ~e1

)

~t

d~e2

ds
= −K sin θ~t =

(

d~t

ds
· ~e2

)

~t

d~t

ds
=K cos θ ~e1 + K sin θ ~e2 =

(

d~t

ds
· ~eI

)

~eI (2.5.5)

The derivatives of ~eI point in the direction of ~t. This means that – unlike the vectors ~n

and~b – the vectors ~eI do not rotate during propagation along the central ray. Comparison
of (2.5.5) to (2.5.4) leads to an expression for h

h = 1 −
(

d~t

ds
· ~eI

)

qI . (2.5.6)

The scale parameter h can be expressed in terms of derivatives of the phase velocity. Be-
cause the ray tracing Equations for isotropic media, (2.4.6), are employed in the following
step, the resulting relation holds for isotropic media only. Using ~t = V p̂ and the ray
tracing Equations (2.4.6), the derivative of the tangent vector in isotropic media becomes

dt̂

ds
= − 1

V

∂V

∂qI

∣

∣

∣

∣

qK=0

~eI , (2.5.7)

S

S

Central ray

1e

t

2e

2e
n

1

b

θ
e

Figure 2.3: Definition of the ray centred coordinate system: position of the base vectors
with respect to the central ray and the wavefront. The surface indicates the tangent plane
to the wavefront, perpendicular to the central ray (left). Right: unit vectors ~e1 and ~e2,

and normal and binormal vectors, ~n and ~b, respectively.
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and therefore

h = 1 +
1

V

∂V

∂qI

∣

∣

∣

∣

qK=0

qI . (2.5.8)

On the central ray, the coordinates qI are zero and therefore h=1.

In order to derive the ray tracing equations in ray centred coordinates, the Hamilton
equations (2.4.1) can be used. I will derive the ray tracing equations for isotropic media
only, however, use of a Hamiltonian for anisotropic media will lead to an equivalent
formulation for anisotropic media, see, e.g., Červený (2001). A suitable Hamiltonian for
isotropic media in the ray centred coordinate system is

H
(

qI , p
(q)
I

)

= − h

V

[

1 − V 2 p
(q)
I p

(q)
I

]1/2

, (2.5.9)

where p
(q)
I is the I-th slowness component in ray centred coordinates. To derive the ray

tracing system for paraxial rays, this Hamiltonian is expanded in p
(q)
I and qI neglecting

terms of higher than second order

H
(

qI , p
(q)
I

)

= − 1

V
+

1

2
V p

(q)
I p

(q)
I +

1

2V 2

∂2V

∂qI ∂qJ
qI qJ , (2.5.10)

leading to the kinematic ray tracing equations

dqI

ds
=

∂H
∂p

(q)
I

= V p
(q)
I ,

dp
(q)
I

ds
=−∂H

∂qI

= − 1

V

∂2V

∂qI ∂qJ

qJ . (2.5.11)

For the determination of the ray amplitude, the matrix X̂ is expressed as a product of
two matrices Ĥ and Q̂. The Jacobian of the transformation from Cartesian to ray centred

coordinates along the central ray (qI = 0) is denoted by Ĥ. Then, the elements of Ĥ are
given by

Hij =
∂xi

∂qj

=
∂qj

∂xi

, (2.5.12)

where q3 = s. On the central ray, h = 1, and therefore detĤ=1. The matrix Q̂ is the
Jacobian for the transformation from ray centred coordinates to ray coordinates on the
central ray with

Qij =
∂qi

∂γj
. (2.5.13)

Since qI = 0 along the central ray, the components Q13 = Q23 = 0. Specifying γ3 = s
yields Q33=1 and thus

detX̂ = detĤ · detQ̂ = Q11 Q22 − Q12 Q21 = detQ . (2.5.14)

This means that the ray amplitude is determined by Q, which is the upper left 2×2

submatrix of Q̂. For the geometrical spreading this means that

L =
√

detQ . (2.5.15)
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Note that Equation (2.5.15) is also valid in anisotropic media.

Introducing also the 2×2 matrix P with

PIJ =
∂p

(q)
I

∂γJ
(2.5.16)

and differentiation of QIJ and PIJ with respect to s leads to the DRT system in ray
centred coordinates

dQIJ

ds
= V PIJ ,

dPIJ

ds
= − 1

V 2
VJK PKJ . (2.5.17)

The 2×2 matrix V contains second order derivatives of the velocity

VIJ =
∂2V

∂qI ∂qJ

∣

∣

∣

∣

qK=0

. (2.5.18)

The DRT system (2.5.17) can be rewritten to another form, if the matrix M = PQ−1 is
introduced. Differentiation of M leads to

d

ds
M + V MM +

1

V 2
V = 0 , (2.5.19)

which is known as the Ricatti equation. Equation (2.5.19) can also be derived from the
paraxial eikonal equation. The eikonal equation in ray centred coordinates reads

τ 2
,1 + τ 2

,2 +
1

h2
τ 2
,s =

1

V 2
. (2.5.20)

Taking into consideration that τ,I = p
(q)
I , (2.5.20) can be solved for τ,s

τ,s =
h

V

√

1 − V 2 p
(q)
I p

(q)
I = −H

(

qI , p
(q)
I

)

, (2.5.21)

where H
(

qI , p
(q)
I

)

is the Hamiltonian from Equation (2.5.9). Using the approximation of

the Hamiltonian (2.5.10) and inserting τ,I and τ,s into (2.5.20), this leads to the paraxial
eikonal equation

(

∂τ

∂q1

)2

+

(

∂τ

∂q2

)2

+

(

∂τ

∂s

)2

=
1

V 2
− 1

V 3
VIJ qI qJ , (2.5.22)

where the matrix V was defined in (2.5.18). For the following step an expansion of the
eikonal τ is required. Expansion of τ in qI yields

τ(q1, q2, s) = τ(0, 0, s) +
1

2
MIJ qI qJ , (2.5.23)

where the matrix M(s) is the second order derivative matrix of τ with respect to qI

MIJ =
∂2τ

∂qI ∂qJ

∣

∣

∣

∣

qK=0

. (2.5.24)
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From now on, τ(s) is used to abbreviate τ(0, 0, s). The first order derivatives disappear
because the expansion is carried out in the wavefront, where τ is constant. Building the
derivative of (2.5.23) with respect to s yields

∂τ(q1, q2, s)

∂s
=

∂τ(s)

∂s
+

1

2

dMIJ

ds
qI qJ =

1

V
+

1

2

dMIJ

ds
qI qJ . (2.5.25)

Similarly, derivation of (2.5.23) with respect to qI yields

(

∂τ

∂q1

)2

+

(

∂τ

∂q2

)2

= MIK MKJ qI qJ . (2.5.26)

Inserting the found expressions for τ,s and τ,I into (2.5.22) gives again the Ricatti equa-
tion. Therefore, the matrix M from (2.5.19) equals the second order derivative matrix
introduced in (2.5.23) with

MIJ = PIK Q−1
KJ =

∂2τ

∂qI ∂qJ

∣

∣

∣

∣

qK=0

. (2.5.27)

Literature for Section 2.5:

• Popov and Pšenč́ık (1978),

• Červený and Hron (1980).

2.6 Propagator Matrices

Introducing the 4×1 column matrix W

W = (q1, q2, p
(q)
1 , p

(q)
2 )> , (2.6.1)

the ray tracing system (2.5.11) can be written as

d

ds
W = SW , (2.6.2)

where the 4×4 matrix S is given by

S =

(

0 1
− 1

V 2 V 0

)

. (2.6.3)

The matrices 0 and 1 are the zero and unit matrix (2×2 here). A ray tracing system for
anisotropic media that corresponds to the system (2.5.11) can be derived yielding also
Equation (2.6.2). In this case the matrix S is not given by Equation (2.6.3), but the
following considerations also apply to anisotropic media.

A 4×4 matrix A is called an integral matrix, if it satisfies the relation

d

ds
A = SA , (2.6.4)
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meaning that each column of A obeys Equation (2.6.2). If A = 1 for s = s0, A is also a
propagator matrix (from s0). If A is an integral matrix formed by four linear independent
solutions of (2.6.2), it is called a fundamental matrix.

The ray propagator matrix Π(s, s0) is a fundamental matrix formed as follows

Π(s, s0) =

(

Q
1
(s, s0) Q

2
(s, s0)

P1(s, s0) P2(s, s0)

)

, (2.6.5)

where Q
1
, Q

2
, P1 and P2 are 2×2 matrices with the following meaning: Q

1
and P1 are

solutions of the dynamic ray tracing Equations (2.5.17) for the initial conditions

Q
1
(s0) = 1 and P1(s0) = 0 , (2.6.6)

that describe a line source. Q
2

and P2 also solve the dynamic ray tracing Equations
(2.5.17), but for initial conditions of a point source

Q
2
(s0) = 0 and P2(s0) = 1 . (2.6.7)

If S is continuous, the ray propagator matrix satisfies the chain rule

Π(s, s0) = Π(s, s1) Π(s1, s0) . (2.6.8)

With

Π(s0, s0) = Π(s0, s1) Π(s1, s0) = 1 , (2.6.9)

it follows that

Π−1(s1, s0) = Π(s0, s1) , (2.6.10)

which leads to

Π−1(s, s0) =

(

P>
2 (s, s0) −Q>

2
(s, s0)

−P>
1 (s, s0) Q>

1
(s, s0)

)

. (2.6.11)

The propagator Π is symplectic, meaning

Π> JΠ = J , (2.6.12)

with the matrix

J =

(

0 1
−1 0

)

. (2.6.13)

This property yields the following relations

Q>
1

P1 − P>
1 Q

1
= 0 ,

Q>
2

P2 − P>
2 Q

2
= 0 ,

P>
2 Q

1
− Q>

2
P1 = 1 ,

Q>
1

P2 − P>
1 Q

2
= 1 . (2.6.14)
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With Π(s, s0) the solution of Equation (2.6.2) can be written as

W(s) = Π(s, s0) W(s0) (2.6.15)

for any initial conditions given at s0 represented by W(s0). A similar solution exists for a
(2.6.2)-like equation for the 4×2 matrix X

X =

(

Q
P

)

, (2.6.16)

which is not to be mistaken for the matrix X̂ defined in (2.3.8). The dynamic ray tracing
system (2.5.17) can thus be rewritten as

d

ds
X = SX , (2.6.17)

and is solved by
X(s) = Π(s, s0) X(s0) . (2.6.18)

Literature for Section 2.6:

• Červený (1985),

• Červený (2001).

2.7 Paraxial Traveltimes

Using Equation (2.5.23), the traveltime for a point (q1, q2, s) in a vicinity of a point
(0, 0, s0) (see Figure 2.4) can be written as

τ(q1, q2, s) = τ(s0) +
∂τ

∂s

∣

∣

∣

∣

s0

(s − s0) +
1

2

∂2τ

∂s2

∣

∣

∣

∣

s0

(s − s0)
2 +

1

2
MIJ(s0)qIqJ . (2.7.1)

The s-derivatives are evaluated with (2.5.25). Keeping only terms up to first order leads
to

∂τ

∂s

∣

∣

∣

∣

s0

=
1

V0
⇒ ∂2τ

∂s2

∣

∣

∣

∣

s0

= − 1

V 2
0

∂V

∂s

∣

∣

∣

∣

s0

, (2.7.2)

where V0 = V (s0). These expressions are inserted into (2.7.1) yielding

τ(q1, q2, s) = τ(s0) +
1

V0
(s − s0) −

1

2 V 2
0

∂V

∂s

∣

∣

∣

∣

s0

(s − s0)
2 +

1

2
MIJ(s0)qIqJ . (2.7.3)

The traveltime for a paraxial ray can also be expressed in local Cartesian coordinates ŷ

with yI = qI and y3 = h(s − s0). Introducing the 3×3 matrix M̂

M̂ =











M11 M12 − 1
V 2
0

∂V
∂y1

∣

∣

∣

s0

M21 M22 − 1
V 2
0

∂V
∂y2

∣

∣

∣

s0

− 1
V 2
0

∂V
∂y1

∣

∣

∣

s0

− 1
V 2
0

∂V
∂y2

∣

∣

∣

s0

− 1
V 2
0

∂V
∂y3

∣

∣

∣

s0











(2.7.4)
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and the slowness vector in local Cartesian coordinates

p̂(y)(s0) =





0
0
1
V0



 , (2.7.5)

the paraxial traveltime becomes

τ(yi) = τ(s0) + p
(y)
i (s0)yi +

1

2
Mijyiyj . (2.7.6)

To determine the slowness vector p̂(y)(s), the gradient of (2.7.6) with respect to y is taken:

p
(y)
i (s) = p

(y)
i (s0) + Mijyj . (2.7.7)

This substituted in (2.7.6) yields another expression for τ(yi):

τ(yi) = τ(s0) +
1

2

(

p
(y)
i (s) + p

(y)
i (s0)

)

yi . (2.7.8)

In general Cartesian coordinates x̂ Equation (2.7.6) becomes

τ(xi) = τ(s0) + p
(x)
i (s0)xi +

1

2
HikMklHjlxixj . (2.7.9)

Suppose now that the propagator matrix Π(r0, s0) for a ray from s0 to r0 be known (see

Figure 2.4). Let the slowness vectors p(q) at q(r) and q(s) be denoted by the corresponding
index. Then the relationship between q(r), p(r), q(s) and p(s) is given by (2.6.15):

q(r) =Q
1
(r0, s0) q(s)+Q

2
(r0, s0) p(s) ,

p(r) =P1(r0, s0) q(s) +P2(r0, s0) p(s) . (2.7.10)

(q  , q  , r)

(0  , 0  , s )

(0  , 0  , r )

(q  , q  , s)
(s)

1
(s)

(r)
1

(s)
o (s)

(r) (r)
o

(r)
2

2

Figure 2.4: Central ray (bold) and a paraxial ray. The dashed lines indicate the wave-
fronts.
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Using (2.6.14) and M = P2Q
−1
2

for a point source, these equations can be solved for the
slownesses, yielding

p(s) =Q−1
2

(r0, s0) q(r) +M(s0, r0) q(s) ,

p(r) =M(r0, s0) q(r) +Q−>
2

(r0, s0) q(s) . (2.7.11)

With these expressions for the slownesses in ray centred coordinates, the according for-
mulations in local Cartesian coordinates are

p̂(y)(s) = p̂(y)(s0) + Q−1
2

(r0, s0) y(r) + M(s0, r0) y(s) − 1

V 2
0

∂c

∂yi

∣

∣

∣

∣

s0

yi

= p̂(y)(s0) + Q−1
2

(r0, s0) y(r) + M̂(s0, r0) ŷ(s) ,

p̂(y)(r) = p̂(y)(r0) − Q−>
2

(r0, s0) y(s) + M̂(r0, s0) ŷ(r) . (2.7.12)

Now τ(r, s) = τ(r)− τ(s) is built by using Equation (2.7.8)for τ(r) and τ(s) and inserting
(2.7.12). This leads to

τ(r, s) = τ(r0) − τ(s0) + p̂(y)(r0) · ŷ(r) − p̂(y)(s0) · ŷ(s)

+
1

2
ŷ(r) · M̂(r0, s0)ŷ(r) − 1

2
ŷ(s) · M̂(s0, r0)ŷ(s)

−1

2

[

ŷ(r) · Q̂−>

2
ŷ(s) + ŷ(s) · Q̂−

2
ŷ(r)

]

, (2.7.13)

introducing the matrix Q̂
−

2
and its transposed Q̂

−>

2
such that Q−1

2
is the upper left sub-

matrix of Q̂
−

2
and the elements Q̂

−

2i3
and Q̂

−

23i
are zero. With

ŷ(r) · Q̂−>

2
ŷ(s) = ŷ(s) · Q̂−

2
ŷ(r) (2.7.14)

and τ0 = τ(r0) − τ(s0) the final result for the paraxial traveltime from s to r in local
Cartesian coordinates becomes

τ(r, s) = τ0 + p̂(y)(r0) · ŷ(r) − p̂(y)(s0) · ŷ(s) − ŷ(s) · Q̂−

2
ŷ(r)

+
1

2
ŷ(r) · M̂(r0, s0)ŷ(r) − 1

2
ŷ(s) · M̂(s0, r0)ŷ(s) . (2.7.15)

Again, this can also be written in general Cartesian coordinates x̂:

τ(r, s) = τ0 + p̂(x)(r0) · x̂(r) − p̂(x)(s0) · x̂(s) − x̂(s) · Ĥ(s0)Q̂
−

2
Ĥ

>
(r0)x̂(r)

+
1

2
x̂(r) · Ĥ(r0)M̂(r0, s0)Ĥ

>
(r0)x̂(r)

−1

2
x̂(s) · Ĥ(s0)M̂(s0, r0)Ĥ

>
(s0)x̂(s) . (2.7.16)

Although isotropic equations were used for the derivation of the resulting traveltime
expressions, they are also valid in anisotropic media, provided that the corresponding
anisotropic matrices M̂ and Q

2
are used, see Červený (2001).

Literature for Section 2.7:

• Červený (1985),

• Červený (2001).
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2.8 Interfaces

Until now velocities were assumed to be continuous functions with continuous first and
second derivatives. This section describes the influence of a smooth curved interface,
where the velocity has a discontinuity. If a ray arrives at a boundary between two different
media, it will undergo an abrupt change in direction. This results in a discontinuity
also in the matrix M̂. The purpose of this section is to determine the transformation of
slowness vectors and matrices M̂ over interfaces.

Consider the traveltimes of incoming and outgoing (meaning reflected or transmitted)
waves described by (2.7.6) in local Cartesian coordinates, where the point s0 = b lies on
the boundary. Since the direction of the ray changes on impinging on the boundary, the
base vectors of the ray centred coordinates associated with the incoming and outgoing
wave do not coincide. Therefore, yet another set of Cartesian coordinates ẑ is introduced,
that is associated with the interface. Its base vectors ~ıi are defined as follows (see Figure
2.5):

1. The normal to the interface corresponds to ~ı3. It points into the medium of the
incident wave, meaning that p̂ ·~ı3 <0.

2. The base vector ~ı1 is oriented along the intersection of the interfaces tangent plane
with the plane of incidence. Its direction is such that p̂ ·~ı1 >0.

3. Vector ~ı2 is tangent vector to the interface and perpendicular to the plane of inci-
dence, ~ı2 =~ı3 ×~ı1.

The case of vertical incidence is not considered. Note that different directions are used
throughout the literature. The transformation between this interface Cartesian coordinate
system and the general Cartesian system is described by the matrix Ẑ with

Zij =
∂xi

∂zj
=

∂zj

∂xi
(2.8.1)

and the transformation from ray centred coordinates to interface Cartesian coordinates
by a matrix Ĝ. This matrix can be expressed in two fashions, first as a product of the
transformation matrices Ẑ and Ĥ

Ĝ = Ẑ
>

Ĥ =





~e1 ·~ı1 ~e2 ·~ı1
~t ·~ı1

~e1 ·~ı2 ~e2 ·~ı2 0

~e1 ·~ı3 ~e2 ·~ı3
~t ·~ı3



 . (2.8.2)

The matrix Ĝ = Ĝ
‖
Ĝ
⊥

can also be expressed by the two rotation matrices Ĝ
‖

and Ĝ
⊥
,

where θ is the incidence angle between ~ı3 and ~t, and φ the angle between ~ı2 and ~e2

Ĝ
‖

=





cos θ 0 sin θ
0 1 0

− sin θ 0 cos θ



 and Ĝ
⊥

=





cos φ − sin φ 0
sin φ cos φ 0

0 0 1



 . (2.8.3)



24 CHAPTER 2. A REVIEW OF THE RAY METHOD

The traveltime expansion (2.7.9) expressed in interface coordinates is

τ(zi) = τ0 + p
(x)
i Zijzj +

1

2
GikMklGjlzizj . (2.8.4)

Now, let the 3-component of a vector ẑ be described by

z3 =
1

2
zI DIJ zJ (2.8.5)

with D being the curvature matrix of the interface. Inserting this into Equation (2.8.4)
and neglecting terms of higher order than two yields

τ(zI) = τ0 + p
(x)
i ZiJzJ +

1

2
FIJzIzJ . (2.8.6)

The matrix F is given by

F = G MG> +
cos θ

V
D + E , (2.8.7)

where

EIJ = GI3GJKM3K + GI3GJ3M33 + GIKGJ3MK3

= − 1

V 2

(

GI3GJK
∂V

∂qK

∣

∣

∣

∣

b

+ GI3GJ3
∂V

∂q3

∣

∣

∣

∣

b

+ GIKGJ3
∂V

∂qK

∣

∣

∣

∣

b

)

, (2.8.8)

and the matrix G is the upper left (2×2) submatrix of Ĝ

G =

(

cos θ cos φ − cos θ sin φ
sin φ cos φ

)

. (2.8.9)

t
1ι

3ι

Interface

Plane of incidence

b

Incident
ray

θ

2ι

Figure 2.5: Definition of the Cartesian coordinate system associated with an interface: ~ı3

is normal to the interface, ~ı1 lies in the incidence plane and the interface tangent plane
at b, and ~ı2 is given by ~ı3 ×~ı1.
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The terms in the matrix F have simple physical meaning: the matrix D describes the
geometry of the interface, i.e. the curvature. For a plane reflector D vanishes. The
matrix E describes the inhomogeneity of the medium. This term vanishes in a constant
velocity medium.

Suppose that Equation (2.8.6) describes the traveltime of an incident wave at a point
b on the interface, where all quantities in (2.8.6) are given at b. A similar equation
can be written for reflected/transmitted waves. To distinguish between incident and
reflected/transmitted wave, parameters of the reflected/transmitted wave will be denoted
by a tilde. Phase matching along the interface in a near vicinity of b requires

τ + p
(x)
i ZiJ zJ +

1

2
FIJ zI zJ = τ̃ + p̃

(x)
i ZiJ zJ +

1

2
F̃IJ zI zJ . (2.8.10)

If this is to be fulfilled for any zI , it leads to

τ = τ̃

p
(x)
i ZiJ = p̃

(x)
i ZiJ

FIJ = F̃IJ . (2.8.11)

The second relation yields Snell’s law. The third relation

G MG> +
cos θ

V
D + E = G̃ M̃ G̃

>
+

cos θ̃

Ṽ
D + Ẽ (2.8.12)

can be rewritten to an expression for the transformation of the matrix M across the
interface

M̃ = G̃
−1
[

GMG> + u D + E − Ẽ
]

G̃
−>

, (2.8.13)

where the abbreviation

u =
cos θ

V
− cos θ̃

Ṽ
(2.8.14)

was used.

The following step, the transformation of the matrices Q and P, is straightforward. Since
the ray parameters γI must not change for reflection or transmission, they can be matched
as was done for the phases in (2.8.11)

∂γI

∂zJ

∣

∣

∣

∣

b

=
∂γI

∂qK

∣

∣

∣

∣

b

∂qK

∂zJ

∣

∣

∣

∣

b

. (2.8.15)

This relation must be the same for the incident and outgoing wave and therefore

Q−1G> = Q̃
−1

G̃
> ⇒ Q̃ = G̃

>
G−>Q . (2.8.16)

For the geometrical spreading, this means that with detG=cos θ

detQ̃ =
cos θ̃

cos θ
Q . (2.8.17)



26 CHAPTER 2. A REVIEW OF THE RAY METHOD

The corresponding relation for P̃ follows from (2.8.13), (2.8.16), and M = P Q−1

P̃ = G̃
−1
[

G P +
(

u D + E − Ẽ
)

G−>Q
]

. (2.8.18)

Equations (2.8.16) and (2.8.18) can be summarised using the 4×2 matrix X that was
defined in (2.6.16)

X̃ = F X (2.8.19)

by introducing a 4×4 interface matrix F with

F =

(

G̃
>

0

0 G̃
−1

)

(

1 0

u D + E − Ẽ 1

)(

G−> 0
0 G

)

. (2.8.20)

Similar to (2.6.18), ray propagator matrices can be used to describe the ray from a starting
point b0 passing the interface at b and arriving at s by

X(s) = Π(s, b) F(b) Π(b, b0) X(b0) . (2.8.21)

For the transformation of displacement amplitudes across the interface, the reflec-
tion/transmission coefficient needs to be included. This can be done in terms of the
matrix R̂ of reflection/transmission coefficients, yielding

˜̂
U = R̂ Ĝ

⊥
Û . (2.8.22)

The 1-component of the vector Û corresponds to a P-wave (as defined in Section 2.2),
the 2-component is an SH-wave and the 3-component an SV-wave. This means that, e.g.,
the 11-component of the matrix R̂ is the P-P reflection/transmission coefficient. The final
expression for the displacement vector reads

Û(s) =
1

√

V (s) ρ(s) detQ(s)

√

Ṽ (b) ρ̃(b) detQ̃(b)

V (b) ρ(b) detQ(b)
R̂(b) Ĝ

⊥
(b) Ψ̂(b0) . (2.8.23)

If not only one but N interfaces are involved, Equations (2.8.21) and (2.8.23) change as
follows: the chain rule (2.6.8) for propagator matrices applied to (2.8.21) immediately
leads to

X(s) = Π(s, bN)

1
∏

i=N

[

F(bi) Π(bi, bi−1)
]

X(b0) . (2.8.24)

The according expression for the displacement becomes

Û(s) =
eiδτ(s,b0)

√

V (s) ρ(s) detQ(s)

1
∏

i=N

√

Ṽ (bi) ρ̃(bi) detQ̃(bi)

V (bi) ρ(bi) detQ(bi)

1
∏

i=N

[

R̂(bi) Ĝ
⊥
(bi)
]

Ψ̂(b0) ,

(2.8.25)
where δτ(s, b0)=−π/2κ(s, b0) is a phase shift due to caustics. The kmah index κ of the
ray trajectory was introduced in (2.3.23). It is convenient to rewrite Equation (2.8.25) by
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introducing the following notations: let the scalar quantity A(s) cover the transmission
losses

A(s) =
1

√

V (s) ρ(s)

1
∏

i=N

√

Ṽ (bi) ρ̃(bi)

V (bi) ρ(bi)
. (2.8.26)

The reflection/transmission matrix R̂ is summarised by

R̂(s) =

1
∏

i=N

R̂(bi) Ĝ
⊥
(bi) , (2.8.27)

and the relative geometrical spreading L(s) is given by

L(s) =

∣

∣

∣

∣

∣

detQ(s)
1
∏

i=N

cos θ(bi)

cos θ̃(bi)

∣

∣

∣

∣

∣

1
2

eiδτ(s,b0) =

∣

∣

∣

∣

∣

detQ(s)
1
∏

i=N

detQ(bi)

detQ̃(bi)

∣

∣

∣

∣

∣

1
2

eiδτ(s,b0) . (2.8.28)

With these, Equation (2.8.25) becomes

Û(s) =
A(s)

L(s)
R̂(s) Ψ̂(b0) . (2.8.29)

Literature for Section 2.8:

• Červený (1985),

• Červený (2001).

2.9 The Bortfeld Propagator

The propagator T that was introduced by Bortfeld obeys similar relations as the Π prop-
agator. However, the T propagator is defined in reference surfaces as opposed to the Π
formalism which is based on an expansion into the wavefront. Consider a central ray
that emerges from a point s0 in a surface, the so-called anterior surface and arrives at a
point r0 in the posterior surface. Both surfaces have local Cartesian coordinate systems
fixed with their origins at s0 and r0, respectively. Let the orientation of the systems be
such that the 3-component coincides with the normal to the surfaces at s0 and r0. The
corresponding slowness vectors are

p̂(s0) =
~t(s0)

V (s0)
and p̂(r0) =

~t(r0)

V (r0)
. (2.9.1)

A paraxial ray at a point s has the coordinates

x̂(s) = (x1, x2, f(x1, x2))
> (2.9.2)

and the slowness

p̂(s) =
~t(s)

V (s)
. (2.9.3)
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Figure 2.6: Projection of the slowness into the x1-x2 plane.

Points in a near vicinity of s are described by x̂ + dx̂ with

dx̂ = (dx, ~∇f · dx)> . (2.9.4)

In the x1-x2 plane the 3-D vectors x̂(s) and p̂(s) are represented by 2-D vectors x(s) and
p(s). The vector x(s) is simply the projection of x̂(s) onto the x1-x2 plane and was already
used in Equation (2.9.4). To obtain the slowness vector p(s), two cascaded projections
are required (see Figure 2.6): in the first step, p̂(s) is projected onto the tangent plane of
the anterior surface at s. This yields the tangential slowness vector p̂T (s) parallel to the
tangent plane with

dp̂T = (dp, ~∇f · dp)> . (2.9.5)

The vector p(s) is the projection of p̂T (s) onto the x1-x2 plane. The same applies to the
properties in the posterior surface.

The relationship between the initial vectors x(s) and p(s) and the final vectors x(r) and
p(r) is expressed by a first order approximation that is valid in a near vicinity of the
central ray

x(r) = A x(s) + B (p(s) − p(s0)) ,

p(r) − p(r0) = C x(s) + D (p(s) − p(s0)) , (2.9.6)

where the 2×2 matrices are the derivatives

AIJ =
∂x(r)

∂x(s)

∣

∣

∣

∣

r0,s0

, BIJ =
∂x(r)

∂p(s)

∣

∣

∣

∣

r0,s0

,

CIJ =
∂p(r)

∂x(s)

∣

∣

∣

∣

r0,s0

, DIJ =
∂p(r)

∂p(s)

∣

∣

∣

∣

r0,s0

. (2.9.7)

Since (2.9.6) bears a close similarity to (2.7.10), (2.9.6) can be rewritten to
(

x(r)
p(r) − p(r0)

)

= T(r0, s0)

(

x(s)
p(s) − p(s0)

)

, (2.9.8)

introducing the propagator matrix T(r0, s0)

T(r0, s0) =

(

A(r0, s0) B(r0, s0)
C(r0, s0) D(r0, s0)

)

. (2.9.9)
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The first order approximation of x and p corresponds to a second order approximation
of the traveltime. The total differential of the traveltime is given by

dτ = ~∇rτ · dx̂(r) + ~∇sτ · dx̂(s)

= p̂(r) · dx̂(r) − p̂(s) · dx̂(s)

= p̂T (r) · dx̂(r) − p̂T (s) · dx̂(s)

=
(

p(r), ~∇rf · p(r)
)

·
(

dx(r)
~∇rf · x(r)

)

−
(

p(s), ~∇sf · p(s)
)

·
(

dx(s)
~∇sf · x(s)

)

≈ p(r) · dx(r) − p(s) · dx(s) . (2.9.10)

The last approximation is motivated by the aim for a second order approximation of τ ,
therefore terms containing products of f derivatives are neglected. The signs were chosen
in a way that the traveltime increases for growing distance in the direction of propagation
of the ray. Now p(r) and p(s) are expressed in terms of the T-submatrices from (2.9.6)

p(s) = p(s0) − B−1Ax(s) + B−1x(r) , (2.9.11)

p(r) = p(r0) + DB−1x(r) +
[

C − DB−1A
]

x(s) . (2.9.12)

Inserting these slownesses into Equation (2.9.10), the latter can be integrated, leading to

τ = τ0 + p(r0) · x(r) − p(s0) · x(s) − x(s) · B−1x(r)

+
1

2
x(s) · B−1Ax(s) +

1

2
x(r) · D B−1x(r) (2.9.13)

(τ0 = τ(s0, r0)). This requires that

B−1A = A>B−> , D>B−1 = B−>D> , A>D − C>B = 1 , (2.9.14)

following from the demand that the order of differentiation of τ must be arbitrary. These
relations yield the symplecticity of T and

B>D = D>B , A>C = C>A . (2.9.15)

As for the propagator matrix Π, the inverse can be computed for T

T−1(r0, s0) = T(s0, r0) =

(

D(r0, s0)
> −B(r0, s0)

>

−C(r0, s0)
> A(r0, s0)

>

)

. (2.9.16)

The Π and T propagator matrices can be transformed into each other. The relation
between them can be found by applying Equation (2.7.9) to the anterior and posterior
surfaces, leading to

τ = τ0 + p(r0) · x(r) − p(s0) · x(s) − x(s) · G(s0)Q
−1
2

G>(r0)x(r)

−1

2
x(s) · G(s0)F(s0)G

>(s0)x(s) +
1

2
x(r) · G(r0)F(r0)G

>(r0)x(r) .

(2.9.17)
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Comparison of (2.9.13) and (2.9.17) leads to

T(r0, s0) = X(r0) G(r0) Π(r0, s0) G>(s0) X>(s0) , (2.9.18)

with

G(r0) =

(

G−1(r0) 0

0 G>(r0)

)

, G(s0) =

(

G>(s0) 0
0 G−1(s0)

)

, (2.9.19)

and

X(r0) =

(

1 0
cos θ(r0)
V (r0)

D(r0) + E(r0) 1

)

, X(s0) =

(

1 0
− cos θ(s0)

V (s0)
D(s0) − E(s0) 1

)

.

(2.9.20)
The matrices D and E are taken from (2.8.7) at s0 and r0 accordingly.

Literature for Section 2.9:

• Bortfeld (1989),

• Hubral et al. (1992a).



Chapter 3

Traveltime Interpolation

Using finite difference (FD) eikonal solvers or the wavefront construction method (for an
overview of both, see, e.g., Leidenfrost et al. 1999), traveltime tables can be computed
efficiently. This is one foundation for the summation stack along diffraction surfaces for
a Kirchhoff type migration. For a 3-D depth migration, however, large amounts of fine
gridded traveltime maps are required. The effort in computational time as well as in
data storage can be significantly reduced if a fast and accurate traveltime interpolation
routine can be applied. Then only few original traveltime tables must be computed and
stored on coarse grids, whereas fast interpolation is carried out onto a finer grid during
migration of data.

In 1982, Ursin introduced a hyperbolic approximation for reflection traveltimes where
the wavefront curvature matrix is determined by dynamic ray tracing. Gjøystdal et al.
(1984) compared parabolic and hyperbolic traveltime approximations for a variety of
general inhomogeneous 3-D models with curved interfaces, also employing dynamic ray
tracing. They concluded that a hyperbolic traveltime approximation is more accurate
than a parabolic one. A general second order approximation of traveltimes in seismic
systems was established by Bortfeld (1989). His work is based on the paraxial ray
approximation (Červený, 2001) and can be used to interpolate traveltimes for sources and
receivers which are located in the bordering surfaces of the seismic system. Schleicher
et al. (1993b) link the Bortfeld theory to the ray propagator formalism and introduce a
hyperbolic variant of the paraxial traveltime interpolation. Both methods are, however,
restricted to source and receiver reference surfaces.

Mendes (2000) suggests traveltime interpolation using the Dix hyperbolic equation. Since
the Dix equation is only valid for horizontally layered media, this technique is not justified
for other models. Brokešová (1996) states the superiority of the paraxial (parabolic)
interpolation compared to linear and Fourier (sinc-) interpolation of traveltimes.

Gajewski (1998) not only finds the hyperbolic variant of the paraxial approximation
far superior to trilinear interpolation but also introduces a technique to determine the
interpolation coefficients directly from traveltimes, therefore providing a means to avoid
dynamic ray tracing. That algorithm is, however, restricted to horizontal interpolation.

31
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Although the procedure can be repeated for vertical receiver lines, this does not allow
for data reduction onto vertical coarse grids.

The traveltime interpolation algorithm that I present here is neither restricted to laterally
homogeneous media nor to interpolation in reference surfaces respectively horizontal
layers only. In contrast to most other methods, it also allows for the interpolation of
sources, not only receivers. Since no assumptions are made on the velocities of the
medium, the method can be applied to arbitrary 3-D heterogeneous and even anisotropic
media.

Following the derivation of a parabolic and hyperbolic traveltime expansion in arbitrary
3-D media, I give a detailed description on the determination of the Taylor coefficients.
In the following section I give examples for the coefficients in media where an analytic
solution is available. They demonstrate that the coefficients can be determined from
traveltimes with high accuracy. Application of the resulting traveltime interpolation
to a variety of velocity models is shown in the next section. The models range from
examples for which analytic solutions are known to a 3-D extension of the highly
complex Marmousi model. The results of both parabolic and hyperbolic interpolation
are compared to trilinear interpolation. As expected the hyperbolic variant is superior
to the parabolic one. This is not surprising because it confirms that any wavefront can
locally be approximated by a sphere. Also, the accuracy of second order interpolation is
far better than trilinear interpolation, because the latter neglects the curvature of the
wavefront. The required amount of computational time is of the same order for all three
interpolation methods. If traveltimes for only every tenth grid point are stored, savings
of up to a factor of 106 are possible with no significant loss in accuracy. The final sections
investigate the influence of the size of the coarse grid spacing and the behaviour of the
method in the vicinity of discontinuities in the traveltime data.

3.1 Parabolic Traveltime Expansion

The following considerations are based upon the existence of first and second order
continuous spatial derivatives for the traveltime fields. Traveltimes that satisfy these
conditions can be expanded into a Taylor series up to second degree. Provided that the
distance to the expansion point is small, the Taylor series yields a good approximation
for the original traveltime function. The size of the vicinity describing “small” distances
depends on the scale of velocity variations in the input model.

For the 3-D case, the Taylor expansion has to be carried out in 6 variables: the 3 com-
ponents of the source position vector ŝ = (s1, s2, s3)

> and those of the receiver position
ĝ = (g1, g2, g3)

>. The values of ŝ and ĝ at the expansion point are ŝ0 and ĝ0 with the
traveltime τ0 from ŝ0 to ĝ0. The variations in source and receiver positions ∆ŝ and ∆ĝ

are such that ŝ = ŝ0 +∆ŝ and ĝ = ĝ0 +∆ĝ. The Taylor expansion for τ(ŝ0 +∆ŝ, ĝ0 +∆ĝ)
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up to second order written in index notation (i, j=1,2,3) is

τ(si, gi) = τ0 + ∆si
∂τ

∂si

∣

∣

∣

∣

ŝ0,ĝ
0

+ ∆gi
∂τ

∂gi

∣

∣

∣

∣

ŝ0,ĝ
0

+ ∆si ∆gj
∂2τ

∂si∂gj

∣

∣

∣

∣

ŝ0,ĝ
0

+
1

2
∆si ∆sj

∂2τ

∂si∂sj

∣

∣

∣

∣

ŝ0,ĝ
0

+
1

2
∆gi ∆gj

∂2τ

∂gi∂gj

∣

∣

∣

∣

ŝ0,ĝ
0

+ O(3) (3.1.1)

(summation convention is applied). I introduce the following notation for the slowness
vectors p̂0 and q̂0 at ŝ0 and ĝ0, respectively

pi0 = − ∂τ

∂si

∣

∣

∣

∣

ŝ0,ĝ
0

, qi0 =
∂τ

∂gi

∣

∣

∣

∣

ŝ0,ĝ
0

, (3.1.2)

and the second order derivative matrices Ŝ, Ĝ and N̂ with

Sij =− ∂2τ

∂si∂sj

∣

∣

∣

∣

ŝ0,ĝ
0

= Sji ,

Gij =
∂2τ

∂gi∂gj

∣

∣

∣

∣

ŝ0,ĝ
0

= Gji ,

Nij =− ∂2τ

∂si∂gj

∣

∣

∣

∣

ŝ0,ĝ
0

6= Nji . (3.1.3)

With these the Taylor series (3.1.1) reads

τ(ŝ, ĝ) = τ0 − p̂>
0 ∆ŝ + q̂>

0 ∆ĝ −∆ŝ>N̂ ∆ĝ

−1

2
∆ŝ>Ŝ ∆ŝ +

1

2
∆ĝ>Ĝ ∆ĝ + O(3) . (3.1.4)

Equation (3.1.4) describes the parabolic traveltime expansion. The signs were chosen in
a form, that for growing distance between source and receiver the traveltime (e.g., in a
homogeneous medium) increases.

Equation (3.1.4) states that for small variations of ∆ŝ and ∆ĝ, traveltimes can be
approximated by a parabola with high accuracy. If the O(3) term is neglected, Equation
(3.1.4) can be used for the determination of the coefficients. This requires that traveltimes
for certain source-receiver combinations are given, which can be substituted in Equation
(3.1.4) and then solved for the coefficients. The aim is to apply this interpolation
to migration, where the seismic reflection data is stacked along diffraction traveltime
surfaces. To compute these stacking surfaces traveltime tables need to be computed in
any event. Therefore I assume that such data is available. Application of the traveltime
interpolation will, however, reduce the need to compute these traveltime tables on fine
grids. Before discussing the traveltime interpolation I will demonstrate how to obtain
the coefficients from traveltimes sampled on a coarse grid.
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In the following, Cartesian grids for both source and receiver positions are used. Sources
are located in the x-y-plane with x, y, and z corresponding to the indices 1, 2, and 3. To
determine the slowness vectors p̂0 and q̂0 as well as the second order derivative matrices
Ŝ, Ĝ, and N̂, tables containing traveltimes from the source to each subsurface coarse
grid point are required for nine different source positions: the central source at ŝ0 and
eight surrounding source positions (for a 2-D model the number of additional sources
reduces to two). These additional sources are placed on the x-y-grid with a distance to
the central source that in my example coincides with the coarse grid spacing ∆x and ∆y.
Note that the method is neither restricted to cubical grids nor to equal grid spacing for
sources and receivers.

To compute qx0
and Gxx from the traveltime tables, only the traveltimes τ0, τ1, and τ2

are required, as shown in Figure 3.1. The traveltimes τ1 and τ2 are inserted into the
parabolic expansion (3.1.4), respectively. Building the sum and the difference of the
resulting expressions yields

τ1 = τ0− qx0
∆gx+

1
2
Gxx∆g2

x

τ2= τ0+ qx0
∆gx+

1
2
Gxx∆g2

x

Sum: τ1+τ2=2τ0 + Gxx∆g2
x

Difference: τ1−τ2= −2qx0
∆gx .

This can be solved for qx0
and Gxx

qx0
=

τ2 − τ1

2 ∆gx

and Gxx =
τ1 + τ2 − 2 τ0

∆g2
x

. (3.1.5)

Expressions for the remaining coefficients are given in Appendix D.
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Figure 3.1: Determination of the coefficients qx0
and Gxx: the traveltimes τ0 from ŝ0 to

ĝ0, τ1 from ŝ0 to ĝ0−∆gx, and τ2 from ŝ0 to ĝ0+∆gx are required.

The y- and z-components of q̂0 and Ĝ can be found in the same way by varying gy,
respectively gz. Varying both gx and gy leads to Gxy; Gyz and Gzx follow accordingly.
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The determination of the x- and y-components of Ŝ and p̂0 is straightforward: instead of
varying the receiver position, different source positions in the x-y-surface are used. For
the xx-, yy-, xy- and yx-components of N̂, both source and receiver positions have to be
varied in x and y. The z-components of p̂0, Ŝ, and N̂ can be determined from traveltimes
for sources at different depths, following the same lines as for the x- and y-components.
For isotropic media, however, I propose a different approach without having to compute
these additional traveltime tables for sources in the subsurface. The eikonal equation

(

∂τ

∂x

)2

+

(

∂τ

∂y

)2

+

(

∂τ

∂z

)2

=
1

V 2
(3.1.6)

can be solved for the z-component of the slowness vector p̂

pz =

√

1

V 2
s

− p2
x − p2

y . (3.1.7)

This requires that the source lies in the top surface of the model, otherwise the sign of pz

must be taken into account. This case is, however, not considered here. The velocity Vs

in (3.1.6) is the phase velocity at the source. With the definitions (3.1.2) and (3.1.3), Ŝ
and N̂ can be rewritten to

Sij =

(

∂pi

∂sj

)∣

∣

∣

∣

ŝ0,ĝ
0

, (3.1.8)

Nij = −
(

∂qj

∂si

)∣

∣

∣

∣

ŝ0,ĝ
0

=

(

∂pi

∂gj

)∣

∣

∣

∣

ŝ0,ĝ
0

. (3.1.9)

Substituting pz in Equations (3.1.8) and (3.1.9) by (3.1.7), the second order derivatives
of τ with respect to sz can be determined from the already known x-y-matrix elements
and derivatives of the velocity. If the velocity field under consideration is continuous, the
velocity derivatives can be determined with a second order FD operator on the coarse grid.



36 CHAPTER 3. TRAVELTIME INTERPOLATION

The results for the z elements of Ŝ and N̂ are as follows:

Sxz =
∂pz

∂sx
=

∂

∂sx

√

1

V 2
s

− p2
x − p2

y

=
1

2 pz0

∂

∂sx

(

1

V 2
s

− p2
x − p2

y

)

= − 1

V 3
s pz0

∂Vs

∂sx
− px0

pz0

∂px

∂sx
− py0

pz0

∂py

∂sx

= − 1

V 3
s pz0

∂Vs

∂sx
− px0

pz0

Sxx −
py0

pz0

Sxy = Szx , (3.1.10)

Syz = − 1

V 3
s pz0

∂Vs

∂sy

− px0

pz0

Sxy −
py0

pz0

Syy = Szy , (3.1.11)

Szz = − 1

V 3
s pz0

∂Vs

∂sz

− px0

pz0

Sxz −
py0

pz0

Syz , (3.1.12)

Nzx = −px0

pz0

Nxx −
py0

pz0

Nyx , (3.1.13)

Nzy = −px0

pz0

Nxy −
py0

pz0

Nyy , (3.1.14)

Nzz = − 1

pz0

(px0
Nxz + py0

Nyz) (3.1.15)

(derivatives are taken at ŝ0, ĝ0). These expressions will not yield results if pz0
equals

zero. This case has, however, no practical relevance for the applications that the method
was developed for. Appendix D gives expressions for the determination of all coefficients
from traveltimes.

For anisotropic media, the eikonal equation corresponds to Equation (3.1.6), but Vs is a
function of the phase normal (i.e. Vs depends on the direction of wave propagation). To
obtain the appropriate derivatives, results of Gajewski (1993) can be used. Until these
formulae exist the anisotropic coefficients can be determined from traveltimes, however,
for the derivatives with respect to the z component of the source position traveltime tables
for sources at different depths are required. Then these derivatives can be computed in the
same way as the derivatives with respect to other components of the source and receiver
position, as shown above. All expressions are given in Appendix D. The extension of the
method to anisotropic media will also be considered in Chapter 10.

3.2 Hyperbolic Traveltime Expansion

Considering the simplest medium that we can think of, a homogeneous medium with
constant velocity, it appears that there might be an even better approximation than the
parabolic one: in a constant velocity medium the wavefronts are circles that translate
into hyperbolic traveltimes. Therefore, it should be possible to locally approximate
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wavefronts in heterogeneous media by spheres1. This corresponds to a hyperbolic
traveltime interpolation. For the constant velocity model the hyperbolic approximation
is not only an approximation but equals the exact result.

To derive a hyperbolic traveltime approximation not τ is expanded into a Taylor series
but its square, τ 2. As for the parabolic approximation, the expansion is carried out up to
order two

τ 2(si, gi) = τ 2
0 +∆si

∂τ 2

∂si

∣

∣

∣

∣

ŝ0,ĝ
0

+∆gi
∂τ 2

∂gi

∣

∣

∣

∣

ŝ0,ĝ
0

+∆si ∆gj
∂2τ 2

∂si∂gj

∣

∣

∣

∣

ŝ0,ĝ
0

+
1

2
∆si ∆sj

∂2τ 2

∂si∂sj

∣

∣

∣

∣

ŝ0,ĝ
0

+
1

2
∆gi ∆gj

∂2τ 2

∂gi∂gj

∣

∣

∣

∣

ŝ0,ĝ
0

+ O(3) . (3.2.1)

Applying the chain rule, [f(g(x))]′ = f ′(g) · g′(x), and inserting the abbreviations (3.1.2)
and (3.1.3) into Equation (3.2.1), this yields

τ 2(ŝ, ĝ) = (τ0 − p̂>
0 ∆ŝ + q̂>

0 ∆ĝ)2 + τ0

(

−2 ∆ŝ>N̂ ∆ĝ

−∆ŝ>Ŝ ∆ŝ + ∆ĝ>Ĝ ∆ĝ
)

+ O(3) . (3.2.2)

This equation is the hyperbolic traveltime expansion. As above for the parabolic form, the
coefficients can be determined from traveltime tables. I give the same example as above,
using the traveltimes τ0, τ1, and τ2 (cf. Figure 3.1) and inserting them into (3.2.2):

τ 2
1 = τ 2

0 + q2
x0

∆g2
x−2τ0qx0

∆gx+ τ0Gxx∆g2
x

τ 2
2 = τ 2

0 + q2
x0

∆g2
x+2τ0qx0

∆gx+ τ0Gxx∆g2
x

Sum: τ 2
1 +τ 2

2 =2τ 2
0 +2q2

x0
∆g2

x +2τ0Gxx∆g2
x

Difference: τ 2
1−τ 2

2 = −4τ0qx0
∆gx .

Solving for qx0
and Gxx yields

qx0
=

τ 2
2 − τ 2

1

4 τ0 ∆gx

and Gxx =
τ 2
2 + τ 2

1 − 2 τ 2
0

2 τ0 ∆g2
x

− q2
x0

τ0

. (3.2.3)

The remaining coefficients can be determined accordingly. For the z derivatives Equations
(3.1.7) and (3.1.10) to (3.1.15) apply without changes in isotropic media. Expressions for
the hyperbolic coefficients are given in Appendix D for isotropic and anisotropic media.

1This is a simplification. In 3-D, an ellipse would be more appropriate. However, the method ap-

proximates the local wavefront by a general surface of second order, meaning, that the two main radii of

curvature can even have different sign.



38 CHAPTER 3. TRAVELTIME INTERPOLATION

3.3 Accuracy of the Coefficients

I have tested the accuracy of the method on two analytic models: a homogeneous model,
and a gradient model with V = a + bz. The velocity at the source (at depth zs) is given
by Vs = a + bzs. The coefficients that were determined from the traveltime expansions
were compared to analytic coefficients. Expressions for the analytic coefficients for both
models are given in Appendix D.
The constant velocity medium has a velocity V =3000m/s, and the gradient model has
a=3000m/s and b=0.5s−1. Traveltimes for both models were given on a 100m grid, i.e.
a grid with 100m spacing. To test the accuracy of the method itself analytic traveltimes
have been used. Since an analytic solution is not generally available, a second test was
carried out with traveltimes computed with a finite differences eikonal solver (FDES)
using the Vidale (1990) algorithm. These traveltimes were computed on a 10m fine grid
and resampled to the 100m grid. This was necessary because FDES need fine grids
to provide sufficient accuracy. For both models and both sets of traveltime tables the
coefficients were determined twice: from the hyperbolic and the parabolic variant as
shown above. The results were compared to the analytic coefficients. For the gradient
model the analytic coefficients are shown in Figure 3.2.

Table 3.1 gives the median relative errors for the coefficients of the constant velocity
model, in Table 3.2 the same is found for the gradient model. I use median errors rather
than average errors because they are less sensitive to outliers. The errors given are relative
errors, meaning

∆frel =
f − f0

f0

, (3.3.1)

where ∆ frel is the relative error of the quantity f compared with the reference value f0.
There are regions with small reference value (e.g., if f is a traveltime near the source)
where the relative errors appear higher due to the division by the small f0. This should
be kept in mind when dealing with relative errors.

Tables 3.1 and 3.2 show that the hyperbolic results are superior to the parabolic ones.
This confirms that any wavefront can locally be well approximated by a sphere, or, more
generally, a surface of second order. The coefficients from the numerically computed
input traveltimes are less accurate than for analytic traveltimes. Figure 3.3 demonstrates
the spatial distribution of the errors for both hyperbolic and parabolic coefficients
from analytic traveltimes and hyperbolic coefficients from analytic traveltimes for the
gradient model. Figure 3.4 shows relative errors of the hyperbolic coefficients from Vidale
traveltimes, also for the gradient model.

Figure 3.3 also states that the hyperbolic form yields smaller errors than the parabolic
one. This is most obvious in the near source region but not restricted to it. The same
holds for the coefficients from Vidale traveltimes: Figure 3.4 shows the errors of the
hyperbolic coefficients from Vidale traveltimes. In all plots, there exist regions with
higher errors, as, for example, the stripe in the front of Gzz or the top surface of qz

(see Figures 3.3 and 3.4). Comparing these errors with the values of Gzz and qz in
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Figure 3.2: Analytic coefficients for a gradient model: the slownesses in [s/km] are given
in the top row, followed by the second order derivatives in [s/km2]. Absolute values are
given. Axis labels are omitted to save space. The z axis corresponds to the vertical
direction (depth), the y axis to the horizontal direction. The x axis is perpendicular to
the page. Distances are given in [km]. The source is located at –100m in either direction.

Figure 3.2 explains them with the exaggerated impact of very small values of Gzz and
qz (see the discussion on relative errors above). Figure 3.4 shows that the coefficients
from Vidale traveltimes suffer from more errors than those from analytic traveltimes.
For nearly all coefficients a region of higher error is visibly present which follows a 45◦

line starting from the source position. This region coincides with errors of the input
traveltimes from the Vidale algorithm given in Figure 3.5. The error distribution of
the parabolic coefficients from Vidale traveltime corresponds to that of the parabolic
coefficients from analytic traveltimes with additional contributions due to the errors in
the Vidale traveltimes. Since no new insights can be gained from it, the parabolic error
distribution of coefficients from Vidale traveltimes is not displayed in a Figure.

Error plots for the homogeneous model are not given here. The spatial distribution of



40 CHAPTER 3. TRAVELTIME INTERPOLATION

Table 3.1: Median of relative errors in percent of the coefficients for the constant velocity
model. Hyperbolic coefficient errors from analytic traveltimes reflect the numerical noise
of 32 bit words.

Analytic traveltimes Vidale traveltimes
hyperbolic parabolic hyperbolic parabolic

·10−3

qx 0.040 0.245 0.229 0.436
qy 0.040 0.245 0.229 0.436
qz 0.040 0.245 0.136 0.264
px 0.040 0.245 0.229 0.436
py 0.040 0.245 0.229 0.436
pz 0.055 0.451 0.147 0.406
Gxx 1.190 0.162 1.63 1.73
Gyy 1.190 0.162 1.63 1.73
Gzz 1.210 0.162 1.62 1.57
Gxy 0.725 0.886 1.17 2.13
Gyz 0.720 0.886 1.40 1.96
Gzx 0.720 0.886 1.40 1.96
Sxx 1.190 0.162 1.63 1.73
Syy 1.190 0.162 1.63 1.73
Szz 2.860 0.361 1.86 2.00
Sxy 0.725 0.886 1.17 2.13
Syz 3.16 0.455 2.05 2.10
Szx 3.16 0.455 2.05 2.10
Nxx 0.291 0.637 0.931 1.61
Nyy 0.291 0.637 0.931 1.61
Nzz 0.509 1.48 0.976 1.65
Nxy 0.725 0.886 1.17 2.13
Nyz 0.720 0.886 1.40 1.96
Nzx 1.14 1.33 1.57 2.66
Nyx 0.725 0.886 1.17 2.13
Nzy 1.14 1.33 1.57 2.66
Nxz 0.720 0.886 1.40 1.96

the errors looks similar to the gradient model. The hyperbolic variant has again much
smaller errors than the parabolic one. It would be, however, misleading to base the
superiority of the hyperbolic variant only on the homogeneous example, because in this
case the hyperbolic traveltime expansion up to second order yields the exact traveltime
(see Appendix C). Therefore, the accuracy of the hyperbolic coefficients from analytic
traveltimes is expected to be within machine precision, which is confirmed by Table 3.1.
Similarly, the accuracy of the hyperbolic coefficients from Vidale traveltimes is dominated
by errors in the input traveltimes.
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Table 3.2: Median of relative errors in percent of the coefficients for the gradient model.

Analytic traveltimes Vidale traveltimes
hyperbolic parabolic hyperbolic parabolic

·10−3

qx 4.17 0.248 0.206 0.41
qy 4.17 0.248 0.206 0.41
qz 131.0 0.367 0.139 0.305
px 4.17 0.248 0.206 0.41
py 4.17 0.248 0.206 0.41
pz 6.73 0.316 0.098 0.306
Gxx 2.07 0.165 1.21 1.32
Gyy 2.07 0.165 1.21 1.32
Gzz 111.0 0.204 1.46 1.48
Gxy 8.64 0.884 0.913 1.79
Gyz 94.9 0.767 1.05 1.40
Gzx 94.9 0.767 1.05 1.40
Sxx 2.07 0.165 1.21 1.32
Syy 2.07 0.165 1.21 1.32
Szz 7.65 0.209 0.664 0.688
Sxy 8.64 0.884 0.913 1.79
Syz 5.56 0.578 1.46 1.60
Szx 5.56 0.578 1.46 1.60
Nxx 8.16 0.643 0.772 1.48
Nyy 8.16 0.643 0.772 1.48
Nzz 106.0 1.22 0.913 1.34
Nxy 8.64 0.884 0.913 1.79
Nyz 94.9 0.767 1.05 1.40
Nzx 18.6 1.45 1.37 2.55
Nyx 8.64 0.884 0.913 1.79
Nzy 18.6 1.45 1.37 2.55
Nxz 94.9 0.767 1.05 1.40
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Figure 3.3: Relative errors of coefficients from analytic traveltimes for the gradient model.
On top for the hyperbolic, bottom for parabolic coefficients. Note the different error scales.
The source is at –100m in either direction.
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Figure 3.4: Relative errors of coefficients from Vidale traveltimes for the gradient model.
In addition to regions with higher relative errors caused by small values of the coefficients
under consideration, other regions with higher errors follow the errors of the Vidale input
traveltimes, see Figure 3.5.
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Figure 3.5: Relative errors of traveltimes computed with the Vidale algorithm for the
gradient model.
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3.4 Examples

The parabolic and hyperbolic expressions for traveltimes can be used for traveltime inter-
polation with high accuracy, once the according coefficient sets are known. This includes
interpolation not only in between receivers but also in between sources. For each of the
following examples both parabolic and hyperbolic coefficients were determined using the
procedure described in Sections 3.1 and 3.2. Subsequent interpolation with the parabolic
formula (3.1.4) respectively the hyperbolic variant (3.2.2) was applied.

Constant Velocity Model

The first example is a model with a constant velocity of 3000m/s. I have used analytic
traveltimes and traveltimes from an FDES using the Vidale algorithm (see Section 3.3) as
input data to validate the accuracy. Errors from analytic input traveltimes are only due
to the method itself and possibly roundoff errors whereas errors from Vidale traveltimes
give an estimate of the accuracy under more realistic conditions. The example model is
a cube of 101×101×101 grid points with 10m grid spacing. The source is centred in the
top surface. Input traveltimes were given on a cubical 100m coarse grid. The distances
in source position were also 100m in either direction. The interpolations onto a 10m
fine grid were each carried out twice: for the original source position and for a source
shifted by 50m in x and y. The results are compared to analytic and Vidale reference
traveltimes, respectively, on a fine 10m grid. The resulting relative traveltime errors
are displayed in Figure 3.6 for the analytic input traveltimes and in Figure 3.7 for the
Vidale input traveltimes. The results look similar for analytic and Vidale traveltimes:
hyperbolic coefficients yield higher accuracy than parabolic ones. The magnitude of the
errors from Vidale traveltime is the same as those from analytic input traveltimes for the
parabolic variant. For the hyperbolic variant analytic traveltimes lead to exact coefficients,
therefore the errors from the interpolation are within machine precision. The results from
hyperbolic interpolation of Vidale input traveltimes give a more realistic estimate. The
pattern in the error distribution can be explained as follows: traveltimes were interpolated
onto the fine grid using the coefficients of the nearest coarse grid point. This leads to
the discontinuities in the error plots where the area of fine grid points surrounding the
coarse grid point under consideration ends. The traveltime errors are summarised in
Table 3.3 together with results for a trilinear interpolation (without source shift) using
the 100m coarse grid traveltimes as input data. A layer of 100m thickness under the
source was excluded from the statistics since the errors near the source are dominated
by small traveltimes (see the discussion of relative errors in Section 3.3). The hyperbolic
interpolation is superior to the parabolic variant. Both exceed the trilinear interpolation
by far. Note that median errors are used rather than mean errors. This is due to the
stability of the median concerning outliers. Therefore, the median error is a more reliable
value compared to the mean error.
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Figure 3.6: Relative traveltime errors for a homogeneous velocity model using analytic
input traveltimes. Top: errors using the hyperbolic interpolation if only receivers are
interpolated (left) and for both source and receiver interpolation (right). Isochrones are
given in seconds. Bottom: the same as above but using the parabolic variant. The relative
errors near the source appear exaggerated because there the traveltimes are very small.
Note the different error scales.
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Traveltime Interpolation for a Homogeneous Model
using Vidale Input Traveltimes
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Figure 3.7: Relative traveltime errors for a homogeneous velocity model using Vidale
input traveltimes. Top: errors using the hyperbolic interpolation if only receivers are
interpolated (left) and for both source and receiver interpolation (right). Isochrones are
given in seconds. Bottom: the same as above but using the parabolic variant. The relative
errors near the source appear exaggerated because there the traveltimes are very small.
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Table 3.3: Errors of traveltime interpolation for the homogeneous velocity model excluding
a layer of 100m thickness under the source.

Interpolation Source shift Median of Maximum Median of Maximum
∆sx =∆sy rel. error rel. error abs. error abs. error

Analytic input traveltimes
hyperbolic 0 m <10−6 % 2.2·10−5 % <10−6 ms 5.96·10−5 ms
hyperbolic 50 m <10−6 % 3.35·10−5 % <10−6 ms 8.94·10−5 ms
parabolic 0 m 0.0088 % 4.90 % 0.023 ms 2.00 ms
parabolic 50 m 0.0137 % 8.38 % 0.035 ms 4.44 ms
trilinear 0 m 0.4080 % 36.3 % 0.878 ms 8.54 ms
Vidale input traveltimes
hyperbolic 0 m 0.0017 % 0.82 % 0.0038 ms 0.446 ms
hyperbolic 50 m 0.0048 % 2.18 % 0.0118 ms 0.952 ms
parabolic 0 m 0.0102 % 4.37 % 0.0257 ms 1.83 ms
parabolic 50 m 0.0150 % 8.39 % 0.0381 ms 4.47 ms
Rel. errors of the Vidale input traveltimes

0.0638 % 0.824 % 0.17 ms 0.752 ms

Constant Velocity Gradient Model

The second model is again an example where the analytic solution is known. It consists
of 121×121×121 grid points with 10m grid spacing and has a constant velocity gradient
of ∂V/∂z=0.5s−1. The velocity at the source is 3000m/s. The source is positioned in
the centre of the top surface. As before, a coarse grid of 100m was used for the analytic
and Vidale input traveltimes. The results are shown in Figure 3.8 and Figure 3.8, and in
Table 3.4, where a layer of 100m depth under the source was excluded from the statistics.
Again the hyperbolic results are more accurate than the parabolic ones and both second
order interpolations are far superior to trilinear interpolation. Table 3.5 gives result for
a model with the same geometry and gradient as the previous one, but with a velocity of
1500m/s at the source (given for analytic traveltimes only). For both gradient models,
the errors of the hyperbolic variant using analytic input traveltimes are smaller for the
shifted source case. This is correct – although it seems counter-intuitive at first sight.
The reason is that the errors caused by the change in receiver position have different sign
than those caused by the source interpolation. Therefore in this special case the errors
from source and receiver interpolation compensate each other.

The difference in quality between hyperbolic and parabolic interpolation for the gradient
models is less than for the constant velocity model. This is due to the fact that for a
homogeneous medium the hyperbolic approximation is equal to the analytic result (see
the proof in Appendix C). The reason for the much higher accuracy of the parabolic and
hyperbolic interpolation compared to trilinear interpolation is that the latter neglects the
wavefront curvature. Unlike in the previous examples this is not only a problem in the
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Figure 3.8: Relative traveltime errors for a constant velocity gradient model using analytic
input traveltimes. Top: errors using the hyperbolic interpolation for the original source
position (left) and for a shifted source (right). Middle: the same as above using parabolic
interpolation. Bottom: as before but with trilinear interpolation. Note the different error
scales on the plots.
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Traveltime Interpolation for a Gradient Model
using Vidale Input Traveltimes
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Figure 3.9: Relative traveltime errors for a constant velocity gradient model using Vidale
input traveltimes. Top: errors using the hyperbolic interpolation for the original source
position (left) and for a shifted source (right). Bottom: the same as above using parabolic
interpolation.
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Table 3.4: Errors for the constant velocity gradient model (Vs=3000m/s) with 100m coarse
grid spacing excluding a layer of 100m depth under the source.

Interpolation Source shift Median of Maximum Median of Maximum
∆sx =∆sy rel. error rel. error abs. error abs. error

Analytic input traveltimes
hyperbolic 0 m 0.002 % 0.137 % 0.004 ms 0.064 ms
hyperbolic 50 m 0.001 % 0.320 % 0.002 ms 0.148 ms
parabolic 0 m 0.009 % 4.9 % 0.021 ms 1.99 ms
parabolic 50 m 0.015 % 8.38 % 0.036 ms 4.47 ms
trilinear 0 m 0.282 % 14.5 % 0.677 ms 5.52 ms
Vidale input traveltimes
hyperbolic 0 m 0.003 % 0.822 % 0.0065 ms 0.479 ms
hyperbolic 50 m 0.005 % 2.1 % 0.0110 ms 0.905 ms
parabolic 0 m 0.010 % 4.36 % 0.0248 ms 1.83 ms
parabolic 50 m 0.016 % 8.4 % 0.0375 ms 4.50 ms
Rel. errors of the Vidale input traveltimes

0.0719 % 0.829 % 0.181 ms 0.745 ms

Table 3.5: Errors for the constant velocity gradient model (Vs=1500m/s) with 100m coarse
grid spacing excluding a layer of 100m depth under the source.

Interpolation Source shift Median of Maximum Median of Maximum
∆sx =∆sy rel. error rel. error abs. error abs. error

hyperbolic 0 m 0.003 % 0.263 % 0.012 ms 0.240 ms
hyperbolic 50 m 0.002 % 0.616 % 0.008 ms 0.566 ms
parabolic 0 m 0.009 % 4.91 % 0.042 ms 3.94 ms
parabolic 50 m 0.015 % 8.39 % 0.071 ms 9.0 ms

near-source region but anywhere where locally higher wavefront curvatures occur. It is
especially very common for more complex velocity models.

Marmousi Model

As an example for a complex velocity model I have employed a 3-D extension of the
Marmousi model (Versteeg and Grau, 1991), shown in Figure 3.10. The model was
100-fold smoothed using a three point operator with a central weight of 0.5 (cf., e.g.,
Ettrich and Gajewski 1996). This corresponds to removing all wavelengths below 667m
from the model. Smoothing of velocities is required if traveltime generators based on the
ray method are used. Traveltimes were computed with a 3-D-FD eikonal solver using
the Vidale (1990) algorithm on a 12.5m fine grid. These were used as reference data as
well as for the input traveltime tables which were obtained from the fine grid data by
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resampling them onto a 125m coarse grid. The resulting interpolated traveltimes were
compared to the reference data on the fine grid. The relative traveltime errors for the
hyperbolic interpolation (no source shift) are shown in Figure 3.11. Figure 3.12 shows
the absolute traveltime errors using the hyperbolic interpolation (again, the source was
not shifted). Table 3.6 summarises the errors. A layer of 62.5m depth under the source
was excluded from the statistics.
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2 3 4
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Figure 3.10: Marmousi model extended to three dimensions. The model was 100-fold
smoothed. Only a part of the original model was used. The grid spacing is 12.5m in
either direction. The source is placed on top of the model at 625m in x- and 6km in
y-direction.

Table 3.6: Errors for the Marmousi model with 125m coarse grid spacing excluding a
layer of 62.5m depth under the source. Maximum errors are associated with triplications
of the wavefront and therefore do not represent the method’s accuracy.

Interpolation Source shift Median of Maximum Median of Maximum
∆sx =∆sy rel. error rel. error abs. error abs. error

hyperbolic 0 m 0.025 % 7.04 % 0.214 ms 14.3 ms
hyperbolic 50 m 0.033 % 45.1 % 0.279 ms 301 ms
parabolic 0 m 0.026 % 21.3 % 0.223 ms 14.3 ms
parabolic 50 m 0.035 % 62.4 % 0.299 ms 308 ms
trilinear 0 m 0.087 % 32.6 % 0.833 ms 18.6 ms

In this example there are high maximum errors. These are no measure for the accuracy
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Figure 3.11: Relative traveltime errors for the Marmousi model using hyperbolic inter-
polation. Isochrones are given in seconds. The correlation of errors and “kinks” in the
isochrones is clearly visible. The arrow at the 1.2s isochrone in the lower left region indi-
cates a higher error area that is caused by bad quality of the input traveltimes (due to a
deficiency of the FD implementation used). This can be compensated by smoothing the
input traveltimes.

of the interpolation scheme because they only occur in the vicinity of “kinks” in the
isochrones. These indicate triplications of the wavefronts. The resulting errors are no
surprise, since the assumption of smooth traveltimes is not valid anymore: a triplication
consists of wavefronts belonging to two different branches. These must be interpolated
separately. The obvious solution to overcome this problem is to employ later arrivals
in the input traveltime scheme and to apply the interpolation to first and later arrivals
separately. If traveltimes are computed, e.g., by the method of Coman and Gajewski
(2001), which outputs traveltime tables sorted for different arrivals, the identification
and interpolation of separate branches is only a matter of implementation. On the other
hand, the method presented here itself provides means to detect triplications. This will
be addressed below in Section 3.6.

Compared to the generic models, both interpolations for the Marmousi model yield similar
quality. One reason is that for this model errors due to the different algorithms are
dominated by errors caused by the quality of the input data, i.e. insufficient accuracy
and particularly smoothness of the input traveltimes (see Figure 3.11). The fact that
all wavelengths below 667m were removed from the velocity model does not mean that
a coarse grid spacing for the input traveltimes of 667m will be sufficient. The required
grid spacing for the traveltime interpolation depends on the wavenumbers in the input
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Figure 3.12: Absolute errors for the hyperbolic interpolation on the Marmousi model.
Apart from regions in the vicinity of “kinks” in the wavefronts and areas with corrupted
reference traveltimes (see Figure 3.11) the errors are well below a millisecond.

traveltimes, not the velocity model. Smoothing of the velocities is required for traveltime
generators based on the ray method. This aspect will also be addressed in Section 6.8.
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Figure 3.13: Relative traveltime errors vs. ratio of fine to coarse grid spacing for a
constant velocity gradient model shown for trilinear (dotted line) parabolic (dashed line)
and hyperbolic interpolation (solid line). The plot is displayed twice using different scales
to illustrate the differences between trilinear and second-order interpolations (left), and
between parabolic and hyperbolic interpolation (right).

3.5 Influence of the Grid spacing

The constant velocity gradient model with Vs=3000m/s (see above) was further used
to investigate the influence of the coarse grid spacing on the accuracy. Traveltime
interpolation was carried out for coarse grid spacings ranging from 20 to 100m using
hyperbolic, parabolic, and trilinear interpolation. The fine grid spacing remained fixed
at 10m. The resulting errors are displayed in Figure 3.13. I found the same quality
relation between the three interpolation schemes as before and, as expected, the accuracy
increasing for smaller coarse to fine grid ratio.

It must, however, be taken into account that the finer the coarse grid is made, the
smaller the move-out becomes. This means that for very small grids the difference in
traveltimes may be contaminated by round-off errors and the accuracy of the coefficients
may degrade. This problem may also occur for very large distances to the source or any
other situation where small move-out occurs.
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3.6 Triplications

For the derivation of the traveltime expansions (3.1.4) and (3.2.2), I have assumed that
the traveltime fields under consideration are smooth with continuous first and second
order derivatives. This is not always the case. In this section a method is proposed to
detect regions where discontinuities arise.

Figure 3.14 shows a section of a wavefront with a triplication. At the meeting point P
of the two different branches it has a singularity. The slowness vector – the direction of
the ray – is not defined at the point P . This makes it impossible to fit a traveltime for
the surrounding area. If, however, these points are known and multi-valued traveltimes
are available, coefficients can be determined by treating the ray branches separately. A
method to detect these points can be easily derived by analysing the problem again, this
time in terms of traveltimes. Figure 3.15 shows a very similar situation as Figure 3.14.
Figure 3.15 is a multi-valued traveltime curve that the triplicated wavefront translates
into. In the region between the grid points x2 and x3 the curve appears to be concave in
difference to its otherwise convex behaviour, indicating that the sign of the curvature in
this region would be determined in a wrong way.

P

Figure 3.14: Triplication of a wavefront. Grid points surrounding the discontinuity are
marked with black dots: here the traveltime field is multi-valued. This leads to wrong
coefficients at grid points marked grey if only first arrivals are used for their determination.
White grid points are not affected.

Figure 3.16 displays isochrones for a 2-D version of the Marmousi model (see Figure
3.10) and the negative values of the second order derivative matrix elements Gxx and
Gzz. The coincidence between the triplications and the negative curvature is obvious
(although only first arrivals are shown, I will further use the term triplications for these
discontinuities). Figure 3.16 also shows that in regions where the wavefront has a more
horizontal orientation Gxx is more suitable for identification of triplications, whereas for
vertical wavefronts the behaviour of Gzz is the better indicator. Therefore, the decision
whether to investigate Gxx or Gzz is made automatically from the direction of the
associated ray, i.e. the slowness vector, since it is perpendicular to the wavefront. The
slowness is not only taken from a single point, but also from its vicinity as it would not
yield sensible results at a triplication. In the 2-D case, this would mean that for q0z

> q0x

the matrix element Gxx will be taken and vice versa. However, the sign of G alone is
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t

x xx x x(t)1 2 3 4

1 2

3

P

Figure 3.15: Triplication of a traveltime curve. The branches 1 and 2 meet at point
P . First arrivals only map the curve below P . If the traveltimes are given on a grid as
indicated by the white dots, the curvature between points x2 and x3 would appear to
undergo a change in sign (dashed line).

not enough for a reliable triplication detection algorithm. For example, in the vicinity of
near plane wavefronts the curvature becomes very small and G may undergo a change in
sign there.

Therefore, a second criterion is introduced: if, for example, G would have positive sign,
the first criterion would detect all points with negative signs. Only if the value of G
at one of these points is significantly more negative than in its surroundings, the point
is selected. This second criterion is evaluated in terms of the quartiles2 of eight values
surrounding the point under consideration, using in 2-D a box of 5 points width and 3
points height for Gxx and 3×5 points for Gzz. Let qi denote the i-th quartile. Then a
triplication will show by

G + κ (q3 − q1) < q2 , (3.6.1)

where I have found the value of κ=0.74 to be a good choice. This value corresponds to
the standard deviation, σ, of a Gaussian error distribution. If κ is chosen too small, it
would not distinguish between triplications and near plane wavefronts and too large κ
makes the algorithm too insensitive. The results for the Marmousi model with κ=0.74
are given in Figure 3.16 (bottom).

2as the median of a distribution divides it into two parts, where the number of elements with a value

higher than the median equals the number of elements with a value smaller than the median, the quartiles

divide the distribution into four parts. The second quartile equals the median.
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Figure 3.16: Matrix elements Gxx (top) and Gzz (middle) for the Marmousi model. Only
negative values are displayed. They follow the triplications. Bottom: Triplications found
by applying the quartile criterion in addition to the signs of G.



Chapter 4

A 6×6 Propagator Matrix?

This chapter introduces a 6×6 matrix T̂ that is formed by the matrices Ŝ, Ĝ, and N̂

introduced in Chapter 3. Although T̂ bears a strong similarity to the 4×4 Bortfeld
propagator matrix T that was introduced in Section 2.9, it is not a propagator matrix, i.e.
the solution to a differential equation like (2.6.2) under additional conditions (see Section
2.6). The matrix T̂ is useful, because its relation to T links the 3×3 matrices Ŝ, Ĝ, and

N̂ to the 2×2 matrices A, B, C, and D. The latter build the Bortfeld propagator T which

is defined in reference surfaces, e.g., the reflector or registration surface. With T̂, it is
possible to express certain properties, e.g., the geometrical spreading of a reflected event,
or a traveltime expansion into the reflector surface, directly in terms of the matrices Ŝ,
Ĝ, and N̂. This requires the relationship between T̂ and T which I will derive. It leads to
another, useful notation for the submatrices of T.

I will introduce the 6×6 matrix T̂ in the first section of this chapter. The next section

deals with the relationship between the matrix T̂ and the propagator T. This relationship

comprises the rotation of the 3×3 matrices involved in T̂ into the tangent planes of the
surfaces in which T is defined. The curvature of these surfaces is also acknowledged in
the relations given in this section. Finally, the last section treats reflected events in terms
of propagator matrices, which leads to an expression for paraxial reflection traveltimes.
The matrices in this expression can be decomposed into those of the two ray branches
that build the reflected ray.

4.1 The Matrix T̂

The matrix T̂ negotiates between changes in positions and changes in slownesses, similar
as the propagator T, but for 3-D vectors. The slownesses are determined by taking the
gradient with respect to source and receiver coordinates, respectively, of the parabolic
traveltime expansion, Equation (3.1.4):

τ(ŝ, ĝ) = τ0 + q̂0 ∆ĝ − p̂0 ∆ŝ −∆ŝ>N̂ ∆ĝ +
1

2
∆ĝ>Ĝ ∆ĝ − 1

2
∆ŝ>Ŝ ∆ŝ . (4.1.1)
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The slowness at the source is

p̂ = −~∇sτ = p̂0 + Ŝ ∆ŝ + N̂ ∆ĝ , (4.1.2)

and the slowness at the receiver is

q̂ = ~∇gτ = q̂0 + Ĝ ∆ĝ − N̂
>

∆ŝ . (4.1.3)

Rearranging of Equations (4.1.2) and (4.1.3) gives

(

∆ĝ

q̂ − q̂0

)

=

(

−N̂
−1

Ŝ N̂
−1

−N̂
>− Ĝ N̂

−1
Ŝ Ĝ N̂

−1

)

(

∆ŝ

p̂ − p̂0

)

. (4.1.4)

I define the matrix T̂ as

T̂ =

(

−N̂
−1

Ŝ N̂
−1

−N̂
>− Ĝ N̂

−1
Ŝ Ĝ N̂

−1

)

(4.1.5)

The next section will establish the relationship between the 6×6 matrix T̂ and the 4×4
propagator matrix T.

4.2 Curved Surfaces

The matrices T and T̂ have some common properties. In this section I introduce the 2×2

matrices G̃, S̃, and Ñ and write the propagator T in terms of these matrices, similar as T̂

is formed by Ĝ, Ŝ, and N̂:

T =

(

−Ñ
−1

S̃ Ñ
−1

−Ñ
>− G̃ Ñ

−1
S̃ G̃ Ñ

−1

)

. (4.2.6)

Remembering from Chapter 2 that

T =

(

A B
C D

)

, (4.2.7)

the relationship between the matrices G̃, S̃, Ñ and A, B, C, D is

A = −Ñ
−1

S̃ ,

B = Ñ
−1

,

C = −Ñ
> − G̃ Ñ

−1
S̃ ,

D = G̃ Ñ
−1

, (4.2.8)

and

S̃ = −B−1A ,

G̃ = DB−1 ,

Ñ = B−1 . (4.2.9)
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Here, I have also used the fact that T must obey the symplecticity relation (2.6.12). The

matrix T̂ is also a symplectic matrix.

To find a relationship between G̃, S̃, Ñ and Ĝ, Ŝ, N̂, I use Equation (4.1.1), the parabolic
traveltime expansion in the Cartesian coordinate system in which the traveltime tables are
given. Since the traveltimes must not depend on the coordinate system, I can use a similar
traveltime expansion in a coordinate system that coincides with the system in which the
propagator T is defined by the anterior and posterior surfaces. These correspond to the
reflector’s tangent plane and the registration surface and that system is denoted with a
tilde .̃ The according 3-D vectors carry an additional hat. In this coordinate system
associated with the surfaces, the traveltime expansion reads

τ(ˆ̃s, ˆ̃g) = τ0 + ˆ̃q0 ∆ˆ̃g − ˆ̃p0 ∆ˆ̃s −∆ˆ̃s
> ˆ̃N ∆ˆ̃g +

1

2
∆ˆ̃g

> ˆ̃G ∆ˆ̃g − 1

2
∆ˆ̃s

>ˆ̃S ∆ˆ̃s . (4.2.10)

The anterior surface coordinate system has the 1- and 2-axes in the surface’s tangent
plane at ˆ̃s0 = ŝ0 and the 3-axis perpendicular to it. The vector ∆ˆ̃s = (∆s̃,∆s̃3)

> =
(∆s̃1,∆s̃2,∆s̃3)

> describes a point on the anterior surface. Its 3-component is given by

∆s̃3 =
1

2
∆s̃>Fs∆s̃ , (4.2.11)

where the 2×2 matrix Fs is the curvature matrix of the anterior surface. It is zero for a
plane, therefore the 3-component vanishes in this case. The 2-D vector ∆s̃ is computed
by

∆s̃ = 12×3 Ẑs ∆ŝ , (4.2.12)

where the matrix 12×3 = 1>3×2 is

12×3 =

(

1 0 0
0 1 0

)

. (4.2.13)

The matrix Ẑs in Equation (4.2.12) describes the rotation into the tangent plane of the
anterior surface. It is defined corresponding to Equation (2.8.1),

Zij =
∂xi

∂x̃j
=

∂x̃j

∂xi
= ~̂xi · ˆ̃~xj . (4.2.14)

Vectors ~̂xi are the base vectors of the global Cartesian coordinate system,
ˆ̃
~xi (=~ıi) are

those of the interface coordinates. It follows that the 1-component of the vector s̃ lies in
the plane defined by the emerging wave and the anterior surface (see Section 2.8). These
considerations also apply to the posterior surface with the appropriate index g instead
of s. Figure 4.1 gives an example where the 1-components of the two systems coincide
and the angle α lies between the 3-components. For this example the rotation matrix Ẑ
becomes

Ẑ =





1 0 0
0 cos α sin α
0 − sin α cos α



 . (4.2.15)
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Figure 4.1: Rotation of 3-D second-order derivative matrices into the anterior surface’s
tangent plane: the coordinate system of the anterior surface (gray) is denoted by a tilde
.̃ The Cartesian system that coincides with the system in which the traveltime tables are
given is indicated by a hat .̂ The angle α is the angle between the 3-axes (z) of both
systems. In this plot the 1-axes (x) of both systems coincide and the curvature of the
anterior surface is zero. The rotation matrix for this case is given in the text. (The index
s was omitted in the figure.)

Since the traveltime must not depend on the coordinate system, expressions (4.1.1) and
(4.2.10) must be equal for points in the corresponding surfaces. Applying Equations
(4.2.11) and (4.2.12) for both anterior and posterior surface, and retaining only terms up
to second order yields

τ(s̃, g̃) = τ0 + q̃0 ∆g̃ − p̃0 ∆s̃ −∆s̃>Ñ ∆g̃ +
1

2
∆g̃>G̃ ∆g̃ − 1

2
∆s̃>S̃ ∆s̃ . (4.2.16)

The 2×2 matrices Ñ, G̃, and S̃ are the same as in Equation (4.2.8) and are computed from
the matrices N̂, Ĝ, and Ŝ as follows:

Ñ = 12×3 Ẑ
>

s N̂ Ẑg 13×2 ,

S̃ = 12×3 Ẑ
>

s Ŝ Ẑs 13×2 +
cos θs

vs
Fs ,

G̃ = 12×3 Ẑ
>

g Ĝ Ẑg 13×2 +
cos θg

vg

Fg . (4.2.17)

The angle θg is the incidence angle at the posterior surface at ˆ̃g0 = ĝ0 and θs is the

emergence angle at the anterior surface at ˆ̃s0 = ŝ0. The quantity cos θs/vs is the 3-
component of the slowness vector in the anterior surface coordinate system (accordingly
for cos θg/vg). The 2-D slowness vectors in Equation (4.2.16), p̃0 and q̃0, are given by

p̃0 = 12×3 Ẑs p̂0 ,

q̃0 = 12×3 Ẑg q̂0 . (4.2.18)
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One useful application of the propagator T is the decomposition of the ray that describes
a reflected event into two individual ray branches. This decomposition is demonstrated
in the next section.

4.3 Reflected Events

For any point M on a smooth interface along the central ray, the propagator T satisfies
the following chain rule (Hubral et al., 1992b):

T(g̃0, s̃0) = T(g̃0, M) · T(M, s̃0) = T
2
· T

1
, (4.3.19)

where I denote the matrices from s̃0 to M with the index 1, i.e.

T
1

=

(

−Ñ
−1

1 S̃1 Ñ
−1

1

−Ñ
>

1 − G̃1Ñ
−1

1 S̃1 G̃1Ñ
−1

1

)

. (4.3.20)

For the ray from M to g̃0 I use the reverse propagator T∗(M, g̃0) for the reverse ray from
g̃0 to M instead of T(g̃0, M). The relationship between a propagator matrix and that of
its reverse ray which is given by Hubral et al. (1992a) leads to

T
2

=

(

Ñ
−>

2 G̃2 Ñ
−>

2

−Ñ2 − S̃2Ñ
−>

2 G̃2 −S̃2Ñ
−>

2

)

. (4.3.21)

Inserting these two propagators into Equation (4.3.19) yields the resulting matrices

Ñ = Ñ1

(

G̃1 + G̃2

)−1

Ñ
>

2

G̃ = −S̃2 − Ñ2

(

G̃1 + G̃2

)−1

Ñ
>

2

S̃ = S̃1 + Ñ1

(

G̃1 + G̃2

)−1

Ñ
>

1 (4.3.22)

which form T(g̃0, s̃0).

If I assume a reflector at M , the resulting propagator T(g̃0, s̃0) leads to the paraxial
reflection traveltime

τR(s̃, g̃) = τ0 + q̃0 ∆g̃ − p̃0 ∆s̃ −∆s̃>Ñ ∆g̃ +
1

2
∆g̃>G̃ ∆g̃ − 1

2
∆s̃>S̃ ∆s̃ , (4.3.23)

with the matrices Ñ, G̃, and S̃ given by Equation (4.3.22).
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Chapter 5

Geometrical Spreading

Geometrical spreading, together with traveltimes, plays an important role in many
applications of reflection seismology, such as migration, tomography, and modelling.
The traditional method of computing geometrical spreading is to perform dynamic ray
tracing, as described by Červený et al. (1977) or Popov and Pšenč́ık (1978). Dynamic ray
tracing, however, is a rather time consuming process. Therefore, other methods have been
proposed. In 1990, Vidale and Houston suggested a technique to calculate amplitudes
from traveltimes. Although it is very fast it suffers from problems with accuracy.
The method proposed by VanTrier and Symes (1990) is based on a finite difference
(FD) eikonal solver. An improved FD scheme that achieves higher order accuracy was
suggested by Pusey and Vidale (1991). Another way to determine geometrical spreading
is proposed by Buske (2000), by directly solving the transport equation with finite
differences. All these techniques are more efficient than dynamic ray tracing. Lower
order FD methods are, however, restricted to fine grids, whereas higher order schemes
are less efficient. This restriction does not apply to the amplitude estimation using a
wavefront construction method introduced by Vinje et al. (1993). Another ray-based
approach is shown by Hubral et al. (1992a), who give an expression for the geometrical
spreading that is directly related to second order traveltime derivatives in terms of the
Bortfeld (1989) matrices.

The method of computing geometrical spreading that I suggest in this chapter is based
on the traveltime coefficients introduced in Chapter 3, and closely related to the formula
by Hubral et al. (1992a). The coefficient matrices that were introduced in Chapter 3
can be related to the submatrix Q

2
of the Π propagator, which provides the spreading.

Therefore, the geometrical spreading can be determined from traveltimes. The resulting
expression is equivalent to the result obtained by Hubral et al. (1992a).

After a short introduction to the cause of geometrical spreading I derive expressions for
the spreading in terms of the second order traveltime derivative matrices. That section
is followed by application to different velocity models, ranging from models, where the
analytic solution is known to the highly complex Marmousi model. The spreading can be
computed from both parabolic and hyperbolic traveltime coefficients. The results confirm
again the superiority of the hyperbolic expression.

65
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5.1 Introduction

Conservation of energy is a fundamental rule that also applies to wave propagation. It
means that, unless attenuation is caused by mechanisms like, e.g., absorption, the energy
of a wavefront remains unchanged. These mechanisms are not considered in this chapter
and I assume an ideal elastic medium. While the wave propagates through the medium,
its initial energy is “spread” on the expanding wavefront, causing a decrease in the wave
amplitude. This phenomenon is called geometrical spreading.

a) b)

Figure 5.1: Geometrical spreading for a point source in a homogeneous medium. The
wavefronts are circles in 2-D or spheres in 3-D. The energy flux through a solid angle
element remains constant (a). The flux through a surface element depends on the radius
of curvature of the wavefront (b).

Figure 5.1 displays a point source in a homogeneous medium and two corresponding
wavefronts, circles in 2-D and spheres in 3-D. Figure 5.1 a) states that the amount of
energy in a section of the wavefront (expressed by the flux) remains constant for a fixed
solid angle. This means, however, that for the second wavefront with smaller curvature
the same amount of energy is spread over a larger surface than for the first wavefront with
high curvature. Since a detector measures the energy flux through a surface element,
not through a solid angle, it will register a smaller amplitude for the second wavefront
than for the first one (see Figure 5.1, b). The ratio of the measuring surface element to
the complete wavefront is proportional to 1/r2 in 3-D, and ∝ 1/r in 2-D, where r is the
radius of curvature of the wavefront. The amplitude corresponds to the square-root of
the flux, therefore the amplitude of the wave in a 3-D medium decreases with 1/r and
with 1/

√
r in 2-D. The relative geometrical spreading L is the inverse of the amplitude,

thus L ∝ r in 3-D and L ∝ √
r in 2-D. Although a homogeneous medium was chosen for

the explanation, the curvature of the wavefront also determines the geometrical spreading
in arbitrary media. Furthermore, Figure 5.2 shows that the measured flux also depends
on the incidence angle between the wavefront and the registration surface.

Knowing that the geometrical spreading is governed by wavefront curvature and that
the curvature of a function is determined by its second order derivatives, a relationship
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a) b)

Figure 5.2: Energy flux through a surface. The arrows denote the flux and the thick lines
the measuring surfaces. Both surfaces have equal size. In the case of vertical incidence,
a), more flux lines pass through the surface than for oblique incidence, b). Therefore, the
measured amplitude depends on the incidence angle.

between the spreading and the traveltime derivatives from Chapter 3 can be established.
An expression for the spreading in terms of second order traveltime derivatives in a specific,
ray centred coordinate system was already given in Chapter 2. The following section will
relate that result to the coefficients from the traveltime expansions in Chapter 3.

5.2 Spreading and Traveltime Derivatives

From Equation (2.5.15) I take the modulus of the relative geometrical spreading,
L = |detQ|1/2. For a point source at s0 and a receiver at g0, Equation (2.6.18) with
initial point source conditions (2.6.7) yields

(

Q(g0)
P(g0)

)

=

(

Q
1
(g0, s0) Q

2
(g0, s0)

P1(g0, s0) P2(g0, s0)

) (

0
1

)

=

(

Q
2
(g0, s0)

P2(g0, s0)

)

, (5.2.1)

and therefore
L = |detQ

2
(g0, s0)|1/2 . (5.2.2)

It is custom to use the normalised geometrical spreading L rather than the relative spread-
ing L, which was introduced by Ursin (1990) to be

L(g0, s0) =
1

Vs

L(g0, s0) . (5.2.3)

With Q(g0, s0) = −Q>(s0, g0) the reciprocity relation for the normalised spreading reads

L(g0, s0) = Vs L(g0, s0) = Vg L(s0, g0) = L(s0, g0) . (5.2.4)

In Chapter 3, I have shown how the second order traveltime derivative matrices Ĝ, Ŝ, and
N̂ can be determined from traveltime maps. Since Q

2
is also a matrix of second order

traveltime derivatives, a relationship can be established that links the matrix N̂ to Q
2
.

For this reason, I compare the paraxial traveltime approximation in Cartesian coordinates
(2.7.16) to the parabolic traveltime expansion introduced in (3.1.4), leading to

N̂ = Ĥs Q̂
−

2
Ĥ

>

g , (5.2.5)
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where the matrices Ĥ are the transformation matrices from Cartesian to ray centred

coordinates on the central ray. This can be solved for Q̂
−

2
, which I define as

Q̂
−

2
=





Q−1
2

0
0

0 0 0



 = Ĥ
−1

s N̂ Ĥ
−>

g . (5.2.6)

The matrices Ĥs and Ĥg are defined by Equation (2.5.15). Matrix Ĥs consists of the three

column vectors ~e1s
, ~e2s

, and ~e3s
= ~ts = Vsp̂0. The matrix Ĥg is defined accordingly, but

using the index g instead of s and q̂0 instead of p̂0. It can easily be shown that Ĥ
>

= Ĥ
−1

.
The slowness vectors in Cartesian coordinates (e.g., p̂0) follow from Figure 5.3, and with

the slowness vector in ray centred coordinates p̂
(q)
0 = (0, 0, 1/Vs)

>

p̂0 = Ĥ(s0) p̂
(q)
0 =





− 1
Vs

sin ϑs cos ϕs
1
Vs

sin ϑs sin ϕs
1
Vs

cos ϑs



 , (5.2.7)

and q̂0 accordingly.

p

ϕ

ϑ

z

y
x

Figure 5.3: Slowness vector and angles in the Cartesian coordinate system. The angle ϑ
is the azimuth, ϕ the polar angle.

Now I use again the constraints on the matrix elements of N̂ given by the eikonal equations
at the central source and receiver positions. They were already used to derive expressions
for the z-components of N̂ and Ŝ in Section 3.1. In addition to equations (3.1.13) and
(3.1.14), I use the following relations

Nxz = −qx0

qz0

Nxx −
qy0

qz0

Nxy ,

Nyz = −qx0

qz0

Nyx −
qy0

qz0

Nyy ,

Nzz =
1

pz0
qz0

(px0
qx0

Nxx + px0
qy0

Nxy + py0
qx0

Nyx + py0
qy0

Nyy) . (5.2.8)
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Equations (3.1.13), (3.1.14), and (5.2.8) can be rewritten to

NK3 = −HgI3

Hg33

NKI ,

N3J = −HsI3

Hs33

NIJ ,

N33 =
HsJ3

Hs33

HgK3

Hg33

NJK (5.2.9)

(I, J, K=1,2 and summation convention is applied). Furthermore, in component notation
Equation (5.2.6) reads

Q−
2il

= Hsji
Njk Hgkl

=

(

HsJi
Hs33

− HsJ3
Hs3i

Hs33

)

NJK

(

HgKl
Hg33

− HgK3
Hg3l

Hg33

)

(5.2.10)

(i, j, k, l=1,2,3), where Equation (5.2.9) has been applied. From Equation (5.2.10) follows
immediately that

Q−
2i3

= 0 (i = 1, 2, 3) ,

Q−
23i

= 0 (i = 1, 2, 3) . (5.2.11)

For the remaining elements of Q̂
−

2
I use the fact that the base vectors ~e1, ~e2, and ~t are an

orthonormal system with ~e1 × ~e2 = ~t etc. This leads to

HJI H33 − HJ3 H3I

H33

= H−1
JI . (5.2.12)

The element H−1
JI is the JI th element of the matrix H−1, where

H =

(

H11 H12

H21 H22

)

, (5.2.13)

is the upper left submatrix of matrix Ĥ. Please mind that the inverse of H, H−1, is not

equal to the upper left submatrix of the matrix Ĥ
−1

, but

H−1 =
1

det H

(

H22 −H12

−H21 H11

)

, (5.2.14)

where the absolute value of the determinant of Hs is equal to cos ϑs, and |detHg|=cos ϑg.

Introducing N as the upper left 2×2 submatrix of N̂, the 2×2 matrix Q−1
2

results in

Q−1
2

= H−>
s N H−1

g . (5.2.15)

With detQ
2

= 1/detQ−1
2

, the spreading in terms of matrix N̂ can therefore be expressed
as

L =
1

Vs

√

∣

∣

∣

∣

cos ϑs cos ϑg

Nxx Nyy − Nxy Nyx

∣

∣
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Vg

Vs

√

∣

∣

∣

∣

p0z
q0z

Nxx Nyy − Nxy Nyx

∣

∣

∣

∣

. (5.2.16)
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Other expressions using different matrix elements of N̂ can be found with the relationships
between the matrix elements (5.2.8). Here I give only those depending on the elements of
N̂ that can be determined directly from traveltimes, i.e. not using the N3i elements (see
Section 3.1):

L =

√

Vg

Vs

√

∣

∣

∣

∣

p0z
q0y

Nyx Nxz − Nxx Nyz

∣

∣

∣

∣

,

L =

√

Vg

Vs

√

∣

∣

∣

∣

p0z
q0x

Nxy Nyz − Nyy Nxz

∣

∣

∣

∣

. (5.2.17)

These results are equivalent to a result given by Hubral et al. (1992a), who show that the
geometrical spreading can be expressed by

L =
1

Vs

√

|cos θs cos θg detB| . (5.2.18)

Here, θs is the emergence angle at the anterior surface and θg the incidence angle at the
posterior surface. The 2×2 matrix B is a submatrix of the ray propagator T (see Chapter
2 and 4). Using Equation (4.2.8) from Chapter 4 yields

L =
1

Vs

√

∣

∣

∣

∣

cos θs cos θg

Ñ11 Ñ22 − Ñ12 Ñ21

∣

∣

∣

∣

. (5.2.19)

If the anterior and posterior surfaces coincide with the x-y-surface of the Cartesian co-
ordinate system, the angles θs and θg in Equation (5.2.18) equal the angles ϑs and ϑg.
Since in this case the x̃-ỹ-surface follows from the x-y-surface by a simple rotation (the
determinant of the rotation matrix is equal to 1), the determinants of N and Ñ are equal.
Insertion into Equation (5.2.18) leads to

L =
1

Vs

√

∣

∣

∣

∣

cos θs cos θg

det Ñ

∣

∣

∣

∣

=
1

Vs

√

∣

∣

∣

∣

cos ϑs cos ϑg

det N

∣

∣

∣

∣

, (5.2.20)

which is the same result as in Equation (5.2.16). Results for other orientations of the
anterior and posterior surfaces can be found accordingly.

5.3 Examples

To validate the method, this section starts with models whose analytic solution for the
spreading and traveltimes is known. The first example is a homogeneous model with
V0=3 km/s. The input traveltimes were given on a 100m coarse grid. Two sets of input
traveltimes were applied. The first contains analytic traveltimes. The second set was
obtained with an FD eikonal solver using the Vidale (1990) algorithm on a 10m grid and
subsequent resampling of the resulting traveltimes. Hyperbolic and parabolic traveltime
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coefficients were determined from the traveltimes. The spreading at the coarse grid
points was computed with Equation (5.2.16). Trilinear interpolation was carried out
onto a fine 10m grid using the spreading values at the coarse grid points. The results
were compared to analytically computed geometrical spreading. The residual errors are
displayed in Figure 5.4 for both sets of input traveltimes.

The spreading that was computed from the hyperbolic coefficients has smaller errors
than that from the parabolic coefficients. This result agrees with the higher errors for
the parabolic than for hyperbolic coefficients which was shown in Section 3.3. Also,
Figure 5.4 shows that the errors in spreading computed from Vidale traveltimes follow
the errors of these traveltimes (see Figure 5.5). The main contributions to the errors
from analytic traveltimes come from the trilinear interpolation of the spreading onto the
fine grid. Since the errors near the source are the highest, a region of 100m depth under
the source was excluded from the statistics. Errors near the source are higher because of
the high wavefront curvature there. Also, since the geometrical spreading near the source
is small, the relative error is rather sensitive there. The median and maximum errors are
given in Table 5.1.

Table 5.1: Relative errors in percent of geometrical spreading for two generic models using
analytic and numerical traveltimes as input data. A layer of 100m depth under the source
was excluded from the statistics.

Model Traveltimes Coefficients Median of Maximum
rel. error [%] rel. error [%]

Homogeneous analytic hyperbolic 0.301 14.5
Homogeneous analytic parabolic 1.01 61.8
Homogeneous Vidale hyperbolic 0.69 14.6
Homogeneous Vidale parabolic 1.55 61.4
Gradient analytic hyperbolic 0.251 14.1
Gradient analytic parabolic 1.03 61.8
Gradient Vidale hyperbolic 0.709 14.2
Gradient Vidale parabolic 1.61 61.5

A constant velocity gradient model with V0=3 km/s and ∂V/∂z=0.5s−1 with the same
dimensions as the homogeneous model is the second example. The resulting error
distributions have the same properties as those of the homogeneous model. The errors
are displayed in Figure 5.6. The maximum and median errors are also given in Table 5.1.

As an example for a complex velocity model, I have again chosen the Marmousi model
(see Figure 3.10). Unlike for the traveltime example in Section 3.4, I have no reference
solution to evaluate the resulting geometrical spreading. However, for a 2-D version of
the Marmousi model the geometrical (line source) spreading was available for comparison
from a wavefront construction implementation by Ettrich and Gajewski (1996). This
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using Vidale Input Traveltimes:
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Geometrical Spreading for a Homogeneous Model
using Analytic Input Traveltimes:
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Figure 5.4: Relative errors in geometrical spreading for a homogeneous model, on the right
for results from hyperbolic coefficients, left for parabolic coefficients. The top row shows
results from analytic input traveltimes, the bottom row those from Vidale traveltimes.
The errors of the “parabolic” spreading are larger than those from hyperbolic coefficients.
The errors in spreading from Vidale traveltimes follow the traveltime errors of the Vidale
algorithm (see Figure 5.5). Please note the different error scales.

program was also used to compute the input traveltimes, where 62.5m was chosen as
coarse grid spacing. Hyperbolic traveltime coefficients and the geometrical spreading
resulting from them were computed at the coarse grid points. The spreading was
subsequently interpolated with bilinear interpolation onto a 12.5m fine grid. Figure 5.7
shows the difference between the results from wavefront construction and hyperbolic
coefficients. The median of the difference between the results from the two methods
is below 1.8%. The two solutions coincide well apart from regions with discontinuous
wavefronts where triplications occur. As described in Section 3.6, these must be detected
and the individual branches must be treated separately, also using later arrivals. This
was not implemented and therefore the spreading is not computed correctly in these
regions. The difference of both solutions is also very distinct in the lower left corner of



5.3. EXAMPLES 73

0.2

0.4

0.6

0.8

1
D

ep
th

 [k
m

]

-0.4 -0.2 0 0.2 0.4
Distance [km]

-0.4
-0.2

0
0.2

0.4

Dist
an

ce
 [k

m
]

Traveltime Errors for a Homogeneous Model
Resulting from the Vidale Algorithm

0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.10

re
l. 

tr
av

el
tim

e 
er

ro
r 

[%
]

Figure 5.5: Relative errors in percent of Vidale traveltimes for a homogeneous model with
V =3 km/s. The median error is 0.06% with a maximum relative error of 0.8%.

the image with a pattern that indicates to follow ray paths. Here I presume that the
ray density in the wavefront construction algorithm was too small, leading to a failure in
traveltime and spreading interpolation, and thus in the input data.

The geometrical spreading was also computed for the 3-D version of the Marmousi model.
Input traveltimes were computed using the Vidale algorithm (cf. Section 3.4) on a 12.5m
fine grid, and resampled onto a 125m coarse grid. Hyperbolic coefficients and spreading
were computed at the coarse grid points. The spreading was then interpolated onto a
12.5m fine grid using trilinear interpolation. Figure 5.8 shows the results. As expected,
the behaviour of the spreading follows the wavefront curvature indicated by the isochrones.
In some regions (e.g., those pointed at by the arrows), a speckled pattern emerges. This is
caused by a deficiency in the traveltimes due to the implementation of the Vidale scheme:
the isochrones in these regions are “rippled”. As a consequence, the traveltimes are not
smooth, leading to errors in the determination of the coefficients.
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Geometrical Spreading for a Gradient Model
using Analytic Input Traveltimes:
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Figure 5.6: Relative errors in geometrical spreading for a gradient model, on the right
for results from hyperbolic coefficients, left for parabolic coefficients. The top row shows
spreading errors resulting from analytic traveltimes, the bottom row for Vidale travel-
times. Again, the hyperbolic coefficients yield better results than the parabolic ones.
Please not the different error scales.
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Figure 5.7: Comparison of spreading calculated from hyperbolic coefficients to spreading
from a wavefront construction implementation. The difference between both is given in
percent. Regions where both results deviate are addressed in the text.
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Figure 5.8: Geometrical spreading for the Marmousi model. The arrows indicate two of
the regions where the input traveltime data is corrupt, therefore a speckled pattern in the
spreading arises (see text). The reason is a deficiency in the FD implementation for the
traveltime generation.
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Chapter 6

Amplitude Preserving Migration

Migration is an inversion operation that recovers the structure of the subsurface from
seismic reflection data. It moves the reflections in the input data to their correct
locations and inclinations. Although an initial velocity model must already exist
migration provides a better focused image of the subsurface. This is also possible if
lateral velocity variations exist, which makes it a powerful tool compared to other
imaging techniques, as, e.g., NMO-DMO-stacking. Amplitude preserving migration is a
specific type of Kirchhoff migration. In addition to the structural image it also provides
information on the reflection strength of the reflectors in the model, leading to estimates
of the shear properties of the subsurface. This information is a key feature for reservoir
characterisation.

In this chapter I review the existing concept of amplitude preserving migration, also
named “true amplitude migration”. Three different theoretical approaches have been
published during the last 15 years. All of them apply weight functions to the diffraction
stack to countermand the loss in amplitude that is caused by geometrical spreading. One
method was introduced by Keho and Beydoun (1988), as an extension of the classical
Kirchhoff theory (Gardner et al., 1974). It is based on the wave field concepts and gives
results for the common shot (CS) and common receiver (CR) configurations. The weight
functions were derived using WBKJ ray theoretical Green’s function amplitudes. Another
approach is that of Bleistein (1987) whose weight functions are based upon Beylkin’s
determinant (Beylkin, 1985). A work by Červený and deCastro (1993) relates the
Beylkin determinant to quantities that can be computed by dynamic ray tracing. This
approach can be applied to the common offset (CO) configuration in addition to CS and
CR data. The theory behind the third approach was derived by Schleicher et al. (1993a).
They propose a weight function that can be derived using paraxial ray theory for arbi-
trary configuration. A comparison of the three methods can be found in Hanitzsch (1997).

The chapter begins with a short introduction to migration, especially migration of the
Kirchhoff type. The next section considers the derivation of a general expression for the
weight functions in 3-D media. Since this thesis uses the approach of Schleicher et al.
(1993a), I will give a summary of their work. Two quantities are the main ingredients
to the weight functions, the geometrical spreading L and a matrix, HF, which will be

77
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explained in the following section. Both, L and HF can be expressed in terms of second
order traveltime derivatives, which leads to the next section on the final weight function.
The corresponding weights for migration in 2-D and 2.5-D are also given, although without
derivation. This concludes the theoretical part of the chapter. The next two sections are
dedicated to application of the method, first to PP data, followed by a PS converted wave
example.

6.1 Introduction to Seismic Migration

The aim of a seismic reflection experiment is to gain information about the subsurface.
This concerns the material properties (densities and elastic parameters) as well as
structural information, like geometry and position of reflectors. Although one can quite
easily simulate the results from a seismic experiment if the velocities and structural
information are given, the inverse process is much more complicated. A zero-offset
time section will display an image of the subsurface. This image, however, is distorted:
reflectors may not be shown at their correct positions and their inclinations will be wrong.
Further confusion is added by diffraction events and later arrivals, e.g., from trough-like
structures. Migration is an inversion technique which can reconstruct the true image of
the subsurface. The term to migrate has the meaning to move: the reflections which are
present in the seismic data are moved to their correct positions and inclinations. At the
same time, diffractions are collapsed. Therefore, the migrated image is a focused and
corrected image of the subsurface.

Figure 6.1 shows schematically, how migration works. Each subsurface point under
consideration is treated as a diffraction point. The diffraction traveltime curve for the
point is constructed (how this can be done will be addressed below) and the traces are
stacked along that curve. This process is called Kirchhoff migration. Figure 6.1 clearly
illustrates that the summation will only be constructive if the point under consideration
is on the reflector. Consider now what would happen, if the event in Figure 6.1 were
a diffracted event. In this case the stack would only give a non-vanishing result if the
subsurface point and the scatterer which causes the diffracted event coincide. This
means that a diffraction in the seismic section which is caused by a point scatterer
is collapsed into a point at the correct position by the migration. We can think of
a reflector as an ensemble of point scatterers. Superposition of the individual points
leads to the reconstructed reflector, as shown by Figure 6.2. The resulting image
can be either in depth, if the migration output for the image point is written to its
position, or in time, where the migration output is written to the apex of the stacking
surface. Please note that the terms depth migration and time migration are not defined by
either a depth or a time section. They are different concepts, which will be addressed now.

In order to construct the stacking surface, information is required on the velocities. The
stacking surface in time migration is given by analytic diffraction traveltimes resulting
from RMS velocities (Bancroft, 1998). This is a simplification which does not hold for
complex models, especially if strong lateral velocity variations are present. Therefore it
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Figure 6.1: Principle of Kirchhoff migration. The dashed lines indicate diffraction travel-
time curves. For the top figure the diffraction point lies on the reflector which caused the
events in the section. The diffraction traveltime curve is tangent to the reflection. The
summation of the traces along the diffraction curve is constructive and the stack result
does not vanish. The bottom figure shows two diffraction curves for points that are not
on the reflector. In both cases the stack result will be negligible compared to that for the
point on the reflector.
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Figure 6.2: Migration as superposition of point scatterers. Figure a) shows diffraction
events for individual point scatterers in a schematic seismic section (top). The bottom
of a) shows the corresponding migration result, where the diffraction events are collapsed
into points. If the spatial sampling of the reflector is dense enough, the shape of the
reflector is reconstructed. This is indicated in the lower part of Figure b).
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is better to consider the “real” velocity model to compute diffraction traveltime curves
as stacking surfaces, e.g., with ray tracing or FD eikonal solvers. This process is called
depth migration. Of course it is much more complicated and time consuming than to
carry out a time migration, but complex models can be considered.

Migration requires a velocity model. The reader may wonder why a technique is chosen
to construct an image of the subsurface where the information one hopes to obtain must
already exist. This is only partially true. Of course it appears to be paradox to use the
hoped-for output as input information. But the demands on the input velocity model
allow, for example, to use a long wavelength model as an initial velocity model. Such a
model can be the result from a tomographic inversion or a simplified model assumed to
match the data. The migrated section resulting from such a model will display details
not present in the input velocity model. Consider, e.g., a constant velocity input model
and and a reflection in the seismic data. The migrated section will show the reflector
although it was not present in the constant velocity model. Thus migration yields an
image where the structures are more distinct. Also, the better the initial model fits the
real one, the better will the focusing of the migrated section be.

Although migration is already a very powerful tool to enhance image quality, there is
one aspect which makes it even more important. If suitable weight functions are applied
during the stack, the reflection amplitudes can be recovered (provided that the data
acquisition and pre-processing has not destroyed amplitude information). This processing
is named true-amplitude migration or amplitude-preserving migration. It means, that
if, e.g., PP data was recorded, the migration output corresponds to the PP reflection
coefficients. Their behaviour in terms of AVO (Amplitude vs. Offset) or AVA (Amplitude
vs. Angle) yields information about shear properties because the PP reflection coefficient
also depends on the shear properties. This is a very important feature of true-amplitude
migration. Because it provides shear information without directly measuring shear waves
true-amplitude migration has become a key technique nowadays. Therefore I will explain
it in detail in the following section.

6.2 Derivation of True-Amplitude Weight Functions

The term true amplitude migration (Bortfeld, 1982) describes primary reflections that
are freed of the amplitude loss caused by geometrical spreading. This can be formally
expressed by what Schleicher et al. (1993a) define to be a true amplitude trace: they
assume an analytic true amplitude signal that can be written as

UTA(t) = LU(ξ, t + τR(ξ)) = RAF (t) . (6.2.1)

In this equation the normalized geometrical spreading is denoted by L, A expresses trans-
mission losses, F (t) is the shape of the analytic source pulse, and τR is the reflection tra-
veltime. The plane wave reflection coefficient is denoted by R and U(ξ, t) is the seismic
data in terms of the trace coordinates ξ = (ξ1, ξ2) that describe the source and receiver
locations depending on the acquisition geometry (see Appendix B). The seismic data
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U(ξ, t) is assumed to have the form

U(ξ, t) =
RA
L F (t − τR(ξ)) . (6.2.2)

Schleicher et al. (1993a) show that if this is the case, a diffraction stack of the form

V (M) = − 1

2π

∫

A

∫

dξ1 dξ2 W3D(ξ, M)
∂U(ξ1, ξ2, t)

∂t

∣

∣

∣

∣

∣

∣

τD(ξ,M)

(6.2.3)

yields a true amplitude migrated trace obeying (6.2.1) if proper weight functions
W3D(ξ, M) are applied. In Equation (6.2.3), V (M) is the migration output for an image
point M , A is the aperture of the experiment (assumed to provide sufficient illumination),
and ∂U(ξ, t)/∂t is the time derivative of the input seismic trace. This derivative is
evaluated at the diffraction traveltime τD(ξ, M).

The integral (6.2.3) cannot generally be analytically solved. It can, however be trans-
formed to the frequency domain and for high frequencies be approximately evaluated by
the stationary phase method. First, the expression (6.2.2) is inserted into (6.2.3)

V (M) = − 1

2π

∫

A

∫

dξ1 dξ2 W3D(ξ, M)
RA
L

∂F (t + τF (ξ, M))

∂t
, (6.2.4)

where τF (ξ, M) = τD(ξ, M) − τR(ξ) is the difference between diffraction and reflection
traveltime. Now (6.2.4) is transformed to the frequency domain where the tilde as in
F̃ (ω) denotes the Fourier transform of the function F (t)

Ṽ (M) = − iω

2π
F̃ (ω)

∫

A

∫

dξ1 dξ2 W3D(ξ1, ξ2, M)
RA
L eiωτF (ξ1,ξ2,M) . (6.2.5)

To solve this integral approximately, the stationary phase method can be applied (Blei-
stein, 1984). It yields a solution to an integral of the form

I(ω) =

∫

A

dξ f(ξ) eiωτF (ξ) (6.2.6)

for a real valued function τF (ξ) and sufficiently high frequency ω, provided that there

exists a stationary point at ξ∗ with ~∇ξτF (ξ∗) = 0. For the case of dim(ξ) = 2 as in
(6.2.5), the integral (6.2.6) has the approximate solution

I(ω) ≈ 2π

ω

f(ξ∗)
√

|detHF|
eiωτF (ξ

∗

)+isgnHF , (6.2.7)

corresponding to the leading term of an asymptotic expansion in ω. The 2×2 matrix HF

is given by

HFIJ
=

∂2τF (ξ∗)

∂ξI ∂ξJ
. (6.2.8)
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I assume that the stationary point is isolated and unique within the aperture. I also
assume that it is not a caustic point, i.e. detHF 6= 0. The sign of the matrix HF, sgnHF,
is the number of positive minus the number of negative eigenvalues of HF. Application of
the stationary phase method to (6.2.5) corresponds to an expansion of the phase function
τF (ξ, M) up to second order with respect to the stationary point

τF (ξ, M) = τF (ξ∗, M) + (ξ − ξ∗)>HF(ξ − ξ∗) (6.2.9)

and yields the following result

Ṽ (M) ≈ F̃ (ω) W3D(ξ∗, M)
RA

L
√

|detHF|
eiωτF (ξ

∗

,M)− iπ
4

(2−sgnHF) . (6.2.10)

If no stationary point exists inside the aperture, the integral will yield only a negligible
result of the order ω−1 caused by contributions from the boundaries of the aperture. This
can be suppressed by applying a taper (see Schleicher et al. 1993a). The result (6.2.10)
transformed back into the time domain reads

V (M) ≈ W3D(ξ∗, M)
RA

L
√

|detHF|
F (t + τF (ξ∗, M)) e−

iπ
4

(2−sgnHF) . (6.2.11)

If the point M lies on a reflector, the diffraction and reflection traveltime curves are
tangent to each other in the stationary point, meaning that τF (ξ∗, M) = 0. This leads to

V (M) ≈ W3D(ξ∗, M)
RA

L
√

|detHF|
F (t) e−

iπ
4

(2−sgnHF) . (6.2.12)

If we consider a point M that does not lie on the reflector, τF (ξ∗, M) will not be zero.
Since the source pulse F (t) will be zero outside a small time interval τε, F (t + τF (ξ∗, M))
will become zero if |τF (ξ∗, M)| > τε. Therefore, (6.2.11) will yield a non-vanishing result
only for points on the reflector (or, more precisely, for points that are within the reflector’s
Fresnel zone). To get an expression for the weight function, the result (6.2.12) is compared
to the expression for the true amplitude trace given by (6.2.1). Since both, V (M) and
U(ξ,t), have significant values only, if M is on a reflector, the comparison leads to the
weight function for an image point on a reflector, denoted by M=R, where

W3D(ξ∗, R) = L
√

|detHF | e
i π
2

�
1−

sgnHF
2 � . (6.2.13)

In the following sections I will give expressions for the matrix HF and the geometrical
spreading of the reflected event, L. The final result for the weight function which employs
these expressions will be better suited for an implementation than Equation (6.2.13)
because both, L, and HF, depend on the curvature of the reflector in the image point.
The final weight function will not suffer from this disadvantage. As I will also show,
the final weight function will be valid for all subsurface points, regardless of M actually
being located at a reflector.

Application of the weight function (6.2.13) in its final form in the stacking process will yield
a true-amplitude trace as defined by Equation (6.2.1). This migration output still contains
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transmission losses, A, caused by the overburden. However, according to Hanitzsch (1995)
transmission loss due to interfaces is negligible except for interfaces with strong impedance
contrast. Therefore, transmission losses must be taken into account for these types of
interfaces only. This is, for example, the case if a reflector under a salt structure is
considered, because of the strong contrast in acoustic impedance between the salt and the
surrounding medium. This problem can be dealt with by using layer stripping methods
(Hanitzsch, 1995).

6.3 The Matrix HF

Schleicher et al. (1993a) show how the matrix HF can be expressed in terms of second
order derivative matrices of the traveltimes. They split the traveltime from a source
located at a position s to a receiver at g into the two corresponding branches, from s to
a subsurface point M at the position r̄, and from r̄ to g, and connect the two branches
with the Bortfeld propagator (see Section 2.9). Here, I follow the lines of derivation
proposed in Schleicher (1993). I also make use of the fact that the traveltime τ(r̄, g) is
equal to τ(g, r̄). The vectors s and g lie in the registration surface whose base vectors are
assumed to coincide with the global Cartesian coordinate system introduced in Chapter
3. Therefore they have dimension two, which is distinguished from a 3-D vector carrying
a hat .̂ Vector r̄ will be used to describe the reflection point. This makes sense only if
r̄ lies in the reflector surface, therefore r̄ is a 2-D vector in a specific coordinate system
associated with the reflector surface. This coordinate system is denoted with a bar .̄ Both
τ(g, r̄) and τ(s, r̄) can be expressed in terms of a 2-D variant of the parabolic traveltime
expansion Equation (3.1.4) with

τ(s, r̄) = τ1 − p>
01

∆s + q̄>
01

∆r̄ −∆s>N̄1 ∆r̄ − 1

2
∆s>S1 ∆s +

1

2
∆r̄>Ḡ1 ∆r̄ (6.3.14)

and

τ(g, r̄) = τ2 − p>
02

∆g + q̄>
02

∆r̄ −∆g>N̄2 ∆r̄ − 1

2
∆g>S2 ∆g +

1

2
∆r̄>Ḡ2 ∆r̄ . (6.3.15)

The sums of Equations (6.3.14) and (6.3.15) yield τD and τR. For the diffraction travel-
time, the diffractor position is fixed at r̄0, and thus with ∆r̄=0

τD(s, g) = τ0 − p>
0 ∆s + q>

0 ∆g − 1

2
∆s>S1 ∆s − 1

2
∆g>S2 ∆g , (6.3.16)

where I have used the abbreviations τ0 = τ1 + τ2, p0 = p01
, and q0 = −p02

. For the
reflection traveltime it must be taken into account that variation of source and/or receiver
positions will result in a different reflection point r̄. Aiming for an expression containing
∆s and ∆g only, Snell’s law is applied, stating that q̄01

+ q̄02
= ∇

∗
rτR = 0. This can be

solved for r̄, and r̄ is then eliminated from the sum of Equations (6.3.14) and (6.3.15),
resulting in

τR(s, g) = τ0 − p>
0 ∆s + q>

0 ∆g − 1

2
∆s>S ∆s +

1

2
∆g>Ḡ ∆g −∆s>N̄ ∆g , (6.3.17)
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where the matrices N̄, S, and Ḡ are given by

S = S1 + N̄1(Ḡ1 + Ḡ2)
−1N̄

>
1 ,

Ḡ = −S2 − N̄2(Ḡ1 + Ḡ2)
−1N̄

>
2 ,

N̄ = N̄1(Ḡ1 + Ḡ2)
−1N̄

>
2 . (6.3.18)

A similar result was already derived from application of the ray propagator formalism in
Chapter 4. For further simplification, the matrix H is introduced as an abbreviation for

H = Ḡ1 + Ḡ2 . (6.3.19)

In the following step, the difference τF between Equations (6.3.16) and (6.3.17) is built
and at the same time ∆s = s − s0 and ∆g = g − g0 are expressed in trace coordinates ξ

using the configuration matrices Σ and Γ (see Appendix B). The resulting expression for
τF (ξ, M) is

τF (ξ, M) =
1

2
(ξ − ξ∗)>

[

Σ>N̄1H
−1 N̄

>
1 Σ + Γ>N̄2H

−1 N̄
>
2 Γ + 2 Σ>N̄1H

−1 N̄
>
2 Γ
]

(ξ − ξ∗) .

(6.3.20)

Differentiation with respect to ξ yields HF

HF =
(

Σ>N̄1 + Γ>N̄2

)

H−1
(

N̄
>
1 Σ + N̄

>
2 Γ
)

. (6.3.21)

This leads to the determinant of HF

|detHF| =
|det(N̄

>
1 Σ + N̄

>
2 Γ)|2

|detH| . (6.3.22)

Furthermore, sgnHF equals sgnH, since H is a symmetric matrix.

6.4 Geometrical Spreading and Final Weight Func-

tion

I have shown in Chapter 5 how the geometrical spreading is related to the matrices N̂ and
N. These relationships also apply to the geometrical spreading of a reflected event. With
Equation (6.3.18) the spreading can be expressed in terms of the matrices N̄I and ḠI , or
H, following from the decomposition of traveltimes, and resulting in

L =
1

Vs

√

cos ϑs cos ϑg

|detN̄| e−i π
2
κ (6.4.23)

=
1

Vs

√

cos ϑs cos ϑg

√

|detH|
|detN̄1| |detN̄2|

e−i π
2
κ . (6.4.24)
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The kmah index κ of the reflected ray can be decomposed into the kmah indices of the
ray branches κI (Schleicher et al., 1993a)

κ = κ1 + κ2 +

(

1 − sgnH

2

)

. (6.4.25)

The kmah indices κI are known if a suitable traveltime generator is used, as, e.g., the
method by Coman and Gajewski (2001), which outputs later-arrival traveltimes sorted
for their kmah index. The angles ϑs and ϑg are the emergence angle at the source and
the incidence angle at the receiver. They can be computed from the slowness vectors at
the source and receiver, i.e.,

cos ϑs =
√

1 − V 2
s p01

· p01
,

cos ϑg =
√

1 − V 2
g p02

· p02
. (6.4.26)

Equation (6.2.13) together with (6.3.22), (6.4.24), and (6.4.25) yields the final expression
for the weight function:

W3D(ξ∗, M) =
1

Vs

√

cos ϑs cos ϑg
|det(N̄

>
1 Σ + N̄

>
2 Γ)|

√

|detN̄1| |detN̄2|
e−i π

2
(κ1+κ2) . (6.4.27)

Equation (6.4.27) contains only quantities which do not depend on whether the image
point M is a reflection point or not. Therefore, Equation (6.4.27) can be applied for
all subsurface points. Since the matrices ḠI do not occur anymore, Equation (6.4.27)
is furthermore independent of the reflector curvature. For the determination of the
matrices N̄I from N̂I , however, the reflector inclination is required. I assume that this
information is available as a priori information, e.g., from a previous migration or the
velocity model itself. For image points which do not lie on a reflector, the inclination
will not be available. Since the migration output for these points will be negligible, I set
the inclination angle to zero at these points. The problem of dealing with the required a
priori reflector information will be addressed in more detail in Chapter 7.

Shortly after the original thesis was completed I have developed an alternative formula-
tion for the weight functions that does not require a priori information any longer. A
visual inspection of the migration results for the examples presented below showed no
differences. The new, reflector-independent weight functions are derived in Appendix E.

All quantities in Equation (6.4.27) can be determined from traveltime tables. The matrices
N̄I are computed from the N̂I which are also needed for the diffraction time surface, as
are the slownesses that lead to the angles ϑI . Since all coefficients must be known for
the computation of the diffraction time surface anyway, the determination of the weight
functions takes only a small part of the computational time required for the migration. I
name this approach traveltime-based true-amplitude migration because coarsely gridded
traveltime tables are the only input required. Since very small additional effort must
be spent for the weights, it is very efficient. The high accuracy of the coefficients has
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already been stated in Chapter 3. The accuracy of the geometrical spreading computed
from the coefficients in Chapter 5 supports the expected high accuracy of the recovered
reflection coefficients. Before I will demonstrate the method with applications, however,
I will derive corresponding weight functions for 2-D media and situations, where a 2.5-D
geometry is considered.

6.5 Weight Functions for 2.5-D and 2-D

Sometimes seismic data is only available for sources and receivers constrained to a
single straight acquisition line. Processing of this data with techniques based on 2-D
wave propagation does not yield satisfactory results because the (spherical) geometrical
spreading in the data caused by the 3-D earth does not agree with the cylindrical (i.e.
line source) spreading implied by the 2-D wave equation. The problem can be dealt with
by assuming the subsurface to be invariant in the off-line direction. This symmetry is
called to be 2.5-dimensional (Bleistein, 1986). Apart from the geometrical spreading, the
properties involved do not depend on the out-of-plane variable and can be computed
with 2-D techniques. The geometrical spreading can be split into an in-plane part
that is equal to the 2-D spreading and an out-of-plane contribution. For the described
symmetry, the product of both equals the spreading following from the 3-D wave equation.

Equation (6.2.13) is an expression for a weight function if the diffraction stack is carried
out over the aperture in ξ1 and ξ2. Since in the 2.5-D case the data comes from a single
acquisition line (assumed to coincide with the ξ1 coordinate), the stack is performed only
over ξ1. In this case the input data is U(ξ1, ξ2, t) = U(ξ1, ξ

∗
2 , t) where the asterisk denotes

the stationary point (which is in this case the ξ2 position of the source-receiver line). The
weight functions for 2.5-D symmetry can be derived following the same lines as for 3-D.
Equation (6.2.3) becomes

V (M) = − 1

2π

∫

A

dξ1

∞
∫

−∞

dξ2 W3D(ξ1, ξ2, M)
RA

L
∂F (t)

∂t

∣

∣

∣

∣

∣

∣

τF (ξ1,ξ2,M)

. (6.5.28)

After carrying out the integration over ξ2 in the frequency domain by applying stationary
phase method (following Martins et al. 1997) V (M) becomes

V (M) =
1√
2π

∫

A

dξ1 W3D(ξ1, ξ
∗
2, M)

(

∂2τD

∂ξ2
2

∣

∣

∣

∣

ξ∗2

)− 1
2

e−i π
4

RA

L f [F (t)]

∣

∣

∣

∣

τF (ξ1 ,ξ∗2 ,M)

=
1√
2π

∫

A

dξ1 W3D(ξ1, ξ
∗
2, M)

(

∂2τD

∂ξ2
2

∣

∣

∣

∣

ξ∗2

)− 1
2

e−i π
4 f [U(ξ1, ξ

∗
2 , t + τD(ξ1, ξ

∗
2 , M))]

=
1√
2π

∫

A

dξ1 W2.5D(ξ1, ξ
∗
2, M) f [U(ξ1, ξ

∗
2, t + τD(ξ1, ξ

∗
2, M))] (6.5.29)
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Note, that in this case not the time derivative of the seismic trace is taken, but a
√

iω filter
operation in the frequency domain (commonly called half derivative) is applied instead.
This is denoted by the function f [U(t)] in (6.5.29). The 2.5-D weight function is related
to the 3-D weight by

W2.5D(ξ1, ξ
∗
2 , M) = W3D(ξ1, ξ

∗
2, M)

(

∂2τD

∂ξ2
2

∣

∣

∣

∣

ξ∗2

)− 1
2

e−i π
4 . (6.5.30)

For the 2.5-D geometry simplifications apply to the matrix HF and to the spreading, and
therefore to the weight function. Let the out-of-plane direction (index 2) coincide with the
y-axis of the Cartesian system defined by the traveltime tables with y0 = s20 = g20 = r20

as y-position of the sources and receivers. Then it follows that

N22|y0
= N̂yy|y0

, G22|y0
= Ĝyy|y0

and S22|y0
= Ŝyy|y0

. (6.5.31)

From the symmetry one can see that the y-components of the slownesses vanish at y0

along the profile:
∂τ

∂ys

∣

∣

∣

∣

y0

=
∂τ

∂yg

∣

∣

∣

∣

y0

=
∂τ

∂yr

∣

∣

∣

∣

y0

= 0 . (6.5.32)

From this follows that the matrices S, Ḡ and N̄ consist only of diagonal elements. Further-
more, the absolute values of the yy- or 22-components of all of the matrices are equal,

N22|y0
= G22|y0

= − S22|y0
(6.5.33)

and the sign of N22|y0
is positive; i.e., sgn(N22|y0

) = +1.

As already indicated, the geometrical spreading can be written as the product of an in-
plane and an out-of-plane contribution. The reason is that the matrix N̄ consists only of
the diagonal elements. Equation (6.4.23) becomes

L2.5D =
1

Vs

√

cos ϑs cos ϑg
√

|N̄11|

√

1

|N22|
e−i π

2
κ =

√
σ L2D , (6.5.34)

where
√

σ =
√

N−1
22 is the out-of-plane spreading. The in-plane contribution equals the

(line source) spreading for 2-D wave propagation given by

L2D =
1

Vs

√

cos ϑs cos ϑg

|N̄ | e−i π
2
κ , (6.5.35)

where the matrix N̄ reduces to the scalar N̄ (=N̄11). The second-order derivative of the
diffraction traveltime with respect to the ξ2 component can be determined from Equation
(6.3.16). It is

∂2τD

∂ξ2
2

∣

∣

∣

∣

ξ∗2

= −S122
− S222

. (6.5.36)
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This leads to the final weight function for a 2.5-D symmetry

W2.5D(ξ1, ξ
∗
2, M) =

√

cos ϑs cos ϑg

Vs

∣

∣N̄111
Σ11 + N̄211

Γ11

∣

∣

√

∣

∣N̄111
N̄211

∣

∣

√

N122
+ N222

N122
N222

e−i π
2
(κ1+κ2)−i π

4 .

(6.5.37)
If a 2-D medium with 2-D geometrical spreading (line source) is assumed, the stack
(6.5.29) can be used with the 2-D weight function

W2D(ξ, M) = L
√

HF e
i π
2

�
1−

sgnHF
2 � . (6.5.38)

In this case, the matrix HF is reduced to a scalar HF . The final weight function for 2-D
reads

W2D(ξ, M) =

√

cos ϑs cos ϑg

Vs

∣

∣N̄1Σ + N̄2Γ
∣

∣

√

∣

∣N̄1N̄2

∣

∣

e−i π
2
(κ1+κ2)−i π

4 . (6.5.39)

This 2-D weight function is equivalent to the one given by Hanitzsch et al. (1994).

6.6 Application to PP Data

In this section I will apply the new method to two velocity models. Simple examples
were chosen in order to allow for comparison of numerically and analytically computed
amplitudes. The method is, however, not limited to homogeneous velocity layer models.
For convenience reasons the examples are restricted to 2.5-D. For both examples the
velocity model was only used to compute the traveltimes with a finite difference eikonal
solver (FDES, Vidale 1990) using an implementation of Leidenfrost (1998). These
traveltimes were resampled from the original 10m fine grid required by FDES for
sufficient accuracy and stored on a coarse grid of 50m in either direction. Diffraction
traveltimes were interpolated from this coarse grid onto a fine migration grid of 5m in
z-direction using the hyperbolic traveltime approximation (3.2.2). The migration weights
were also computed from the coarse gridded traveltimes using the coefficients determined
from the hyperbolic approximation, see Chapter 3.

The first model has a planar horizontal reflector at a depth of 2500m. The P velocity
is VP1

=5km/s in the upper part of the model and VP2
=6km/s below the reflector. The

S velocities VSi
=VPi

/
√

3 were used for reflection coefficients; only PP reflections were
considered. The density is ρ[g/cm3]=1.7+0.2VP [km/s]. Ray synthetic seismograms were
computed using the SEIS88 package (Červený and Pšenč́ık, 1984) for a receiver line
consisting of 100 equidistantly positioned receivers with a spacing of 50m and the first
receiver 50m away from the point source. The resulting common shot section is shown
in Figure 6.3.

Figure 6.4 shows the relevant part of the resulting migrated depth section for this one
shot together with the model. The reflector was migrated to the correct position and
the source pulse, a Gabor wavelet, was reconstructed. Since there are no transmission
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Figure 6.3: Synthetic common shot section for the first example, a two-layer model with
a horizontal reflector.
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Figure 6.4: Migrated depth section of the common shot section shown in Figure 6.3. The
gray area indicates the lower layer. The reflector was migrated to the correct position
and the source pulse, a Gabor wavelet, was reconstructed.
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losses caused by the overburden, the amplitudes of the migrated section coincide with the
reflection coefficients. Figure 6.5 (top) shows the accordance between amplitudes picked
from the migrated section in Figure 6.4 with theoretical values. Apart from the peaks
at 300m and 2000m distance the two curves coincide, i.e. the correct AVO behaviour
was reconstructed. The peaks are aperture effects caused by the limited extent of the
receiver line and can be suppressed with a taper. Figure 6.5 (middle) displays relative
errors of the reflection coefficients. As a comparison, errors of reflection coefficients that
were computed with our migration routine, but using analytic traveltimes as input data
instead of FD traveltimes, are also given in Figure 6.5 (middle). Whereas the average
error in the reflection coefficients from FD traveltimes is 2%, the error from analytic
traveltimes is a magnitude smaller (0.22%; for both cases only values that are not affected
by aperture effects were considered). The higher error for FD traveltimes as input data
is due to the systematical errors that are inherent to the Vidale algorithm. Figure 6.5
(bottom) illustrates that the maximum errors in the reflection coefficients coincide with
the region of highest errors in the traveltimes.

The second model has the same velocities and densities as the first model, but here
a dipping plane reflector with an inclination angle of 14◦ separates the two velocity
layers. The reflector depth below the source is 2500m. Ray synthetic seismograms were
computed using the SEIS88 package (Červený and Pšenč́ık, 1984) for 80 receivers with
50m distance starting at 50m from the point source. In order to ensure causality in the
Vidale algorithm, this velocity model had to be 10-fold smoothed. Figure 6.6 shows the
common shot section, and Figure 6.7 shows the migrated depth section together with
the original reflector position. Again the reflector was migrated to the correct depth and
inclination.

As for the first example the reflection coefficients were picked from the migrated section
and compared to analytic values. Figure 6.8 (top) shows the result. The peaks at 900m
and 2500m are again due to boundary effects. Figure 6.8 (bottom) displays the relative
errors of the picked reflection coefficients. The average errors for reflection coefficients from
FD traveltimes and from analytic traveltimes as input are 2.9% and 0.27%, respectively.
In addition to the already discussed errors caused by the FD routine, the higher error
compared to the first model can be attributed to the smoothing of the velocity model.
Smoothing of V −1, as was applied, preserves only the vertical traveltime. Changes in the
traveltimes lead to changes in curvature and, thus, to changes in the weight functions.
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Figure 6.5: Top: solid line: picked reflection coefficients from the migrated section in
Figure 6.4; dashed line: analytic values for the reflection coefficients. Middle: solid
line: relative errors of the picked reflection coefficients; dotted line: relative errors of
reflection coefficients if analytic traveltimes are used as input. Bottom: relative errors
of the input traveltimes computed with an FD eikonal solver taken at the reflector at a
depth of 2500m. The maximum traveltime error coincides with the maximum error in the
reflection coefficients.
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Figure 6.6: Synthetic common shot section for the second example, a two-layers model
with an inclined reflector.
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Figure 6.7: Migrated depth section for the second example. The gray area indicates the
lower layer. The reflector was migrated to the correct depth and inclination. The source
pulse was correctly reconstructed.
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Figure 6.8: Top: solid line: picked reflection coefficients from the migrated section in
Figure 6.7; dashed line: analytic values for the reflection coefficients. Bottom: solid line:
relative errors of the picked reflection coefficients; dotted line: relative errors of reflection
coefficients if analytic traveltimes are used.
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6.7 Application to PS Converted Waves

The algorithm can also be applied to PS converted waves. However, an additional factor
must be considered in the weight function to allow for the discontinuity of the geometrical
spreading at an interface (see Section 2.8, or Červený et al. 1977). For a PS converted
wave, the geometrical spreading (6.4.23) becomes

L =
1

Vs

√

cos θ1

cos θ2

√

cos ϑs cos ϑg

|detN̄| e−i π
2
κ , (6.7.40)

where θ1 is the incidence angle at the reflector and θ2 is the reflection angle. For PP
reflections, Snell’s law requires that θ1 = θ2, yielding again Equation (6.4.23).

The resulting weight function for PS converted waves reads

W (ξ∗, M) =
1

Vs

√

cos ϑs cos ϑg

√

cos θ1

cos θ2

|det(N̄
>
1 Σ + N̄

>
2 Γ)|

√

|detN̄1 detN̄
>
2 |

e−i π
2
(κ1+κ2) . (6.7.41)

Apart from the additional factor that acknowledges the discontinuity of spreading
Equation (6.7.41) looks formally equal to the PP weight function, Equation (6.4.27).
Note, however, that for PS converted waves, the matrices must be determined from the
appropriate traveltime tables. The diffraction traveltime curve consists of the down-going
P wave and the up-going S wave. Therefore, two sets of input traveltime tables are
required for the construction of the diffraction time surface and the weight functions.
Matrix elements carrying the index 1 are computed from the P wave traveltimes and
those with index 2 from S wave traveltime tables.

As stated before, I have developed an alternative formulation of the weight functions
that does not require a priori information on the reflector orientation. This new weight
function can also be applied to PS converted waves. Its derivation is given in Appendix E.

I present a 2-D example: ray synthetic seismograms (Figure 6.9) were obtained using
the SEIS88 package (Červený and Pšenč́ık, 1984) for a two-layers model with a hori-
zontal interface in a common shot configuration. The P-velocity is VP1

=5km/s in the
upper layer and VP2

=6km/s in the lower layer that lies at a depth of 2km below the
source. The S-velocities are VSi

= VPi
/
√

3 and the density is given by ρ = 1.7 + 0.2VP

(ρ in g/cm3 and VP in km/s). 300 receivers with a spacing of 10m were distributed
starting 10m away from a line source. Only PS reflections were considered in this example.

The migrated depth section is shown in Figure 6.10. Reflection coefficients were picked
from the section and are compared to analytic results. Figure 6.11 shows good accordance
between the two curves. The (negative) peak at a distance of 1.8km is a boundary effect
caused by the limited extent of the receiver line, which provides sufficient illumination of
the reflector only for distances smaller than 1.8km. This also causes the diffraction that
shows in the migrated section (cf. Figure 6.10).
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Figure 6.9: Synthetic common shot section: the receiver spacing is 10m but only every
fifth trace is shown here.
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Figure 6.10: Migrated depth section: the reflector was migrated to the correct position.
The amplitude matches the reflection coefficient. The diffraction is a boundary effect (see
text).
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Figure 6.11: Solid line: picked reflection coefficients from the migrated section in Figure
6.10. The peak at 1.8km is a boundary effect (see text). Dashed line: analytic values for
the reflection coefficients.
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6.8 Complex Models?

Of course I would have liked to show results for a complex model as an additional
example. Instead, I give the reasons why I did not apply my method to such a model
so far. This section also explains why I am confident that the method will nevertheless
perform well in complex models.

The reason, why no complex model was used only looks simple on the first view: at
the time of finishing this thesis there was no suitable synthetic dataset available for the
validation of the method. Going into details reveals some problems, which are, however,
not caused by the technique itself. The necessary input information for my migration
scheme are

• the velocity model,

• the seismograms,

• the traveltime tables.

In the case of synthetic data, the velocity model is needed for the generation of the
seismograms, but it is in any event needed for the computation of the traveltime tables
and the traveltime coefficients, i.e. slownesses and second-order derivative matrices. The
velocity model also contains information on the inclination and curvature of reflectors. A
typical candidate for a complex velocity model would contain several velocity layers as
well as a synclinal or anticlinal structure, e.g., a salt dome, and faults since these are the
situations that are of most interest for exploration.

Complex structures in the velocity model express themselves in complex seismic sections,
that contain later arrivals, and especially triplications. These are of considerable
interest, because a lot of energy is contained in their reverse branches. Therefore the
reconstruction of amplitudes with a true-amplitude migration makes sense, only if later
arrivals are accounted for. This has consequences for the choice of the algorithm which
is used for the generation of the traveltime tables. Finite-difference eikonal solvers
(FDES) are not suited because they compute only first arrivals. The alternative to
FDES are techniques which are based on the ray method. Currently, two such programs
are available to the author. The first is based on the wavefront construction method
(WFC, Vinje et al. 1993) and part of the norsar program package. The second program
employs the wavefront oriented ray tracing technique (WRT) developed by Coman and
Gajewski (2001).

Figure 6.12 shows (first arrival) traveltimes which were computed for the picrocol

model (Brokešová et al., 1994) with the norsar program package. The relevant part of
the model is also given by Figure 6.12. One can clearly see that there are regions where
no traveltimes have been computed. These are shadow zones, which were not covered
with rays, therefore no traveltimes are available, and the values are set to zero. It is
impossible to determine the traveltime coefficients which are required for the weight
functions and the diffraction time surface in these regions. This problem with incomplete
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Figure 6.12: Traveltimes for the picrocol model, computed with the norsar package.
The values of the traveltimes are displayed by the grayscale with white corresponding
to zero traveltime. The source is located in the upper left corner of the model. The
black lines correspond to the interfaces of the model. White areas are regions, where the
traveltime value is zero. These are shadow zones, that could not be covered with rays. In
other regions (see the arrow) the traveltimes appear to be wrong, since there seems to be
a discontinuity in them. It is possible that this traveltime belongs to a later arrival.

traveltime tables is not inherent to the wavefront construction method, but applies to all
ray tracing techniques. The reason is that for models with discontinuities of the velocity
- as for the “hard” reflectors in the picrocol model – the scale length is no longer large
compared to the wavelength (cf. Equation (2.1.7)): the velocity variations take place on
a much smaller scale at the interfaces, especially for thin layers. If this is the case, ray
tracing techniques can become instable.

To adjust the scale length, smoothing of the velocity model is advised. The technique of
Coman and Gajewski (2001) yields complete traveltime tables including later arrivals,
if wavenumbers below 200m are removed from the velocity model (Gajewski, personal
communication). Smoothing of the velocity model, however, leads to deviations of the
traveltimes and wavefront curvatures compared to those for the unsmoothed model.
Consequently, errors in the weight functions, and therefore in the reconstructed ampli-
tudes occur. I will illustrate this with a simple example.

Consider a reflector with an overburden that consists of two parallel constant velocity
layers of equal thickness d1 = d2 (Figure 6.13). This model has a velocity discontinuity
where the velocities v1 and v2 meet. The extreme case of a smoothed version of this model
would be one layer with a constant velocity v, where

v = (d1 + d2)

(

d1

v1
+

d2

v2

)−1

=
1

2

v1v2

v1 + v2
. (6.8.42)

This form of v arises if slownesses are smoothed instead of velocities. It ensures that the
vertical traveltime to a point on the reflector is conserved1. Figure 6.14 shows the weight

1This is the reason, why the slownesses are smoothed instead of velocities. Note, however, that the
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Figure 6.13: Ray paths from a source at S to a receiver at G via a subsurface point M
assumed to lie on a reflector. Rays are shown for a two-layer medium (solid line) and a
substitute medium (dashed line) with constant velocity. The constant velocity is chosen
in such a way that the vertical traveltime is conserved.
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functions for the original model and for the smoothed version. The error of the weights
for the smoothed model increases with growing offset. This leads to an underestimation
of the recovered reflection amplitude for higher offsets. Although in this example the
smoothing was taken to its extreme, the effect has also been shown by Peles et al. (2001)
for a model which was only reasonably smoothed.
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Figure 6.14: Weight functions for a two-layer overburden model as in Figure 6.13 (solid
line) and the constant velocity substitute (dashed line) for a point at the distance x on
the reflector. The source is located at zero. The error of the weight function which uses
the substitute medium increases for growing x.

The astute reader may now remark, that although I have reservations against the use of
smoothed velocity models, I employ a different kind of smoothing myself for the weight
functions: every interpolation corresponds to smoothing. Since the weight functions are
determined at the coarse grid points only, trilinear interpolation is carried out onto all
fine grid subsurface points, thereby smoothing the weight functions. The observation
that this leads to errors in the weight functions is correct. However, the effect is small,
as I will demonstrate with a simple example.

Figure 6.15 shows a two-layer medium with a horizontal interface at the depth z. It

conservation of the vertical traveltime applies only to one depth point under the source at the depth z0,

if the model was smoothed between z=0 and z0. E.g., for a point in the v1-layer the vertical traveltime

is z/v1 6= z/v, if v was determined from the vi until reflector depth!
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Figure 6.15: Representation of a two-layer medium. The circles denote coarse grid points
where the weight functions are determined. At the depth z the weights need to be
interpolated onto the reflector. This leads to errors.

is unlikely that the reflector will coincide with the coarse grid points at which the
weight functions are determined. This situation is given in Figure 6.15. The correct,
un-interpolated weight functions would be determined in the reflector surface. This means
that only traveltimes to points on the reflector would enter the computation, which are
in this case those for a constant velocity model with velocity v1. Since traveltimes are not
available in the reflector surface but only in planes below and above it, the weights for the
points on the reflector are interpolated from the points below and above. In the model
case the weights above the reflector are the correct ones since the velocity is constant
v1. Therefore the traveltimes from which the weights are computed are the correct ones.
Below the reflector, the traveltimes behave different due to the discontinuous change in
slowness at the interface, and the change in wavefront curvature (see, e.g., Leidenfrost
et al. 1998). The weights at this depth are derived from traveltimes which were
obtained by using velocity v2 for the grid points below the reflector. They are, therefore,
wrong with respect to the reflector. As a consequence, the weights on the reflector
which result from interpolation of the values below and above the reflector are also wrong.

The errors in the weight functions which result from the interpolation of weight functions
from below and above the reflector are very small. Figure 6.16 shows the weight
functions and the relative errors for a model like the one in Figure 6.15 with v1=4.5km/s,
v2=5km/s, and z=2km. The coarse grid spacing in this example is 100m, with the
reflector in the middle between two coarse grid points. Only for higher offsets the errors
increase. The move-out is smaller there, therefore the curvature in terms of the matrix
N̄ is small, as is the weight function. This lets the errors appear higher since they are
relative errors.

Although for the given reason smoothed velocity models are not perfectly suited for
this technique of true-amplitude migration, I assume that they would nevertheless lead
to satisfactory results. They are, however, not appropriate for the validation of the
technique with respect to a complex model. I have applied the technique to simple
models so far to be able to validate the method itself. The use of input data, which,
itself, leads to errors in the determination of the weight functions can not serve the
purpose of validation of the technique. Therefore, the technique has not yet been applied
to a complex model.
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Figure 6.16: Weight functions for three points at the distance x on the reflector for the
model given by Figure 6.15. Right: analytic weight function (gray lines) and interpolated
weight function (dashed lines). Since both curves nearly coincide, the relative errors of the
interpolated weight functions are given on the left. The slightly increasing error towards
larger distance from the image point is caused by the smaller values of the weight function.

There are other means, though, to assess the applicability of the method to complex
models. The traveltime coefficients which are used for the computation of the weight
functions are the same as in the expressions for the geometrical spreading, as well as for
the traveltime interpolation. The high accuracy of the traveltime interpolation and the
spreading computation has already been discussed in Chapter 3 and Chapter 5, also with
respect to a complex model, the Marmousi model. These results are cause for my trust
that the migration technique will perform as well for complex models as the computation
of spreading and traveltimes.



Chapter 7

Limited Aperture Migration

True amplitude migration as introduced in Chapter 6 is based on a summation stack
along diffraction time surfaces. If the summation is carried out over the whole aperture
of the experiment, this becomes a very time consuming process. A significant part of this
time, however, is spent unnecessarily: traces where the diffraction time and the traveltime
of the associated reflected event differ by more than the duration of the source pulse
(this criterion defines the minimum migration aperture), do not contribute to the desired
migration result, but only lead to an increase in migration noise. Thus, a restriction to
the minimum aperture as an optimised migration aperture can significantly enhance the
image quality as well as the computational efficiency. Also, once the minimum aperture
is determined, boundary effects can be recognised as such.

Although it is a different physical concept, the definition of the optimised (minimum)
aperture bears a strong formal relationship to the (first) Fresnel zone, the intersection
surface of the Fresnel volume with the reflector surface. In 1992, Červený and Soares
propose an algorithm for Fresnel volume ray tracing. They “believe that Fresnel volume
ray tracing will find [. . . ] applications [. . . ] in the inversion of seismic data in the near
future”. Hubral et al. (1993a) describe the Fresnel zone by paraxial approximation in
terms of second order derivative matrices of traveltimes. For the zero-offset situation the
projection of this paraxial Fresnel zone onto the earth’s surface is given by Hubral et al.
(1993b). Schleicher et al. (1997) derive an expression for the projected Fresnel zone for
arbitrary measurement configurations. They also introduce an expression for the size of
the optimum migration aperture, which is also derived using the paraxial approximation.
They further show that in this approximation both projected Fresnel zone and optimum
migration aperture coincide.

Schleicher et al. (1997) compute the optimum migration aperture by means of dynamic ray
tracing. The quantities that are required are, however, as the weight functions, related to
second-order traveltime derivatives. Therefore, the optimum aperture can be determined
from traveltimes. In the first section an approximate expression for the optimum migration
aperture will be derived. I will show that the quantities which determine the optimum
aperture are the same as the matrix elements used in the weight functions and traveltime
interpolation. I will give examples on limited aperture migration in the section thereafter.

103
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The chapter concludes with an estimate of possible savings in computational time.

7.1 Optimum Migration Aperture

Figure 7.1 shows an extract of a seismic section for a single reflector and a diffraction
traveltime curve for a point on the reflector. One can easily see that only those traces
contribute to the stack (6.2.3) where the diffraction traveltime curve τD is within the
reflection traveltime τR, and τR plus the duration of the signal, τL. As in Chapter 6 which
introduces amplitude-preserving migration it is assumed that the seismic experiment is
designed to provide sufficient illumination of the target area. Schleicher et al. (1997) use
this criterion to define the minimum aperture, which is also the optimum aperture:

|τF | = |τD − τR| ≤ τL , (7.1.1)

where τF is the difference between diffraction and reflection traveltime.Please note that
the terms minimum and optimum aperture as introduced by Schleicher et al. (1997) refer
to the reconstruction of the amplitude. Sun (1999) uses the same terms but with respect
to elimination of a specific type of migration noise. Therefore the optimum apertures
of Schleicher et al. (1997) and Sun (1999) do not coincide. I use the term “optimum”
aperture in the sense of Schleicher et al. (1997).

Equation (7.1.1) bears a strong similarity to the definition of the (first) Fresnel zone. The
difference between the two concepts is, that the Fresnel zone is defined on the reflector,
whereas the minimum aperture criterion is applied in the registration surface. Figure 7.2
demonstrates this difference.

To find an expression for the optimum aperture as it is given by Equation (7.1.1), τF

is expanded into a second-order Taylor series with respect to the 2-D source-receiver
location coordinates ξ = (ξ1, ξ2). The expansion is centred at the stationary point ξ∗,

where τD = τR and ~∇τF = 0:

τF =
1

2
(ξ − ξ∗)> HF (ξ − ξ∗) , (7.1.2)

in which HF is the Hessian matrix of the traveltime difference τF . It has already been
introduced in Section 6.3, where it was required for the weight functions. With this
equation and Equation (7.1.1), the optimum aperture in paraxial approximation is given
by (Schleicher et al., 1997):

1

2
|(ξ − ξ∗)>HF(ξ − ξ∗)| = τL . (7.1.3)

For the evaluation of Equation (7.1.3), however, the centre of the aperture that corre-
sponds to the stationary ray must be known. This can be determined from the slowness
vectors. As I assume the velocity model to be known, information on the inclination angle
of the reflector is available. The incidence angle θ1 on the reflector is then given by

cos θ1 =
√

1 − V 2
1 q̄1 ·q̄1 , (7.1.4)
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Figure 7.1: Schematic seismic section for a single reflector and traveltime curve for a
diffraction point on the reflector. Dashed lines: reflection traveltime τR (coinciding with
the events) and τR+τL, where τL is the duration of the source pulse. Solid line: diffraction
traveltime τD. Traces outside the optimum aperture, which is given by the intersection
points between the diffraction curve and the “end” of the signal, do not contribute to the
diffraction stack.
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Figure 7.2: Minimum migration aperture (left) and Fresnel zone (right): the criterion for
the minimum aperture (in the ξ-surface) is that the traveltimes τ(ξ0R∗ξ) and τ(ξ0Rξ) do
not differ by more than the signal length τL. The Fresnel zone on the reflector is defined
such that the difference between the traveltimes τ(ξ0R∗ξ∗) and τ(ξ0Rξ∗) is smaller than
half a period T/2. The stationary ray is from ξ0 to ξ∗ passing R∗ in both cases. Dashed
lines indicate reflected rays and solid lines stand for diffracted rays.
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where q̄1 is the slowness vector of the ray from the source to the reflector. Similarly, q̄2

is the slowness vector of a ray from the receiver to the reflector. The reflection angle θ2

is expressed by an equivalent of (7.1.4) but using q̄2 instead. Since the stationary ray
obeys Snell’s law, the centre of the aperture for PP data is the geophone position where
the difference between θ1 and θ2 is minimal.

As for the weight functions the matrices N̄I and ḠI which are needed for the computation
of HF can be determined from N̂I and ĜI by rotating the latter onto the tangent planes
of the recording surface and the reflector candidate. Moreover, the curvature of the
recording surface and the reflector has to be considered. This procedure is described
in Chapter 4. To do so, I assume that a priori information on the velocity model is
available. For simple models the inclination of a reflector can be computed from the
gradient of the velocity model. More generally, for example if the velocity model is
smooth, it can be extracted from a previous migration. The determination of the reflector
curvature follows similar lines. For image points that are not located on a reflector, this
information will not be available. For these cases, however, the inclination and curvature
are irrelevant, because the migration output will be negligible, regardless of inclination
and curvature. For simplicity, I assume both to be zero for those points. If the reflector’s
inclination but not its curvature can be determined for a point which is located on the
reflector, I expect that the approximation of the reflector by a locally plane surface will
yield satisfactory results in many cases. This assumption appears to be acceptable since
applicability of the ray method requires that the radius of reflector curvature is large
compared to the wavelength. Moreover, the recovered reflection coefficient is a plane
wave reflection coefficient.

7.2 Examples

I have applied the algorithm to simple generic models. These have the advantage of
known analytic solutions for the involved quantities. Therefore they are very useful
for the validation of the method. The example given here is a two-layer model with
an inclined interface. The inclination angle is 63◦ and the model has a velocity of
5km/s above and 6km/s below the reflector. A ray-synthetic common-shot section was
computed with the SEIS88 package (Červený and Pšenč́ık, 1984) using a Gabor wavelet
with a signal length of 25ms and 10m distance between the receivers. The migration was
carried out first using the original noise-free data, and then for the same dataset with
white (random) noise added, having a signal-to-noise ratio of 2. The noisy input section
is shown in Figure 7.3. In both cases the optimum aperture was applied as well as the
complete aperture for comparison. In limiting the aperture one must, however, take into
account that boxcar filtering produces undesirable effects like ringing or overshooting in
the migrated image. Therefore a taper was applied at the endpoints of the aperture.
Please note that the taper was not applied in the sense of Sun (1999), but to serve a
basic rule of signal processing.

Figure 7.4 shows the recovered reflection coefficients from the noise-free section and
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Figure 7.3: Synthetic common-shot section for a 63◦ inclined reflector: The receiver
spacing is 10m but only every fifth trace is shown here. The signal-to-noise ratio is 2.
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Figure 7.4: Recovered reflection coefficients from noise-free data for a 63◦ inclined re-
flector: Dashed line: analytic reflection coefficients. Dotted line: recovered coefficients if
the whole aperture is used. Solid lines: recovered coefficients if the optimum aperture is
used. The black line results from applying a taper to the aperture, the gray line follows
without tapering. The reflection coefficients from the optimised aperture migration are
overestimated (see text). The peak near 2.5km is a boundary effect caused by insufficient
illumination of the reflector due to the limited extent of the receiver line.
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Figure 7.5: Exact and paraxial optimum migration aperture for a point on the 63◦ in-
clined reflector. Dashed line: reflection traveltime plus signal length τR + τL. Solid line:
diffraction traveltime curve τD. The centre of the paraxial aperture that corresponds to
the stationary ray is located at ξ∗.

analytic values. Compared to the whole aperture result, application of the optimum
aperture leads to slightly overestimated reflection coefficients. This effect is more
pronounced if the taper is omitted. For example, at 2.7 km distance the error of the
recovered reflection coefficient is 1.3% if the whole aperture is used, it is 1.7% for the
tapered optimum aperture and 3.0% for the optimum aperture without taper. The reason
for the overestimation of the reflection coefficients is that Equation (7.1.3) represents
an approximation for the optimum aperture. Figure 7.5 demonstrates the difference
between the exact optimum aperture (which can be computed for this type of model,
but closed form solutions do not exist for arbitrary models) and the optimum aperture
in paraxial approximation resulting from Equation (7.1.3). Please observe in Figure 7.5
that traces within the required aperture, but not within the paraxial aperture would give
negative contributions to the stack. This is the reason why the reflection coefficients are
overestimated. By applying the taper, additional traces outside of the paraxial aperture
are allowed to contribute. This leads to a partial compensation of the overestimation
caused by the errors of the paraxial aperture.

The AVO behaviour, however, by which I signify the gradient or the general shape of
the AVO is of more interest for interpretation than the absolute value of the reflection
coefficients. It is less affected by the effect described above than the absolute value:
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Figure 7.6: Recovered reflection coefficients from noise-free data for a horizontal reflector.
The difference between the two results is very small. Dashed line: analytic reflection
coefficients. Solid line: recovered coefficients if the optimum aperture is used. Dotted
line: recovered coefficients if the whole aperture is used. The two peaks at 0.3 and 1.1km
are again boundary effects.
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Figure 7.7: Results from noisy data for a 63◦ inclined reflector: Dashed line: analytic
reflection coefficients. Solid line: recovered reflection coefficients if the optimum aperture
is used. Dotted line: recovered coefficients if the whole aperture is used.

Figure 7.4 shows that the AVO trend is preserved for all three cases, whether the whole
aperture is used or the optimum aperture, with or without taper. For reflectors with
moderate or no inclination the effect takes place on a smaller scale. Figure 7.6 shows
that the results for a horizontal reflector (at 2.5km depth and with the same velocities
and wavelet as above) look virtually the same for both apertures.

The reflection coefficients that result from the noisy input data on the 63◦ reflector are
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Figure 7.8: Migrated depth sections of noisy data for the 63◦ inclined reflector. Left: the
whole aperture was used; right: only traces within the optimum aperture were used.

shown in Figure 7.7 together with the analytic values. Please keep in mind that in this
example the quality of the input section is very poor. For a better signal-to-noise ratio
the scatter in the recovered reflection coefficients is significantly smaller. The migrated
depth sections of the noisy data using the optimum aperture and the whole aperture are
shown in Figure 7.8. In both cases the reflector has been migrated to the correct position
but the image quality is improved if the optimum aperture is used. This effect may be
more apparent if more than one arrival is present in the input section. If, e.g., another
reflection event in the data would cut through the one under consideration, it would add
unwanted contributions to the stack, thus increasing the noise. By limiting the aperture,
this higher noise can at least be averted for unwanted events that lie outside of the
aperture.

I have shown that application of the method to simple types of models yields good results
in terms of image quality and recovered amplitude. The goal was to provide these good
results and at the same time reduce the requirements in computational time and storage.
The storage problem can be overcome by using coarse gridded traveltimes as only input
data, as shown in Chapter 3 and 6. The determination of the weight function from
traveltimes as well as the interpolation of the diffraction time surfaces lead to savings in
computational time, see also Chapter 3 and 6. The following section discusses potential
savings in computational time that result alone from the limited migration aperture.



7.3. POTENTIAL SAVINGS IN COMPUTATIONAL TIME 111

7.3 Potential Savings in Computational Time

The method of traveltime-based true-amplitude migration itself is very efficient in terms
of computational time and storage, as already discussed in Chapter 3 and 6. The savings
in computational time that result from the reduction of the migration aperture alone are
difficult to estimate because of the various factors involved in the size of the required
aperture. To give an idea about possible savings, I have compared the optimum aperture
to the complete aperture for the case of a single, horizontal reflector. The results are
shown for 2-D and 3-D in Figure 7.9. Three parameters were varied to demonstrate their
influence on the aperture: the velocity in the upper part of the model, the reflector depth,
and the signal length. For small cable lengths, the savings are moderate because the
required apertures are not much smaller than the total cable length. If the cable length is
increased, the ratio of required aperture to complete aperture decreases. The effect of the
velocity and signal length are similar since both are closely related to the wavelength. For
varying reflector depth a more pronounced change occurs in the behaviour of the required
aperture. The shallower the reflector is, the higher is the incidence angle of the wave with
the normal to the registration surface, leading to an increase in apparent wavelength.
This requires a larger aperture.
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Figure 7.9: Potential savings in percent of computational time by using the optimum
migration aperture (100% corresponds to the complete aperture). The velocity model
used here is a horizontal reflector. The parameters that were varied in these plots are the
velocity in the upper layer (top), the reflector depth (middle) and the length of the source
pulse (bottom), on the left for 2-D and right for 3-D.



Chapter 8

A General NMO Formula

In the previous chapters I have considered applications based on traveltime tables as
input information. These traveltimes were used to compute the first and second order
spatial derivatives required for the applications. Another possibility not mentioned
before is the determination of the coefficients directly from data. Reflection traveltimes
may be obtained from seismic data by picking of events. Due to noise, however, picked
traveltimes will probably not match the requirements for sufficiently accurate coefficients.
In this chapter I will discuss an alternative for picking traveltimes. The coefficients can
also be obtained by a stacking procedure and a subsequent semblance analysis, which
allows a fully automated determination of the coefficients directly from seismic reflection
data. This stacking procedure is called the common-reflection-surface (CRS) stack (Jäger
et al., 2001; Zhang et al., 2001). It yields kinematic wavefield attributes that can be
expressed by the traveltime coefficients used in this work and vice-versa.

Similar to NMO formulae, as, e.g, the classical T 2 − X2 equation, the CRS operator is a
hyperbolic traveltime expression. Normal move-out (NMO) velocities play a significant
role for the inversion of seismic reflection data. Closely related to the wavefront
curvature, and, thus, geometrical spreading, NMO velocities are employed for a variety of
important applications in seismic data processing, as, e.g., NMO corrections, divergence
corrections, migration weights, traveltime interpolation, and determination of Fresnel
zones. Similarly, the CRS attributes can be employed for the same applications. As I
have shown in the previous chapters, the same properties can also be determined from
the hyperbolic traveltime expression introduced in Chapter 3. The aim of this chapter is
to show how equations like the CRS operator and the T 2 −X2 formula are related to the
hyperbolic traveltime equation that can be considered as a general NMO formula.

In the following sections I will relate the classical T 2 −X2 formula to the hyperbolic tra-
veltime expansion derived in Chapter 3. The general hyperbolic formula is also considered
for the zero-offset and CMP configurations. The last section gives a brief introduction to
the CRS technique and its operators, and how they relate to the general NMO equation.
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8.1 Introduction to Classical Formulae

The classical T 2−X2 formula was derived for a horizontally stratified medium. Taner and
Koehler (1969) showed that the reflection traveltime in the short spread approximation
corresponds to a hyperbola of the form

T 2 = T 2
0 +

X2

V 2
rms

. (8.1.1)

In Equation (8.1.1) Vrms is the RMS velocity controlling the move-out, T0 is the vertical
two way traveltime, and X the distance from the source. The move-out in the T 2-X2

domain is linear. It can be directly determined from the slope of the T 2 graph, which is,
in the horizontal layer case, a straight line. A more general form of Equation (8.1.1),

T 2 = T 2
0 +

X2

V 2
nmo

, (8.1.2)

contains the move-out velocity, Vnmo instead of Vrms (Hubral and Krey, 1980). In contrast
to (8.1.1), Equation (8.1.2) is not restricted to models with horizontal layering. Hubral
and Krey (1980) also show how the NMO velocity is related to the wavefront curvature.

In the next section I will introduce the general NMO equation and show that Equation
(8.1.2) is a special case of it. To do this, the hyperbolic traveltime expansion (3.2.2) is
considered in midpoint and half-offset coordinates.

8.2 The General NMO Formula

In Chapter 4 I have shown how the parabolic traveltime expansion, Equation (3.1.4), can
also be applied to reflection traveltimes. Similarly, the hyperbolic traveltime expansion,
Equation (3.2.2), can be rewritten for reflection traveltimes. Whereas the classical
T 2 − X2 method was derived for horizontally stratified media, the hyperbolic traveltime
expansion resulting from Equation (3.2.2) can be considered as an extension of the
T 2 −X2 method to arbitrary 3-D heterogeneous media. Since no assumptions were made
on the model in the derivation of Equation (3.2.2), it even applies to anisotropic media.

In the following I assume that the registration surface in which sources and receivers
are located coincides with the x-y plane of the hyperbolic traveltime expansion given by
(3.2.2). With the ∆z components of the source and receiver coordinates equal to zero,
Equation (3.2.2) for the reflection traveltime becomes

τ 2(s, g) =
(

τ0 − p>
0 ∆s + q>

0 ∆g
)2

+ τ0

(

−2 ∆s>N ∆g −∆s>S ∆s + ∆g>G ∆g
)

. (8.2.3)

Vectors and matrices are defined in the recording surface and have dimension two. Equa-
tion (8.2.3) is valid in arbitrary, including anisotropic 3-D media. Regardless of the wave
type it applies to monotypic reflections (PP, SS) as well as to converted waves (PS, SP).
It is, therefore, a general hyperbolic move-out equation.
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Midpoint and half-offset coordinates

Equation (8.2.3) can be rewritten for the use of midpoint and half-offset coordinates. The
midpoint coordinate is

xm =
g + s

2
, (8.2.4)

and the half-offset coordinate is

h =
g − s

2
. (8.2.5)

Substituting these into (8.2.3) leads to

τ 2 =
(

τ0 + (q0 − p0)
>

∆xm + (q0 + p0)
>

∆h
)2

+ 2 τ0 ∆h>
(

G + S − 2(N> − N)
)

∆xm

+ τ0 ∆x>
m(G − S − 2N) ∆xm + τ0 ∆h>(G − S + 2N) ∆h . (8.2.6)

Equation (8.2.6) will now be investigated for the CMP and zero-offset configurations.

Arbitrary medium in CMP configuration

For the CMP configuration ∆s = −∆g. The CMP coordinates for a 3-D medium are the
offset r and the azimuth angle ϕ. They relate to the vectors ∆s and ∆g as follows:

−∆sx =∆gx =
r

2
cos ϕ

−∆sy =∆gy =
r

2
sin ϕ . (8.2.7)

Substituting these into the hyperbolic traveltime expansion and introducing the abbrevi-
ations

P =
1

2
[(px + qx) cos ϕ + (py + qy) sin ϕ] (8.2.8)

N =
1

4

[

(Gxx − Sxx + 2Nxx) cos2 ϕ + (Gyy − Syy + 2Nyy) sin2 ϕ

+2 (Gxy − Sxy + Nxy + Nyx) sin ϕ cos ϕ] (8.2.9)

leads to

τ 2 = (τ0 + Pr)2 + τ0Nr2

= τ 2
0 + 2τ0Pr + (P 2 + τ0N) r2 . (8.2.10)

This equation is generally valid for the CMP configuration, regardless of the model un-
der consideration. It is even valid for converted waves. It is the equation of a shifted
hyperbola.
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Zero-offset situation for a monotypic wave

Here the hyperbolic equation must be symmetric with respect to exchange of ∆s and ∆g.
This requires that

q0 = −p0

G = −S

N = N> . (8.2.11)

Therefore equation (8.2.3) reduces to

τ 2 =
(

τ0 + q>
0 (∆s +∆g)

)2
+ τ0

(

(∆s +∆g)>G (∆s +∆g) − 2∆s>(G + N)∆g
)

. (8.2.12)

It can also be expressed in midpoint and half-offset coordinates:

τ 2 =
[

τ0 + 2q>
0 ∆xm

]2
+ 2τ0

[

∆x>
m(G − N) ∆xm +∆h>(G + N)∆h

]

. (8.2.13)

Zero-offset CMP configuration

Using again the symmetric properties for zero-offset and monotypic waves given by
(8.2.11), Equation (8.2.10) can be simplified to

τ 2 = τ 2
0 + τ0 N r2 , (8.2.14)

where N is

N =
1

2

[

(Gxx + Nxx) cos2 ϕ + (Gyy + Nyy) sin2 ϕ + 2 (Gxy + Nxy) sin ϕ cos ϕ
]

.

(8.2.15)
Comparing equation (8.2.14) to the NMO equation (8.1.2) rewritten to midpoint and
half-offset coordinates

τ 2 = τ 2
0 +

r2

v2
nmo

, (8.2.16)

leads to an expression for the NMO velocity in terms of second order traveltime derivatives:

v2
nmo =

1

τ0N
. (8.2.17)

For a v(z) (homogeneously layered) medium N can be further simplified: in this case the
matrices G and N are identical. The mixed components Nxy vanish and Nxx = Nyy = N .

Examples for the zero-offset CMP configuration

For a homogeneous medium with one horizontal reflector at the depth z0 the traveltime
is

τ =
1

v

√

(gx − sx)2 + (gy − sy)2 + 4z2
0 . (8.2.18)
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The second order derivatives are given by

N =
1

2vz0

. (8.2.19)

The τ0 time is the two-way-traveltime

τ0 =
2z0

v
. (8.2.20)

From this follows equation (8.2.17) with vnmo = v. For a layered medium above the
reflector the NMO velocity becomes vrms. This corresponds to Equation (8.1.1), the
T 2 − X2 equation.

For a 2-D homogeneous model with an inclined reflector (inclination angle ϑ) and sx and
gx the distances of the source and receiver to the point where the reflector intersects the
x-surface, the traveltime is

τ =
1

v

√

(gx − sx)2 + 4gxsx sin2 ϑ . (8.2.21)

The second derivative N = Nxx for sx = gx = x is

N =
1

2vx

cos2 ϑ

sin ϑ
(8.2.22)

and furthermore with

τ0 =
2x sin ϑ

v
, (8.2.23)

the NMO velocity is

vnmo =
v

cos ϑ
. (8.2.24)

8.3 The CRS Formula

The Common-Reflection-Surface (CRS) stack provides a 2-D simulated common-offset
section from seismic multi-coverage reflection data. In contrast to conventional reflection
imaging like NMO-DMO processing or depth migration the CRS stack does not depend
on a macro-velocity model. The output from the CRS stack not only provides a well-
simulated common-offset section – including the zero-offset case – but also five kinematic
wavefield attribute sections which can be used to construct a macro-velocity model (Jäger
et al., 2001), compute geometrical spreading, and to distinguish between reflection events
and diffractions (Zhang et al., 2001).

Zero-Offset CRS Formula

The zero-offset CRS formula (see, e.g., Jäger et al. 2001) is a hyperbolic three-parameter
traveltime expression in midpoint and half-offset coordinates. It is closely related to the
Polystack (deBazelaire, 1988) and the multi-focusing operator (Gelchinsky et al., 1999).
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Since the CRS stacking surface provides a better fit to the reflection events than the
stacking trajectories in conventional stacking methods, the resulting simulated zero-offset
section is of high quality. The three kinematic attributes for the zero-offset CRS formula
are

• the emergence angle of the zero-offset ray, α0,

• the curvature of the emerging normal-incident-point (NIP) wave, KNIP, a wavefront
that corresponds to a wave emitted from a point source at the normal-incidence-
point,

• the curvature of the emerging normal (N) wave, KN, a wavefront that corresponds
to a wave generated by an exploding reflector.

For more details on N and NIP waves, please refer to Hubral (1983). The zero-offset CRS
formula is given by (Jäger et al., 2001)

τ 2
ZO−CRS =

[

τ0 +
2 sinα0

v0
∆xm

]2

+
2 τ0 cos2 α0

v0

[

KN ∆x2
m + KNIP ∆h2

]

, (8.3.25)

where the velocity v0 at the zero-offset position is assumed to be known from a priori
information.

Equation (8.3.25) is equivalent to the 2-D variant of Equation (8.2.13),

τ 2 = (τ0 + 2q0 ∆xm)2 + 2τ0[(G − N) ∆x2
m + (G + N) ∆h2] , (8.3.26)

with q0 = sin α0/v0 and

KN =
v0

cos2 α0

(G − N) N=
cos2 α0

2 v0

(KNIP − KN)

KNIP =
v0

cos2 α0
(G + N) G=

cos2 α0

2 v0
(KNIP + KN) . (8.3.27)

Common-Offset CRS Formula

The common-offset CRS formula is an extension of Equation (8.3.25) which yields a
simulated common-offset section (Zhang et al., 2001). It uses the following five kinematic
attributes

• the emergence angle at the source, αs,

• the incidence angle at the receiver, αg,

• the wavefront curvature KG
CS of a wave generated by a point source at the source

position and measured at the receiver position, corresponding to a common-shot
experiment,

• the wavefront curvature KG
CMP of a wave from a fictitious CMP experiment, mea-

sured at the receiver,
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• the wavefront curvature KS
CMP of a wave from a fictitious CMP experiment, mea-

sured at the source.

The common-offset CRS formula is given by (Zhang et al., 2001)

τ 2
CO−CRS =

[

τ0 +

(

sin αg

vg

− sin αs

vs

)

∆xm +

(

sin αg

vg

+
sin αs

vs

)

∆h

]2

+τ0

[

(

4 KG
CS − 3KG

CMP

) cos2 αg

vg

− KS
CMP

cos2 αs

vs

]

∆x2
m

+τ0

[

KG
CMP

cos2 αg

vg
− KS

CMP

cos2 αs

vs

]

∆h2

+2τ0

[

KG
CMP

cos2 αg

vg
+ KS

CMP

cos2 αs

vs

]

∆h ∆xm (8.3.28)

where the velocities vg and vs are again assumed to be known from a priori information.

Equation (8.3.28) is equivalent to the 2-D variant of Equation (8.2.6),

τ 2 = (τ0 + (q0 − p0) ∆xm + (q0 + p0) ∆h)2 + 2τ0(G + S)∆xm ∆h

+τ0[(G − S − 2N) ∆x2
m + (G − S + 2N) ∆h2] , (8.3.29)

with q0 = sin αg/vg, p0 = sin αs/vs, and

KS
CMP =

vs

cos2 αs
(S − N)

KG
CMP =

vg

cos2 αg
(G + N)

KG
CS =

vg

cos2 αg

G . (8.3.30)

The inverse relations between G, N , S and KS
CMP, KG

CMP, and KG
CS are

G =
cos2 αg

vg

KG
CS

N =
cos2 αg

vg

(

KG
CMP − KG

CS

)

S =
cos2 αs

vs
KS

CMP +
cos2 αg

vg

(

KG
CMP − KG

CS

)

. (8.3.31)

Of course, the common-offset CRS formula, Equation (8.3.28) is also applicable to the
zero-offset situation, where q0=−p0 and G=−S, see (8.2.11). The relationships between
the CRS attributes are in this case given by

αg = −αs = α0

KG
CS =

KNIP + KN

2
KG

CMP = −KS
CMP = KNIP . (8.3.32)
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Chapter 9

Conclusions

I have presented an efficient strategy for amplitude-preserving migration of the Kirchhoff
type. It is based on coarse gridded traveltimes as only input information and therefore
requires a small amount of computer storage. The traveltimes are employed for the
computation of all quantities required for the migration process, namely fine gridded
traveltimes for the stacking surface, the true-amplitude weight functions, and the size of
the optimum migration aperture. The method also provides a tool for the computation
of geometrical spreading, and move-out velocities.

The technique for the interpolation of traveltimes is based on the traveltime differences
(i.e., move-out) between neighbouring sources and receivers of a multi-fold experiment.
All coefficients for the interpolation are computed from traveltimes on a coarse grid. The
interpolation has a high accuracy since it acknowledges the curvature of the wavefront
and is thus exact up to the second order. Following from the investigation of the
accuracy of the coefficients I recommend the hyperbolic rather than parabolic traveltime
expansion. This commendation is supported by the generic examples. Both hyperbolic
and parabolic variants are, however, far superior to the often used trilinear interpolation.
The difference in computational time for the three variants is insignificant.

One important feature of the technique is its possibility to interpolate between sources,
not only between receivers. The fact that all necessary coefficients can be computed on
a coarse grid leads to considerable savings in computational time and computer memory
since traveltime tables for less sources need to be generated as well as kept in storage. If,
e.g., every tenth grid point in three dimensions is used, this corresponds to a factor of 105

(if the sources are located in the x-y surface) less in storage requirement for interpolation
of shots and receivers at no significant loss in accuracy. As the method is not restricted
to cubical grids the coarse grid spacing can be adapted to the model under consideration.

Since the matrices involved in the traveltime interpolation bear a close relationship to
the matrices employed in the paraxial ray approximation the technique can also be
used to determine dynamic wavefield properties. This leads to the determination of the
complete ray propagator just from traveltimes. The ray propagator can be used for
various tasks including the computation of geometrical spreading. As for the traveltime
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interpolation, the coefficients from the hyperbolic traveltime expansion are better suited
for the computation of geometrical spreading, which is confirmed by several examples.

The same coefficients as for the traveltime interpolation were also applied for the
determination of migration weight functions. The examples given show good accordance
between the reconstructed reflectors and theoretical values in terms of position as
well as in amplitudes. This applies to PP as well as to PS converted wave data. A
further significant reduction in computational time was achieved by limiting the required
migration aperture to a minimum. A simple example indicates potential savings of up to
80 percent in 2-D and more than 90 percent in 3-D. The size of the optimum aperture
was also computed from the traveltime coefficients. Moreover, use of a limited aperture
can enhance the image quality by reducing migration noise.

I have presented simple examples for the true-amplitude migration in order to compare
the reconstructed values to analytic reflection coefficients. The high accuracy of the
traveltime interpolation and traveltime-based computation of geometrical spreading for
the Marmousi example supports my assumption that the method will also perform well
in complex models.

Finally, I have shown that the hyperbolic reflection traveltime formula can be considered
as an extension of the T 2 − X2 method to arbitrary 3-D media, and how this general
NMO equation is related to other move-out formulae.

Since no assumptions on the model were made when deriving the governing equations of
this research, there is a so far unused potential to extend this technique to anisotropic
media. The computational advantages of the traveltime-based method will be even better
for these media. Suggestions concerning this extension of the method are outlined in the
following “Outlook” chapter.



Chapter 10

Outlook

This thesis has introduced the technique of traveltime-based true-amplitude migration
in isotropic media. Application of the method to numerical examples illustrates that the
method promises to become a powerful tool in image processing. There remain, however,
aspects which are worth a thorough investigation. Some were already mentioned, for
example, the application of the method to complex models and associated problems.
These problems are closely related to another topic of fundamental interest, which has,
so far not been systematically researched: the influence of errors in the velocity model on
the recovered amplitudes. The first section of this chapter considers this influence. Since,
especially in complex models, the uniform illumination of the subsurface point under
consideration is crucial, a migration implementation allowing for this would enhance the
quality of the resulting image and amplitudes. It could be achieved by migration with
angular parametrisation, which is described in the next section.

Another major issue for the future will be the extension of the method to anisotropic
media. Anisotropy has been recognised to be important during the last years. An efficient
implementation of anisotropic amplitude-preserving migration would be of considerable
interest, the more, since there appear to be only very few studies on the concept of
amplitude-preserving migration in anisotropic media. The last section gives some thought
to how this could be achieved.

10.1 Sensitivity to Velocity Errors

For carrying out a Kirchhoff depth migration, an initial velocity model is required. Since
this thesis was not concerned about model-building, it was so far assumed that a velocity
model already exists, for instance as the result of a previous migration step, and that
this velocity model is correct. This last assumption is, of course, not justified. The
velocity model enters the migration in various ways. Errors in the velocity model cause
wrong traveltimes. These show in the migrated (kinematic) image in terms of under- and
over-migration (i.e. smiles and frowns). However, even horizontal alignment of events
in a common image gather does not signify that the velocity model which was used
for the migration is correct (Menyoli and Gajewski, 2001). Therefore, one must always
assume that the velocity model under consideration has errors. The traveltime errors
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which result from the wrong velocities also cause errors in the true-amplitude migration
weight functions, and, therefore in the recovered amplitudes. Since this is always the
case, the correlation between the errors in the velocity model and those of the recovered
amplitudes should be investigated.

For one special case of velocity deviations, namely smoothing of velocity models, I have
already shown in a simple example how this leads to errors in the amplitudes (Section
6.8). The effect of smoothing has also been recognised by Peles et al. (2001). A more
general approach for simple types of media, where an analytic solution is available, would
be to express the traveltime error ∆τ in terms of the velocity error ∆v by

∆τ =
∂τ

∂v
∆v . (10.1.1)

Subsequent differentiation of Equation (10.1.1) will then lead to expressions for the error
of those traveltime derivatives which are involved in the weight functions. Since the main
contribution to the stack comes from traces in the vicinity of the stationary ray, the
deviation of the weights for these traces will give insight to the effect that velocity errors
have on the recovered amplitudes.

To investigate the amplitude errors in arbitrary isotropic media, the generalised NMO-
equation (8.2.14) can be employed:

τ 2 = τ 2
0 +

r2

v2
nmo

= τ 2
0 + τ0Nr2 . (10.1.2)

This equation connects the traveltime τ to the NMO velocity vnmo. The quantity N
contains second order derivatives which enter into the weight function. Therefore Equation
(10.1.2) can be used to describe errors of N in terms of traveltime errors. For arbitrary
media the traveltime errors can be found by perturbation methods. The deviation of the
traveltime τ of the traveltime of the unperturbed medium τref is given by

∆τ = τ − τref = −
s
∫

s0

∆v

v2
ds , (10.1.3)

where v is the velocity of the unperturbed medium and ∆v the deviation of it. The
integration is carried out along the ray path of the unperturbed medium. As before,
differentiation of Equation (10.1.3) leads to expression for the errors of the traveltime
derivatives that are needed for the weight functions.

A similar approach can be followed for qP waves in weakly anisotropic media. Jech and
Pšenč́ık (1989) give the traveltime error by

∆τ = −1

2

s
∫

s0

∆aijklpiplgjgk

v
ds , (10.1.4)
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where the ∆aijkl are the deviations of the density-normalised elastic parameters from
those of the unperturbed medium, pi are the slownesses and gj the polarisation vectors.
The following procedure is the same as for isotropic media. It requires, however, that
expressions for the true-amplitude weight functions exist for anisotropic media. This
point will be discussed below, in section 10.3.

It may even be possible that the results of these investigations lead to criteria for a better
focusing. If this would be the case, the results may be used to formulate a migration-based
modeling technique in addition to horizontal image gathers. To predict such a method at
this time, however, would be premature.

10.2 Migration with Angular Parametrisation

In a typical seismic experiment, the sources and receivers are spaced as uniformly as
possible in the recording surface. This line-up has, however, a vital disadvantage: the
even coverage at the registration surface does not coincide with equable illumination at
the image point, which is necessary for AVO studies. To achieve uniform illumination
at the image point, rays with equal angular distance are required from the image point
to the registration surface. Rays which leave the image point with equi-angular spacing,
however, do not arrive with equidistant spacing at the recording surface. Therefore
equidistant spacing of sources and receivers leads to high illumination in some angular
regions, and poor illumination in others. Figure 10.1 (left) illustrates this effect which
is already present in homogeneous media. It has even higher impact in complex media,
e.g., with shadow zones.

1 52 3 4 6 7 1 52 3 4 6 7

M M

Figure 10.1: Schematic ray paths for a medium with a low velocity zone (gray) from
an image point M to several receivers (triangles). Left: in conventional migration only a
small angular region is well illuminated at M . On the right, the angles of the rays starting
from M are evenly distributed. This leads to even illumination at the image point, which
is especially important for shadow zones (see receivers 2–4).

To provide AVO curves, the illumination of the image point should be evenly distributed
over a large angular area. Since a model dependent registration can not be realised,
a specific implementation of migration could compensate this shortfall: the migration
with angular parametrisation, which was suggested by Brandsberg-Dahl et al. (2001).
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In this implementation, the traces in the registration surface are chosen to span a
large angle at the image point as evenly as possible (see Figure 10.1, right). This is
achieved by specifying the emergence angle, respectively the slowness at the image point.
At the same time this procedure avoids the problematic triplications, because a ray
is non-ambiguously characterised by its slowness. Therefore it may be convenient to
implement this algorithm using traveltimes for sources in the subsurface, i.e. at the
image points. For such an implementation the hyperbolic traveltime interpolation would
be very useful since it allows to interpolate sources.

Although the migration with angular parametrisation has already been proposed by
Brandsberg-Dahl et al. (2001), an implementation based on the hyperbolic traveltime
interpolation will be also especially suited, because then, the uniform coverage at the
image point will be particularly easy to realize. The slowness of a ray from M = s0 to a
receiver at g0 +∆g is given by

p = p0 + τ0N∆g . (10.2.5)

The quantities τ0, p0, and N correspond to the traveltime and its derivatives for a ray
from M to g0. The emergence angle at M is given by the slowness p at M . Therefore,
Equation (10.2.5) leads to the receiver position g0 +∆g for a given emergence angle. Since
in most cases there will be no receiver at this position, trace interpolation is required,
which is discussed, e.g., in Spitz (1991) or Kabir and Verschuur (1995).

10.3 Anisotropy

So far, amplitude-preserving migration has almost exclusively been applied to PP data,
where an isotropic medium was assumed. Although anisotropy is recognised as important
it is only considered with respect to kinematic aspects but not to amplitudes. Even the
kinematics are in most cases reduced to simple types of media, e.g., media with transverse
isotropy. If we are dealing with an anisotropic earth, however, the application of isotropic
methods leads to problems. Anisotropy can have several causes, as for example intrinsic
anisotropy or layer-induced anisotropy. Other possibilities are oriented fluid-filled crack
systems, and, of course, a combination of these causes, leading to an effective anisotropy.
In summary, as soon as there exists an organised structure with a preferred orientation,
anisotropy shows, if the wavelength of the investigation method is larger than the scale
of the structure. This problem of different scales has practical relevance, if results from
measurements on different scales are to be combined, e.g., surface and bore hole seismics.
If anisotropy is not considered, these results will not coincide (i.e. leading to mis-ties etc.).

Anisotropic effects are not restricted to kinematics. They have considerable influence
on the AVO- or AVA-behaviour of geological interfaces. One example are shales and
sands with a similar acoustic impedance. The anisotropy of the shales can lead to a
reversal in the polarity of the reflection coefficient that does not occur for isotropy.
Another possibility are amplitude changes assigned to the presence of gas if a medium
is assumed to be isotropic. In an anisotropic medium, this behaviour can be explained
without gas (deHoop et al., 1999). Therefore, anisotropy must also be acknowledged
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where amplitudes are considered.

A theoretical representation of Kirchhoff migration in anisotropic media was given
by deHoop and Bleistein (1997). This very complex theory is not very well suited
for an implementation. Although Gerea et al. (2000) give an anisotropic example for
amplitude-preserving migration of multi-component data, they use a simplified weight
function and consider only a horizontally layered VTI medium. This approach is very
restricted and will not be applicable to media with more complex anisotropy. The author
is not aware of additional work on this topic.

The first step in extending the method of traveltime-based true-amplitude migration to
anisotropic media is again the traveltime interpolation. It is even more important to have
an efficient implementation for the computation of the diffraction time surface than for
isotropic media, because the computational effort for anisotropic traveltime generation is
about five times higher than for isotropic media (D. Gajewski, personal communication).
Since no assumptions on the model were made for the derivation of the hyperbolic
traveltime expansion, Equation (3.2.2), it is equally valid for anisotropic media. If
traveltimes for suitable source-receiver combinations are available, all coefficients in
Equation (3.2.2) can again be determined from (coarse-gridded) traveltimes.

In the anisotropic case, however, the expressions (3.1.7), and (3.1.10) to (3.1.15) for the
derivatives with respect to the z-component of the source positions are not valid anymore.
These relations were determined by considering the isotropic eikonal equation (3.1.6) and
they contain spatial derivatives of the phase velocity. In anisotropic media, the phase
velocity depends not only on the position, but also on the direction of the ray. Gajewski
(1993) introduces derivatives of the phase velocity with respect to the ray direction.
Following his approach could lead to according expressions, but with respect to the x-,
y-, and z-coordinates. Note that these derivatives are only required for the traveltime
interpolation, if the position of the source changes in depth. All coefficients are, however,
necessary for the determination of geometrical spreading, migration weights, and limited
aperture migration. At this time, their determination is possible, but requires traveltime
tables for additional source positions at different depths (see Appendix D).

Figure 10.2 shows results of a hyperbolic traveltime interpolation in a homogeneous
medium with elliptical anisotropy. The velocities which were used for this example are
vx=4 km/s, and vz=5 km/s (see Appendix C). Input traveltimes were given by the
analytic solution (see also Appendix C) on a 100m grid. Hyperbolic coefficients were
determined and used for subsequent interpolation onto a fine 10m grid, first without a
change in source position (Figure 10.2, left), and then for a source which was shifted by
50m in x and y (Figure 10.2, right). Since the hyperbolic approximation equals the exact
solution in this case, the errors are caused by the limited machine precision: for both
source positions their median is below 7×10−6%. The maximum value is smaller than
10−4% apart for the source region, where the division by τ0=0 leads to wrong coefficients.

To find expressions for the weight functions, the same approach as for isotropic media may
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Figure 10.2: Traveltime errors for a homogeneous velocity model with elliptical anisotropy.
Left: traveltimes were interpolated from a 100m coarse grid onto a 10m fine grid without
a change of the source position. Right: as before, but additionally, the source was shifted
50m in x- and y-direction. The errors are within machine precision apart from the near
source vicinity. In this region, the hyperbolic coefficients are wrong, because of the division
by τ0, which is zero at the source.

be used. In the derivations of the isotropic weight functions in Chapter 6 no assumptions
were made on the model. Therefore the weight function given by Equation (6.2.13) is also
valid for anisotropic media:

W3D(ξ, M) = L
√

|detHF| e
i π
2

�
1−

sgnHF
2 � , (10.3.6)

where, as a reminder, L is the geometrical spreading and HF the Hessian matrix of the
traveltime difference τF = τD − τR.

The geometrical spreading is proportional to the square-root of the determinant of the
matrix Q

2
(see Chapter 2 and 5). Application of the results by Schleicher et al. (2001) leads

to an expression for the spreading in anisotropic media which differs from the isotropic
result only by a factor that acknowledges the angle between phase and group velocity:

Laniso =

√

Vs

vs

Vg

vg
Liso =

√

cos ϑs cos ϑg

|detN|
Vs

vs

Vg

vg
. (10.3.7)

The phase velocities VI are known directly from the slownesses, whereas the components
of the group velocity vector can be determined from the slowness vectors and the elements
of the density normalised elasticity tensor following Červený and Pšenč́ık (1972). Figure
10.3 shows geometrical spreading for an elliptically anisotropic medium determined from
traveltimes, and the corresponding errors with a median of the relative error of 0.23 %
and a maximum of 9.2 %. As for the isotropic examples, the main contributions to the
errors come from the trilinear interpolation.
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Figure 10.3: Geometrical spreading determined from traveltimes for a homogeneous ve-
locity model with elliptical anisotropy. Left: the spreading was computed on a 100m
coarse grid and interpolated onto a 10m fine grid. Right: relative errors of the spreading
compared to analytical results (see, e.g., Pšenč́ık and Teles 1996).

There exists also an expression for the decomposition of the geometrical spreading into
the down- and up-going ray branches in anisotropic media, corresponding to Equation
(6.4.24) (Schleicher et al., 2001). Use of these results will lead to appropriate weight
functions for 3-D media with arbitrary anisotropy.
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Appendix A

Nomenclature

A.1 Indices, Vectors and Matrices

Capital indices as, e.g., I, J , K, take values 1 and 2. Indices in lower case letters, as i,
j, k take values 1, 2 and 3. Unless otherwise stated, summation convention applies over
repeated suffixes. A comma preceding a quantity t, as in U,t, denotes differentiation with
respect to t. If the subscript following the comma is an index i, as in τ,i, it stands for
differentiation with respect to the ith component of the corresponding spatial vector.

A vector â with a hat has three components, a vector a has two components. Vectors
with unit length, e.g., base vectors are indicated with an arrow: ~e. If a superscript is
given, as, e.g., in p(q), the vector is to be taken in the appropriate coordinate system (q
stands for ray centred coordinates).

As for vectors, matrices Â carrying a hat are 3×3 matrices. Matrices A without hat are
in most cases 2×2 matrices. There are, however, exceptions, like 3×2 or 4×1 matrices.
A matrix A that is underlined twice is a 4×4 matrix, as, for example, a propagator matrix.

The 2×2 matrices Ā and two component vectors ā denoted with a bar¯ are given in the
specific coordinate system associated with the reflector surface.

A dot (“·”) denotes the scalar product.

A.2 List of Symbols

Some of the letters of the alphabet are used on more than one occasion. This was necessary
because I wished to use the same notation as in most of the literature. It should, however,
not be a problem to distinguish between the possibilities. In some cases, where a variable
could not be described shortly, I have only given the reference to its introduction in the
text.

131



132 APPENDIX A. NOMENCLATURE

A.2.1 Latin Letters

aijkl density normalised elasticity tensor Section 2.4
A migration aperture Section 6.2
A transmission losses Section 2.8
AIJ , A submatrix of propagator T Section 2.9
~b binormal vector Section 2.5
BIJ , B submatrix of propagator T Section 2.9
cijkl elasticity tensor Section 2.1
CIJ , C submatrix of propagator T Section 2.9

DIJ , D curvature matrix of an interface Section 2.8
DIJ , D submatrix of propagator T Section 2.9
~eI base vector of the ray centred coordinate system Section 2.5
EIJ , E matrix describing inhomogeneities near an interface Section 2.8
F (t) analytical source pulse Section 6.2
FIJ , F see Equation (2.8.7) Section 2.8
F interface matrix Section 2.8
gi, ĝ receiver position vector Section 3.1

g
(m)
i , ĝ(m) mth eigenvector of the Christoffel matrix, polarisation vector Section 2.2

G(m) mth eigenvalue of the Christoffel matrix Section 2.2

Gij, Ĝ Jacobian from ray centred to interface Cartesian coordinates Section 2.8

Gij, Ĝ 3×3 2nd order derivative matrix of traveltimes Section 3.1
h scale parameter Section 2.5
h, h half-offset coordinate Section 8.2

Hij, Ĥ Jacobian from Cartesian to ray centred coordinates Section 2.5
HF see Equation (6.2.8) Section 6.2
H Fresnel matrix, see Equation (6.3.19) Section 6.3
H Hamiltonian Section 2.4
i imaginary unit, i2 = −1 Section 2.1
~ıi base vector of the interface Cartesian coordinate system Section 2.8
J see Equation (2.6.13) Section 2.6

J determinant of the Jacobian from Cartesian to ray coordinates Section 2.3
K curvature of a ray Section 2.5
KNIP wavefront curvature of a NIP wave Section 8.3
KN wavefront curvature of an N wave Section 8.3
KG

CS wavefront curvature Section 8.3
KG

CMP wavefront curvature Section 8.3
KS

CMP wavefront curvature Section 8.3

Li, L̂ vector operator Section 2.1
L characteristic length, scale length Section 2.1
L relative geometrical spreading Section 2.3
L normalised geometrical spreading Section 5.2

Mi, M̂ vector operator Section 2.1
MIJ , M see Equation (2.5.27) Section 2.5
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~n normal vector Section 2.5

Ni, N̂ vector operator Section 2.1

Nij, N̂ 3×3 2nd order derivative matrix of traveltimes Section 3.1
pi, p̂ slowness vector Section 2.2
pi0 , p̂0 source slowness vector (central ray) Section 3.1
P1 submatrix of propagator Π Section 2.6
P2 submatrix of propagator Π Section 2.6

PIJ , P see Equation (2.5.16) Section 2.5
qI , q ray centred coordinates Section 2.5
qi0 , q̂0 receiver slowness vector (central ray) Section 3.1
Q

1
submatrix of propagator Π Section 2.6

Q
2

submatrix of propagator Π Section 2.6

QIJ , Q Upper left submatrix of Q̂ Section 2.5

Q̂
−

2
see Equation (2.7.13) Section 2.7

Qij, Q̂ Jacobian from ray centred to ray coordinates Section 2.5
r̂ radius vector Section 2.5
r offset coordinate Section 8.2
R plane wave reflection coefficient Section 6.2

Rij, R̂ reflection/transmission coefficient matrix Section 2.8
s arc length Section 2.3
si, ŝ source position vector Section 3.1

S, SI , Ŝ surface, surface vector Section 2.3

Sij, Ŝ 3×3 2nd order derivative matrix of traveltimes Section 3.1
S see Equation (2.6.3) Section 2.6

t time Section 2.1
~t tangent vector Section 2.5
T torsion of a ray Section 2.5
T 4×4 Bortfeld propagator matrix Section 2.9

T̂ 6×6 pseudo propagator matrix Section 4.1
u see Equation (2.8.14) Section 2.8
ui, û displacement vector Section 2.1

U
(n)
i , Û

(n)
nth term of vectorial displacement amplitude Section 2.1

Ui, Û zero order term of vectorial displacement amplitude Section 2.1
UTA true amplitude trace Section 6.2
vi, v̂ group velocity vector Section 2.3
V phase velocity Section 2.2
VP P wave velocity Section 2.2
VS S wave velocity Section 2.2
Vrms RMS velocity Section 8.1
Vnmo velocity Section 8.1
V volume Section 2.3
V (M) migration output, result of diffraction stack Section 6.2
VIJ , V matrix of second order velocity derivatives Section 2.5
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W3D 3-D weight function Section 6.2
W 4×1 column matrix containing q and p(q) Section 2.6
xi, x̂ Cartesian coordinate vector Section 2.1
xm, xm midpoint coordinate Section 8.2
X 4×2 matrix containing Q and P Section 2.6

Xij, X̂ Jacobian from Cartesian to ray coordinates Section 2.3
yi, ŷ local Cartesian coordinates Section 2.7

Yij, Ŷ see Equation (2.4.7) Section 2.4

Zij, Ẑ Jacobian from Cartesian to interface Cartesian coordinates Section 2.8
zi, ẑ interface Cartesian coordinates Section 2.8

A.2.2 Greek Letters

α angle, see Equation (5.2.18) Section 5.2
γi ray coordinate Section 2.3
Γij Christoffel matrix Section 2.2
Γ measurement configuration matrix Section 6.3
δij Kronecker delta Section 2.2
εij strain tensor Section 2.1
θ angle, see Equation (2.5.3) Section 2.5
θ incidence angle (against surface normal) Section 2.8
ϑ ray angle against the z axis Section 5.2
κ index of the ray, kmah index Section 2.3
λ wavelength Section 2.1
λ Lamé parameter Section 2.2
µ Lamé parameter Section 2.2
ξ, ξ trace coordinates Section 6.2
ξ∗, ξ∗ stationary point in trace coordinates Section 6.2
Π propagator matrix in ray centred coordinates Section 2.6
ρ density Section 2.1
Σ measurement configuration matrix Section 6.3
σij stress tensor Section 2.1
τ eikonal, phase function, traveltime Section 2.1
τ0 traveltime of the central ray Section 3.1
τR reflection traveltime Section 6.2
τD diffraction traveltime Section 6.2
τF difference between diffraction and reflection traveltime Section 6.2
τL signal length Section 7.1
φ angle, see Equation (2.8.3) Section 2.8
ϕ angle Section 5.2
ϕ azimuth angle Section 8.2

Ψ, Ψ̂ see Equation (2.3.21) Section 2.3
ω angular frequency Section 2.1
Ω see Equation (2.3.12) Section 2.3



Appendix B

Measurement Configuration

Matrices

In Sections 6.2 and 6.5 locations are expressed in trace coordinates (ξ1, ξ2). The relation-
ship between them and the vectors of the source and receiver coordinates s and g are
given by

s = s0 + Σ (ξ − ξ∗) ,

g = g0 + Γ (ξ − ξ∗) , (B.0.1)

where

Σij =
∂si

∂ξj
, Γij =

∂gi

∂ξj
. (B.0.2)

The coordinate ξ∗ is that of the stationary point and the constants s0, g0 are given by

s0 = s(ξ∗) and g0 = g(ξ∗) . (B.0.3)

Examples for frequently used configurations are (Schleicher et al., 1993a)

• for a common shot configuration: Σ = 0 and Γ = 1,

• for a common receiver configuration: Σ = 1 and Γ = 0,

• for a common offset configuration: Σ = 1 and Γ = 1,

• for a common midpoint configuration: Σ = 1 and Γ = −1.

More examples can be found in Vermeer (1995).

For the special case of 2.5-D, ξ1 is taken to be the in-plane and ξ2 the out-of-plane direction
with the sources and receivers being both positioned at ξ∗

2. This corresponds to a zero-
offset configuration in ξ2-direction and therefore in this case the configuration matrices Σ
and Γ reduce to

Σ =

(

Σ11 0
0 1

)

, Γ =

(

Γ11 0
0 1

)

, (B.0.4)

where only the first elements are configuration-dependent. For example, in a common
shot experiment

Σ11 = 0 , Γ11 = 1 . (B.0.5)
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Appendix C

Analytic Coefficients for Simple

Models

This appendix contains expressions for the traveltimes and their first and second-order
derivatives for simple cases where the analytic solution is known. For the generic
examples in isotropic media I have chosen a model with a constant vertical velocity
gradient and a homogeneous (constant velocity) medium, which is a special case of the
constant velocity gradient medium. Expressions for the traveltime and the coefficients are
also given for a homogeneous medium with elliptical anisotropy. For both homogeneous
models given here, the hyperbolic traveltime expression yields the exact traveltime. This
is explicitly shown for the isotropic homogeneous model.

For all three models I denote the source position by (sx, sy, sz) and the receiver position

by (gx, gy, gz). I use the following abbreviations: x = gx−sx, etc., and r =
√

x2 + y2 + z2.

C.1 Constant Velocity Gradient Model

This velocity model is described by the vertical gradient b and

V (z) = a + bz . (C.1.1)

Form this follow the velocity at the source Vs = a + bsz and at the receiver Vg = a + bgz.
The traveltime from ŝ to ĝ is

τ =
1

b
arcosh

(

1 +
b2r2

2 VsVg

)

. (C.1.2)

The geometrical spreading in two and three dimensions is

L2D =
1

Vs

√

W

2
, and

L3D =
1

Vs

W

2
, (C.1.3)
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where the abbreviation
W =

√

b2r4 + 4 VsVgr2 (C.1.4)

was used. To simplify the expressions for the coefficients, another abbreviation is intro-
duced here:

F = b2r2 + 2 VsVg . (C.1.5)

The first order derivatives of Equation (C.1.2) lead to the slowness components are

px0
= qx0

=
1

W
2 x ,

py0
= qy0

=
1

W
2 y ,

pz0
=

1

W

(

2 z +
br2

Vs

)

,

qz0
=

1

W

(

2 z − br2

Vg

)

. (C.1.6)

The second order derivative matrix elements are

Sxx = −Gxx = −Nxx =
1

W 3

(

4 Fx2 − 2W 2
)

,

Syy = −Gyy = −Nyy =
1

W 3

(

4 Fy2 − 2W 2
)

,

Sxy = −Gxy = −Nxy = −Nyx =
1

W 3
(4 Fx y) ,

Syz = −Nzy =
1

W 3

(

4 Fy z − 4 Vgbr
2y
)

,

Gyz = Nyz =
1

W 3

(

−4 Fy z − 4 Vsbr
2y
)

,

Szx = −Nzx =
1

W 3

(

4 Fz x − 4 Vgbr
2x
)

,

Gzx = Nxz =
1

W 3

(

−4 Fz x − 4 Vsbr
2x
)

,

and

Szz =
1

W 3

(

4 Fz2 − 2 W 2 − b4r6

V 2
s

− 6 Vgb
2r4

Vs

+ 8 Vg(Vs − Vg)r
2

)

,

Gzz =
1

W 3

(

−4 Fz2 + 2 W 2 +
b4r6

V 2
g

+
6 Vsb

2r4

Vg
− 8 Vs(Vg − Vs)r

2

)

,

Nzz =
8 VgVs

W 3
(r2 − z2) . (C.1.7)

C.2 Homogeneous Isotropic Model

This model is a special case of the constant velocity gradient model with b = 0. The
constant velocity is denoted by V . Application of the formula of l’Hospital to Equation
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(C.1.2) leads to the well-known result

τ =
r

V
. (C.2.8)

With W = 2V r, the geometrical spreading for this homogeneous model is given by

L2D =

√

r

V
, and

L3D =
r

V
, (C.2.9)

in two and three dimensions, respectively. Furthermore, with F = 2V 2, Equation (C.1.6)
leads to

px0
= qx0

=
x

V r
,

py0
= qy0

=
y

V r
,

pz0
= qz0

=
z

V r
. (C.2.10)

Equations (C.1.7) and (C.1.7) yield

−Sxx = Gxx = Nxx =
y2 + z2

V r3
,

−Syy = Gyy = Nyy =
z2 + x2

V r3
,

−Szz = Gzz = Nzz =
x2 + y2

V r3
,

−Sxy = Gxy = Nxy = Nyx = − xy

V r3
,

−Syz = Gyz = Nyz = Nzy = − yz

V r3
,

−Szx = Gzx = Nzx = Nxz = − zx

V r3
. (C.2.11)

I will now prove that the hyperbolic traveltime expansion Equation (3.2.2) is the exact
solution for a model with constant velocity. Instead of vector notation I will use index
notation here (summation convention is applied) with the index 1 for x, 2 for y, and 3 for
z. Abbreviating ri = gi − si leads to r2 = riri and V 2τ 2(ŝ, ĝ) = ri ri. Equation (3.2.2) in
index notation reads

τ 2(ŝ, ĝ) = (τ0 + q0i∆gi − p0i∆si)
2 − 2τ0∆siNij∆gj + τ0(∆giGij∆gj −∆siSij∆sj) (C.2.12)

where the traveltime τ0 is taken in the expansion point and si0, gi0

τ 2
0 =

ri0ri0

V 2
=

(gi0 − si0)(gi0 − si0)

V 2
. (C.2.13)
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In this context the coefficients of Equation (C.2.12) are written as

pi0 = qi0 =
ri0

V 2 τ0

Sij =
pi0pj0

τ0
− δij

V 2 τ0

Gij =
δij

V 2 τ0
− qi0qj0

τ0

Nij =
δij

V 2 τ0
− pi0qj0

τ0
. (C.2.14)

Inserting these into Equation (C.2.12) and expanding the square on the right side of the
equation yields

τ 2(ŝ, ĝ) = τ 2
0 + 2τ0(qi0∆gi − pi0∆si) + qi0∆gi qj0∆gj + pi0∆si pj0∆sj

−2pi0∆si qj0∆gj − qi0∆gi qj0∆gj − pi0∆si pj0∆sj + 2pi0∆si qj0∆gj

+
∆gi∆gi

V 2
+

∆si∆si

V 2
− 2

∆si∆gi

V 2

= τ 2
0 + 2τ0qi0∆gi − 2τ0pi0∆si +

1

V 2
(∆gi∆gi +∆si∆si − 2∆si∆gi)

=
1

V 2
(ri0ri0 + 2ri0∆gi − 2ri0∆si +∆gi∆gi +∆si∆si − 2∆si∆gi)

=
1

V 2
(ri0 +∆gi −∆si) (ri0 +∆gi −∆si) . (C.2.15)

This last result is the square of equation (C.2.12) and thus the hyperbolic approximation
(3.2.2) yields the exact result for an isotropic medium with constant velocity.

C.3 Homogeneous Model with Elliptical Anisotropy

Elliptical anisotropy is a special case of transversal isotropic (TI) media. A TI medium
is characterised by the density ρ and six non-zero elastic parameters, where five of them
are independent:

c1111 = c2222 ,

c3333 ,

c1122 ,

c3311 = c2233 ,

c2323 = c3131 , and

c1212 =
c1111 − c1122

2
. (C.3.16)

For elliptical anisotropy it is furthermore necessary that (Helbig, 1983)

(c1111 − c2323)(c3333 − c2323) − (c3311 + c2323)
2 = 0 . (C.3.17)
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Following Daley and Hron (1979a,b), the traveltime in a homogeneous elliptical
anisotropic medium is

τ =

√

x2

v2
x

+
y2

v2
x

+
z2

v2
z

. (C.3.18)

The velocity vz is that of a wave which travels in z direction, and vx is that of a wave
travelling in x direction, or, more precisely, in the x-y plane, since the medium shows
rotational symmetry with respect to the z axis. Please note that in this type of medium
ray (group) and phase velocity coincide for waves that travel in z direction or in the x-y
plane. The velocities vx and vz depend on the wave-type. For a qP wave they are given
by

vx =

√

c1111

ρ
and vz =

√

c3333

ρ
. (C.3.19)

For a qSH wave the velocities are

vx =

√

c1212

ρ
and vz =

√

c2323

ρ
. (C.3.20)

In the case of a qSV wave both velocities are equal:

vx = vz =

√

c2323

ρ
. (C.3.21)

The slownesses for this model are

px0
= qx0

=
x

v2
x τ

,

py0
= qy0

=
y

v2
x τ

,

pz0
= qz0

=
z

v2
z τ

. (C.3.22)

The second-order derivatives are

−Sxx = Gxx = Nxx =
v2

xτ
2 − x2

v4
x τ 3

,

−Syy = Gyy = Nyy =
v2

xτ
2 − y2

v4
x τ 3

,

−Szz = Gzz = Nzz =
v2

zτ
2 − z2

v4
z τ 3

,

−Sxy = Gxy = Nxy = Nyx = − xy

v4
x τ 3

,

−Syz = Gyz = Nyz = Nzy = − yz

v2
x v2

z τ 3
,

−Szx = Gzx = Nzx = Nxz = − zx

v2
z v2

x τ 3
. (C.3.23)

Similarly as for isotropic homogeneous media, it can be shown that the hyperbolic tra-
veltime expansion yields the exact solution for a homogeneous medium with elliptical
anisotropy.
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Appendix D

Expressions for the Determination of

the Coefficients

This appendix gives the explicit formulae for the determination of the parabolic and
hyperbolic coefficients of the 3-D traveltime expressions. Since this requires traveltimes for
different source-receiver combinations, the following notation is introduced to abbreviate
the traveltimes at the various grid points of the source and receiver: τ IJK

ijk is the traveltime
from a source at the grid point denoted by I (in x), J (in y), and K (in z) to a receiver at
the grid point indicated by i (in x), j (in y), and j (in z). The source is always assumed
to be at the top of the model. Otherwise the sign of the slowness component pz must be
taken into consideration. The indices take the values

• m (for minus) for one grid point less than the one of the central ray,

• o for the grid point that corresponds to the central ray,

• p (for plus) for one grid point more than the one of the central ray.

(See Figure D.1.) The distance between two source points is sx in x-direction and sy (in
y). Similarly, the distance between two receiver grid points is given by gx (in x), gy (in y),
and gz (in z). The traveltimes for the source at the central position (ooo) are abbreviated
as

τ 0
ijk = τ ooo

ijk , (D.0.1)

those with the receiver at the central position as

τ IJK
0 = τ IJK

ooo , (D.0.2)

and that of the central ray by

τ0 = τ ooo
ooo . (D.0.3)

A similar notation is used for the grid points of the velocity field: vijk is the velocity at
the grid point given by the indices i, j, and k, which take the same values m, o, p as
the indices for the traveltimes. The velocity derivatives are taken at the source position.
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J

I

i
j

k

τpmo
pmm

τ0

τ0
omm

τ0
moo

τmop
mpo

m o

o
m

m p

p

p

p

o

p
o

o

m

m

Figure D.1: Nomenclature for the traveltimes between grid points.

They are denoted and computed by

vx =
∂v

∂x

∣

∣

∣

∣

ŝ0

=
vpoo − vmoo

2 dx

vy =
∂v

∂y

∣

∣

∣

∣

ŝ0

=
vopo − vomo

2 dy

vz =
∂v

∂z

∣

∣

∣

∣

ŝ0

=
voop − v0

dz
, (D.0.4)

where dx, dy, and dz are the grid spacings of the velocity field. The velocity at the source
is abbreviated by v0.

D.1 Parabolic Coefficients for Isotropic Media

Slowness components at the receiver, q̂0:

qx =
τ 0
poo − τ 0

moo

2 gx
, (D.1.5)

qy =
τ 0
opo − τ 0

omo

2 gy
, (D.1.6)

qz =
τ 0
oop − τ 0

oom

2 gz
. (D.1.7)
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Slowness components at the source, p̂0:

px =
τmoo
0 − τ poo

0

2 sx
, (D.1.8)

py =
τ omo
0 − τ opo

0

2 sy
, (D.1.9)

pz =

√

1

v2
0

− p2
x − p2

y . (D.1.10)

Second-order derivative matrix at the receiver, G:

Gxx =
τ 0
poo + τ 0

moo − 2 τ0

g2
x

, (D.1.11)

Gyy =
τ 0
opo + τ 0

omo − 2 τ0

g2
y

, (D.1.12)

Gzz =
τ 0
oop + τ 0

oom − 2 τ0

g2
z

, (D.1.13)

Gxy =
τ 0
ppo + τ 0

mmo − τ 0
pmo − τ 0

mpo

4 gx gy

, (D.1.14)

Gyz =
τ 0
opp + τ 0

omm − τ 0
opm − τ 0

omp

4 gy gz

, (D.1.15)

Gzx =
τ 0
pop + τ 0

mom − τ 0
pom − τ 0

mop

4 gz gx
. (D.1.16)

Second-order derivative matrix at the source, S:

Sxx = −τ poo
0 + τmoo

0 − 2 τ0

s2
x

, (D.1.17)

Syy = −τ opo
0 + τ omo

0 − 2 τ0

s2
y

, (D.1.18)

Szz = − dvz

v3
0 pz

− px

pz

Szx −
py

pz

Syz , (D.1.19)

Sxy = −τ ppo
0 + τmmo

0 − τ pmo
0 − τmpo

0

4 sx sy
, (D.1.20)

Syz = − vy

v3
0 pz

− px

pz

Sxy −
py

pz

Syy , (D.1.21)

Szx = − vx

v3
0 pz

− px

pz
Sxx −

py

pz
Sxy . (D.1.22)
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Second-order mixed derivative matrix, N:

Nxx =
τ poo
moo + τmoo

poo − τ poo
poo − τmoo

moo

4 sx gx
, (D.1.23)

Nyy =
τ opo
omo + τ omo

opo − τ opo
opo − τ omo

omo

4 sy gy
, (D.1.24)

Nzz = −px Nxz + py Nyz

pz

, (D.1.25)

Nxy =
τ poo
omo + τmoo

opo − τ poo
opo − τmoo

omo

4 sx gy
, (D.1.26)

Nyx =
τ opo
moo + τ omo

poo − τ opo
poo − τ omo

moo

4 sy gx

, (D.1.27)

Nyz =
τ opo
oom + τ omo

oop − τ opo
oop − τ omo

oom

4 sy gz
, (D.1.28)

Nzy = −px

pz
Nxy −

py

pz
Nyy , (D.1.29)

Nzx = −px

pz
Nxx −

py

pz
Nyx , (D.1.30)

Nxz =
τ poo
oom + τmoo

oop − τ poo
oop − τmoo

oom

4 sx gz
. (D.1.31)

D.2 Hyperbolic Coefficients for Isotropic Media

Slowness components at the receiver, q̂0:

qx =
(τ 0

poo)
2 − (τ 0

moo)
2

4 gx τ0
, (D.2.32)

qy =
(τ 0

opo)
2 − (τ 0

omo)
2

4 gy τ0
, (D.2.33)

qz =
(τ 0

oop)
2 − (τ 0

oom)2

4 gz τ0
. (D.2.34)

Slowness components at the source, p̂0:

px =
(τmoo

0 )2 − (τ poo
0 )2

4 sx τ0

, (D.2.35)

py =
(τ omo

0 )2 − (τ opo
0 )2

4 sy τ0

, (D.2.36)

pz =

√

1

v2
0

− p2
x − p2

y . (D.2.37)
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Second-order derivative matrix at the receiver, G:

Gxx =
(τ 0

poo)
2 + (τ 0

moo)
2 − 2 τ 2

0

2 g2
x τ0

− q2
x

τ0

, (D.2.38)

Gyy =
(τ 0

opo)
2 + (τ 0

omo)
2 − 2 τ 2

0

2 g2
y τ0

−
q2
y

τ0
, (D.2.39)

Gzz =
(τ 0

oop)
2 + (τ 0

oom)2 − 2 τ 2
0

2 g2
z τ0

− q2
z

τ0

, (D.2.40)

Gxy =
(τ 0

ppo)
2 + (τ 0

mmo)
2 − (τ 0

pmo)
2 − (τ 0

mpo)
2

8 gx gy τ0
− qx qy

τ0
, (D.2.41)

Gyz =
(τ 0

opp)
2 + (τ 0

omm)2 − (τ 0
opm)2 − (τ 0

omp)
2

8 gy gz τ0
− qy qz

τ0
, (D.2.42)

Gzx =
(τ 0

pop)
2 + (τ 0

mom)2 − (τ 0
pom)2 − (τ 0

mop)
2

8 gz gx τ0
− qz qx

τ0
. (D.2.43)

Second-order derivative matrix at the source, S:

Sxx =
−(τ poo

0 )2 − (τmoo
0 )2 + 2 τ 2

0

2 s2
x τ0

+
p2

x

τ0

, (D.2.44)

Syy =
−(τ opo

0 )2 − (τ omo
0 )2 + 2 τ 2

0

2 s2
y τ0

+
p2

y

τ0
, (D.2.45)

Szz = − vz

v3
0 pz

− px

pz

Szx −
py

pz

Syz , (D.2.46)

Sxy =
−(τ ppo

0 )2 − (τmmo
0 )2 + (τ pmo

0 )2 + (τmpo
0 )2

8 sx sy τ0
+

px py

τ0
, (D.2.47)

Syz = − vy

v3
0 pz

− px

pz

Sxy −
py

pz

Syy , (D.2.48)

Szx = − vx

v3
0 pz

− px

pz
Sxx −

py

pz
Sxy . (D.2.49)
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Second-order mixed derivative matrix, N:

Nxx =
(τ poo

moo)
2 + (τmoo

poo )2 − (τ poo
poo )2 − (τmoo

moo )2

8 sx gx τ0
− px qx

τ0
, (D.2.50)

Nyy =
(τ opo

omo)
2 + (τ omo

opo )2 − (τ opo
opo )2 − (τ omo

omo )2

8 sy gy τ0
− py qy

τ0
, (D.2.51)

Nzz = −px Nxz + py Nyz

pz
, (D.2.52)

Nxy =
(τ poo

omo)
2 + (τmoo

opo )2 − (τ poo
opo )2 − (τmoo

omo )2

8 sx gy τ0

− px qy

τ0

, (D.2.53)

Nyx =
(τ opo

moo)
2 + (τ omo

poo )2 − (τ opo
poo )2 − (τ omo

moo )2

8 sy gx τ0
− py qx

τ0
, (D.2.54)

Nyz =
(τ opo

oom)2 + (τ omo
oop )2 − (τ opo

oop )2 − (τ omo
oom )2

8 sy gz τ0
− py qz

τ0
, (D.2.55)

Nzy = −px

pz
Nxy −

py

pz
Nyy , (D.2.56)

Nzx = −px

pz
Nxx −

py

pz
Nyx , (D.2.57)

Nxz =
(τ poo

oom)2 + (τmoo
oop )2 − (τ poo

oop )2 − (τmoo
oom )2

8 sx gz τ0
− px qz

τ0
. (D.2.58)

D.3 Coefficients for Anisotropic Media

In anisotropic media, the expressions given above for coefficients which contain derivatives
with respect to the z position of the source are no longer valid, because the isotropic
eikonal equation was used for their derivation. At this time, the determination of these
derivatives for anisotropic media requires that traveltimes are given for source positions
that are below or above the position of the central source grid point. An approach to
the derivation of formulae to express the z-components of the source derivatives in term
of already computed matrix elements is outlined in Section 10.3. Until these formulae
exist, however, the coefficients under consideration can be determined from the following
expressions.
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Parabolic Coefficients

Equations (D.1.10), (D.1.19), (D.1.21), (D.1.22), (D.1.25), (D.1.29), and (D.1.30) are
replaced by the following expressions:

pz =
τ oom
0 − τ oop

0

2 sz
, (D.3.59)

Szz = −τ oop
0 + τ oom

0 − 2 τ0

s2
z

, (D.3.60)

Syz = −τ opp
0 + τ omm

0 − τ opm
0 − τ omp

0

4 sy sz

, (D.3.61)

Szx = −τ pop
0 + τmom

0 − τ pom
0 − τmop

0

4 sz sx
, (D.3.62)

Nzz =
τ oop
oom + τ oom

oop − τ oop
oop − τ oom

oom

4 sz gz
, (D.3.63)

Nzx =
τ oop
moo + τ oom

poo − τ oop
poo − τ oom

moo

4 sz gx
, (D.3.64)

Nzy =
τ oop
omo + τ oom

opo − τ oop
opo − τ oom

omo

4 sz gy
. (D.3.65)

Hyperbolic Coefficients

Equations (D.2.37), (D.2.46), (D.2.48), (D.2.49), (D.2.52), (D.2.56), and (D.2.57) are
replaced by the following expressions:

pz =
(τ oom

0 )2 − (τ oop
0 )2

4 sz τ0
, (D.3.66)

Szz =
−(τ oop

0 )2 − (τ oom
0 )2 + 2 τ 2

0

2 s2
z τ0

+
p2

z

τ0
, (D.3.67)

Syz =
−(τ opp

0 )2 − (τ omm
0 )2 + (τ opm

0 )2 + (τ omp
0 )2

8 sy sz τ0

+
py pz

τ0

, (D.3.68)

Szx =
−(τ pop

0 )2 − (τmom
0 )2 + (τ pom

0 )2 + (τmop
0 )2

8 sz sx τ0
+

pz px

τ0
, (D.3.69)

Nzz =
(τ oop

oom)2 + (τ oom
oop )2 − (τ oop

oop )2 − (τ oom
oom )2

8 sz gz τ0
− pz qz

τ0
, (D.3.70)

Nzy =
(τ oop

omo)
2 + (τ oom

opo )2 − (τ oop
opo )2 − (τ oom

omo )2

8 sz gy τ0

− pz qy

τ0

, (D.3.71)

Nzx =
(τ oop

moo)
2 + (τ oom

poo )2 − (τ oop
poo )2 − (τ oom

moo )2

8 sz gx τ0
− pz qx

τ0
. (D.3.72)
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Appendix E

A Reflector Independent

Formulation of the Weight Functions

The true-amplitude weight functions from Chapter 6 can be expressed in a manner which
is independent of a priori knowledge about the reflector. This is possible since the weight
functions were derived for the stationary point, i.e. the actually reflected ray. For this
specific ray terms which previously required knowledge of the reflector orientation can
be expressed using Snell’s law. In this appendix I derive this new, reflector independent
formulation of the weight functions.

The general weight function valid for PP and PS data which was derived in Chapter 6
reads

W (ξ∗, M) =
1

Vs

√

cos ϑs cos ϑg

√

cos θ1

cos θ2

|det(N̄
>
1 Σ + N̄

>
2 Γ)|

√

|detN̄1 detN̄2|
e−i π

2
(κ1+κ2) . (E.0.1)

As a reminder, the angles ϑI are the emergence and incidence angles on the registration
surface at the source (I = s) and the receiver (I = g). The angles θI are the incidence
angle (I = 1) at the reflector and the reflection angle (I = 2). The 2×2 matrices N̄I result
from a rotation of the 3×3 matrices N̂I into the tangent plane of the reflector (denoted
by the bar )̄. This rotation can only be carried out if the orientation of the reflector
with respect to the global Cartesian system is known in which the matrices N̂I are defined.

In the following I will show how the weight function (E.0.1) can be written in terms
of of the matrices NI and the corresponding slowness vectors without needing to know
the reflector orientation. The difference between the matrices NI and N̄I is that the N̄I

are defined in the interface coordinate system associated with the reflector, whereas the
matrices NI are the upper left submatrices of the mixed derivative matrices N̂I in the
global Cartesian coordinate system.

From Equation (5.2.15) I use the relationship between N and the matrix Q
2

between two
points (denoted by a and b, where index a is either s or g in the registration surface while
index b is 1 or 2 at the interface):

Q−1
2

= H−>
a N H−1

b . (E.0.2)
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A similar relationship exists between Q
2

and N̄ (Hubral et al., 1992a):

N̄ = G>
a Q−1

2
Gb , (E.0.3)

where the matrices GI are the upper left 2×2 submatrices of the transformation matrices
between the interface and ray centred coordinates (see Section 2.8). Combining Equations
(E.0.2) and (E.0.3) leads to

N̄ = G>
a H−>

a N H−1
b Gb . (E.0.4)

In the registration surface I assume that the global and interface coordinate systems
coincide. In this case the matrices Ga and Ha are equal, thus G>

a H−>
a =1 at both the source

and the receiver position. At the image point so far neither Gb nor Hb are determined since
the orientation of the interface is unknown, as are the base vectors ~ei of the ray centred
coordinate system. However, under the assumption that the two rays associated with the
indices 1 and 2 correspond to a reflection, i.e. the stationary ray, I define the ray centred
coordinate base vectors as illustrated in Figure E.1. The vectors~ıi are the base vectors of
the interface coordinate system, the ~e

(I)
i are those of the ray centred coordinate systems

for the rays denoted by I=1, 2 in the weight function. The vectors ~e
(I)
3 are determined

by the slownesses vectors. Since

~e2 = ~e
(1)
2 = ~e

(2)
2 =~ı2 (E.0.5)

is defined to be perpendicular to the plane of propagation (see Figure E.1), it can be

computed from the vector product of ~e
(1)
3 and ~e

(2)
3 , which yields a vector perpendicular

to both ~e
(I)
3 . Therefore ~e2 is given by

~e2 =
1

sin χ
~e

(1)
3 × ~e

(2)
3 , (E.0.6)

where the factor sin−1 χ ensures that ~e2 is a unit vector. Using the fact that the unit
vectors ~ei form a right-handed orthonormal system, it follows with |~e (1)

3 · ~e (2)
3 |=cos χ that

~e
(1)
1 = ~e2 × ~e

(1)
3 =

1

sin χ

(

~e
(1)
3 × ~e

(2)
3

)

× ~e
(1)
3 =

1

sin χ

(

~e
(2)
3 − ~e

(1)
3 cos χ

)

~e
(2)
1 = ~e2 × ~e

(2)
3 =

1

sin χ

(

~e
(1)
3 × ~e

(2)
3

)

× ~e
(2)
3 =

1

sin χ

(

−~e
(1)
3 + ~e

(2)
3 cos χ

)

.

(E.0.7)

With (see (5.2.7))

~e
(I)
3 =

1

V
q

(I)
0 =





− sin ϑI cos ϕI

sin ϑI sin ϕI

cos ϑI



 (E.0.8)
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e (2)
3

e (1)
3

ι2=e2

θ θ

χ

ι1

1
2

ι3

Figure E.1: Definition of the ray centred coordinate system associated with the reflected
ray: ~ı3 is normal to the interface,~ı1 lies in the propagation plane as well as in the tangent
plane of the interface, and ~ı2 is given by ~ı3 ×~ı1. The base vectors of the ray centred

systems, ~e
(I)
i are defined such that ~e

(I)
2 =~ı2. The vectors ~e

(I)
3 =~t

(I)
are tangent to the

rays. They are given by the directions of the slowness vectors. The angles θI are the
incidence angles on the reflector, and the angle χ=θ1+θ2.

the matrices H−1
I are

H−1
1 =

1

cos ϑ1 sin χ
×

(

sin ϑ1 cos ϕ1 cos ϑ2 − sin ϑ2 cos ϕ2 cos ϑ1 sin ϑ2 sin ϕ2 cos ϑ1 − sin ϑ1 sin ϕ1 cos ϑ2

sin ϑ1 sin ϕ1 cos χ − sin ϑ2 sin ϕ2 sin ϑ1 cos ϕ1 cos χ − sin ϑ2 cos ϕ2

)

H−1
2 =

1

cos ϑ2 sin χ
×

(

sin ϑ1 cos ϕ1 cos ϑ2 − sin ϑ2 cos ϕ2 cos ϑ1 sin ϑ2 sin ϕ2 cos ϑ1 − sin ϑ1 sin ϕ1 cos ϑ2

− sin ϑ2 sin ϕ2 cos χ + sin ϑ1 sin ϕ1 − sin ϑ2 cos ϕ2 cos χ + sin ϑ1 cos ϕ1

)

.

(E.0.9)

The matrices ĜI are given by (see Section 2.8)

Gij =~ıi · ~ej . (E.0.10)

This leads to (see also Figure E.1)

G1 = G>
1 =

(

− cos θ1 0
0 1

)

and G2 = G>
2 =

(

− cos θ2 0
0 1

)

. (E.0.11)

The angles θI are the incidence angles on the interface. They cannot be computed without
knowing the orientation of the interface. However, it is not necessary to know the angles θI

themselves as I will now demonstrate. Inserting Equation (E.0.4) into the weight function
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(E.0.1) leads to

|det(N̄
>
1 Σ + N̄

>
2 Γ)|

√

|detN̄1 detN̄2|
=

|det(G>
1 H−>

1 N>
1 Σ + G>

2 H−>
2 N>

2 Γ)|
√

|det
(

G>
1 H−>

1 N1

)

det
(

G>
2 H−>

2 N2

)

|

=
√

cos ϑ1 cos ϑ2

√

cos θ1

cos θ2

|det(H−>
1 N>

1 Σ + G−1
1 G2 H−>

2 N>
2 Γ)|

√

|detN1 detN2|
,

(E.0.12)

where |detHI |=cos ϑI and |detGI |=cos θI was used. With

G−1
I =

(

− 1
cos θI

0

0 1

)

(E.0.13)

the matrix product G−1
1 G2 in (E.0.12) becomes

G−1
1 G2 =

(

− 1
cos θ1

0

0 1

)(

− cos θ2 0
0 1

)

=

(

cos θ2

cos θ1
0

0 1

)

. (E.0.14)

This means that the angles θI themselves do not determine the weight function (E.0.1)
but the ratio of their cosines does. Since for monotypic waves θ1=θ2, the new weight
function in terms of matrices NI instead of N̄I reads

W (ξ∗, M) =
1

Vs

√

cos ϑs cos ϑg

√

cos ϑ1 cos ϑ2
|det(H−>

1 N>
1 Σ + H−>

2 N>
2 Γ)|

√

|detN1 detN2|
e−i π

2
(κ1+κ2) .

(E.0.15)
To obtain a weight function suitable for migration of converted wave data, an expression
for the ratio of the cosines of the angles θI is required which does not depend on a priori
information about the reflector. This expression can be found with the transformation
matrix Ẑ between global and interface Cartesian coordinates

Ẑ = Ĥ1 Ĝ
−1

1 = Ĥ2 Ĝ
−1

2 , (E.0.16)

or, in index notation
Zik = H

(1)
ij G

(1)
kj = H

(2)
ij G

(2)
kj , (E.0.17)

where Ĝ
−1

=Ĝ
>

was used. With Snell’s law, stating that

p =
sin θ1

V1
=

sin θ2

V2
(E.0.18)

Equation (E.0.17) leads to the following system of equations:

Zi3 = −H
(1)
i3 cos θ1 + H

(1)
i1 sin θ1= − H

(2)
i3 cos θ2 + H

(2)
i1 sin θ2

= −H
(1)
i3 cos θ1 + H

(1)
i1 V1 p = − H

(2)
i3 cos θ2 + H

(2)
i1 V2 p . (E.0.19)
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Substituting the elements of ĤI into the system (E.0.19) and elimination of p yields after
some algebra

cos θ1

cos θ2
=

V1 cos χ + V2

V2 cos χ + V1
. (E.0.20)

With this result the new weight function for the migration of converted waves is given by

W (ξ∗, M) =
1

Vs

√

cos ϑs cos ϑg
V1 cos χ + V2

V2 cos χ + V1

|det(H−>
1 N>

1 Σ + G−1
1 G2 H−>

2 N>
2 Γ)|

√

|detN1 detN2|
e−i π

2
(κ1+κ2)

(E.0.21)
with

G−1
1 G2 =

(

V2 cos χ+V1

V1 cos χ+V2
0

0 1

)

. (E.0.22)

For a 2.5-D symmetry, the situation simplifies as the non-diagonal elements of the ma-
trices HI become zero (the angles ϕI are either 0◦ or 180◦). Also, in 2-D and 2.5-D
χ=θ1 + θ2=ϑ1 + ϑ2. In 2-D, the matrices reduce to scalars with

G1 = − cos θ1

G2 = − cos θ2

|H1| = cos ϑ1

|H2| = cos ϑ2 , (E.0.23)

where the sign of HI depends on that of the x component of the slowness vector.
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