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Abstract

The kinematic region covered by the two HERA experiments H1 and ZEUS in the measurement of
the total virtual photon-proton (y*p) cross section aj;p and the proton structure function F5 has been
significantly extended since the start of data taking in 1992. In 1995 the two experiments extended
their kinematic acceptance to probe the transition region between the regime of perturbative QCD
(pPQCD, @* > 1.5 GeV?) and the photoproduction region (Q* ~ 0 GeV?). By shifting the interaction
point in both experiments the lower limit in Q2 was extended down to 0.6 GeV2. To access even
lower values of Q2 (0.11-0.65 GeV?), the ZEUS Beam Pipe Calorimeter (BPC) was installed in 1995.
To further extend the kinematic acceptance of the BPC and decrease the systematic uncertainties, a
new detector, the Beam Pipe Tracker (BPT), was installed in front of the BPC in 1997. It consists
of two silicon microstrip detectors and is located between the BPC and the interaction point. By
making use of the BPT, the main systematic uncertainties related to the BPC (energy calibration and
alignment), to photoproduction background, and to the uncertainty of the interaction point position,
were reduced significantly. The total systematic error was reduced by roughly a factor of two to three.
The kinematic region was extended towards lower values of ? and towards lower and higher values
of z. At very low values of Q% and very low values of 2 the measurement was extended into previously
unexplored areas, while the new data at high 2 allows for the first time a comparison with the data
from the fixed-target experiment E665. aj;p and F, have been measured in inelastic neutral current
scattering, eTp — eT X, using the ZEUS detector at HERA. The analysis covers the kinematic region
for 0.045 < Q2 < 0.80 GeV? and 3-1077 < 2 < 1073, This corresponds to a range in the v*p center-
of-mass energy of 25 < W < 281 GeV. The data is compared to various models for the low & and
low Q2 region. It can be well described by a phenomenological model based on Regge theory and the
Generalized Vector Dominance Model. Deviations of the data from this model and the comparison
to predictions from other models indicate that the effects of perturbative QCD are already present at

Q? as low as 0.5 GeV2.
Zusammenfassung

Der Mefibereich der beiden HERA-Experimente, H1 und ZEUS, zur Bestimmung des totalen Wirkungs-
querschnitts aj;p und der Proton-Strukturfunktion /', konnte seit dem Anfang der Datennahme deut-
lich vergréBert werden. Beide Experimente dehnten ihren MeBbereich zu kleinen Werten von (? aus,
um die Ubergangsregion zwischen dem Wirkungsbereich der perturbativen QCD (pQCD, Q? > 1.5
GeV?) und dem Photoproduktionsbereich (Q* ~ 0 GeV?) zu untersuchen. Durch Verschiebung des
Wechselwirkungspunktes konnte die untere Grenze in Q? bis zu 0.6 GeV? ausgedehnt werden. Um auch
den Bereich von 0.11 < Q? < 0.65 GeV? zu untersuchen, wurde 1995 das ZEUS-Strahlrohrkalorimeter
(BPC) installiert. Zur weiteren Ausdehnung des Mefibereiches und zur Verbesserung der Mefige-
nauigkeit wurde 1997 ein weiterer Detektor, der Beam Pipe Tracker (BPT), vor dem BPC instal-
liert. Dieser aus zwei Siliziumstreifendetektoren bestehende Detektor wurde zwischen dem BPC und
dem Wechselwirkungspunkt eingebaut. Durch seine Verwendung konnten die dominierenden Unsicher-
heiten der Messung, gegeben durch das BPC (Energiekalibration und Positionierung), die Abschéatzung
des Photoproduktionsuntergrundes und die Bestimmung des Wechselwirkungspunktes um einen Fak-
tor zwei bis drei verringert werden. Der MeBbereich konnte zu kleineren Werten von Q?, sowie zu
kleineren und grofleren Werten von z, ausgedehnt werden. Wihrend die ersten beiden Erweiterun-
gen in unerschlossene Bereiche gehen, erlaubt die letztere einen Vergleich mit Daten des Experiments
E665. o].f and F, wurden in der Reaktion etp — et X mit dem ZEUS-Detektor bei HERA gemessen.
Die hier beschriebene Analyse wurde im Bereich 0.045 < Q2 < 0.80 GeV? und 3-1077 < 2 < 1073
durchgefiihrt. Dies entspricht einem Bereich der y*p-Schwerpunktsenergie von 25 < W < 281 GeV.
Die Ergebnisse wurden mit Vorhersagen fiir den Bereich von kleinen z und Q? verglichen. Die Daten
konnten durch ein phanomenologisches Modell gut beschrieben werden. Abweichungen von den Vorher-
sagen dieses sowie anderer Modelle lassen vermuten, dafl der Einflufl der perturbativen QCD bereits
bei 0.5 GeV? vorhanden ist.
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Chapter 1

Introduction

What is the structure of matter? This is one of the oldest questions asked by men. Starting in
the 18th century great progress has been made to answer this question. Deeper understanding
in the behaviour of chemical elements lead to the introduction of the periodic table of elements
by Dmitri Mendelejew in 1869. In 1897 the electron was discovered by Thompson. Experi-
ments by Rutherford together with Geiger and Marsden (1909-1911) revealed that the atoms
consist of a tiny positively charged nucleus of less than 20 fm diameter made out of protons
and neutrons and electrons circulating around it. With the discovery of the neutron by James
Chadwick in 1932 all constituents of the atom were discovered. However, analysis of cosmic
rays and the data from the first particle accelerators lead to the discovery of several hundreds
of hadrons by the 1960s. The substructure of the hadrons first proposed by Gell-Mann and
Zweig in 1964 [Ge64, Zw64] and later by Feynman [Fe69] was experimentally confirmed by
the first inelastic electron-proton scattering experiments at the Stanford Linear Accelerator
Center (SLAC) and later by several fixed-target experiments. In the Standard Model of par-
ticle physics as we know it today, all matter is composed of the fermions, leptons and quarks,
which interact through gauge fields with each other via the exchange of gauge bosons. The
predictions of the Standard Model are in good agreement with experimental results. Several
open questions remain about the structure of matter. The existence (or non-existence) of the
Higgs boson which is postulated by the Higgs mechanism is one of these questions as is the
existence of supersymmetric particles. Furthermore, there is still the open question if there is a
substructure of leptons and quarks. Future accelerators like the Large Hadron Collider (LHC)
proton-proton collider currently being built at Conseil Européen pour la Recherche Nucléaire
(CERN) or the proposed linear accelerators like TESLA will increase the experimentally acces-
sible area to address these and other questions.

The Hadron-Electron-Ring-Anlage (HERA) is the first electron-proton collider. It is located at
the DESY laboratory (Deutsches Elektronen-Synchrotron) in Hamburg, Germany. It follows
the tradition of electron-proton scattering experiments at SLAC and several fixed-target experi-
ments, which have contributed substantially to the experimental confirmation of the Standard
model. With a center-of-mass energy of 300 GeV, the HERA collider was able to access a new
kinematic region to explore the structure of the proton. The kinematic region covered by the
two HERA experiments, H1 and ZEUS, in the measurement of the total virtual photon-proton
(v*p) cross section oP and the proton structure function F, has been significantly extended
since the start of data taking in 1992. One of the surprising results from HERA was the con-
tinuing rise of the total virtual photon-proton (v*p) cross section Uz;p with increasing square of
the v*p center-of-mass energy W? for Q% > 1.5 GeV?, which is well described by perturbative
QCD (pQCD). In contrast to these results, the rise of total cross section for real photon-proton
scattering ogf, (Q* &~ 0 GeV?) as a function of W? is less strong. This is not well described
by pQCD, but shows good agreement with models within the framework of non-perturbative
QCD such as Regge theory and the Generalized Vector Dominance Model.



In 1995 the two experiments extended their kinematic coverage to probe the transition region
between the regime of perturbative QCD (pQCD, @? > 1.5 GeV?) and the photoproduction
region (Q? ~ 0 GeV?). By shifting the interaction point in both experiments the lower limit in
@* was extended down to 0.6 GeV?. To access even lower values of Q* (0.11-0.65 GeV?), the
ZEUS Beam Pipe Calorimeter (BPC) was installed in 1995. From the analysis of the shifted
vertex and the ZEUS BPC data it was concluded that the data is well described by pQCD down
to Q% > 1.0 GeV?. At lower values of Q% the data is in good agreement with a description
based on Regge theory and the Generalized Vector Dominance Model. The transition between
both regimes was found to be smooth.

To further extend the kinematic region covered by the BPC and decrease the systematic un-
certainties, a new detector, the Beam Pipe Tracker (BPT), was installed in front of the BPC
in 1997. It consists of two silicon microstrip detectors and is located between the BPC and
the interaction point. Making use of the BPT, the main systematic uncertainties related to the
BPC (energy calibration and alignment), the amount of photoproduction background, and the
determination of the interaction point were reduced by roughly a factor of two to three. The
kinematic acceptance was extended towards lower values of Q% and towards lower and higher
values of z. The two former extensions go into previously unexplored areas, while the latter one
results in overlap with data from the fixed-target experiment E665. The analysis presented here
is based on 3.9 pb~! of data taken during 1.5 months from the 1997 HERA run. Presented are
the measurements of the proton structure function F5 and the total virtual photon-proton (y*p)
cross section U?Stp in the transition region from deep inelastic scattering to the photoproduction
regime. The data is from etp scattering at a center-of-mass energy of 300 GeV using the ZEUS
BPC and BPT. The kinematic region covered in terms of the momentum transfer Q? ranges
from 0.045 to 0.80 GeV?2. Bjcerken x ranges between 3 - 10~7 and 1073. This corresponds to a
range in the y*p center-of-mass energy of 25 < W < 281 GeV.

The first part of this thesis covers the theory describing inelastic lepton-proton scattering es-
pecially at low values of @* and Bjoeerken x (chapter 2). This includes a discussion on various
aspects of the physics related to the transition region such as a brief introduction into the Vec-
tor Dominance Model and Regge theory. Chapter 3 describes design and performance of the
electron-proton collider HERA. Several methods to reconstruct the relevant kinematic quan-
tities from the data are discussed and compared in terms of resolution. This is followed by a
description of the ZEUS detector in chapter 4, which concentrates on the components used in
this analysis. BPC and BPT will be described in more detail in chapter 5 as these are the two
main ZEUS components used.

Data selection, the generation of simulated events, and systematic checks are described in the
second part of this thesis. Several detector studies like reconstruction, alignment, calibration,
and the estimation of the BPC and BPT efficiency are described in chapter 6. The next chap-
ter details the generation of signal and background (MC) events used for these studies and the
extraction of £y and U?Stp. Several time-dependent quantities like the position of the interaction
point and the electron beam tilt, which influence the data selection, are discussed in chapter 8.
The event selection including background rejection and an estimation of the amount of back-
ground in the final data sample is described in chapter 9.

The third part of this thesis covers the extraction of the total virtual photon-proton cross
section o.” and the proton structure function F, (chapter 10) and a discussion on the inter-
pretation of the obtained results (chapter 11). Chapter 10 gives a detailed discussion on the
determination of systematic uncertainties. The results on Uz;p and F, are compared to various
models (chapter 11). A summary of the analysis and the resulting conclusions are given in the
last chapter.



Chapter 2

Theoretical background

2.1 A brief history of lepton-nucleon scattering

Scattering experiments played a pivotal part in the development of the Standard Model of
particle physics as we know it today. They can be divided into two categories, fixed-target
experiments, in which a high energy particle is scattered on a stationary target, and colliding
beam experiments, where both the projectile and the target particle are moving. In order to
probe the structure of matter, electrons or muons have often been used as projectile particles,
with targets of hydrogen, deuterium or bare protons. Information about the structure of the
target particle can be derived from the measured angular and energy distribution of the scat-
tered and (or) the target particle or of particles produced in the interaction. The square of the
center-of-mass energy in a fixed-target experiment is proportional to the beam energy of the
projectile particles. In a colliding beam experiment significantly larger values of the center-of-
mass energy are possible since the square of the center-of-mass energy is directly proportional
to the product of the projectile and target beam energies. The first mathematical description of
the angular distribution of the scattered projectile particle was made by Rutherford in order to
describe the results of the scattering of a-particles on a thin sheet of gold foil. His ansatz was
valid for non-relativistic spin-less point-like projectiles and (heavy) targets. In order to properly
describe later scattering experiments it had to be modified. Mott extended the description to
include relativistic particles with spin % [M029]. However, since neither an extended structure
nor the anomalous magnetic moment of the target was incorporated, his ansatz still failed to
describe the scattering of electrons off protons. Finally in 1950, Rosenbluth included the spin
% of the target and projectile particles and the finite size and the anomalous magnetic moment
of the target in his calculation of the cross section of elastic electron-proton scattering [Ro50].
The Rutherford [CI86] experiment (1909-1911) led to the conclusion that atoms are made
out of a tiny positive charged nucleus of less than 20 fm diameter, which is surrounded by
electrons. In the early 1950s Hofstadter conducted scattering experiments of electrons off pro-
tons [Hob3, Hob5, Hob7], which revealed for the first time evidence of an extended structure
of the proton. In the 1960s, electron-proton scattering experiments at SLAC confirmed the
earlier results [Pa68, B169] and found that the two structure functions Wy and Wy [Dr64],
which describe deep inelastic electron-proton scattering, only depend on the Bjcerken scaling
variable © (scaling). This implied that the electrons are scattered on free point-like charges.
Two models were developed to describe the structure of the proton and other hadrons. The
Quark Model was developed independently by Gell-Mann and Zweig [Ge64, Zw64] to explain
Gell-Mann’s and Ne’eman’s proposed classification of observed hadrons known as the Kightfold
Way. Feynman’s parton model [Fe69] was motivated by the new data from the electron-proton



scattering experiments at SLAC. In 1969 Bjcerken and Paschos suggested, that the elementary
spin—% particles that made up the proton in both models, quarks and partons are identical. In
order to resolve the inconsistency of the Quark Model with the Pauli exclusion principle, it was
suggested that quarks carry an additional quantum number called colour [Gr64], which was
experimentally confirmed. Since no evidence for the colour-charged hadrons had been found, it
was concluded that observed hadrons are colour singlets. The gauge theory Quantum Chromo-
dynamics (QCD) of the strong interactions in general [Fr73, Gr73, We73] was able to explain the
experimental result, that no experiment has found free quarks (quark confinement). The QCD
is a non-Abelian gauge theory, which requires the interactions among its gauge bosons, the glu-
ons. At short distances, the quarks are quasi-free (asymptotic freedom), but at large distances
the interaction becomes stronger due to the interactions among the gluons, which prevents the
observation of free quarks. The resulting prediction from QCD, that the scaling behaviour of
the deep-inelastic structure functions Wy and W; is logarithmically broken, was experimentally
observed at the Fermi National Accelerator Laboratory (FNAL) in 1974 [Fo74]. A number of
fixed-target experiments have been carried out at CERN, DESY, FNAL, and SLAC in order
to obtain more information about the substructure of the nucleons. The HERA accelerator
at DESY is the first colliding beam experiment using electron and proton beams. With a
center-of-mass energy of 300 GeV, the kinematic region covered by the two HERA experiments
H1 and ZEUS extends several orders of magnitude beyond that of fixed-target experiments in
terms of larger values in (% and much lower values in the Bjoerken scaling variable x. The
analysis of the data at medium and high Q% [Ai196, De96], together with the study of the total
virtual photon-proton (y*p) cross section U?Stp and the proton structure function £} at low (Q?
and very low x [Br97] have resulted in fascinating and encouraging results.

2.2 The low Q? and very low z region

A surprising early observation at HERA was the rapid rise of the proton structure function F
with decreasing z for fixed value of Q? even for )? as low as 1.5 GeV? [Ai96], [De96]. This
translates to a strong rise of the total virtual photon-proton cross section U?Stp with the v*p
center-of-mass energy W. Since the total cross section for real photon-proton scattering U?:tp was
measured to have a much slower rise with W, the question arose where and how the transition
between the two regions takes place. In 1995 the kinematic region covered by the two HERA
experiments Hl and ZEUS was extended in order to probe the transition region between the
regime of perturbative QCD (pQCD, @? > 1.5 GeV?) and the photoproduction region (Q? ~ 0
GeV?). By shifting the interaction point in both experiments, the lower limit in )* was extended
down to 0.6 GeV?. To access even lower values of @ (0.11 to 0.65 GeV?), the ZEUS Beam Pipe
Calorimeter (BPC) was installed in 1995. The results from 1995 ([Br97], [Br98a]) confirmed
the earlier measurements. It was found that the data was well described by perturbative QCD
(pQCD) down to Q% =1 GeV?. At lower values of ) the data was best described by a model
based on Regge theory (see section 2.8.2) and the Generalized Vector Dominance Model (see
section 2.8.1). The data suggest that there is a transition region between the two domains,
which extends up to approximately ? = 1 GeV?, and that the transition is smooth. Several
questions remain about how the transition towards Q* = 0 GeV? takes place and how to
describe the data. The rise of Fy with decreasing z is expected to stop at a certain Q? as
Fy(z — 0,Q* — 0) should be zero. Even for the lowest value of Q* = 0.11 GeV?, [, was
still found to be increasing towards lower values of . The y*p cross section as measured from

the BPC in 1995 were extrapolated to Q* = 0 GeV? using the Regge and GVDM motivated

ansatz which describes the low Q% data. It was found that there is a discrepancy between
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Figure 2.1: Feynman diagram describing unpolarized ep scattering to lowest order
in perturbation theory [Su98]. In the case of NC events, the exchanged gauge boson
is either a virtual photon v* or a Z° boson and the final state lepton is an electron.
For CC events the final state lepton is a neutrino due to the exchange of a W+ or

W~ boson.

extrapolated cross sections at ? = 0 GeV? and the H1 and ZEUS measurements of the vp
cross section. More precise data is needed to investigate the problems described above and to
compare the data to new or updated models for this kinematic region. A further extension of
the kinematic acceptance at low Q% and very low z is desirable towards lower values of Q% and
higher values of x. The former one will allow the study of the behaviour of U?:tp and [y closer to
the photoproduction regime, while the latter one results in an overlap with the region covered
by the fixed-target experiment E665. An extension upwards from Q? = 0.65 GeV? together
with a reduction of the systematic uncertainties is also desirable for a detailed study of the
transition towards the region of pQCD. The motivation of the analysis presented here was to
address the problems described above.

2.3 Definition of the kinematic variables

This section gives a short introduction to the kinematic variables used to describe the scattering
of unpolarized electrons on unpolarized protons. The natural system of units is used throughout
this thesis, i.e. h = 1 and ¢ = 1. Furthermore, the term ‘electron’ will be used as a synonym
for both electrons and positrons unless explicitly stated otherwise.

The Feynman diagram to first order in perturbation theory for the scattering of unpolarized
electrons on unpolarized protons is shown in figure 2.1. Electrons and protons with initial four-
momentum k = (F; k_;) and p = (Ep; ]3) respectively interact via the exchange of a Standard
Model electroweak gauge boson:

e(k) + P(p) — I(K)+ X(p) (2.1)

Ignoring initial and final state radiation from the lepton, the final state consists of the scattered

lepton [ (k' = (E; k;)) and the hadronic final state system X (p' = (Ex;px)). In the case of a
neutral current (NC) event, the exchanged gauge boson is either a virtual photon * or a Z°



boson and the final state lepton is an electron. For charged current (CC) events the final state
lepton is a neutrino due to the exchange of a W* or W~ boson. The HERA collider experiments,
H1 and ZEUS, cannot detect the neutrino directly, but are able to measure directly the energy
and direction of both the scattered lepton (in the case of NC events only) and the hadronic final
state system. For fixed beam energies, as in the case of the HERA collider, two independent
variables are sufficient to define the unpolarized inelastic ep event kinematics. Depending on
the kinematic region covered, the detectors used, and whether NC or CC events are analyzed,
one of several options of how to reconstruct these variables is chosen. These will be discussed in
more detail in section 3.4. The following variables provide a relativistic-invariant formulation
of the unpolarized inelastic ep event kinematics:

s = (k+p)?~4E.Ep (2.2)
Q= —(k=k)Y==(p—p)=-¢ Q*<s (2.3)
¢ = 2(1?-261) 0<z<l (2.4)
y = % 0<y<1 (2.5)
W= (= =mi+ L) Wm, 2.6
t = (p-p) (2.7)

For the 1997 HERA running period a positron beam of E. = 27.5 GeV and a proton beam of
Ep = 820 GeV were used. The resulting center-of-mass energy /s is 300 GeV neglecting the
electron and proton masses. Q? is the negative square of the momentum transfer ¢ and denotes
the virtuality of the exchanged gauge boson, i.e. Q* = 0 corresponds to real photon-proton
scattering. x is the Bjeerken scaling variable interpreted in the Quark Parton Model as the
fraction of the proton momentum carried by the struck parton. vy is the fraction of energy
w.r.t. the initial electron energy transferred between the lepton and hadronic system in the
proton rest frame. W? is the square of the invariant mass of the proton gauge boson system. ¢
is the four-momentum transfer at the proton vertex. Ignoring the electron and proton masses,
z,y, Q% and s are related through the following relation:

Q*~s-x-y (2.8)

The momentum transfer ¢ = \/—Q? can be related to the wavelength A of the virtual boson
through Heisenberg’s uncertainty principle:

L 2mpe
a1 Q7
In order to resolve objects of size A, A has to be smaller than A. At low Q? the resolution is

small and the substructure of the proton is ‘visible’ (see figure 2.2). At higher Q? the resolution
increases, and quark-antiquark pairs originating from gluons can be resolved, and processes

(2.9)

like QCD Compton events or Boson-Gluon-Fusion (BGF) become ‘visible’. The cross section
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Figure 2.2: Resolution of the proton substructure as a function of Q* [Qu96].

for the reaction above can be described in terms of proton structure functions and in terms
of the scattering of virtual photons off protons. The following sections give an overview of
both approaches. Compared to the single photon exchange, the exchange of the heavy Z°
(mzo = 91.2GeV) and W* (mpyz = 80.2 GeV) bosons is kinematically suppressed by a term
QY (Q*+ Méowi)z [In&7]. Since the contribution from (y* — Z°)-interference is also suppressed
by a factor Q*/(Q?* + MZ,) [In87], the single v* exchange is dominant at low Q?. Since only
NC events at low ? were used in this analysis, the following discussion will be restricted to
the case of NC scattering through a virtual photon as the exchanged gauge boson, to lowest
order in perturbation theory.

2.4 Structure functions

The concept of structure functions is one of the main tools to explore the structure of the
nucleus in general [Ha84]. In the single boson exchange approximation the cross section can be
factorized into a leptonic tensor L,, and a hadronic tensor W

do s L, WH (2.10)

Neglecting the electron mass the leptonic tensor has been calculated from Quantum Electro-

dynamics (QED) to be

1 ' ' ' q2

L = §TT(/“ Vu k) = Q(kukv + kuk, + EQW) (2.11)
where g, is the metric tensor. It is symmetric in g and v. The detail of the interaction at the
hadronic vertex and hence the substructure of the proton which takes part in the interaction
are parametrized by the hadronic tensor W#*”. The most general form of W#" taking into

account Lorentz-invariance and the symmetry of L, in g and v, is [Ha84]

W, W W,
WH = —Wig" + —p'p” + g+ (0" + ") (2.12)
m mp m

2
P P



The scalars W; depend on ¢* and p - q. Four-current conservation can be used to reduce the
number of independent scalars W;. Usually, Wy and W5 are chosen to be replaced by:

2

W4:(%)2-W2+%-W1 A :]%-W2 (2.13)
The functions W, ;=1 3 depend on two Lorentz-invariant variables, which in this case are chosen
to be v = 2% and @*. The behaviour of these functions as a function of v and @Q? reflect the
dynamics of the strong interaction. Usually the three functions are transformed into proton
structure functions Fj ;- 3:

Fi(0,QY) = my Wi, Q) (2.14)
Fy(z,Q%) = v-Wy(r,Q%) (2.15)
Fy(z,Q%) = v-Ws(r,Q%) (2.16)

Using the proton structure function convention, the double-differential deep-inelastic NC Born
efp — et X cross section can be written as

(%gjp))m - 2;5; Y, Fa(x, Q) — v2Fy, F YoaFs(x, Q2)] (2.17)

FL = F2 — 2$F1
Yy = 1+(1—y)?
F3(z,Q*) describes the parity violation contribution due to (v* — Z°)-interference and is small

in the low and medium Q? range. Neglecting the contribution from F3(z,Q?) one obtains the
following expression for the Born cross section in terms of y and Q*:

d2 NC/ £ 2 2Y 2
Fo(emp)y  _ZmatVy (o v (2.18)
dyd@* g yQ* Yy

The three proton structure functions are defined with respect to the Born cross section. As
also higher order QED corrections contribute to the measured cross section, a correction has
to be applied in the extraction of F, from the data. This is usually parametrized by a QED
radiative correction factor §,(y, @*) to the Born cross section:

() (i

dydqQ? dydQ? )B R 1)

2.5 Virtual photon-proton scattering

The deep inelastic scattering of electrons off protons by the exchange of a virtual photon can
be viewed as the scattering of virtual photons off the proton. If the lifetime of the virtual
photons is large compared to the interaction time [I069] the differential ep cross section may
be interpreted as the product of two factors: the flux of virtual photons and the total cross



section U?Stp for the scattering of virtual photons off protons [Dr64, Ha63, Gi72]. This leads to
the following requirement:

4m2 z?
=
T2 (2.20)

2r,my

where r, ~ 5GeV~! is the radius of the proton. Since virtual photons may be both longi-
tudinally and transversely polarized, the total virtual photon-proton cross section is defined
as

ol =0} +0)" (2.21)
where 0.7 and o} 7 are the cross section for the scattering of transverse and longitudinal
polarized virtual photons off a proton respectively. Using the proton structure functions F}
and Fy and Hand’s convention [Ha63] for the definition of the flux factor K of the virtual

photons, the two cross sections are given by:

. 4y
oy = T g (2.22)
mp[XHand
. dm2a Q* 2xm Fy
v 1 . Pl — — 2.23
oL [(Hand [( +4x2m]2)) ( Q2 ) ’ My ( )
N ﬂ(ﬂ_F)_ﬂ(&) (2.24)
- My Kiana  \27 YT My K Hand  \ 27 '
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2m,, N 2m,, z

Equation 2.24 is only valid if Q2/4:1;2m22) is significantly larger than 1. F7, is referred to as the
longitudinal structure function because of the relationship to the longitudinal cross section o,
in equation 2.24. Since both Uz*p and U%*p are required to be greater or equal to 0, F} is
bound to be in the range of 0 < Fp < F,. The total virtual photon-proton cross section from

equation 2.21 can be written as

. . * Ame 1
ool = ool =gy |V g | e @) (2.25)
4m1231’2

In the case of HERA equation 2.24 is valid, and in this analysis = is much smaller than 1.
Therefore, equation 2.25 can be simplified to

A2
Q2

Rewriting the Born cross section from equation 2.18 in terms of o7 and o, yields

.
V*p
Tot A3

Fy(x, Q7) (2.26)

dzaNC(eip)
dyd@?
c(y) = 2(1 —y)/(1+(1—y)*) Photon Polarization
I(y, Q%) = a(l+(1—1y)?)/(2rQ%) Photon Flux

[ (07" +eo] ?) =T (0% en (2.27)



where (U?Stp)eg = U%*p + caz*p is called the effective v*p cross section. For the BPC and BPT
data €(y) has a value of (0.31-0.99) depending on y. Because the center-of-mass energy at
HERA is fixed, €(y) cannot be varied independently of x and Q*. The measured quantity is
the effective cross section o ” + eo} °. For the extraction of (o7.7) [F,] one needs to assume
the value of €(y) [Fy] for each bin. This is done by rewriting equation 2.27 using the ratio R of
the longitudinal and transverse cross section R = Uz*p/a%*p = Fy/2xF) and assuming a certain
model for the behaviour of R.

dZO.NC(ezl:p)

dyd@?
The contribution of Ff, to the differential ep cross section increases for y — 1. In the case
of HERA it can be determined if d*c/dzd@Q? is measured at fixed values of  and Q2 but
at different center-of-mass energies s. This can be done by either varying the energies of the

electron and/or the proton beam or by using radiative events at reduced center-of-mass energies
due to initial state radiation [Bo99e] [[Ke98].

=T-0}37(1+4¢R) (2.28)

2.6 The Quark Parton Model (QPM)

Two models were developed to describe the structure of the proton and other hadrons, Feyn-
man’s parton model [Fe69] and the Quark Model. The latter one was developed independently
by Gell-Mann and Zweig [Ge64, Zw64] to explain the classification of observed hadrons known
as the Fightfold Way, which had been proposed by Gell-Mann and Ne’eman. In the parton
model the proton consists of quasi-free point-like objects. Each so-called parton ¢ carries a
fraction &;p of the proton momentum p (0 < & < 1). The inelastic ep cross section is given
by the incoherent sum of quasi-elastic electron parton scattering. If the partons were indeed
point-like, one would expect that even with increasing momentum transfer Q% no new details
would be visible. In 1968 Bjcerken predicted the behaviour of the structure functions for the
high energy limit of ? — oo, v — oo, but = % finite. His prediction that the structure
functions would depend only on a dimensionless scaling variable x was confirmed by SLAC
experiments.

Fi(z,Q%) — Fi(x) (2.29)

FQ([E,Qz) — Fy(x) (2.30)

In the infinite momentum frame of the proton, the scaling variable x can be interpreted as the
fractional momentum §; of the struck quark. Neglecting the parton mass m, and the proton
mass, four-momentum conservation implies for this fraction:

m2 = (Ep+q)* =P — Q%+ 26pg = m2 — Q* + 2{pq

_ 1 2 2 2\

@

2.31
297 (2.31)

In 1969 Bjcerken and Paschos suggested that the elementary point-like spin—% particles that
made up the proton in both models, quarks and partons were identical, thus the name Quark
Parton Model (QPM). The lifetime of a given state of partons in the proton is significantly larger
in the center-of-mass system than in the rest frame of the proton due to Lorentz contraction



and time dilation. The parton distribution during the ep collision is effectively frozen [St95], so
that only one parton takes part in the interaction. The probability that an additional parton
takes part in the interaction is suppressed by the geometrical factor 1/(7‘[‘7“;@2), where r, is the
radius of the proton. The QPM relates the structure functions F; and F, to the sum of the
parton distribution functions x f;(x) weighted by the square of their electric charge ¢; in units
of the proton charge e.

Fy(z) = §Z€?fi(l‘) (2.32)

Fi(x) = %Fg(:p) (2.33)
Equation 2.33 is known as the Callan-Cross relation [Ca69] and was approximately confirmed
by SLAC experiments. It implies that F7, or, in terms of virtual photon-proton scattering Uz*p
is 0. The predicted fractional charge of the quarks was confirmed using neutrino and electron
nucleon scattering data and the postulated number of three valence quarks in the proton (uud)
and neutron (ddu) using the Llewellyn-Smith sum rule [De75]. Although the QPM was very
successful in explaining some of the early ep results, some problems of this model became
apparent. One prediction from the QPM model was that the sum of the respective integrated
distribution functions x - f;(x) should be equal to unity:

/d:z; 23 fila) =1 (2.34)

The experimental value of the sum in equation 2.34 was approximately 0.5. The conclusion
was that about half of the momentum of the proton is carried by neutral particles [Ab83].
Also the fact that no free quarks were observed (quark confinement) could not be explained.
Both problems were solved by the formulation of a field theory of the strong interaction, the
Quantum Chromodynamics (QCD), which in the asymptotic limit @* — oo reproduces the
QPM.

2.7 The Quantum Chromodynamics (QCD)

The Quantum Chromodynamics (QCD) is the gauge theory of the strong interaction. It was
developed at the beginning of the 1970s. The additional quantum number colour of the quarks,
introduced to solve the inconsistency of the Quark Model with the Pauli exclusion princi-
ple [Gr64], was found to be the colour charge of QCD. Three colour states were needed: ‘red’
(r), ‘green’ (g), and ‘blue’ (b). The three coloured quarks of one flavour form a triplet. The
gauge bosons of QCD are the eight gluons, which carry a combination of colour and anti-colour.
In 1979 they were experimentally observed through three-jet events at the PETRA collider at
DESY [Wu84]. In contrast to the QED, QCD is a non-Abelian gauge theory, which is based
on a SU(3) gauge group. Therefore, the gluons are able to interact with each other, which is
a fundamental difference between QCD and QED. In the case of QED, the effective coupling,
i.e. the effective charge decreases for small momentum transfers (large distances), while for
QCD 1t is the other way around. This allows the description of two rather different experi-
mental results, the absence of free quarks in nature (quark confinement in hadrons) and their
quasi-free behaviour at large momentum transfers (small distances) (asymptotic freedom). The
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Figure 2.3: Expected behaviour of F; for a certain substructure of the proton [Su98].
In the case of only three valence quarks (left), F; would have a single peak at 1/3.
For three bound valence quarks (middle) the distribution is smeared. If also QCD
dynamics is taken into account, the different contributions to £, from sea and valence
quarks have to be separated.

QCD coupling constant as(Q?) depends on the number of quark flavours n; and a free scale
parameter A and is given in the leading order approximation by the following formula:

47

a,(Q?) = (11 — 2ns/3)In(%)

(2.35)

A has been measured to be (100 — 300) MeV [Ba96]. For large Q?, a; is small and the quarks
are quasi-free and can be described by perturbative calculations. In the case of low Q?, a,
becomes large and it is expected that perturbative calculations are not valid beyond a certain
minimum (?. The dynamics of the parton distributions inside the proton are given by three
reactions: gluon splitting (¢ — g¢), quark-gluon radiation (¢ — ¢g), and pair production of
so-called sea quarks (¢ — ¢q). The expected qualitative behaviour of F, as a function of « for
different parton compositions of the proton is pictured in figure 2.3. In the case of only three
valence quarks without Fermi motion one would expect the proton momentum to be equally
divided between them, i.e. I, would have a single peak at 1/3 and equation 2.34 would be valid.
For valence quarks bound by gluon exchange a somewhat smeared distribution is expected. If
the whole QCD dynamics are included, F, is expected to rise at low x. This is because the
low z region is populated by gluons and sea quarks and the quark density is large. Because
the resolution increases with %, more quark-antiquark pairs originating from gluons can be
resolved at higher Q?. Therefore, the rise of Fy at low z for fixed Q? is expected to increase
with Q2. The large x region is dominated by the valence quarks. With increasing Q% Fj



decreases due to gluon radiation. The resulting logarithmic dependence of Fy on (Q? at fixed
x is referred to as scaling violation. Both the scaling violation and rapid rise of Fy at small
x have been measured by the HERA experiments H1 and ZEUS ( [De93], [Ab93]). Another
effect of the quark-antiquark pair-production via gluons is that, contrary to the QPM, quarks
can have transverse momentum. Therefore, they can couple to longitudinally polarized virtual
photons and the Callan-Gross relation 2.33 is no longer valid.

2.7.1 Factorization

In the framework of QCD, hadron-hadron and lepton-hadron scattering are described in terms of
interactions between the quarks and gluons of one hadron with those from the other hadron, or
the lepton respectively. Two ingredients are needed to calculate for example the ep cross section.
The interaction between the virtual photon and a quark with a given momentum fraction in
the proton is a short-range process and can be calculated using perturbative calculations. The
probability to find a particular quark having a momentum fraction between x and (x + dx) is
a long-range process. It cannot be calculated in perturbative QCD (pQCD). The separation
of the scattering processes in short-range and long-range physics is called factorization. An
additional scale, the factorization scale pp, has to be introduced. In pQCD the calculation of
self-energy diagrams such as gluon splitting into a quark-antiquark pair or the recombination
of the pair into a gluon yields divergent integrals. By introducing the renormalization scale g
the divergence is absorbed into the definition of the long-range parton distribution functions.
Only momenta less than ug are integrated over. Several renormalization schemes are used, for
example the minimal subtraction scheme (MS) or the deep inelastic scattering (DIS) scheme.
For the latter one, the structure function Fy(z,Q?) is given as

ny

Fy(2,Q%) =3 € [2qi(x, Q%) + G2, Q)] (2.36)

7

where n; is the number of quark flavours and ¢; and g; are the quark and anti-quark distribution
functions of the hadron respectively. They are process independent. The quark and anti-quark
distributions and the gluon distribution function ¢;(x, @*) must be determined experimentally.
However, if they are known at one particular value of ()? they can under certain conditions be
calculated for other regions. This is done using the DGLAP, BFKL or CCFM equations. The
DGLAP equations allow one to determine the parton distributions for fixed a at any value of Q?
if they are known at a particular value Q2. The BFKL equations can be used to do it the other
way around. Attempts have been made to achieve a unified BFKL/DGLAP description [Kw97].
The CCFM equations [Ca90] were derived in order to be able to evolve the parton distribution
in both z and Q% Figure 2.4 shows the domains of the DGLAP, BFKL, and CCFM evolution

equations. The three sets of equations are discussed in the following sections.

2.7.2 The DGLAP equations

The Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [Al77, Gr72] are a set of
(2ns 4+ 1) coupled integro-differential equations. They can be used to determine the quark and
gluon distribution functions for any value of Q% if they are known at one particular value Q3
within the range of applicability of pQCD. The DGLAP equations are derived by requiring that
both F; and F3 as measurable quantities, should not depend on the choice of the factorization
scale pup. Starting from the requirement uf.(dF;(z,Q?)/du3) = 0 (i = 1,2), the DGLAP
equations were derived in the leading logarithmic approzimation (LLA). The terms which give



In Q*

Non—perturbative region (transition to photoproduction)

Figure 2.4: Range of validity for the various evolution equations. The circles indicate
the parton density ‘visible’ at a certain x and Q?. Increasing Q% leads to a better
spatial resolution. Smaller values in z yield an increase in the parton density driven
by the gluon density. At high parton density saturation is expected to diminish the
rise of Fy with decreasing . The ‘critical’ line indicates the transition region into
the region of high parton density where saturation and shadowing is expected to
dominate. The DGLAP equation allows the evolution in ? for fixed 2, the BFKL
equation the evolution in z for fixed Q*. The CCFM equations describe an evolution

in both = and Q2.

the dominant contribution at large 2 and large Q* were summed to all orders and all others
neglected. The remaining terms have the form a” - (In Q*)". Therefore, the DGLAP equations
are only valid as long as the impact of the neglected terms is small, which is expected for

0@ (QY) ~ O(1)  u(@)In + < 1

(2.37)

The DGLAP equations for the quark, anti-quark, and gluon distributions are given by:
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P;j(x/z) are QCD splitting functions, which describe the probability to find a parton of type
¢ with momentum fraction x originating from a parton of type 7 having a momentum fraction
z when the scale changed from @Q*/GeV? to Q*/GeV? + dIn(Q*/GeV?). Up to now they
are calculated up to next-to-leading order (NLO) and can be found in [Gu80, Fu82]. If the
quark, anti-quark, and gluon distributions are known at a starting scale Q2 they can be evolved
using the equations (2.38-2.40). Under the assumption that the contributions from quarks are
negligible at low z it is possible to extract the gluon density directly from a measurement of
F;. Using the method proposed by Prytz in leading order [Pr93] and the DGLAP equations
the following relation between Fy and g(z,(Q?) is derived:

dFy(z, Q* S5o(Q?) 2 9
dl(n Q% ) ~ 9(;2 )g:zjg(Z:Jc,Q ) (2.41)

The Double Logarithmic Approximation (DLLA) can also be used to estimate the gluon distri-
bution at low values of x, where the LLA approximation used to derive the DGLAP equations is
not valid. Leading terms in (In 1) accompanied by leading terms in (In @?) are included, which
results in the gluon distribution below, which is numerically compatible with x=°* [Le97].

4 mEy 1
zg(z,Q*) ~ exp [ i ln(ngg) ln—] (2.42)
A

11—%nf In £o x

(@) Q@ < 1, a(Q")-In i <1, o,(Q*)-In Q% In é ~ O(1)

Equation 2.42 violates unitarity in the limit + — 0, which is also true for the solution of the
BFKL equation 2.43 discussed in the next section. The model of saturation in which the growth
of the gluon and sea quark density at low z is compensated by quark-antiquark annihilation
and gluon recombination is discussed briefly in section 2.7.5.

2.7.3 The BFKL equation

Work done by Balitzky, Fadin, Kuraev, and Lipatov resulted in the BFKL evolution equation.
This equation provides an evolution in x for fixed values of ? [Ba78] for the unintegrated gluon
distribution f,(z, k7). k7 is the square of the transverse momentum of the gluons. In contrast
to the DLLA approximation the BFKL evolution scheme provides a way to sum up all leading
terms in In <. The BFKL equation according to [As94]and the relationship of the unintegrated
to integrated gluon distribution are given in equation 2.43 and 2.44 respectively.

_xafg(ka%) _ 3ask2 ° dk/Tz fg(xak/Tz) — Jolz, k7) i Jolz, k7)
E o e I I T
= Kof, (2.43)
a,In(Q%) < 1, as;ln L =0O(1)
x
2y = [ dk3. [ k2 k3 2.44
xg(va) - o ( T/ T)fg(xv T) ( )

K is the BFKL kernel. The solution of 2.43 is dominated by the largest eigenvalue A of the
kernel K resulting in the following  and Q? dependence for Fy [As94a]:

3o,

Fy(x,Q%) ~ (QHY%™, X=""4In2 (2.45)
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Equation 2.45 violates unitarity in the limit of + — 0. An upper limit of the rise of Fy is
given by the Froissart bound [Fr61] because F} is related to the total cross section of virtual
photon-proton scattering o, by equation 2.25:

* 472
ol =22 < D 2y (2.46)

m, 1s the mass of the charged pion and sy a scale factor, which has to be determined experi-
mentally. Because of the limit given by equation 2.46 there must exist some mechanism which
dampens the rise of Fy at low 2. Two models of such a mechanism are briefly discussed in
section 2.7.5. A modified version of the BFKL equations takes into account the recombination
of gluons (gg — ¢) as one mechanism to dampen the rise of ;. The ansatz proposed by Gribov,
Levin, and Ryskin includes non-linear terms into equation 2.43:

afg(l'ak%) g 810‘?%%) 212
oSBT < Ko f, - e et i) (2.47)

2.7.4 The CCFM equation

The equation proposed by Catani, Ciafaloni, Fiorani, and Marchesini (CCFM) is based on the
coherent radiation of gluons. In the limit of low # — 0 the CCFM equation is equivalent to
the BFKL equation, while for + — 1 it reproduces the DGLAP equations. CCFM based MC
generators did archieve a reasonably good description of the [y data from HERA, but until
recently failed to describe the production of forward jets at HERA, which is believed to be
a good signature for parton dynamics at low z. In [Ju99] the results of a modified version
of the MC generator based on CCFM were found to be in good agreement with F% data for
5-107% < z < 0.05 and 3.5 < Q? < 90 GeV? and cross section for forward jet production.
Whether this improved model is able to provide a good description of the F, data for lower
and higher values of Q% remains to be seen.

2.7.5 Saturation

It is expected that the rise of the quark and gluon density at low x stops at a a certain xmin(Q?),
because of quark-antiquark annihilation and recombination of gluons. ., is expected to
depend on ()2, because at low Q? the resolving power of the virtual photon is low compared to
higher Q% and less partons can be seen. This is indicated by the ‘critical line’ in figure 2.4. It
has been estimated in [Le97] that recombination of gluons result in saturation if

9 r 5 GeV~!

l’g(va ) r;(QQ) é

r, is the radius of the proton (~ 1 fm) and r,(Q?*) = 2/Q the gluon radius at a certain value
of Q. So far the gluon densities derived from HERA have been well below this limit and no
signs of saturation have been observed. In a model proposed by Mueller [Mu90], the saturation
starts in small localized areas of the proton, the hot spots. This would result in saturation at
lower overall gluon densities.

~ 6 Q° (2.48)

2.8 The transition region

The main motivation for the measurement presented in this thesis was to further expand the
kinematic region at low z and low Q% and reduce the systematic uncertainties of the previous



measurement [Br97]. This is done to study the transition from the region of pQCD at Q* > 1.0
GeV? to the photoproduction limit (Q* ~ 0 GeV?). For @* — 0 GeV? the virtual photon-
proton cross section o, approaches the cross section for real photon-proton scattering o/%.

As real photons can only be transversely polarized, O'E*p has to vanish at Q* = 0.

[47rzoz
Q2

Two constraints for the structure functions F, and F7, in the limit of Q% — 0 GeV? can be
derived from the ep cross section in terms of structure functions. The hadronic tensor WH”
from equation 2.12 rewritten in terms of I} and F) neglecting the contribution of Fs at low ()?
exhibits two singularities. Since both [} and F; are physical quantities, the singularities have
to be canceled by imposing the following conditions on Fy and Fj:

Fy(, Q?)] (2.49)

. * .
ooh = lim {0‘% p} = lim
Q?—=0 Q?—=0

Fy=0(Q% Fp=F—22F =0(Q" (2.50)

As expected from the behaviour of the strong coupling constant (equation 2.37), pQCD is not
able to describe the data down to Q? ~ 0 GeV?. As pQCD was found only to work above Q? =
GeV? [Br97], non-perturbative concepts have to be used to describe ol P and F, in the region of
low Q%. Most of the phenomenological models used to describe the transition region are based
on the concepts of the Vector Dominance Model (VDM) [Sa60] and/or Regge theory [CoT70].
These concepts will be discussed in the next section. A description of the various models and
parametrizations, which are compared to the results of this analysis is given in section 11.

2.8.1 Vector Dominance Model

The Vector Dominance Model (VDM) is based on the phenomenological observation that
photon-hadron interactions exhibit striking similarities to hadron-hadron interactions. In the
VDM the photon is a superposition of the bare photon |¥)pare and a hadronic component
|¥)hadronic- The latter one is given by a fluctuation of the photon into a quark-antiquark pair
with the same quantum numbers (J©Y =177, Q = B =5 =0):

|7> = |7>bare + |7>hadronic (251)

The VDM makes the assumption that the photon-hadron interaction is given by the interaction
of the hadronic components of the photon. Furthermore, it assumes that the photon only
fluctuates into the three lightest vector mesons (p°, w, and ¢), which all have the same quantum
numbers as the bare photon. The VDM ansatz is only valid if the fluctuation time 7, which can
be estimated using the uncertainty principle, is large compared to the interaction time [Le97].
7; can be estimated from the energy difference AE between the mass of the vector meson my
and the momentum of the bare photon and is given by:

2v 9
N — >0 2.52
Note that equation 2.52 is valid for both virtual and real (Q* = 0 GeV?) photons. In fact [Ab95]
in the limit of @ — 0, even virtual photons at high @* can fluctuate into ¢g pairs and 7; is
given by:
1
YT e

(2.53)



From equation 2.53 it is clear that at low = the fluctuation time is large and the VDM ansatz
valid. |¥)hadronic 18 then given by:

dra - ry
|7 ) hadronic o V:%;ws (m) V) (2.54)

The sum extends over the three lightest vector mesons. In the framework of the VDM the cross
sections for transversely and longitudinally polarized photons, U%*p(W, @*) and Uz*p(W, Q%)
from equation 2.21, are related to the total cross sections of transversely and longitudinally
polarized vector mesons scattering off protons at Q? = 0 GeV?:

. Ama - ry * v
P 2 — YP P 2
or "(W, Q%) (V:Zp()’w’(b 1+ Q?/m?)? + UT,O) or’ (W) (2.55)

x 9 dra- ry Q? . v
o; P(W, = — &y -4 o] B Pw 2.96
L (W,Q7) (V:%;wb (1107 /mb)? v m? + L,O) or' (W) (2.56)

W is the center-of-mass energy of the (v — p)-system as defined in equation 2.6. The possible
difference in 0'¥p and U}jp at Q? = 0 is taken into account by the factors &y, which are expected
to be within 0 < & < 1 [Ba92]. O'%Tg and Uzjg were not included in the original VDM,
but are added to account for higher mass states than the three used vector mesons in the
extension of this model discussed below. The coupling constants ry have been determined
experimentally in v p and ete™ reactions [Ba92]. The measurements confirm that the VDM
ansatz is valid. However, several experimental results from inelastic ep scattering were not
reproduced by the VDM model as discussed above. It was found that the three lightest vector
mesons only contribute at approximately 78 % of the total cross section (r, = 0.65, r, = 0.08,
ry = 0.05). The generalized vector dominance model (GVDM) [Sa72] is an extension of the
VDM. It includes not only the three lightest vector mesons but all higher mass states [Sa72].
A simple extension of the VDM is to include the additional term O'%Tg (o7, 0) to equation 2.55
(2.56) to take into account the contribution from higher mass states. A snnple ansatz of these
terms [Sa72] is also used in the analysis presented here (see chapter 11):

dre - ro

- T (2.57)

* m2 2 1
o6 = dra-re-fo- [Q—S -In (1 + g—%) - m] (2.58)

In the most general form of the GVDM, the equations 2.55 and 2.56 are modified by taking
into account the diagonal approximation of the transverse photon absorption cross section:

o

op

VP72 A2\ 2 PT W mz)

oL P(W2 0% = /mg dm* T (2.59)
VP2 N2y 2 pr( W mz) Q_2

oL P(W,Q%) = /mdm Ty € (2.60)
pr(W? m?*) = (1/47%a)0 et - (m?)Opaar( W2, m?) (2.61)

The spectral weight-function p7 is proportional to the cross sections ete™ — my and myp —
my:p, where my and my. are vector meson states with different masses. The VDM is included

in the GVDM as the special cases of pr(W?,m?) = Yy (4ra - ry)d(m® —mi ) - ol (W).



2.8.2 Regge theory

In the context of this thesis only a short summary of Regge theory is given. Several detailed
introductions are available, for example [Co70].

Regge theory was first formulated to describe hadron-hadron scattering cross sections by the
exchange of several particles. It turned out that lepton-hadron interactions could also under
certain conditions be described by this ansatz, for example the interaction of photons with
hadrons due to the possible fluctuations of the photons in hadrons as discussed in the last
section. Regge theory is expected to be valid in the high energy limit s > (?, which is true for
the kinematic region covered in this thesis (y/s & 300 GeV?, Q* < 1 GeV?). Note that in the
following discussion the same notation as in [Co70] is used. s is the square of the center-of-mass

energy of the relevant process. In y*p collisions s = Wj*p. t is the negative squared momentum

transfer at the proton vertex (t = —(p — p')?).
The behaviour of the cross section as predicted by Regge theory was found to solve one problem
of the simple ansatz of one particle exchange. For the exchange of one particle with spin j the
cross section was found to be proportional to s2U=1. For exchanged particles with spin j > 1
the cross section increases with s. This was violating the Froissart bound and unitarity. The
cross section as predicted by Regge theory was found to be decreasing with the center-of-mass
energy s. It was found that all possible exchange particles and resonances of a given isospin
and strangeness were connected by a line in the Chew-Frautschi plot of spin [ versus the mj7,
where m; is the mass of a given particle or resonance with spin [. These lines were called Regge
trajectories or Reggeon and of the simple form a(t) = a(t = 0) + o't. a(t = 0) is called the
intercept of the trajectory. In the Regge limit of s >> @* the scattering amplitude A(s,¢) is
given by
S a(t)
Als.t) = At - () (2.62)

where s is a constant. Using the optical theorem, which connects the total cross section oyt
to the imaginary part of the scattering amplitude

1
Otot — gIm A(S,t = 0) (263)

the s-dependence of oy, is predicted as
Orop o s=0)-1 (2.64)

which for a(t = 0) < 1.0 falls with increasing center-of-mass energy s and conserves unitarity.
For W < 10 GeV the measured cross sections for hadron-hadron interactions were found to
be in good agreement with the prediction from Regge theory, but measurements at higher
W have revealed a slow rise of the cross section with W. This resulted in an extension of
the Regge theory. In order to describe the rise, an additional trajectory, the Pomeranchuk
trajectory or in short the Pomeron with a(t = 0) > 1.0 was introduced. The Pomeron was not
an observed or predicted particle, but a mathematical construct to account for the observed
rise of the total cross section. It was required to have the quantum number of the vacuum
JPY = 0** and to be colourless. With the discovery of events with a large rapidity gap at
HERA, which were explained by the exchange of a colourless object, some models assume
the Pomeron to be composed of two gluons [Ab96], but this remains to be proven. In the
context of this analysis only the v p and v* p cross sections are discussed. The former one was
found to be well described by a Pomeron trajectory with ozgjom(t) = (1.08 + 0.25¢) [Do92],
which leads to opf oc (W?2)2rt=0-1 — (W2)%08  This Pomeron is usually referred to as soft



or non-perturbative. One of the surprising results from HERA was, that for virtual photon-
proton scattering the Pomeron intercept a,(t = 0) was found to increase with @? and to be
significantly larger than 1.08 [De96, Ai96] (hard or perturbative Pomeron) for Q? > 1.0 GeV?,
but to be approximately constant at 0.16 for 0.11 < Q? < 0.65 GeV? [Su98]. One of the
motivations for the analysis presented here is to further examine the transition from the hard
to the soft Pomeron in the region of Q? below 1.0 GeV?.



Chapter 3
HERA and DIS experiments

3.1 Deep Inelastic Scattering (DIS)
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Figure 3.1: Kinematic coverage in the (z — Q*)-plane for various fixed-target experi-
ments and the HERA collider experiments H1 and ZEUS as of 1997 including the

measurements presented here (‘BPT’).

Several experiments have contributed to the measurements of the proton and neutron structure
functions in Deep Inelastic Scattering (DIS) of leptons off nucleons. With the start of data
taking with the two experiments Hl and ZEUS at HERA, the kinematic region covered was
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Figure 3.2: Aerial view of DESY and the surrounding area in Hamburg, Germany.
The location of the accelerators PETRA (enclosing the DESY site) and HERA are
highlighted.

significantly increased. Figure 3.1 shows the kinematic coverage of various experiments in
the (z — Q*)-plane up to 1997. The fixed-target experiments (BCDMS, CCFR, E665, NMC,
SLAC) were conducted at CERN, FNAL, and SLAC. The SLAC experiments concentrated
on structure function measurements using an electron beam of (2.65 — 20.0) GeV on hydrogen
and deuterium targets. BCDMS (Bologna, CERN, Dubna, Munich, Saclay) and NMC (New
Muon Collaboration) used muon beams of (90 — 280) GeV on liquid hydrogen targets. E665
at FNAL used (400 — 500) GeV muons and liquid hydrogen and deuterium targets and CCFR
scattered a neutrino beam of 30 < F, < 600GeV on an iron target. The HERA experiments
H1 and ZEUS were able to extend the accessible kinematic region by more than two orders of
magnitude towards lower values of # and higher values of Q2. It was possible due to the higher
center-of-mass energy at HERA (=~ 300 GeV?). A further extension towards lower values in
(Q? and even lower values in x was possible in 1995. This was done by shifting the interaction
point in both experiments by about 70 cm. Measurements in the region of Q% below 1 GeV?
were possible after the installation of a new component of the ZEUS detector, the BPC (‘ZEUS
BPC 1995 in figure 3.1). In the analysis presented here the kinematic acceptance of the BPC
in 1995 was extended towards lower values of )* and lower and higher values of x. It includes
the ‘ZEUS BPC 1995’ region and the area labeled ‘BPT 1997’. The extension was possible
after the installation of another new component, the ZEUS BPT in 1997. Both the BPC and
BPT are described in section 5.
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Figure 3.3: The HERA accelerator complex. The left figure shows the layout of
HERA. Four experiments are located in the experimental halls (‘Experimentier-
halle’) South (ZEUS), West (HERA-B), North (H1), and East (HERMES). The
right figure displays the system of DESY pre-accelerators used for HERA.

3.2 HERA design and experiments

The HERA collider is located at DESY in Hamburg, Germany. It offers unique opportunities
to explore the structure of the proton as it is the only ep collider in the world. Figure 3.2
shows an aerial view of DESY and the surrounding area including the location of the two
largest accelerators HERA and PETRA. HERA was approved in 1984 and first collisions were
observed in 1991. Operations for physics started in 1992. HERA consists of one storage ring
for protons and one for electrons. The design energy is 30 GeV for electrons and 820 GeV
for protons. FEach storage ring consists of four 90° arcs connected by 360m long straight
sections and is located (10-25) m below ground. Superconducting magnets are used for the
proton storage ring. Four experimental halls (North, South, East, West) are situated in the
middle of the straight sections. The two collider experiments , H1 and ZEUS, are located in the
southern and northern experimental halls respectively. In both interaction regions electrons and
protons collide head-on at zero crossing angle. Two fixed-target experiments, HERMES and
HERA-B, have been installed in the eastern and western experimental halls respectively. They
make use of only the HERA electron (HERMES) and proton (HERA-B) beams respectively.
HERMES [HE93] is investigating the spin structure of the nucleon and HERA-B [HB94] aims
to study the CP-violation in the B°BY%-system. Figure 3.3 (left) shows the layout of the HERA
collider. The system of pre-accelerators used at DESY is shown in figure 3.3 (right). In the
first step electrons and protons are accelerated using linear accelerators (‘Electronen-Linac’,
‘Positronen-Linac’, ‘H™-Linac’). A small storage ring PTA (Positron-Intensity-Accumulator) is
used in between the linear accelerator and DESY II to accumulate electrons until sufficient
intensity is reached. In the next step the particles are injected into DESY II (electrons) and
DESY III (protons). After injection into PETRA and further acceleration electrons and protons
are injected into HERA.

From 1995 to 1997 positrons were used instead of electrons because severe lifetime problems
of the electron beam were observed. The reason is most likely the capturing of positively
charged dust which originates from ion getter pumps from the HERA electron vacuum system
by the electron beam [DESY94]. With the installation of new pumps in the winter shutdown
1997/1998 the problem has been significantly reduced and HERA switched back to electrons



HERA parameters Design Values Values of 1997
<= [ » ot [ »
Circumference (m) 336
Energy (GeV) 30 | 820 276 | 8212
Center-of-mass energy (GeV) 314 301
Injection energy (GeV) 14 40 12 40
Energy loss per turn (MeV) 127 | 1.4-10719 127 1.4-10719
Current (mA) 58 160 36 78
Magnetic field (T) 0.165 4.65 0.165 4.65
Number of bunches 210 210 174415 1744-6
Bunch crossing time (ns) 96
Horizontal beam size (mm) 0.301 0.276 0.200 0.200
Vertical beam size (mm) 0.067 0.087 0.054 0.054
Longitudinal beam size (mm) 0.8 11 0.8 11
Specific luminosity (cm™?s™'mA~?) 3.6-10% 5.0 -10%
Instantaneous luminosity (cm~?s™1) 1.6 - 10% 1.45-10%
Integrated luminosity per year (pb™!/a) 35 36.5

Table 3.1: HERA parameters. In 1997 HERA operated with 174 colliding bunches,
15 positron-pilot bunches and 6 proton-pilot bunches.

in 1998. Several HERA parameters from 1997 and the corresponding design values are given
in table 3.1.

3.3 Structure function measurements at HERA

The measurements of the proton structure function F, at HERA cover a huge area in the
(x — @Q*)-plane ranging from very low values of @* in the order of 107" GeV? to very high
values of Q% in the order of 10* GeV?. The specific region in the kinematic plane covered by
a certain measurement determines which detector components and/or reconstruction methods
have to be used. Figure 3.4 displays isolines for various primary measured quantities in the
kinematic plane of HERA. The kinematic region of HERA is limited by the center-of-mass
energy s and the maximal possible value of y = 1. From equation 2.8 Q% and z are in the case
of y = 1 related by @* = sz. For the low Q? region (Q* < 1.0 GeV?, x < F./Ep) the energy of
the scattered electron is below the electron beam energy and the scattering angle greater than
1779, In this region the lines of constant y values are essentially parallel to lines of constant
energy of the scattered electron. For © = FE./Ep the energy of the scattered electron is the
same as the electron beam energy. This is referred to as the kinematic peak. The isolines of
constant electron energy are closer together near the kinematic peak. Therefore, small errors in
the energy measurements in this region can result in large errors in the reconstructed kinematic
variables. The energy of the current jet is found to be smaller than the electron beam energy
as well, but the angle of the current jet covers almost the whole range from 0 to 180 degrees.

3.4 Reconstruction of kinematic variables at HERA

In order to conduct any accurate measurement at HERA, a precise measurement of the Lorentz-
invariant variables describing the kinematics is required. This section gives a description of
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Figure 3.4: Isolines of the primary measured variables. The dashed lines represent
lines of constant y values (1, 0.1, 0.01). The electron beam energy amounts to
27.5 GeV whereas the proton beam energy is 820 GeV. Isolines of constant electron
energy (1), electron scattering angle (2), current jet energies (3), and current jet
angles (4) are displayed.

various reconstruction methods used in the measurement of U?Stp and F, at HERA. It concen-
trates on NC events and the region of low Q? covered by this analysis. The final state in first
order for NC ep scattering is shown in figure 3.5. It consists of the final state electron scattered
under a polar angle #. with an energy E. and the hadronic final state system X. The latter one
consists of two jets, the current jet under the angle v, and the proton remnant jet close to the
initial direction of the proton. In the QPM the current jet is associated to the fragmentation
of the quark in the proton which took part in the interaction. The proton remnant jet orig-
inates from the fragmentation of the other partons. For the measurement of U?:tp and F; the
relevant kinematic quantities are z, y, and Q*. The hadronic system or the electron alone or
any combination of them can be used to reconstruct the event kinematics. Fach method has its
own advantages and disadvantages depending on the position in the kinematic plane and the
resolution of the experimental detectors used. A detailed analysis of the different reconstruc-
tion methods used at HERA is given in [Ba97a]. The coordinate system used by the ZEUS
collaboration is a right-handed Cartesian one. It is discussed in section 4. In this coordinate
system the four-vectors of the initial and final state of the process e(k)+ P(p) — e(k')+ X(p')
are given as follows:
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B 0 r E' sinf. cos ¢, _ 0 o | XhPXn
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Figure 3.5: Schematics of the final state in neutral current ep scattering. The final
state consists of the scattered electron and the hadronic final state, which in first
order is divided into the current and the proton remnant jet.

E., respectively Ep, is the energy of the initial state electron, respectively proton. E., 6., and
é. are the energy, polar angle, and azimuthal angle of the scattered electron. The hadronic final
state system X is described by the sum over all energy deposits in the final state as measured
in the detector excluding the scattered electron. 35, £y, and (3, px.n, Son PY.hy 2op PZk) arve the
energy and momentum of the hadronic final state. The sum runs over all final state particles
h excluding the scattered electron. In the next sections several reconstruction methods are
compared in terms of resolution of the kinematic quantities z, y, and Q2.

Electron method

The electron method uses only the final state electron to reconstruct the kinematics. It is
applicable to NC events only. Using the four-vectors k and k' of the initial and final state
electron the kinematic variables z, y, and Q? in terms of £ and 0. can be calculated as follows:

B cos? &
T = SC;),S Y (3.2)
Ep(1 — zesin® )
E ,
ye = 1— 256(1 —cosf,) (3.3)
Q? = 2E.E.(1+ cosb.) (3.4)

The relative errors dz., dy., and §Q? of the kinematic variables are related to the errors § [,
and 60, of the measured energy and polar angle of the final state electron:
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The resolution in x, and y. diverges for y. — 0. For high values of y. dz. and dy. are dominated
by the relative error of the energy measurement § .. For a given detector with energy resolution
SE. this leads to a lower bound in y. for the use of the electron method. The resolution in
Q? at low Q? is dominated by d60.. It diverges for 6. — 180°. The use of the electron method
to reconstruct z, y, and Q? at low (Q? requires a precise energy and angular measurement. It
cannot be used in the region of low y as the resolution in z. and y. diverges for y. — 0.

Jacquet-Blondel method

A method to reconstruct the kinematics using only the hadronic final state is the Jacquet-
Blondel method [Ja79]. The transverse momentum pQTJL = (Zapxn)? + (Xnpyan)? and the
difference of the energy and the longitudinal momentum of the hadronic final state é, = (£ —
Pz)i = S 1(EL — pzy) are used to reconstruct z, y, and Q?. The method is insensitive to the
loss of final state particles in the direction of the initial proton as these particles contribute
essentially nothing to ¢, and the transverse momentum of the final state. It is also insensitive
to the final state fragmentation process. Using the four-vectors p and p’ of the hadronic system
from equation 3.1 the following expressions for the kinematic variables are obtained:

o
= 3.8
YiB 2k, ( )
2
2 Prh
= - 3.9
@ = 7o (39)
2
TIJB = QJB (310)
SYIB

The kinematics of the hadronic final state can be described by a massless object with energy F'
and the polar angle v [Be91]. In QPM F and v are associated with the energy and scattering
angle of the struck quark in the proton and therefore to the energy and angle of the current

jet.
2 2
Pt 0
r = ———- 3.11
%, (3.11)
2 2
PTh_5h)
v = arccos | ———= 3.12
(pZT,h‘HS% (3.12)

Equations 3.8 to 3.10 can be rewritten in terms of F' and ~ to determine the dependencies of
the kinematic variables on the measured quantities F' and . The relative errors of z, y, and
(Q? are given as follows:

(S$JB o 1 oF 2yJB —1 (7)
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dysp _ OF ’Y)
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For v — 0° and v — 180° the resolution of all three variables is dominated by the angular
resolution. Therefore, a precise angular measurement of the hadronic final state at low Q2 is
necessary. At low values of y the Jacquet-Blondel method is superior to the electron method
as it is not divergent in = or y for y — 0. It can therefore be used at lower values of y if the
angular resolution is sufficient. The resolution in x5 and Q3%g diverges for yjp — 1.



Double Angle method

The Double Angle method reconstructs the kinematic variables using the angles §. and . The
use of this method is restricted by the limited acceptance of a particular detector for 0;(7) — 0°
and 0. (y) — 180°.
sin(6.)(1 — cos
Ypa = - ( 6)( ; (7)) ; (3.16)
sin(y) + sin(0.) — sin(y + 6.)
Gy = ap———SmUtcos())
sin(y) + sin(0.) — sin(y + 6.)
TDA f— %S%H(V) —I_ S%H(e%) —I_ S%H("}/ —I_ 0%) (318)
E,sin(y) 4+ sin(0) — sin(y + 6.)

The relative errors of the kinematic variables are given by:
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The resolution of the Double Angle method for all variables degrades for very large and very
small angles of 8. and . At low Q?, a good angular resolution is therefore necessary.

Y. and e¥X method

The X method uses the energy and angular information of the scattered electron and ¥ = §,
from the hadronic final state.
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The error on the reconstructed kinematic variables in terms of 6K, 60.. and due to errors from
the hadronic variables ¢ is given by:

(Syz) (SE/ Yy, — 1 5(9/ (SZ

LN P — 1) —=3 y < D (l —ys)— 3.25
() = ws-0 (m 7)) et (329
SQE\ Sk, 0. 1—yx\ 80, 5%

( Q% ) = (2 — yZ) E; @ (— tan(;) —|— @ 0—,6 @ yz? (326)

Sy SE. 0. 2(1—ys)\ 60 5%
—=) = (3-2 L@ | —tan(Z)+ —— | @ 2yx — 1) — (3.27
(xz ) ( yz) Ee ( an( 2) tan(eze) 06 ( yz ) Z ( )



Neither a divergence in y for y — 0 as in the electron method nor the one for y — 1 as
in the Jacquet-Blondel method are present. 50; dominates the resolution in both z and Q2
for . — 180°. A modification of the ¥ method is to reconstruct y using this method, but
to reconstructed Q? from the electron method. z can then be calculated using the relation
between z, y, @*, and s (equation 2.8). This is known as the eX method. The advantages are
that the divergence in = and y for y — 0 are no longer present and that the good resolution in
(Q? from the electron method is used.






Chapter 4

The ZEUS detector at HERA

BPC and BPT
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Figure 4.1: The main ZEUS detector along the beam direction. See text for a
description of the components. BPC and BPT are described in the next chapter.

The chapter provides a brief overview of the ZEUS detector at HERA concentrating on the
components used for the analysis presented in this thesis. The two components used for electron
identification are discussed in the next chapter.

The ZEUS detector is a general purpose magnetic detector designed to study various aspects
of electron-proton scattering. It has been in operation since 1992 [Ho93] and consists of various
sub-components to measure the hadrons and leptons in the final-state and therefore characterize
the ep final-state in terms of energy, direction, and type of the produced particles.

The coordinate system of the ZEUS detector is a Cartesian right-handed coordinate system
with its axis defined by the central tracking detector described below. The origin ((X,Y, 7) =
(0,0,0)) is located at the nominal interaction point. The Z-axis points in the proton beam
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Figure 4.2: The main ZEUS detector perpendicular to the beam direction. See text
for a description of the components.

direction, the Y-axis upwards, and the X-axis horizontally towards the center of HERA. The
polar (azimuthal) angle 8 (¢) is determined relative to the positive Z-axis (X-axis). With this
definition the polar angle of the incoming electron beam is 180°, the one of the incoming proton
beam 0°. The +Z-direction is defined as the forward, the —Z-direction as the backward direction.
The ZEUS detector consists of the main detector located around the nominal interaction point
and several small detectors positioned along the beam line in both positive and negative Z-
direction, which are discussed in section 4.2 and 4.3. The main detector is shown in figure 4.1
and 4.2 along and perpendicular to the beam direction, respectively. The design is asymmetric
with respect to the Z-axis because of the large forward-backward asymmetry of the ep final-
state system. The difference in the energy of the electron beam (27.5 GeV) and proton beam
(820 GeV) results in a center-of-mass system which is moving in the direction of the proton
beam relative to the lab-frame system.

4.1 The main detector

The inner part of the main detector consists of the tracking system enclosed by a superconduct-
ing solenoid which produces an axial magnetic field of 1.43T. A vertex detector (VXD) was
installed until 1995 directly around the beam pipe. Around the VXD, the CTD, a cylindrical
drift chamber, surrounds the beam pipe at the interaction point. In order to provide additional
means of track reconstruction in the forward (backward) direction, the CTD was supplemented
by the FTD (RTD). The FTD consists of three sets of planar drift chambers with transition
radiation detectors (TRD) in between. The RTD is one planar drift chamber with three layers.
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Figure 4.3: Layout of a CTD octant. Each octant has nine superlayers with the
even numbered ones declined with respect to the beam axis (‘Stereo angle’).

The transfer line for the liquid helium used to cool the superconducting solenoid extends from
the cryobox on top of the cryotower into the detector.

The high resolution uranium calorimeter (UCAL) encloses the tracking detectors. It is subdi-
vided into the forward (FCAL), the barrel (BCAL), and the rear calorimeter (RCAL).

The UCAL in turn is surrounded by an iron yoke made of 7.3 cm thick iron plates. The yoke
serves two purposes: it provides a return path for the solenoid magnetic field flux and is in
addition instrumented with proportional chambers. The latter design feature makes it possible
to measure energy leakage out of the UCAL. The yoke is therefore referred to as the backing
calorimeter (BAC). As the yoke is magnetized to 1.6 T by copper coils it is used to deflect
muons. In order to measure the momentum of the muons, limited streamer tubes are mounted
inside and outside of the barrel (BMUI, BMUO) and the rear (RMUI, RMUO) iron yoke. As
the particle density and the muon momentum in the forward direction is higher than in the
barrel and rear direction due to the energy difference of the electron and proton beam, the muon
chambers in the forward direction are designed differently. Limited streamer tubes mounted
on the inside of the iron yoke (FMUI) and drift chambers and limited streamer tubes (FMUO)
mounted outside the iron yoke are used for this purpose. Two iron toroids provide a toroidal
magnetic field of 1.7 T. In the backward direction at Z = —7.3m, a veto wall outside the
detector composed of iron and scintillator strips is used to reject background events dominated
by proton-beamgas reactions.

The BPC, a small electromagnetic sampling calorimeter, was installed in 1995 close to the beam
pipe at Z = —2.94m between RCAL and the compensator magnet. In 1997 it was supplemented
by the BPT, which consists of two silicon microstrip detectors. These two components were
used for the analysis presented in this thesis to detect electrons at small scattering angles which
correspond to low values of x and Q% and are described in more detail in chapter 5.

4.1.1 The Central Tracking Detector
The Central-Tracking Detector (CTD) [Fo93] is a cylindrical drift chamber. It provides a high-

precision measurement of the direction and transverse momentum of charged particles and of
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Figure 4.4: Layout of a FCAL module. The UCAL modules are subdivided into
EMC and HAC sections, which in turn are divided into cells. A cell is read out on
two opposite sides by one wavelength shifter each.

the event vertex. The position resolution in r—¢ is about 230 gm and the transverse momentum
resolution is ﬂ;—tl = 0.005-p,/(GeV/c)$0.0016. The position of the interaction point in X and
Y is measured with a resolution of 0.1 ¢cm and in Z with a resolution of 0.4 cm.

The CTD is filled with a mixture of argon, CO,, and ethane. Particle identification is possible
by measurements of the mean energy loss dF./dx of charged particles within the CTD. The CTD
covers a polar angle of 15° < § < 164° and the full range of the azimuthal angle ¢. Its active
volume has a length of 205 cm, an inner radius of 18.2 cm, and an outer radius of 79.4 cm. The
CTD is designed as a multi-cell stereo superlayer chamber and subdivided into eight sections
and nine superlayers. One octant is shown in figure 4.3. The CTD consists of 576 cells with
each cell being equipped with eight sense wires. 24192 field wires are installed. The number
of cells increases from 32 in the innermost superlayer to 96 cells for the outermost superlayer.
Every other superlayer has its sense wires rotated by a certain angle with respect to the beam
axis. The angles for each superlayer are given in figure 4.3.

4.1.2 The uranium calorimeter

The ZEUS calorimeter (UCAL) is a sampling calorimeter (e¢/h = 1.00+0.02). It is divided into
three parts, which cover different polar angles [An91, De91, Be93]. All parts of the calorimeter,
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FCAL (2.2° < 6§ < 39.9°), BCAL (36.7° < 6 < 128.1°), and RCAL (128.1° < # < 176.5°) are
built of alternating layers of 3.3 mm thick depleted uranium and 2.6 mm thick plastic scintillator
plates (SCSN38). The natural radioactivity of ***U is used as a reference signal to calibrate
the readout channels to a precision of < 0.2%. The three calorimeter parts are subdivided
into single modules. The modules are transversally separated into towers and the towers in
turn longitudinally into electromagnetic (EMC) and hadronic sections (HAC1). The design
of an FCAL module is shown in figure 4.4. FCAL and RCAL are planar and perpendicular
with respect to the beam axis (see figure 4.1), while the BCAL modules are wedge-shaped
and projective in the polar angle. The calorimeter modules are further segmented into cells.
The design of the three calorimeter parts takes into account the different particle densities
and energies due to the asymmetric electron and proton beam energies. Fach EMC section
is segmented transversally into four cells (two in RCAL), while the HAC sections are not
divided transversally. They are instead longitudinally subdivided into two (one in RCAL)
hadronic cells (HAC1, HAC2). Each cell is read out on two opposite sides. This is done
on each side by a wavelength shifter coupled to one photomultiplier tube. The information
of both photomultiplier tubes is used to provide a limited reconstruction of the position of
the measured particle and to check the uniformity of the readout. The energy resolution for

hadrons (electrons) was determined in testbeam experiments to be og/E = 0.35/1/E/GeV
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4.2 Proton and neutron detectors

In the forward (47)-direction, several detectors have been installed close to the beam pipe to
obtain information about the hadronic final state as shown in figure 4.5. The proton remnant
tagger (PRT) and the leading proton spectrometer (LPS) are used to examine the final state
proton in the extreme forward direction. The PRT consists of three groups of lead/scintillator
counters located at Z = 5.15m, Z = 23.1m, and 7Z = 24.4m. The LPS is located very close to
the beam at 7 = (24 — 90) m and consists of six stations of silicon strip detectors. Neutrons
produced in the very forward direction are detected by the forward neutron calorimeter (FNC).
This lead /scintillator sandwich calorimeter is installed at Z = 105.6 m.

4.3 The luminosity detector and electron taggers

Figure 4.6 shows the layout of the HERA magnet system and the ZEUS luminosity detectors
and electron taggers in the backward (-Z)-direction. A precise determination of the lumi-
nosity is essential for any cross section measurement in a high energy physics experiment. The
luminosity of ep-collisions at HERA is measured by observing the rate of hard bremsstrahlung
photons from the Bethe-Heitler process ep — eyp [Be34]. As the theoretical cross section is
known to an accuracy of 0.5% from QED, a precise measurement of the photon rate permits
a precise determination of the ep-luminosity at HERA. In the case of ZEUS this is done by
two lead/scintillator electromagnetic calorimeters at 7Z = —34m (LUMIE) and Z = —107m
(LUMIG). Photons with 6., < 0.5mrad originating from the Bethe-Heitler process ep — eyp
are detected by the LUMIG detector [An92, Pi93]. A Cu-Be window was installed in the beam
pipe at Z = —92m in order to limit the amount of inactive material. The energy resolution
of the LUMIG detector was measured under test-beam conditions to be 18%/VE. It was
also determined that the carbon/lead filter placed in front of the detector to shield it against



synchrotron radiation reduces the resolution to 23%/+/E. The impact position of incoming
photons can be determined with a resolution of 0.2cm in X and Y, because at a depth of 7.X,
1 cm wide scintillator strips are installed within the LUMIG detector. The LUMIG detector is
also used to determine the electron beam tilt (see section 8.2) and to measure photons from
initial-state-radiation (see section 10.3.3).

The LUMIE calorimeter [An92, Pi93] at Z = —35 m detects electrons in the limited energy
range from 7 to 20 GeV, which are produced under polar angles less than 5 mrad with respect
to the electron beam direction. These electrons are deflected by the HERA magnet system
and leave the beam pipe at 7Z = —27m through an exit window similar to the one in front
of the LUMIG detector. The LUMIE detector has an energy resolution of 18%/v/E under
test-beam conditions. It was initially designed to measure the electrons of the Bethe-Heitler
process ep — evyp at the same time as the photons of this process are measured in the LU-
MIG detector. It was found that this was not necessary to have a precise measurement of the
luminosity. In the analysis presented here it is used to tag events in a limited kinematic range
of 0.2 < y < 0.6 and Q* < 0.01 GeV? (photoproduction events) by measuring the scattered
electron (see section 9.7). Taggers at Z = —8m and 7Z = —44m have been installed to identify
electrons scattered at small angles.

4.4 The ZEUS trigger and data acquisition system

The three-level trigger system used by ZEUS was designed to separate the ep physics events
from background and to reduce the event rate to an acceptable level. The background is domi-
nated by interactions of the proton beam with the residual gas in the beam pipe with a rate on
the order of (10 —100) kHz. Other background sources include beam halo interactions, electron
beam gas interactions, and cosmic ray events. The separation of background and signal events
cannot be completed within the HERA bunch spacing time of 96 ns. A schematic of the ZEUS
trigger system is shown in the left plot in figure 4.7. Each ZEUS component has its own first
(FLT) and second level trigger (SLT). At the third level trigger (TLT) the combined infor-
mation of all subcomponents is available. The input rate is reduced to below 1kHz after the
FLT, 100 Hz after the SL'T, and to a few Hz after the TLT. The component readout and FLT
systems are pipelined using 10.4 MHz pipelines to avoid dead time. The component FLT each
analyze a particular event within 25 clock cycles and the result is transferred to the Global-
First-Level-Trigger (GFLT). Logical combinations among its input are used to determine the
GFLT decision, which takes about 20 bunch crossings. If an event is accepted by the GFLT, the
data stored in the pipeline is transferred to the components SLT, where it is stored in memory
buffers. The component SLTs are based on a network of programmable transputers. More
sophisticated algorithms than those used in the FLT identify and reject background events.
The result of the local SLTs are combined in the global second level trigger (GSLT) [Ui92] to
execute a final decision. If the event is also accepted by the GSLT, the information from all
components is transferred to the EVENTBUILDER, which combines all the data to be acces-
sible by the third level trigger (TLT), which consists of a processor farm of Silicon Graphics
CPUs. The data is formatted in the ADAMO format [Gr89] which is used at the TLT and in
the offline reconstruction and analysis.

The HERA beam conditions directly influence the event rate of the different triggers. High
luminosity results in a high trigger rate. The trigger rate can also increase due to high back-
ground. Each different trigger slot is affected differently. The total trigger rate has to be limited
because the amount of events that can be written to tape in each HERA running period is lim-
ited, and to avoid deadtime. To have control of the rate for each FLT, SLT, and TLT trigger
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Figure 4.7: Schematic diagram of the ZEUS trigger and data acquisition system
(left) and interrelationship of the ZEUS offline and Monte Carlo (MC) programs
(right).

slot 7, a prescale factor p; is assigned to the slot. Only each p;th event accepted by the trigger
slot 7 is used. Typical values for p; are in the range between 1 and 9999, where a value of
1 corresponds to no rate reduction for the trigger slot. A value of 9999 corresponds to the
trigger being turned off. Typically several sets of trigger versions with prescale factors for all
trigger slots are available. Depending on the HERA beam conditions one of these sets is chosen
for data taking. In 1997 two sets were used for low and high luminosity. From time to time
single trigger slots and prescale factors are changed to collect specific data sets for example
for calibration or commissioning of ZEUS components (see section 5.5). After the TLT, the
amount of data to be stored is less than 0.5 MBytes/s. The ZEUS data taking is divided into
different runs, where each run corresponds to a certain trigger configuration and status of the
ZFUS subcomponents. The number of events varies from a few hundred to several hundred
thousand per run. A typical run contains thirty to eighty thousand events.

4.5 Event reconstruction and analysis

The scheme of the ZEUS offline and Monte Carlo (MC) programs is shown in the right plot in
figure 4.7. Events from the real detector or simulated MC events are reconstructed by the pro-
gram ZEPHYR. The user has access to the raw and reconstructed quantities via the program



EAZE. In the framework of EAZE, the user writes his own analysis program in either Fortran
or C. It is used to reconstruct relevant quantities and perform selection cuts. Subsets of the
data or MC events can be saved for further analysis. The program LAZE is an event display
program which allows one to view graphically various aspects of an event including e.g. the
tracks of charged particles in the CTD, energy depositions in the CAL, and other component-
related quantities. To allow fast access to specific types of events during reconstruction each
event is checked whether it meets one of the conditions designed by the ZEUS analysis groups.
If a specific condition is met, a flag called a DSTBIT is set. Before analyzing detailed com-
ponent information in the user’s EAZE program, the events can be preselected by requiring
certain DSTBITS. This allows a faster loop over the whole data sets since only those events
are processed further. In most cases the DSTBITs correspond to certain TLT slots.

MC events are generated using the program ZDIS which contains a shell environment to steer
a number of MC generator programs. The output data is stored in the same (ADAMO) for-
mat as the data from the real detector and passed to the ZEUS detector simulation program
MOZART. MOZART is based on the CERN GEANT program [Br89]. A simulation of the
ZEUS trigger chain is done by the program ZGANA. Interfaces between the programs used for
MC generation and the programs FAZE and LAZE provide specific MC information such as
generated kinematic quantities, vertices, and particles to the user. An overview of the physics
analysis environment of the ZEUS experiment can be found in [Ba95].






Chapter 5

The Beam Pipe Calorimeter and
Beam Pipe Tracker

The Beam Pipe Calorimeter (BPC) and the Beam Pipe Tracker (BPT) were installed in the
main ZEUS detector in 1995 and 1997 respectively. They are located close to the beam pipe at
approximately Z = —2.5 m to Z = —3.2 m between the RCAL and the compensator as shown in
figure 4.1. They are used to detect electrons at very small scattering angles, which correspond
to the low Q? and very low x region in the kinematic plane at 2 smaller than 1072 and (Q?
smaller than 1 GeV?. This chapter provides an overview of the design of both detectors.

5.1 BPC design

The BPC consists of two modules, located at 7 = —293.7 cm on the right and left side of the
beam pipe. Both modules are segmented tungsten-scintillator calorimeters. They are designed

BPC-South

y //Scattered electron

X
Z |nteraction point

Figure 5.1: Location of the two BPC modules with respect to the beam pipe and
the interaction point.
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Figure 5.2: CAD drawing of the two BPC modules including the wavelength shifters
(WLS) and the housings for the photomultipliers (PMT).

to detect electrons scattered at angles of less than 40 mrad with respect to the initial direction
of the electron beam. The two modules are labeled BPC North and BPC South. The
names refer to their location relative to the beam pipe. Figure 5.1 shows the location of the
two modules with respect to the beam pipe and the interaction point. The beam pipe was
modified to include two exit windows at Z = —249.8 cm. The exit windows are made of
1.5 mm thick aluminium which corresponds 0.016 X,. This allows electrons to exit the beam
pipe with minimal interference. The outer edges in X and the dimensions of the exit windows
in Y are restricted by the surrounding RCAL modules. The positions of the inner edges in X
were chosen to prevent direct or backscattered synchrotron radiation to hit the beam pipe. The
transverse sizes of the exit windows determine the actual fiducial volume for the BPC modules
which is substantially smaller in the case of the BPC South module.

The dimensions of the two BPC modules are restricted by the surrounding RCAL modules.
This results in both modules having the same dimensions in Y (13.0 ¢cm) and 7 (16.0 cm) but
different sizes in X (BPC South 9.8 cm, BPC North 13.8 ¢m). Each module is mounted on a
support structure located below the compensator magnet. The two modules are connected by
two metal spacer bars below and two spacer bars above the beam pipe. The distance between
the two modules is fixed to be 12.31 cm by the length of the spacers which were manufactured
with a precision of 0.1 mm. The design of the two modules is shown in figure 5.2. The modules
consist of alternating layers of tungsten alloy plates and scintillator layers. The layers are labeled
A, B, .., X, Y, Z starting from the first scintillator layer which faces the interaction point. The
26 passive layers are made of 3.5 mm tungsten alloy plates (DENSIMET DI18K) [P194] with a
density of 18 gem ™ and a radiation length of 3.87 mm. The total radiation length of the passive
layers amounts to 24 Xy. This provides sufficient longitudinal shower containment for electrons
up to the expected maximum energy of 27.5 GeV. Each of the 26 active layers consist of 2.6 mm
thick scintillator (SCSN38) [Ka83] of the same material used for the ZEUS UCAL [Ho93]. The
scintillator layers are subdivided into 7.9 mm wide scintillator fingers. The orientation of the
fingers alternates from layer to layer between the X- and Y-direction as shown in figure 5.2. The
chosen width of 7.9 mm represents a compromise between optimizing the position resolution and



‘ BPC specification ‘ BPC performance ‘

Depth ~ 24X, (1)
Moliere radius ~ 13mm (1)
Energy resolution 17% /I (stochastic term)(2)
Energy scale calibration | £0.3% (3)
Energy uniformity +0.3% (3)
Linearity < 1% (2)

< 1.25% at 3 GeV (3)
Position resolution ~ (.22 Cm/\/E/GeV (3)
Intrinsic position bias < 0.3mm (3)
Alignment accuracy +0.2mm (3)
Time resolution < 1lns (1)
(1) as determined from design
(2) as determined from test beam measurements
(3) as determined from 1997 BPC and BPT data

Table 5.1: BPC performance specifications.

limitations due to the size of various readout elements. Vertically-oriented scintillators allow
reconstruction of the impact position in X, horizontally-oriented ones in Y. Each scintillator
finger is optically decoupled from its neighbours and is read out from one side by a 7 mm wide
and 2mm thick wavelength shifting (WLS) bars of 30 ppm Y7 in PMMA. The other side of
each scintillator finger is aluminized to provide an efficient end reflector. Scintillator fingers
which are oriented behind each other in longitudinal direction are read out together by a WLS
bar representing one readout channel (see figure 5.2). Therefore, no longitudinal measurement
of the shower profile is possible. The readout channels are labeled as follows: The first letter
indicates the BPC module (North or South) and the second one the orientation of the finger
either horizontal (Y) or vertical (X). The X (vertical) readout channels are counted in the
direction away from the beam pipe and the Y (horizontal) ones from bottom to top. BPC
South has only 11 X channels due to its smaller dimension in X.

NX1(closest to beam pipe)... NX15 and  NYl(bottom)... NY16(top) (5.1)
S X1(closest to beam pipe)...SX11  and  SYl(bottom)...SY16(top) (5.2)

Miniature Hamamatsu R5600-03 photomultipliers (PMTs) [Ha94] are used. They are placed
inside a PMT housing made of ARMCO magnetic iron block (¢ & 1000 for B = 800 &) [Ar95]
to provide in addition an effective magnetic shielding. It was chosen to move the PMTs farther
away from the beam pipe because both the magnetic field and the radiation background were
found to be increasing towards the beam pipe. In order to do so, all WLS bars were bent by
90° with a radius of 30 mm away from the calorimeter as can be seen in figure 5.2. Each of the
two BPC modules has a single scintillator tile (‘backtile’) installed between the tungsten layer
7, and the back plate. These 5 mm thick tiles are surrounded by 2 mm thick lead plates and are
read out from two sides by WLS bars which in turn are read out using the same PMTs as the
other BPC channels. The scintillator tiles are designed to be used to reject hadrons showering
in the BPC and background from proton beam gas interactions outside the detector. A list
of BPC specifications and performance parameters as determined from the design, test beam
data, and the analysis presented here is given in table 5.1. Detailed information about the
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Figure 5.3: BPC trigger configuration in 1997. The FLT trigger slots are shown at
the top, the SLT slots in the middle, and the TLT slots at the bottom. Several trig-
gers not used in this analysis have been omitted. The lines indicate the relationship
between the different trigger slots. The number in parenthesis after the slot name
indicates the prescale factor used for most of the 1997 HERA running period. For
the TLT slots a short description of the requirements is given in parenthesis.

design, assembly, and test beam measurements of the BPC is given in [M098] and [Su98].
Since the BPC modules are located very close to the beam pipe, they are exposed to radiation
from synchrotron radiation and electron beam dumps. Radiation damage of the scintillator
fingers is expected to increase the non-linearity and non-uniformity of the BPC energy and to
change the energy scale of the BPC with time. To monitor the radiation dose, tubes filled with
TLD (Thermo-luminescence dosimetry) crystals (Harshaw TLD-700) were placed on the face of
the BPC modules facing the interaction point. The crystals were exchanged on a regular basis
and analyzed by measuring the glow curve of exposed TLD crystals. These measurements were
used to estimate the non-linearity of the BPC in 1995 [B0o96] and also of the BPC in 1997 (see
section 6). Monitoring of the dark current of silicon diodes located at approximately the same
position as the TLDs has lead to the conclusion that the main contribution to the radiation
dose results from electron beam dumps and losses of the electron beam [Su98].

5.2 BPC readout and trigger

The BPC has been incorporated in the ZEUS trigger and readout chain as described in sec-
tion 4.4 as a subcomponent of the main calorimeter (UCAL). The BPC front-end electronics
is mounted inside the ZEUS cryotower [Ho93]. Pulses from the BPC PMTs are sent on 5m
coaxial cables to the trigger summing cards which split off a charge of approximately 10% for
each of the BPC PMT pulses to be used for the BPC first-level trigger. The remaining charge
is sent to the BPC analog cards, where one card integrates and shapes up to twelve PMT sig-
nals, samples the shaped signal at a rate of 96 ns, and stores the samples in a 5 us deep analog
pipeline. Following a positive trigger decision from the GFLT, the samples for the event are



transferred to a one-event buffer which stores up to eight samples from a pipeline. The samples
are then multiplexed to the digital cards. For each PMS signal eight samples are available to
reconstruct energy and time for the particular BPC channel. This is done by Digital Signal
Processors (DSPs) on the digital cards as described in [An91].

The reconstructed energy response is converted into GeV by means of a conversion factor. The
factor was found to be 1660.0 ADC units per GeV in 1995 and 1875.0 ADC units per GeV from
1996 onwards after a change in the DSP code. The factor is fixed for all readout channels and
during the whole data taking. The resulting reconstructed energy can be considered only a first
approximation of the true energy since changes in the readout chain effect the output of the
ADC stage. Possible reasons for these changes are for example radiation damage of scintillators
or changes of the gain of PMTs. A final calibration of the BPC energy is therefore required
as discussed in section 6.10.2. The analog and digital cards of the BPC are identical to those
used for the ZEUS UCAL [Ca93].

The stability of the readout is checked by daily test triggers. LED and laser light injected
into the PMTs are used to monitor their stability. Pedestal test triggers and charge injection
into the analog cards provide additional means to check the readout chain. A full electronic
calibration is done once a week. The stability of the readout electronics was found to be within
0.1% [Ho93].

The BPC triggers were designed to select events with ep collisions and a final state electron
detected by the BPC. Since the BPC is located very close to the beam pipe the background is
significantly higher than for other triggers and has to be reduced at an early stage of the trigger
chain. Several triggers are used to select different classes of events and to have more flexibility
to control the rate as the cross section for inelastic ep scattering increases significantly with
Q? — 0.

The BPC first-level trigger uses energy and timing information based on sums of BPC read-
out channels. The analog sums are formed among the BPC readout channels and are a first
approximation of the fiducial area of the BPC modules due to the restricted size of the beam
pipe windows (see section 6.11). The following analog sum signals are provided for the North

(South) module:

o Vertical sum: NV =10 NX,;
(BPC South: SV =39 SX;)

Horizontal sum: NH = Y12, NY;
(BPC South: SH =312, SY;)

o Outer sum: NO:ZZEHNXZ'—I—NK—I—NYQ—I—NYH,—I—NYM
(BPC South: SO =11 SX; + 5Y; + SY; + SYi5 + SYie)

e Inner sum: NI =NX;
(BPC South: ST = 5X7)

Backtile sum: NB =32 NB;
(BPC South: SB =37, 5B;)

In the case of the BPC North module, the energy information for the GFLT is derived using
a 4-bit FADC (Flash Analog-to-Digital Converter) which allows four analog input signals to
be digitized into a 4-bit digital word at a frequency of up to 100 MHz and a sampling time
as short as 4ns. The fast conversion process is necessary to be able to use the BPC at the
ZFEUS first-level trigger. Since the BPC South module is not explicitly used for any physics



BPC South

Figure 5.4: BPT attached to the BPC North module. Shown is the BPT as used in
1997 with two planes of silicon microstrip detectors (X1 and X3) [Mo98a].

analysis, only lower and upper thresholds are needed for the BPC energy information at the
first-level trigger. Therefore, a discriminator is used to check the BPC South sum signals and
the BPC North and South backtile sum signals. All digitized signals are sent to the GFLT
to be used in various FLT applications. The timing information for both BPC modules are
derived using conventional LeCroy discriminators whose respective logic output signals are fed
into 4-bit TDCs (Time-to-Digital Converter) with a 5ns step at the GFLT.

Several second and third-level trigger slots include BPC information. At these trigger levels,
a modified version of the BPC reconstruction code provides more detailed information than is
available at the first-level trigger. This includes the reconstructed energy, position, and shower
size for both BPC modules. Figure 5.3 shows the BPC trigger configuration for 1997. A more
detailed description of the trigger slots used in this analysis is given in section 9.

5.3 BPT design

The Beam Pipe Tracker (BPT) was designed to supplement the BPC which was described in
the last two sections or a new BPC composed of a matrix of lead tungstate (PbWOy) crys-
tals [Ca96] [Me99] [Ge99]. As a tracking system independent from the ZEUS central tracking
chambers, it is designed to provide an independent Z-vertex reconstruction, reduce photopro-
duction background, and increase the position resolution compared to that of the BPC. The



BPT is designed to include five silicon microstrip detectors mounted orthogonal to the Z-axis
between BPC North and the corresponding beam pipe exit window. Each detector adds 0.32%
of a radiation length Xy of inactive material between interaction point and BPC. The three
(two) detectors are oriented in such a way as to determine the X-(Y-)coordinates of the tracks
intersecting them. The support structure has dimensions of X x Y x Z = 6.3 x 7.0 x 41.0 cm?
and is covered in metal and plastic foils in order to isolate it optically and electromagnetically.
In July 1997 the first two microstrip detectors were mounted inside a carbon-fibre structure,
which in turn was attached via a special flange to the front face of the BPC as depicted in
figure 5.4. Carbon-fibre is used because it is robust and adds little inactive material in front
of the BPC. By construction, the relative alignment of the silicon detectors is known within
50 pm. The two detectors have strips oriented along the Y-axis and are used to reconstruct
the X-coordinate of intersecting tracks. Due to the location of the BPC the resolution in 6 is
dominated by the resolution in X. The BPT as installed in 1997 was expected to increase the
resolution in @ and therefore in Q2. After a few weeks of commissioning (see section 5.5) data
taking started in early September 1997.

The BPT microstrip detectors are single-sided and consist of N-type silicon. Each detector has
an active area of 5.76 x 5.76 cm? and is (300415) pm thick. The active area consists of 576
implanted p* strips with a pitch of p = 100 um. The expected spatial resolution is given by
o = p/v/12 ~ 30 pum. The strips are numbered from 0 to 575 starting from the strip closest to
the beam pipe in the case of the vertical strips and from the one at the bottom in the case of
horizontal strips. The strips are AC-coupled to the readout electronics to suppress signal shifts
due to the dark current, which increases if the detectors are exposed to radiation. This is done
by a layer of silicon oxide between the p™ implantation and the aluminium readout strips. A
guard ring is used to bias the detector through the punch-through effect.

The front-end electronics is rotated by 90° with respect to the silicon detectors. It is mounted
inside the carbon-fibre support structure on multi-layer Printed Circuit Board (PCB), which
serve as mechanical support and distribute power and signal lines. Cooling is provided by a
copper pipe of 1 mm? circulating water of 20 °C. 50 pm thick fanout cables of upilex substrate
are used to connect the front-end electronics to the detector strips. Electroplated copper strips
covered by a thin layer of gold are used to provide good electrical contact. An overview of the
BPT specifications is given in table 5.2.

It was necessary to remove the metal tube including the TLDs and the silicon diodes in front
of the BPC North, in order to connect the BPT support structure to this BPC module: both
devices have been moved inside the carbon-fibre structure.

5.4 BPT readout and trigger

The BPT readout is of the binary type. If the pulse height of a given readout channel exceeds
the threshold, this channel is marked as hit. The strip and detector identifiers of each hit
channel are stored. The front-end electronics and readout of the BPT is identical to that used
by the ZEUS LPS [La93] [Co96], which was briefly described in section 4.2. The BPT has been
included in the readout and calibration scheme of the LPS [Mo98a]. 64 BPT channels are read
out by the same chain of two readout chips. Due to space constraints, only eight pairs of chips
could be mounted for each detector. The 128 silicon strips of each detector far away from the
beam pipe were connected to a pair of chips in groups of two, which reduces the number of
readout channels to 512. The readout channels are numbered from 0 to 511 for each plane.
The analog amplifier and comparator chip (TEKZ) is connected to the silicon strips. For each
channel a charge amplifier is followed by a comparator, whose threshold can be set externally. A



‘ Topic ‘ Specification

Size (Height x Width x Depth) (6 x 6 x 0.03) cm?
Bulk material N type high purity silicon
Resistivity (8-10) kOhm xcm
Thickness (300 £15) gm
Full depletion (FD) voltage 30 V typically
Active area (58 x 58) mm
N. of channels 576
Element pitch 100 pm
Element width 80 pum
Readout AC
Guard ring included
Metalization (Al) (8000 £ 1000) A°
Oxide edge width 1125 pum between last guard ring and edge
Operational voltage 1,5 x FD
Element capacitance 35 pF/cm?
Total leakage current (FD) typ. 100 nA max 500 nA
Dynamic biasing resistor > 100 MOhm

‘ Radiation hardness ‘ > 200 krad (Co®?)

Table 5.2: Specifications of the BPT silicon microstrip detectors.

shaping time of 32 ns ensures that each event is assigned to the correct HERA bunch crossing.
The digital output of the TEKZ is transferred to the Digital Time Slice Chip (DTSC), which
stores the data until a GFLT decision has been made. The BPT information was not used in
the ZEUS trigger selection.

5.5 Commissioning of the BPT

The average energy loss for minimum ionizing particles (MIPs) in silicon is about 39 keV /100
pm [Le87]. For the silicon microstrip detectors used in the BPT an energy deposition of 120
keV is expected. Since the average energy required to create an electron-hole pair in silicon
at 20 °C is 3.6 eV, for a MIP approximately 30,000 electron-hole pairs are created in one
BPT detector, which corresponds to a charge of 4.8 fC. From the design of the BPT readout,
simulations, and test measurements before installation, the thresholds of the detectors for data
taking were estimated to be of the order of 1.5 fC. After installation of the BPT it was found
that thresholds below 1.6 fC resulted in artificial noise in a large number of channels [Pe99].

Before the BPT was used in the data taking, its time delay w.r.t. the ZEUS readout and the
thresholds for both detectors had to be determined. The procedures used in both cases are
described below. The readout of the LPS detectors is synchronized to the HERA clock. In
order to make sure that signals from the BPT are assigned to the correct HERA bunch crossing,
the time delay between the LPS detectors and the BPT readout was determined. Special runs
were taken in August 1997 to determine the correct time delay, which compensates for the
different cable lengths of the BPT compared to the LPS detectors. In the absence of noise
and background the expected mean number of hits in each silicon detector for events with a
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Figure 5.5: BPT efficiency as a function of the delay time w.r.t. the GFLT. The
efficiency is defined as the fraction of events with hits in both BPT planes from a
sample of well-measured BPC positrons. The delay time selected for data taking
was 420 ns.

highly energetic positron in the BPC is slightly above 1. In most cases the particle trajectory
only intersects one strip, but in a small fraction of events it might hit the area between two
readout strips and thus cause a signal in both strips. Noise and background are expected to
increase this value. Special runs were taken in August 1997 to determine the correct time delay.
A modified BPC trigger (FLT 52, SLT DIS 2, TLT DIS 18, see section 9) was used to select
events triggered by energy deposition in the BPC. The data was taken in the high luminosity
trigger mode with the modification being that the prescale factors for FLT 52 and TLT DIS
18 were changed from 64 to 8 and 9999 to 1 respectively. In order to use a well-measured
positron sample with a low number of background events, only events with a positron energy
above 20 GeV measured in the BPC were selected. This corresponds to the kinematic region
of low y (see section 3.4), where photoproduction background is small and the current jet is far
away from the BPC. The thresholds for both BPT detectors were set to 2.4 fC to minimize the
amount of noise in the measurement. The efficiency egpp was defined as the fraction of events
Nppc with at least one hit in the BPT Nppcippr:

Ngpc4+BPT
EBPT = —

Npoc (5.3)
Figure 5.5 shows the efficiency as a function of time delay. The optimal value for the data
taking was determined to be 420 ns.

The same BPC trigger used above was used to determine the threshold for both detectors for
data taking. The thresholds are required to be low enough so that few signal events are rejected
and thus the detectors are as efficient as possible. On the other hand if the thresholds are too
low the noise will increase which might lead to additional reconstructed tracks. Using the time
delay of 420 ns, additional runs were taken with the thresholds for both planes varied between



1.3 fC and 2.4 {C. Based on the analysis of 1995 data the following cuts were applied to select
positrons in the BPC:

o Energy : 15 < Epe < 30 GeV

e X-position: 5.2 < Xgpe < 8.0 cm

e Y-position: —2.5 < Ygpe < 2.5 cm

o Shower size: ox < 0.7 cm, oy < 0.7 cm
o 7Z-vertex : —5H0 < Zyrx < 50 cm

The Z-vertex was taken from the CTD and the BPC quantities were reconstructed using the
algorithms developed in the context of the 1995 analysis [Su98], [M098]. In addition, several
noisy channels in the BPT were masked (1, 189, 190, 197 in plane X1, 0, 1, 386, 392-402, 485-
511 in plane X3) and the total number of hits in both planes were required to be less than 200.
The efficiency for one plane to detect a positron is defined in two steps. First the reconstructed
vertex and the position of the detected positron in the BPC are used to estimate the hit position
in both BPT planes. The particle trajectory is assumed to be a straight line between the event
vertex and the BPC. The effect of the magnetic field is ignored. If the closest hit in one plane
is less than 0.2 cm from the extrapolated line, then this hit is used further. This hit and the
vertex position are used to get a better estimate of the hit position in the other plane, since
the BPT resolution is better than that of the BPC. Again the particle trajectory is assumed to
be a straight line between the two points. The Ngyirapolation,s €vents with a prediction for a hit
in plane J are used to determine the efficiency egpr j of this plane. egpr ; is defined as

NFound,J (5 4)

BRI NExtrapolation,J
Nrounda,s are the events with the closest hit in plane J being less than 0.2 cm away from the
prediction. Figure 5.6 shows egpr; and the number of hits Ny per plane J per bunch-
crossing for both BPT planes as a function of the threshold set in DAC units. From calibration
measurements the conversion of the threshold in DAC units into fC was determined to be given,
to good approximation, by [Pe99]:

A; (mV) - threshold (DAC)

threshold (fC) =~ Ty (m V)
2111

(5.5)

The parameters A; and A; were determined for each detector. The mean values found were
Ay =140 mV and Ay = 185 mV /{C. The different amount of noise in the two planes required a
higher threshold for plane X3 of 3.5 DAC units (2.6 fC) than for plane X1 with 3.1 DAC units
(2.4 £C).

5.6 BPT data quality monitoring

The BPT is included in the ZEUS data quality monitoring (DQM). In the online DQM, bias
voltage, temperature, and strip occupancy of the detectors are monitored. This allows the
shift crew to identify dead or noisy readout channels. The offline DQM consists of an analysis
program in the framework of the ZEUS analysis package EAZE (see section 9.2). During data
taking a fraction of the events is copied to disk. For a typical run several tens of thousands of
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Figure 5.6: Determination of BPT threshold [Am99b]. Shown is the efficiency (upper
plot) and mean number of noise hits (lower plot) in the two BPT silicon detectors
as a function of threshold. The threshold values selected for data taking were 3.1

DAC units (2.4 fC) for plane X1 and 3.5 DAC units (2.6 fC) for plane X3.

events are available. In the BPT offline DQM more detailed information is provided compared
to the online DQM. In the offline DQM the BPT track and vertex reconstruction and the BPC
reconstruction are run (see chapter 6). In addition to occupancy plots for all silicon strips,
similar to those generated in the online DQM, the reconstructed vertices and tracks from the

BPT are used to check the alignment of the BPC w.r.t. the BPC and the CTD.

5.7 MC simulation of BPC and BPT

ANl ZEUS detector components have been included in the detector simulation program MOZART.
Since both BPC and BPT were installed several years after the start of the ZEUS data taking,
it was necessary to modify MOZART to include these two components. The BPC was included
in 1995 and the simulation was tuned according to the knowledge gained from the BPC test-
beam measurements and the analysis of 1995 data [Ti97]. The implementation of the BPT was
done in 1997. The main parts of the support structure and the hybrids are implemented as
partly overlapping volumes of carbon, copper, and epoxy. The silicon detectors are modeled as
boxes of silicon, subdivided into 576 sub-volumes to represent the single strips. The inactive



area around the edges of the detectors is simulated by additional volumes of silicon. If the
energy deposit in a certain sub-volume representing one silicon strip is above the threshold, a
hit is assigned to the strip. The threshold is set to 30 keV, which roughly corresponds to 8300
created electron-hole pairs and a charge of 1.5 fC originally foreseen for the threshold of the
real BPT.



Chapter 6

Detector studies

6.1 Introduction

In order to extract reliable physics results from BPC and BPT, a number of detector studies
were required. These included alignment of the detectors with respect to each other and to
the ZEUS coordinate system. The BPC position reconstruction and energy calibration and
the BPT track reconstruction were optimized. Additionally, the BPC trigger efficiency and
the BPT tracking efficiency had to be determined. All these topics required detailed studies
and were interrelated. For example it was not possible to calibrate the BPC without a proper
alignment and a functioning position reconstruction. Therefore, the studies detailed in the
following sections were performed on an iterative basis. It was found that only a few iterations
were necessary to obtain stable results. The different studies were not conducted in the same
order as presented here.

In this analysis, the BPT is used to reconstruct the event vertex in 7, the X-position of the
scattered positron, and its scattering angle. The resolution for these quantities were determined
during the detector studies presented in this chapter.

6.2 BPC position reconstruction

The reconstruction of the impact position of the scattered positron by the BPC is required for
a precise measurement at low Q?. Firstly it is needed for the alignment of BPC and BPT.
Secondly, the BPT in its 1997 configuration cannot measure the Y-position at all. Thirdly,
the BPC position is used in the BPT track reconstruction to find the best track in the case of
multiple candidates and in the track matching (see section 9.4) between BPT and BPC.

The BPC is segmented transversely in X- and Y-fingers as discussed in section 5.1. Since no
information of the longitudinal energy deposition in the BPC is available, only the X- and
Y-position (Xgpc, Yspc) of particles measured in the BPC can be calculated. This is done at
the ‘effective depth’ Zgpc given by the electromagnetic shower produced by the initial particle
inside the BPC. Zgpc is assumed to be the position where the number of shower particles is
maximal and is parametrized as a function of the reconstructed BPC energy Fppc and the
critical energy Ec ppe = 10.6 MeV:

E
ZBPC = Zo — (hl( BPC

) —0.5) - Xoppc (6.1)
C,BPC

where Xgppc = 0.7 cm is the radiation length of the BPC and Z, the Z-position of the BPC
front face. Zgpc is used to extrapolate Xgpc and Ygpce to the BPC front face.
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Data MC
Parameter | value error value error
P2 —0.0218 | 0.0002 | -0.0244 | 0.0002
3 -2.0233 | < 107* | -2.5182 | 0.0032
P4 3.2386 | < 107* | 4.0752 | 0.0007
Ps 10.18 0.014 17.72 0.022
X*/ndf 1.1 1.1

Table 6.1: Parameters used in the BPC position reconstruction for data and

MC [Am99a].

In the previous analysis of BPC data, the reconstruction of Xgpc and Ygpc was performed using
a weighted sum of the positions X; and Y; of each single scintillator strip ([Su98], [Mo98], [Ma98]).
The weight w; of strip ¢ was defined as:

Wo + In( b ) B e=Wo
w; =

Egpc Egpc

(6.2)

0 —EEi < e Wo
BPC

The value of the parameter Wy = 2.8 was determined from MC studies [Su98]. The resolution

dX (YY) of the method was reasonably well described by §X(§Y) = 0.33 ecm/y/ Egpc/GeV.

A new method has been developed for the analysis of 1997 BPC and BPT data and incorporated
into the BPC reconstruction software [Fr98]. It uses the imbalance between the strip energies
E; of the most energetic strip and the two neighbouring ones. The imbalances Imbalx and
Imbaly are defined as follows:

(Bepy1 — Eepe1) + p2 - Eow
s (Fert1 + Eewo1) + pa- Eer
(E0y+1 — Ecy—l) +p2- Ecy
P3 - (E0y+1 + Ecy—l) + pa- Ecy

Imbalx = (6.3)

Imbaly = (6.4)
cx and cy denote the BPC X- and Y-strips respectively with the most energy. p;(1 = 2,3,4)
are parameters. Xppc and Yppc are reconstructed using the two imbalances and the position
of the most energetic strip:

Xppo = Xo+cx-d— d/Q + . atan(ImbalX : p5) (65)

2atan(ps)

Yape = Yo + cy - d — d/Q + . atan(lmbaly . p5) (6'6)

2atan(ps)

Xo (Yo) is the position of the inner (lower) edge of the scintillator strips in the BPC as deter-
mined from the alignment studies. d is the width of the BPC scintillators (7.9 mm) and ps a
parameter, which describes the correlation between imbalance and reconstructed position. The
values of the four parameters p;,1 = 2,3,4,5 were determined by comparing the reconstructed
BPC and BPT X-position at the effective depth of the shower Zgpc in the BPC. The recon-
structed BPT track (see section 6.5) was extrapolated to the 7 = Zppc. A comparison of the
reconstructed Y-position was not possible, since the BPT in 1997 only allowed a measurement
of the X-position. Since the design of the BPC X- and Y-fingers is identical in terms of width,
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Figure 6.1: Resolution and bias of the BPC position reconstruction.

depth and wrapping, and the variations in the responses of different readout channels are taken
care of by the energy calibration (see section 6.10), there is no reason for the parameters p; to
be different for the X- and Y-fingers. The parameters have been determined separately for MC
and data by a fit using MINUIT [Ja75]. The x? used in the fit is defined as

2
N
Xgpc — XBpT
2
X = 6.7

Zl: (022 Cm/\/Ech/GGV) ( )

where the sum runs over all events used. The results are given in table 6.1. Resolution and
bias in X are shown in figure 6.1. For both data and MC the resolution 6 X is approximately
0X =0.22 cm/+/ Egpc/GeV. The bias of the reconstruction was found to be less than 0.03 cm,
similar to the old reconstruction algorithm described above.

6.3 BPC time and shower width reconstruction

The reconstructed time Tgpc and the shower size ogpc are used to reject background events
(see section 9.4). Tgpc is reconstructed for each BPC module from the energy-weighted time



‘ Method ‘ BPC ‘ Xo(cm) ‘ Yo(em) ‘ Zo(cm) ‘ Error (em) ‘

Optical survey North 4.33 —6.38 | —293.7 0.05
Optical survey South -8.05 —6.14 | —293.7 0.05
QED Compton events | North (Run < 27490) | 4.316 - - 0.075
QED Compton events | North (Run > 27490) | 4.374 - - 0.073

Table 6.2: Results of the preliminary BPC alignment in 1997 from the optical sur-
vey [We99] and the alignment with QED Compton events [Mo98al].

t; of the single scintillator strips as calculated from the DSPs (see section 5.2):

Nstrips
Yimt U (Eiti)
Nstrips
Zi:l (EZ)
Natrips 1 the total number of strips for the module, i.e. 31 for the BPC North module (15
X-strips plus 16 Y-strips) and 27 for the BPC South module (11 X-strips plus 16 Y-strips).
The shower width ogpc is given by the second moments of the lateral shower distributions in

X and Y. Since the new position reconstruction does not use weight factors for single strips,
oppc 1s calculated using the logarithmically-weighted strip energies as defined in section 6.2:

Tepc = (6.8)

9 15 11
2 2isy Wi 2 21 Wy

1 IE cheneri_X 2\? 1 12 41/(261”161‘._}/ 2\*]*?

OBPC = [ (Zl_l wil fer(i) Bro) ) + = (Z]_l 107 (Yoo gl Bro) (6.9)
Neenter(i) (Yeenter(j)) 18 the center of strip ¢ (j) in X (Y) and w; (w;) the weight given by equa-
tion 6.2. For the BPC North module the sums run over all 15 X-strips and 16 Y-strips respec-
tively.

6.4 Preliminary alignment of the BPC

The alignment of the BPC and BPT was performed in two steps. In the first step the BPC
was aligned w.r.t. the ZEUS coordinate system using the results of an optical survey and QED
Compton events. This is described in this section. The results are summarized in table 6.2.
In the second step the results of the alignment are used as the basis of a more sophisticated
procedure used to align both BPC and BPT as described in section 6.7.

After the installation of the BPT an optical survey similar to those made in 1995 [Su98] and
1996 was conducted. The position of both BPC modules with respect to the ZEUS coordinate
system was determined with an accuracy of approximately 0.5 mm. After the data taking in
1997 it was possible to use the QED Compton process ep — ¢ p'y [C092] to confirm the results
of the optical survey. In this process the exchanged photon is almost real (Q* ~ 0 GeV?) and a
photon is emitted by the initial or final state positron. For % — 0 GeV? the final state of this
process is, to good approximation, given by a hadronic system X with the same momentum as
the initial proton plus an positron and a photon. The positron and photon are coplanar, the
sum of their energies is equal to the positron beam energy, and their transverse momenta are
balanced.

A detailed description of the procedure and the evaluation of the systematic errors is given
in [Mo98a]. A short summary of the procedure is given below.
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Figure 6.2: BPC alignment using elastic QED Compton events.

The elastic QED Compton events can be used to determine the X-position of one BPC module
if the final state positron and photon are detected in the BPC modules. For the following dis-
cussion we do not distinguish between positron and photon. One particle with four-momentum
P~ = (BN, p%, p¥, pY) is measured in the BPC North and the other one with four-momentum
p° = (E°,p%,py, p3) in the BPC South. Figure 6.2 gives a schematic overview of the measure-
ment. Conservation of the X-momentum results in the following requirement on the momenta
of the two particles:

Pk +0% = Py +px ok (6.10)
SpY+py = py + APk (6.11)

!

Here p% is the X-momentum of the initial state positron. p (p) is the X-momentum of the

initial (final) state proton and Ap% = p —p'x. For a given event with the reconstructed vertex
at (XV, YV, ZV) p¥ and p% can be calculated from the reconstructed X-positions and energies
in the two BPC modules:

XN 4 XN Xy

N _ pN o gN N
py = EVsinfy = 7= 7] E (6.12)
X5+ X7+ Xy
S S .opS 0 1 s
px = E”sinfy = 75— 7] E (6.13)

XV (X5 is the position of the inner edge of the BPC scintillator strips and XV (X7?) the
reconstructed position with respect to this edge. ZV (Z%) is the Z-position of the center-of-
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Figure 6.3: Results of the clustering algorithm used before the BPT track recon-
struction.

gravity of the shower in the BPC North (South) module calculated using equation 6.1.

The distance of the two BPC modules X = X(])V + Xg is fixed at (12.4140.05) cm by the
length of the connecting metal bars (12.31 ¢cm) and the tungsten shieldings of the BPC modules
towards the beam pipe of 0.5 mm each. The X-momentum of the initial state positron is given
by p% = Egram sin 0%, where 0% is the tilt of the positron beam w.r.t. the ZEUS coordinate
system in the X-Z-plane and Eggan the positron beam energy. In the case of the QED Compton
process, BN and E° are related to Fgpam by:

EN + BS = Egpam — Fisr (6.14)

Frsg takes into account the reduced positron beam energy in the case of initial state radiation.
Using equations 6.12, 6.13, and 6.14, the conservation of X-momentum (equation 6.11) can be



used to obtain a measurement of X' on an event-by-event basis:

Xy =xVv
(v + ARIZY = 21125 = 2V) - XY BN 25— 7]
ENZS — ZV| 4 (Eppam — EN — Egg)|ZN — ZV|
(X7 4+ 6X)(FEppam — EY — Egr)| 2N — ZY|
ENZS — ZV| + (Egpam — EV — Egp)|ZN — ZV|

_|_

(6.15)

It was assumed that Apf = 0 and Eig = 0. From the analysis of the 1997 data it was
concluded that the CTD was moved in X with respect to the other ZEUS components during
the HERA access day after the ZEUS run 27490. Therefore, the data taken with BPC and
BPT was divided into two periods, before and after the run 27490. QED Compton events were
used to determine the X-position of the BPC North module for both periods. The results are
given in table 6.2.

6.5 BPT track reconstruction

The BPT reconstruction software BPRECON [Wi98] was designed for the BPT with all five
silicon microstrip detectors. For this analysis a simple approach was taken to reconstruct BPT
tracks. In the first step a simple clustering algorithm was used to combine adjacent hits in
the same BPT detector. Dead and noisy strips are masked for both data and MC and noise
is simulated in the case of MC (see section 6.8). Remaining adjacent strips in one plane are
combined to a cluster. For a given cluster with strips ny to ny (ny < nz), the center is defined
as n = ny + (ng — n1)/2. For isolated strips (ny = ny), the impact position is assumed to be
the center of the strip. As shown in figure 6.3 only one cluster is reconstructed for the majority
of the events for both data and MC consisting of one strip only. The number of events with
two strips per cluster is already reduced by a factor of 10 compared to this. These events were
expected due to positrons which hit the BPT detectors between two readout strips. Clusters
with more strips are either caused by noise or background events.

For the BPT track reconstruction the particle trajectory is assumed to be a straight line through
clusters in the BPT planes. If there are multiple clusters in one or both planes then all possible
hit combinations are compared. Taken is the combination of one cluster in each plane, for
which the reconstructed track is in best agreement with the reconstructed X-position at the
center-of-gravity of the shower in the BPC and the mean X-vertex as measured by the CTD
for the particular run. It was checked that the effect of the magnetic field is negligible by
tracing the same MC positron sample through the detector simulation with the simulation of

the magnetic field turned off [We98].

6.6 BPT vertex reconstruction

Once a BPT track is found, it can be extrapolated to the mean X-position of the vertex for the
particular run as determined by the CTD. This is used to determine the Z-vertex independently
of the CTD. Figure 6.4 displays the Z-vertex as determined by the CTD and the BPT after all
analysis cuts (see section 9.4). In the previous analysis of BPC data [Br97], it was found that
about 4% of all events have no reconstructed CTD vertex. The same feature was observed in
this analysis. This is most pronounced in the case of events at low y or diffractive events, where
most of the hadronic final state is produced in the forward direction outside the acceptance
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Figure 6.4: Reconstructed Z-vertex for data and MC as obtained from the CTD
(upper plot) and by extrapolation of the best BPT track to the mean X-position of
the vertex (lower plot). The Z-vertex reconstructed by the BPT was required to be
within + 90 cm for this analysis.

of the CTD. In figure 6.4 these events have been assigned a Z-vertex of 0. The number of
events without reconstructed CTD vertex is not well described by the MC as can be seen from
the peak in the CTD Z-vertex distribution in figure 6.4. This is not the case for the Z-vertex
reconstructed by the BPT. If the final state positron is detected in the BPC, the BPT is fully
efficient in the reconstruction of the Z-vertex, and data and MC are in good agreement.

The resolution of the Z-vertex obtained from the BPT was estimated by comparing the recon-
structed CTD and BPT Z-vertex on an event-by-event basis. A data sample with a well-defined
CTD vertex (at least three tracks and y?/ndf smaller than 3) was used. Only events with one
hit in each BPT plane and an positron measured in the BPC with at least 20 GeV were used to
minimize the effect of noise in the BPT and the contamination from background events. The
resulting distribution is shown in figure 6.5. Since the CTD resolution in Z is much better (0.4
cm) than that of the BPT, the BPT vertex resolution was estimated by a Gaussian fit to the
distribution. From this, cB-% was determined to be 3 em for both data and MC, as shown in

figure 6.5.
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Figure 6.5: Difference of the reconstructed Z-vertex from BPT and CTD for data
(upper plot) and MC (lower plot).

6.7 Alignment of the BPT

The Z-positions of the BPT planes were determined from bench measurements before the
installation. The accuracy of the distance between the two planes is 300 ym. The MC simulation
of the BPT used the design positions for both planes, which resulted in a difference in the Z-
position between MC and data for plane X1 (X3) of 1.02 (1.00) cm. This is taken into account
in the BPT track reconstruction. Because the two BPT planes installed in 1997 could only
measure the X-position, possible shifts in Y could not be determined from the data and the
detectors are assumed to be perfectly aligned w.r.t. the BPC. The impact of a misalignment in
Y is negligible. This is because the distance between the edges of the fiducial area of the BPC
in Y (see section 6.11) and the area covered by the BPT is bigger than a possible misalignment
of the BPT planes.

The alignment of the BPT used in this analysis was taken from [Am99]. The applied procedure
is based on a method developed in [We98]. The vertex position measured by the CTD, the
reconstructed position in the BPC, and the reconstructed BPT track were used to determine
the alignment parameters by a fit. The program MINUIT was used with a large number of
events. An independent method described in [Mo98a] resulted in compatible results. A short



Parameter MC Data Data Error Comment
(Run < 27490) | (Run > 27490)
Xo(cm) 4.3881 4.3547 4.3807 0.02
YO(Cm) 0.18 0.02 0.02 0.05 taken from survey
Zo(cm) -293.70 -293.70 -293.70 0.05 | (data) or design (MC)
Xppr1(cm) 6.85 6.8228 6.8488 0.02
Xpprs(cm) 6.85 6.8942 6.9202 0.02
ZppT1(cm) -251.65 -252.67 -252.67 0.02 | taken from bench test
ZppTs(cm) -278.05 -279.05 -279.05 0.02 | (data) or design (MC)
A¢ppr1(mrad) 0.0 -2.02 -2.02 0.150
Adpprs — Adpm1 0.0 13.23 13.23 0.034
(mrad)

Table 6.3: BPC and BPT alignment in 1997 [Am99a]. The total error was calculated

by adding the statistical and systematic errors in quadrature.

description of the procedure is given below.

The crucial alignment parameters are: shifts of the BPT planes in X (AXppr1, AXpBpT13), and
rotations around the Z-axis (A¢ppr1, Agpprs), and shifts of the BPC North in X (AXgpc).
The shift in the CTD position after run 27490 is taken into account by the parameter A X¢rp.
Because the CTD defines the ZEUS coordinate system, it was chosen to apply AX¢rp as a
(virtual) shift of the BPC (Xy) and BPT (Xpp11, Xgpr3) X-position. Relative distances and
rotations can be determined with higher precision than absolute ones. Therefore, it was not
the absolute shift AXpgpr3 and rotation A¢gprs of plane X3 which were determined by the fit,
but the differences (AXgpri — AXpprs) and (A¢ppr1 — A¢pprs) w.r.t. plane X1.

The events used in the alignment were required to have a well-defined CTD-vertex with at least
three tracks and y*/ndf < 3. To minimize the effect of noise in the BPT detectors, only events
with exactly one hit in each BPT plane were used. All events were required to have a BPC
positron with at least 15 GeV in order to reduce the number of background events. For each
event j a BPT track is reconstructed as a straight line through the two hits using the functional
form:

X(Z):C]‘—I-m]"Z (616)

¢; and m; are the intercept and the slope of the reconstructed BPT track and calculated from
the numbers of the hit BPT strips in the two detectors. The alignment parameters discussed
above are taken into account in this step. Due to the large spread of the Z-vertex distribution
as shown in figure 6.4, the Z-vertex measured by the CTD can be used as a constraint for the
alignment. The BPT track is compared to the (X-Z)-position of the event vertex as measured

by the CTD and and the reconstructed BPC X-position at the BPC front face at Zy = —293.7
cm. The y? used in the minimization was defined as the sum over all used n events:
n n 2 5X2
2
X = X (6.17)
L= L L X, 7
(SX]‘Z' = (XZ Cj + m; ZZ) (618)

The first sum runs over all n selected events.

(X, Z;) from the CTD (: = 1) and

The second one runs over the predicted points

BPC (i = 2) on the reconstructed BPT track. The



Plane Dead strips Noisy strips
X1 71,92, 191, 192, 229, 251, 407, 419, 448-511, | 0, 1, 189, 197
X3 112, 114, 204, 329, 392-404, 472, 485-511, 0, 1, 484

Table 6.4: Masked dead and noisy BPT strips.

uncertainties o(dX;;) were calculated from the uncertainties in the reconstructed vertex, the
reconstructed BPC X-position, and the alignment parameters. The correlations between the
reconstructed X- and Z-vertex and the two track parameters were taken into account. Details
are given in [We98] and [Am99].

Several fits were done in order to estimate the uncertainty of the procedure. For data, the runs
before and after the shift of the CTD were fitted separately both with and without the AXcTp
as a free parameter. In the case of MC, the whole MC sample was used for one fit and equally
divided into two halves to test the validity of the statistical errors given by MINUIT, which
were found to be reasonable. The total systematic error of the fit was found to be +200 pm
and was dominated by the uncertainty of the distance between the two BPT planes in Z. It
was decided to use the results of the fit which included the CTD shift as a free parameter for
the analysis of the 1997 data. The results for this fit are given in table 6.3.

6.8 BPT efficiency

The BPT efficiency is determined by two factors: the number of dead strips and the thresholds
of the BPT readout used for noise suppression. For events with a well-measured positron in
the BPC, the distribution of hits as a function of the BPT channel number for one detector
is expected to be smooth if the detector is fully efficient. Dead strips appear as entries with
no or much fewer events than for the neighbouring channels. Noisy strips have a higher hit
number than their neighbours. By default the MC has no dead or noisy channels. To have a
proper simulation of the data, the dead and noisy channels found in the data are masked both
in data and MC before the BPT track reconstruction is used. Strips are masked according
to their position relative to the positron beam rather than their strip number, to take into
account the difference in the alignment in data and MC. Some dead strips in the data have
neighbouring strips with a higher number of hits than expected. It is believed that either
capacitative coupling of the strips or crosstalk effects at the bonding are responsible for this
effect. This results at least partly in a compensation of the inefficiency due to the dead strip.
The dead strips belonging to the category described above are not masked. The masked dead
and noisy strips are listed in table 6.4. It is assumed that by masking the dead and noisy strips,
all position dependent effects were properly simulated in the MC. Additional global effects are
expected to arise, due to the high thresholds.

The overall efficiency of each BPT detector is estimated using the CTD and the BPC. A similar
event sample as used to determine the resolution of the reconstructed Z-vertex from the BPT
(see section 6.6) is required to have a well-measured vertex and reconstructed positron in the
BPC. The mean X- and Y-vertex for each run as measured by the CTD is used. No cut is
imposed on the number of hits in each BPT detector.

In the first step the hit position in both BPT detectors Xpeqaprx; 1s predicted from a straight
line through the vertex position Xyrx as measured by the CTD and the reconstructed X-
position Xppc in the BPC (equation 6.19). As discussed in section 8.2 the mean X-vertex was
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Figure 6.6: Difference of predicted and reconstructed hit position in the two BPT
planes for data (upper plots) and MC (lower plots). The efficiency determined with
Axcut = 500 pm is given in the plots.

used because the resolution of the CTD in X is worse than the spread of the HERA beams
of about 300 pum in X. In the second step the hit in each BPT plane closest to the predicted
position is determined. If the best found hit in one particular plane is closer than 2Axcur
to the prediction, it is used together with the CTD vertex in the next step to get a better
prediction of the hit in the other BPT plane (equation 6.20).

X — X .
((ZXE — Z:s; (Zvrx — Zpp1x;) 1=1,3 (6.19)

(Xvrx — XBprTY,)
(Zvrx — ZBpP1Y,)
This is done because the position resolution of the BPT is better than that of the BPC. Plane
X, (7 = 1,3) is counted as efficient if a hit is found within Axcur of the predicted position and
inefficient otherwise. If no prediction from CTD and plane X4_; (j = 1,3) is given because the

hit there is too far away from the prediction then the event is not used in the determination of
the efficiency. This takes into account the fact that neutral particles also occasionally fake an

Xpred BPTX; = XVTX +

Xpred BPTX; = XVTX (Zyrx — Zpprx;) 1 =1,3 j=4—1 (6.20)

positron signal in the BPC or noise in the BPT which results in additional hits not related to an
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Figure 6.7: BPT efficiency correction as a function of Axcut and Xppc.

positron. These kinds of events should not be used in the determination of the BPT efficiency,
therefore a hit in one plane is implicitly used as a trigger for expecting a signal in the other
one. Figure 6.6 shows the difference between the estimated and reconstructed hit positions for
both BPT planes for data and MC for Axcuyt = 500 pm. The efficiencies for each plane for
data (MC) €patax1 and €pataxs (emcxi1 and emc xs) determined with this cut are given in the
plot. Comparing the results for data and MC, the inefficiency of plane X3 is higher than for
plane X;. This is consistent with the fact that the threshold for X5 was chosen to be higher
than for X;.

As the BPT is used in the selection of the data and MC samples for the measurement of U?:tp and
Fy(z,Q?), the different efficiencies for both samples had to be taken into account. The number
of selected data events was corrected by the ratio €pata/enmc = (€Data,x1" €Data,x3)/ (€M X1 €M X3)
of the efficiencies in the data (€pata) and in the MC (enmc) to account for the difference. The
ratio was found to be 95.8%. It was checked that it was independent of the choice of Axcur
and of the X-position Xgpc in the BPC. The results are shown in figure 6.7. The correction is
stable within +1.5%. The uncertainty of +1.5% was taken into account in the determination
of the systematic uncertainties in the measurement of o7.{ and Fy(z,Q?) (see section 10.4).
During the efficiency study the noise in the BPT planes for data was measured. This was
done by counting the hits in each plane outside the range of Axcur around the prediction
from the other plane and the CTD. In order to further improve the simulation of the BPT
planes in MC, the amount of noise in the data was simulated in the MC by adding randomly
distributed artificial hits according to a Poisson distribution of 0.15 hits per plane and event.
The measured number of noise hits per plane and event for MC is in good agreement with this
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Figure 6.8: Difference of predicted and reconstructed hit position in the two BPT
planes for data (upper plots) and MC (lower plots) for noise hits. The mean number
of noise hits per plane and event determined with Axcur = 500 pm is given in the
plots.

number. Figure 6.8 shows the results of the study in terms of noise distribution for data and
MC for Axcur = 500 pm. Note the different scales in the efficiency and noise plots.

6.9 BPT position and angular resolution

The distributions A Xgprx; in figure 6.6 for plane X1 are centered at =2 um (-0.5 pm) for data
(MC) and for plane X3 at 1.4 um (0.4 gm) for data (MC). These values are compatible with 0
pm. The position resolution of the two BPT planes can be extracted from the width dax gprx; of
the distributions. Using equation 6.19 and 6.20, the width dax prx;i of the distribution can be
related to the resolution of the Z-vertex dz,,, = 0.4 cm of the CTD and the position resolution
of the two BPT detectors dx gprxi. The vertex resolution in X is negligible, because the mean
vertex is used. Using the approximations Zyrx — Zpprxi = 250 cm, Zyrx — Zeprxs = 280
cm, and Xvyrx — Xgprxi = Xvrx — Xgprxs = 6 c¢m, the resolution of the two BPT planes are
approximately given by:

180 \ 2 250\ 2
%wxawwdﬁ = Ammowv .%W<§+%Ww35+A§v .%ﬁwwexw (6.21)

= (8um)*+18- 8% BpT (6.22)
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Figure 6.9: Difference between generated and reconstructed positron scattering angle
Y. ¥ was reconstructed from the BPC position (upper plot) and the BPT X-position
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180 2 280\ 2
52AX,BPTX3 = (2502) ) (%WX + 5>2<,BPTX3 + (%) ) 5>2<,BPTX1 (6-23)
= (12 pm)* +2.25 - 6% gpr (6.24)

Equations 6.22 and 6.24 are only valid under the assumption that the position resolutions
of both BPT detectors are equal, i.e. dx pprx1 = dxBPTX3 = dxBPT. The extracted position
resolutions dx gpr of the two BPT detectors are 41uym for data and 43um for MC. This is
slightly worse than the prediction of 100 zm/+/12 / 30 gm based on the strip pitch of 100 ym as
discussed in section 5.3. Other small contributions to dax pprxi like the uncertainty of the mean
X-vertex and the reconstructed BPC X-position have been neglected in the approximation used
in equations (6.21-6.24). The extracted position resolution dx gpr of the two BPT detectors is
therefore considered an upper limit.

Only the horizontal scattering angle can be reconstructed with the BPT. The vertical scattering
angle has to be reconstructed from the Y-position as measured from the BPC. The resolution
of the horizontal scattering angle reconstructed with BPT is about 0.04 mrad given from the
BPT resolution in X (40 pm) and the resolution of the Z-vertex measured by the CTD (0.4
cm). The resolution of the Y-position reconstructed by the BPC §Y is given approximately

by §Y = 0.22 cm/4/ Egpc/GeV, which is, even for high positron energies, about a factor of 10
higher than the resolution of the BPT detectors of dx gpr ~ 40 pm. Therefore, the dominating
contribution to the resolution in ¢ is the resolution ¢Y of the Y-position reconstructed by the

BPC.



Two methods to reconstruct the positron scattering angle ¥ were studied using the MC sample.
In the first case only the reconstructed X- and Y-position from the BPC were used. The second
method used the reconstructed X-position from the BPT and the Y-position from the BPC.
The results are shown in figure 6.9. In both cases the generated and reconstructed scattering
angles are in good agreement. The resolution increases from 0.31 mrad to 0.25 mrad if the
X-position reconstructed from the BPT is used. The dominating contribution to the resolution
in ¢ is the resolution §Y of the Y-position reconstructed by the BPC.

6.10 BPC energy reconstruction and calibration

The BPC energy calibration is of vital importance for the analysis presented here. The recon-
structed BPC energy is used in the calculation of the kinematic variables with the positron
method and the eX method (see section 3.4) and therefore influences the event selection. A
different energy scale between data and MC or a non-uniformity or non-linearity of the recon-
structed energy may result in event migration in the (z — @Q?*)-plane and influence the unfolding
of U?:tp and F,. The following discussion concentrates on the BPC North module as only this
module was used in the physics analysis presented here.

6.10.1 Energy reconstruction

The first step in the energy calibration of the BPC is to determine the voltages of the PMTs
such that the response of each readout channel for a given energy deposit is approximately
equal. The signal response as a function of the voltage of all the PMTs purchased for the
BPC was measured as described in [Mo98]. Prior to the installation of the BPC, scans of the
whole BPC using a point-like ®°Co source emitting v rays of 1.17 MeV and 1.33 MeV were done
as described in section 6.10.3. The ®°Co scans were done with a constant voltage of 700 V
for all readout channels. The average output signal of each readout channel is proportional
to the energy response of this channel. Using the results of the ®°Co scans together with
the measurements of the response functions of the PMTs, the voltage of each PMT for data
taking was determined [Mo98]. During data taking the BPC energy for each readout channel
is calculated by the DSPs from the sampled signals of the PMTs (see section 5.2). It is
only a first approximation of the true energy and has to be corrected for strip-to-strip gain
variations, energy leakage out of the calorimeter, light attenuation inside the scintillators, and
non-uniformities believed to be caused by the 0.1 mm gap between two adjacent scintillators. In
order to correct for the strip-to-strip gain variations, the energy of each BPC X- and Y-channel
is corrected by a factor ¢X or ¢ respectively. In the first step of the energy reconstruction, the
energy sum of all X- and Y-channels is calculated taking into account the correction factors:
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Egpe =S &F Bk (6.25)
=1
16

Eppo =Y ¢l EY (6.26)

=1

The position dependent correction functions for energy leakage LX(X) (LY (X)), light attenua-
tion AX(Y) (AY (X)), and non-uniformity N*(X — Xp) (NY(Y —Yy)) are in the next step used
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to correct Egpe (Fgpe):
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BPC T TBPC O IX(X)  AX(Y)  NX(X) (6:27)
1 1 1
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BRC T TBPC V(X)) AY(X) NY(Y) (6.28)

Due to the design of the BPC modules and the exit windows in the beam pipe, scattered
positrons from the interaction point passing the exit window hit only a limited area in the BPC
(see section 6.11). This area is far away from the BPC edges in Y and the edge in X facing away
from the beam pipe. Thus the electromagnetic shower originating from the positron is fully
contained in these directions. The only energy leakage that has to be corrected for is the leakage
towards the beam pipe in the negative X-direction. In the case of the horizontal Y-fingers
the attenuation and non-uniformity correction functions only depend on the reconstructed X-
position and in the case of the vertical X-fingers only on the reconstructed Y-position.

6.10.2 Energy calibration

The calibration procedure developed in 1995 and used again slightly modified in 1996 was car-
ried out in two steps. In the first step the correction functions for attenuation and leakage
were determined (no correction for non-uniformity was done). The strip-to-strip calibration
factors ¢; were set to 1 in this step, based on the assumption that these factors were close to 1
and therefore have less influence on the reconstructed energy than the leakage and attenuation
correction functions. These were determined by fitting the distributions FEgiy, and Epp as a
function of the reconstructed X- and Y-position. In the next step, the correction factors ¢; were
determined from the Ejp and Eppe [Su9s] [Mo98].

Two problems were observed with the procedure described above. In 1996 the strip-to-strip
variations were found to be considerably bigger than in 1995, and a first estimate of the cor-
rection factors ¢; had to be used in the determination of the correction functions [Bo99d]. Also
the choice of parameters for the correction functions was somewhat arbitrary, because changes
in the energy leakage correction could be compensated by a different attenuation correction.
In 1997 a different approach was taken. A simultaneous fit of all parameters was done using
MINUIT. This was done by Christoph Amelung and is described in detail in [Am99]. The
results were checked in the analysis presented here and in [Mo98a]. A short description of the
procedure is given below.

The correction functions for the calibration were parametrized in the following way:

) =

— 00

Fx-g) 1

e dt (6.29)
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L'(X) = / —20q¢ 6.30
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Y-v
AX(Y) = enF (6.31)
X-Xg
AYX) = X (6.32)
NX(X) = 1.0- |X - Xedge(n) - Xcenter(n)| (633)
NY(Y) = 10— |Y - 1/eclg(E(m) - 1/Center(m)| (634)

Yr (Xgr) is the position of the edges of the X-fingers (Y-fingers) in Y (X), where these are
coupled to the wavelength shifters. n (m) is the number of the X-finger (Y-finger), in which
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Figure 6.10: Energy reconstructed from the BPC X-fingers (upper plots), the BPC
Y-fingers (middle plots), and the total BPC reconstructed energy (lower plots) as a
function of the BPC X- and Y-position for data and MC.

the X-position (Y-position) is reconstructed. Xcener(n) (Yeenter(m)) 18 the position of the center
and Xedge(n) (Yedge(m)) the position of the left edge of the X-finger (lower edge of the Y-finger)
of the same finger. The numbering convention is given by equation 5.1 (5.2). Therefore,
| X — Xedge(n) — Xeenter(n)| (|Y — Yedge(m) — Yeenter(m)|) is the distance from the center of X-finger
n in X (Y-finger m in Y). The leakage correction functions parametrize the energy leakage of
the shower with a Gaussian transverse profile for two reasons. The attenuation correction is
a simplification of the real behaviour. The light attenuation in the scintillator is wavelength
dependent, and is, to good approximation, given by the sum of two exponentials. The light
can reach the wavelength shifter either directly or after being reflected on the mirrored end of
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Figure 6.11: Reconstructed BPC energy for a sample of kinematic peak events. The
upper plots show the energy distributions for data and MC fitted by a Gaussian.
The lower plot shows a magnification of both distributions.

the scintillator. The simple ansatz used here describes the attenuation by one effective atten-
uation length A* (AY) for the X-(Y-)fingers. As expected from the 1995 and 1996 calibration,
the leakage correction is flexible enough to absorb any error made by the simple ansatz. The
strip-to-strip calibration constants ¢; can only be determined for strips inside or close to the
fiducial area of the BPC. The others were initially fixed at 1.0 in both data and MC. After
the calibration procedure described below is was found that a value of 0.72 in the case of MC
resulted in a sightly better uniformity outside of the fiducial area of the BPC. Because the
changes inside the fiducial area were negligible, the value was changed to 0.72 in the case of
MC. The 25 free parameters (cX, i=1,...8, ¢F, i=4,..,13, IX, I3, 1Y, 1Y, AX, XY n) were deter-

T P A



mined using MINUIT with the following definition of y?*:
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The sum runs over all N selected events. The third term in equation 6.35 was found to slightly
increase the BPC energy uniformity based on the results of the fit [Am99b]. The resulting
values of the parameters are given in [Am99a].

Kinematic peak events were selected in both data and MC and the procedure described above
applied. The X-position from the BPT was used, while the Y-position was taken from the

EY1 EXL gyl

(6.35)

BPC. In data, a decrease of the mean reconstructed energy as function of time (run number) of
—-160 MeV per month (-0.0015% per run) was observed after the calibration. This is believed
to be due to radiation damage in the BPC and corrected for by a linear function of the run
number. The energy resolution in data was found to be slightly better than in MC. Given
the fact that a modification of the simulation of the BPC in MOZART would have been very
time consuming, and that the difference is small, it was decided to smear the reconstructed
energy in data using Gaussian-distributed random numbers (center = 1.0, o = 0.0144). The
fit by construction forces the mean reconstructed energy of the kinematic peak sample to be at
27.5 GeV. The MC sample was used to determine the difference of the reconstructed and true
kinematic peak energy for the applied selection cuts. The reconstructed energy was found to
be too high by 2.3% and both data and MC were corrected accordingly.

Figure 6.10 shows the energy reconstructed from the X-fingers (Fgpc x ), the Y-fingers (Fppc.y),
and the total BPC energy (Eppc) as a function of the X- and Y-position. Except close to the
edges of the fiducial area in Y, Egpcx and Eppcy were found to be stable within +0.3% over
the fiducial area of the BPC for both data and MC. Close to the edges of the fiducial area in
Y, the deviations are slightly worse. The total energy Fgpc is stable within +0.3% over the
whole fiducial area of the BPC for both data and MC. After the smearing of the reconstructed
energy in the data, the absolute energy scale between data and MC was found to differ less
than 0.3%. The comparison between the energy of the kinematic peak sample in data and MC
is shown in figure 6.11. The agreement of the energy scale between data and MC to 0.3% has
been checked with elastic p® events [M099].

6.10.3 Estimation of the BPC energy non-linearity

The calibration procedure described in 6.10.2 permits the determination of the BPC energy
scale and uniformity in the limited energy range at the kinematic peak. Dose profile measure-
ments on the front face of the BPC conducted from 1995 to 1997 have shown that the amount
of radiation at the BPC is strongly localized to the area of the BPC close to the beam pipe in
X, and around Y = 0 cm. Figure 6.12 shows the results from the dose profile measurements
in 1997 (right plot) and the accumulated dose for 1995, 1996, and 1997 as a function of the
HERA running time (left plot). In 1995 and 1996 the mean reconstructed energy of the BPC
was found to decrease with time. This was believed to be due to radiation damage of the scin-
tillators which causes reduction of primary light yield and a change in the attenuation [Wu94].
It was decided to exchange the affected scintillators. Measurements of single scintillators using
%Co, 1%Ru, and ?°Sr sources in 1995 confirmed that these fingers suffered from a position-
dependent reduction of primary light yield and a change in the attenuation [Bo96].

The amount of radiation was significantly reduced from 1995 to 1997, due to a better under-
standing of the HERA positron accelerator and a change in the procedure used to dump the



X, 1000 -
L . =
- e 1995 O 900 e May 1997
R 1996 . * ~ 800 —
o e ) B
- 1997 8 700 — °
: . Qo0
6000 « 500 —
- e 400 —
- o 300 - o ®
- o o00F© 200 £ °
- « o O - °
L5 ® 100 - o oo
0‘_1_7&7\\‘\\\\‘\\\\‘\\\\‘\ C .‘A.\\\‘\\\\‘\.._.‘\
O 25 5 75 10 50 25 0 25 50

Time (Month) Y-Position (mm)

Figure 6.12: BPC accumulated dose from 1995, 1996, and 1997 (left) and dose profile
from one TLD measurement in May 1997 (right).

positron beam [Su97]. After the 1997 HERA running period, the measured accumulated radia-
tion dose and first results from calibration studies and ®°Co scans indicated that the radiation
damage was significantly lower than in the previous years. Based on these results, it was de-
cided not to exchange the BPC scintillators. The results from [Bo96] were used to estimate the
non-linearity of the reconstructed BPC energy in 1995. The estimated non-linearity in turn
was included in the evaluation of the systematic uncertainties of the measurements of F, in
1995 [Su9g].

In order to estimate the impact of the radiation damage on the linearity of the BPC in 1997
a study based on the procedure developed in 1995 was conducted [Bo99a] [Bo99b]. Similar to
1995, scans of the whole BPC using a point-like ®*Co source emitting v rays of 1.17 MeV and
1.33 MeV conducted before and after the data taking were used to determine the change of
the scintillator response due to radiation damage. As shown in figure 6.13 the ®°Co source is
moved parallel to the wavelength shifters. The emitted v rays deposit energy at the edge of
the scintillator strips depending on the distance and the solid angle between source and scin-
tillators [Bo99c¢]. For the BPC, the signal from the scintillator directly in front of the source is
less than 50% of the total signal. An additional 30% comes from the neighbouring scintillators.
In order to determine the single scintillator response, the total ®*Co signal response must be
unfolded. The unfolding procedure for the 1997 *°Co scans is described in [Bo99]. The ratio
of two unfolded ®°Co results is expected to be 1 if no change in the setup or degradation of
the scintillator material or photomultipliers has occurred in between. Since the BPC was not
disassembled in 1997, and the data quality monitoring during data taking did not show any



N/ 60 Co
ZIN

===  wavelength shifter

photomultiplier signal

— absorber plate

St scintillator tile

I & source position

IE?—#I

photomultiplier

Figure 6.13: Schematics of ®°Co scans of the BPC.

degradation of the test signals, the measured changes in the ®®Co results from before and after
the data taking are attributed to radiation damage of the scintillators.

After the exchange of the BPC scintillators in 1995, the response functions of single strips were
measured using a '"’Ru source. Since no scintillators were exchanged in 1997 this was not
possible, and the response function of each scintillator had to be determined exclusively from
the results of the ®°Co measurements. This was done by using the 1995 measurements to relate
the ratio of the unfolded results from the ®®Co scans before and after the data taking to the
non-uniform dose profile determined from '°*Ru measurements. A linear relation was assumed,
which for the expected radiation dose in 1997 results in an overestimate of the radiation dam-
age [Bo99a).

The estimated radiation dose for each scintillator was used to calculate the attenuation curves of
the BPC scintillators in 1997. The numerical simulation LIGHTSIM [Bo99] was used. This pro-
gram simulates the light propagation throughout rectangular scintillator parallelepipeds with
a non-uniform radiation damage. It integrates over the wavelength and fluorescence spectrum
and all effective angles and takes into account the reduction of primary light yield and the
change of the absorption coefficient. Light reflection effects at all sides of the sample are also
included. The simulation was tuned using the 'Ru measurements of single damaged and un-
damaged scintillators from 1995. Measurement and simulation are in good agreement as shown
in figure 6.14.

The response functions of all scintillator strips in the BPC were simulated based on the unfolded
ratio of the ®Co scans before and after the 1997 data taking. These were incorporated into a
MC simulation to determine the effects of irradiation on the linearity of the BPC of 1997. The
simulation was done using the electron gamma simulation (EGS4) program [Bi94].

Figure 6.15 (left) shows the energy Fypags reconstructed in the simulated 1997 BPC for positron
energies between 0.5 and 27.5 GeV normalized to the value at 27.5 GeV, which is in first ap-
proximation the mean energy used for calibration (see section 6.10.2) of the real BPC. The
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Figure 6.14: Comparison of measured and simulated attenuation curves of BPC
scintillator fingers. The response function of scintillators from the 1995 BPC were
measured using a '%Ru source.

right plot in figure 6.15 shows the non-linearity as a function of the positron energy. The
measured energy for a certain positron energy is predicted by interpolating between the nor-
malized response at 27.5 GeV (1) and 0 GeV (0). The non-linearity Enp, is defined as the
deviation Exp, = 100 - (Emeas — Eprep))/ Errep of the reconstructed energy Fygpas from the
predicted energy Fprgp. It is shown as a function of the positron energy Fiy in the right plot
in figure 6.10.2. For all four displayed cases, the non-linearity can, to good approximation, be
described by a function Enp, = a - In(En/27.5 GeV).

In the case of the reference BPC, the response functions of all horizontal and vertical scintillator
strips respectively, were chosen to be identical and determined from °°Ru scans of undamaged
scintillators. The results are in good agreement with results from test beam measurements of
the BPC in 1994 [Mo98]. The open triangles indicate the results from the first analysis of the
1995 data, for which not the unfolded results of the ®°Co scans but rather the simple ratio of
the two scans were used. It is believed that this underestimates the radiation damage [Bo99a].
The non-linearity obtained from the unfolded *°Co results (black triangles) is worse than the
one from the simple ansatz. As expected the non-linearity for 1997 is less than in 1995, but
worse than the one of the reference BPC. It increases from zero at 27.5 GeV to about 1.25% at
3 GeV, which is the minimal energy used in the analysis presented here. The results are in good
agreement with measurements using QED Compton events [Mo98a], which estimated the non-
linearity at 16 GeV to be (—0.26 +0.19(stat) +0.4(sys))% and (—0.38 +0.30(stat ) £+ 0.4(sys))%
for the two run ranges (run < 27490 and run > 27490) used here.
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Figure 6.15: Reconstructed BPC energy normalized to the response at 27.5 GeV
(left plot) and non-linearity (right plot) as a function of the positron energy.

In order to obtain an estimate of the systematic uncertainty in the unfolded values of U?Stp
and F, due to the non-linearity, the BPC energy was corrected for an assumed non-linearity
and U?:tp and Fy were determined using the procedure described in section 10. The difference
between the unfolded values and those without the correction for non-linearity is included in
the total systematic error. In order to obtain an upper limit of the uncertainty in Uz;p and Fy,
a non-linearity worse than the estimation from the simulation and the QED Compton events
was used. It was parametrized as a linear function of the reconstructed BPC energy Fppc:

1 E
Exu(%) = 55 (i G]f;f - 27.5) (6.36)

6.11 BPC fiducial area

The area of the BPC usable for a precise measurement is, to first approximation, given by
the projection of the beam pipe exit window (see section 5) on to the front face of the BPC.
The upper left plot in figure 6.16 shows the reconstructed position (Xgpc, Yepc) in the BPC
corrected for the mean vertex in X and Y and the positron beam tilt. It is expected that
particles which do not pass through the exit window, but rather the beam pipe, pre-shower
due to the larger amount of inactive material. In this case the energy reconstructed in the
BPC is only a fraction of the initial energy of the particle. In order to limit the fraction of
pre-showering particles, the fiducial area of the BPC used for an analysis is chosen to be smaller
than the active area. In previous analyses the boundaries of the fiducial area were determined
from geometrical and calibration studies ([Su98], [Mo98]). For this analysis the BPT was used.
In the case of positrons which do not pre-shower, only a few hits per BPT plane are expected.
In the case of particles, which pre-showered in the inactive material, more hits per BPT plane
are expected. The upper right plot in figure 6.16 shows the mean number of hits in both BPT
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Figure 6.16: Determination of the BPC fiducial area. Shown are the reconstructed
impact position on the BPC front face for data (upper left), the mean number of
BPT hits per event (upper right) for data, and the mean number of BPT hits as a
function of the reconstructed X- and Y-position for data and MC.

planes as a function of the reconstructed position (Xgpc, Yspc) in the BPC for data. The mean
number of hits increases towards the edges of the active area, i.e. the boundaries of the exit
window projected on to the BPC. The lower plots in figure 6.16 show the projection of the
mean number of BPT hits on to the X- and Y-axis for data and MC. In both cases the number
of hits is flat in the inner part of the plot. The mean number of hits is increasing towards
higher values of Xgpc and towards lower and higher values of Ygpc. The small shifts between
the distributions in data and MC are a result of the slightly different positions of the BPC and
the BPT for both samples. The different positions are taken into account in the BPT track



reconstruction and in the reconstruction of the kinematic variables like z, y, Q?, and W. The
fiducial area was chosen to be the region in X and Y, where the mean number of BPT hits is

flat for both data and MC as indicated in figure 6.16.



Chapter 7

MC generation

7.1 Signal events
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Figure 7.1: Non-diffractive (left) and diffractive (right) event pictures from the data
sample used in the analysis. Both events pass all analysis cuts as described in
chapter 9.

The hadronic final state in inclusive measurements such as the one presented here is a mixture of
two classes of events. In figure 7.1 both types of events are shown. Non-diffractive events like the
one to the left typically have a high particle multiplicity and the invariant mass reconstructed
from all measured particles in the main detector excluding the scattered positron is high. For
this event the positron was measured in the BPC, indicated by the energy deposit on the right
hand outside the main calorimeter. Usually, several tracks are reconstructed and a significant
amount of energy is deposited in the forward part of the calorimeter (left side in the plot). A
diffractive event is shown in the right plot in figure 7.1. For these events the particle multiplicity
and the invariant mass reconstructed from the measured hadronic final state is lower. Fewer or
no tracks are reconstructed in the CTD and no significant energy is deposited in the forward
direction. Two variables are generally used to separate the two different types of events: the
invariant mass of the hadronic final state My as defined in equation 7.1, and the pseudorapidity

My = +/E?— P} (7.1)

Tmax = — 1n(tan(9“2“i“)) (7.2)

Mmax defined by equation 7.2.
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Ej, and P, are the total energy and momentum measured in the main detector, excluding the
final state positron. ny,ax corresponds to the reconstructed calorimeter object, which is closest
to the forward direction. This corresponds to the smallest value of # as defined in chapter 4.
The aim of this analysis is to measure the inclusive v*p cross section, which is a sum of the
cross sections of diffractive and non-diffractive v*p scattering. Therefore, the requirements on
the generated MC events are less restrictive than they would be for example in an analysis such
as [Ma98] which measures only the diffractive cross section. In both cases a precise description
of the hadronic final state is necessary. In the later case the contributions from non-diffractive
and diffractive events have to be separated in order to determine the diffractive cross section.
This is not the case for inclusive measurements. A precise knowledge of the contributions from
non-diffractive and diffractive events is not required provided that the hadronic final state is
well described by the weighted sum of both MC samples. Separate MC samples were generated
for non-diffractive and diffractive events. Both samples were mixed in order to describe the
data. The determination of the mixing fraction is discussed in section 7.3.

the two MC generators used to generate the neutral current MC events were DJANGOH
1.1 [Sp99] and RAPGAP 2.06/51 [Ju99a]. In both cases the lepton vertex is generated by
HERACLES [Sp99], which includes radiative corrections. Single photon emission from the
positron or quarks, self energy corrections, and the complete set of one-loop weak corrections
are taken into account. The hadronization is simulated by ARTADNE ([L092], [Bu92]) and
JETSET ([S;86], [Sj87], [Sj92]). The difference between DJANGOH 1.1 and RAPGAP 2.06/51
is the interaction between the virtual photon and the constituents of the proton. DJANGOH
1.1 is used to generate non-diffractive events and RAPGAP 2.06/51 to generate diffractive
events. Vector meson production is included in RAPGAP. Both MC samples are mixed to give
the best description of the hadronic final state. The following parameters were used to generate
the events:

o Q%> 0.03 GeV?

o W > 3 GeV

Fy = I3 MRsa
o Fr=0

Energy of the final state positron E. > 2 GeV
— 1y <0.93

The MRSA parametrization of F, was chosen because it is implemented in PDFLIB [P197]
which is required by all generators and programs used for this analysis. This parametrization
is valid at Q% above 0.625 GeV? and z above 107°. Below these values it is constant in the
implementation of PDFLIB 7.09. More realistic parametrizations for the low Q? region such as
ALLM97 [Ab97], which gives a good description of the previous measurements in the low Q2
region, could not easily be interfaced to the MC generators. Therefore, MRSA was chosen and
both MC samples are reweighted to the ALLMO97 parametrization. The MRSA parametrization
is constant in the generated Q? range. Therefore, relatively more events are generated in the
lower Q? region compared to the ALLM97 parametrization and the statistical error from MC
events is flat over the whole kinematic range covered in this analysis. Modifications to RAPGAP
to make it use the same underlying structure function (F3mpsa) as used in DJANGOH are
discussed in section 7.2. The Z-vertex is taken from an unbiased estimate of the true vertex
distribution [Qu98] for the BPT data taking period in 1997. The X- and Y-vertex are generated
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Figure 7.2: Generated 2, y, and Q? distributions for both MC samples. The upper
plots show the generated distribution of for the RAPGAP and DJANGOH MC
sample. The lower plots show the ratios of the distributions of the two MC samples,
which is compatible with 1.

using Gaussian distributions centered at —12.0 pm in X and at =360 pgm in Y. The widths of
the Gaussian distributions were ox = 330 pm and oy = 90 gm. Only a preselected fraction of
the generated events is used as input for the ZEUS detector simulation program MOZART (see
section 4.5). The true event vertex and the four-momentum vector of the outgoing positron is
used to predict its impact position on the BPC neglecting the effects of the magnetic field and
multiple scattering. Events are preselected if the impact position (Xivpact, Yimpact) on the
BPC front face is within the following cuts:

4.4 cm < Xmypact < 10.8 cm,  — 3.3 cm < Yivpacr < 4.0 cm (7.3)



The applied cuts are looser than those used for the data selection described in chapter 9. A
test sample of 15,000 MC events was used to check that none of the discarded events did
pass the data selection. About two million events (2.5% of all generated events) remain after
the preselection. The estimated luminosities of the diffractive and non-diffractive MC samples
taking into account the efficiency of MOZART were 125.1 nb™! and 750.1 nb™! respectively.
Figure 7.2 shows the distributions of z, y, and Q?* for both MC samples normalized by the
luminosity. A fit to the ratio of these distributions as shown in the lower plots, demonstrates
that both MC samples are in good agreement.

7.2 Modifications to RAPGAP

It was necessary to modify the initial setup of RAPGAP to generate events with the same un-
derlying structure function as in DJANGOH. In the default setting of RAPGAP the events are
generated according to the given diffractive structure function F2D(4)(:1;ﬂa, t,3,Q*) and the cor-
responding Fy(x, Q?) is calculated by a numerical integration over zp, 3, and ¢ and subsequent
interpolation on a grid [Ju99al:

P, @) = [ B (a1, 8,Q10(3 - wp — w)depd st (7.4)

xp 1s interpreted as the fraction of the proton momentum carried by the colourless object
(Pomeron) originating from the proton. [ is the fraction of xp, which takes part in the
interaction. Thus, the fraction of the proton momentum taking part in the interaction is given
by @ = 3 xp. t is the square of the difference of momenta between the initial proton and the
hadronic final state X.

It was found that the integration (equation 7.4) and interpolation were not precise enough.
Therefore, RAPGAP was used in the so-called ‘mixed’” mode, which is designed to generate
diffractive and non-diffractive events. All events are generated according to a given Fy(z,Q?)
and the probability of a single event to become a diffractive one is given by the ratio F&if(z, Q%)
divided by Fy(x,Q?), where F§i(z, Q?) has to be provided by the user. In order to generate
only diffractive events, RAPGAP was modified and the probability set to 1. The underlying
structure function F2D(4)(:1;ﬂa, t,3,Q*) has to be given in form of parton distributions. Similar to
the ones for DJANGOH, the parton distributions from F; yrsa modified by a factor 6_9“'/:1;}]53
were used. This approach, although only motivated to simulate the hadronic final state in this
analysis, gives a reasonably good description of the diffractive structure function :L'HDFQD(S)

measured by ZEUS [Br98c] [Am99a].

as

7.3 Mixing of DJANGOH and RAPGAP events

Figure 7.3 shows the distributions of 7. for data in four selected (y—()?)-bins used in the
extraction of F3. The four upper plots indicate that the fraction of diffractive events, i.e. the
fraction of events at low values of Nmay, changes significantly as a function of y (and thus of
z) and is almost constant as a function of Q*. The four lower plots show the distribution for
the non-diffractive (DJANGOH) and diffractive (RAPGAP) MC samples for two of the bins.
In order to have a good simulation of the hadronic final state for the whole kinematic region
covered by the analysis, the fraction of diffractive events f(z,Q?) (0 < f(z,Q?) < 1) was fitted
from the data using the following functional form:



(%2} - B
= 10 -1 Q*=0.15 GeVf, y=0.33 [Q°=0.5 GeV/, y=0.33
=) g g
o -2} :
10 -3: L L L L L ‘ : | | \

2 2 \ v= [ ~2_ \F v=
S 10 -1 Q*=0.25 GeV/, y=0.007 1Q°=0.25 GeV, y=0.7
S5 g g
o of C
S 10 | -

af | -
0 10 - L L - L
‘é‘ -1} Q®=0.25 GeVf, y=0.007 - Q°=0.25 GeVf, y=0.7
S 10 [EDJANGOH LDJANGOH
s -2} s

o i
}g 10 - L e : Lo ﬁ FH |
= -1F Q%=0.25 GeV, y=0.007 -Q%=0.2
S 10 ERAPGAP ERAPG
2 -2} -

10 3L | | | 10 H H |
-5 0 5 -5 0 5
rlmax r]max

Figure 7.3: The four upper plots show the ny.c-distributions in selected bins used
in the extraction of F;, for data. The four lower plots show the . -distributions of

the DJANGOH and RAPGAP MC samples for two of the bins.

M norm,bin * nData,bin(xa QQ) — nRAPGAP,bin(xa Qz) . f(xa Qz)bin
+  npjaNcobin(2, Q%) - (1 — f(2,Q?)bin) (7.5)

f(z,Q*)pin was determined for each bin in the (z — Q?)-plane used in the extraction of F,
using distributions of different hadronic quantities as discussed below. npaapin 1s the number
of events in the particular bin. nrapgap bin ad npjaNGoHbin are the numbers of MC events in
the particular bin, normalized to the luminosity of the data and reweighted to the measured
structure function Fy. The normalization factor n,emm bin accounts for the fact that FQMC differs
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Figure 7.4: Parametrization of the diffractive fraction. The upper plot shows the
(x — Q?)-plane overlaid by the binning used for the extraction of Fy. The two
parametrizations of the mixing fraction f(x,Q?) as a function of x are shown in the
lower plot [Am99]. The mean of the two parametrizations is also shown.

from FQData before the iterative unfolding of F, (see chapter 10.3.4) is finished. njopm pin Was
found to be compatible with 1 after the unfolding. In the next step the fitted values of f(z,Q*);
from all bins 7 were fitted by a continuous function f(z,Q?). f(z,Q?) is a function of the
generated MC quantities  and Q* In order to determine f(x,Q?), the distributions which
are available for both data and MC had to be used. In the case of MC these distributions
differ from the true distributions in MC for example due to the reconstruction and detector
simulation. To minimize the impact of these errors on the determined function f(z,(Q?), the
whole procedure described above is repeated several times. After reweighting the MC using the



result of the fit n, a correction of the previous results is determined with fit n + 1. After a few
iterations the procedure converges.

Two different approaches were used to determine the mixing fraction f(z,(Q?). In the first
approach the nyac-distribution was used, because 7.y 18 usually used to describe the fraction
of non-diffractive and diffractive events. In the second approach, the hadronic quantities used
in the data selection and reconstruction of the kinematic quantities were used in the fit. These
are the difference of the energy and the longitudinal momentum 6, = 3, (Fy — pz) and the
transverse momentum pyj of the hadronic final state as defined in section 3.4. It was found that
for both approaches f(x,Q?) could be parametrized as a function of one kinematic variable and
that a parametrization as a function of x resulted in the smallest 2. f(z) for both approaches
is shown in figure 7.4. In the medium y region f(z) as determined from the nmay and the
dp- and prp-distributions are in good agreement. The results of the two approaches in terms
of f(x) differ significantly at low and high y. It was chosen to use the average of the two
parametrizations and to take into account their difference in the evaluation of the systematic
uncertainties (see chapter 10.3.4).

7.4 Background MC events

The dominant source of background are events at values of () lower than the range covered
in the analysis, which are reconstructed at higher values of )? and pass all analysis cuts. The
scattered positron leaves the detector through the rear beam pipe, and one or more photons
originating from the hadronic final state fake a positron signal in the BPC. In most cases the
photons are produced in 7% decays. These events are referred to as photoproduction events.
Photoproduction events were generated using the PHYTHIA 5.724 generator. 109 K direct and
115 K resolved events were generated, which corresponds to a luminosity of 300 nb~! and 30
nb~! respectively. The following parameters were used to generate the events:

e Q2> 0.0 GeV?

Fy = Iy ar1Mo7
o Fr=0

Energy of the final state positron E. < 17.64 GeV
—y > 0.36

The distribution of the photoproduction MC events in the (x—?)-plane overlaps with the signal
MC for Q% > 0.03 GeV? and 0.36 > y > 0.93. To avoid double counting of MC events, these
photoproduction MC events were excluded from the sample. The events were generated using
the ALLMO97 parametrization of Fy, which gives a good description of 1995 BPC data [Br97]
and the direct measurements of the photon-proton cross section at ? = 0 GeV? from H1 and
ZEUS (see chapter 11). Therefore, the photoproduction MC events were not reweighted.
Other sources of background events were found to be negligible (see section 9.7) and therefore
not simulated.






Chapter 8

Efficiency and data quality studies

8.1 Introduction

An accurate reconstruction of the kinematic variables in the case of positrons scattered at
angles close to m requires a precise knowledge of the position of the interaction point and the
positron beam tilt. In this analysis, positrons at scattering angles ¥ = 7 — 6 of (15 — 40) mrad
are detected using the BPC and BPT. Even a positron beam tilt of the order of 0.1 mrad has
a significant impact on the reconstructed kinematic variables (see section 3.4). The same is
true for the reconstructed vertex. A change in the reconstructed X-vertex of the order of the
resolution of the CTD in X (1 mm) changes ¢ by 0.3 mrad. Therefore, it is necessary to take
into account the positron beam tilt and the resolution of the reconstructed event vertex. This
is discussed in section 8.2.

For a precise measurement it is required to estimate the efficiency of the triggers, detectors, and
cuts applied. The selected number of events must also be corrected for the efficiency. BPC and
BPT are used to select the signal events and to reduce the amount of background. Therefore,
the efficiency of the BPC trigger and the BPT track finding has a significant impact on the
selected number of events and has to be taken into account. Section 8.4 and 8.5 concentrate on
the BPT and BPC efficiencies, respectively. The BPC timing, which is also used in the event
selection, is discussed in section 8.3.

8.2 Vertex and beam tilt

The resolution of the X- and Y-vertex measured by the CTD amounts to 1 mm, which is
considerably worse than the spread of the HERA beams of about 300 ym in X and 70 gm in
Y. Instead of using the measured event-by-event X- and Y-vertex in the reconstruction of the
kinematic quantities, the mean values for each run are calculated. They were determined by
applying all trigger and analysis cuts used in the selection of the data sample for the extraction
of Fy. Figure 8.1 shows the mean X- and Y-vertex as a function of the run number. The
variations of the Z-vertex are considerably larger than the resolutions of both the CTD (4 mm)
and the BPT (3 c¢cm). Therefore, no averaging was done and the Z-vertex as determined on
an event-by-event basis was used. The positron beam is tilted w.r.t. the ZEUS coordinate
system. For large positron scattering angles, the effect of the beam tilt on the reconstruction of
the kinematic variables x, y, and Q? is negligible. At small scattering angles w.r.t. the initial
positron beam ((15—40) mrad in this analysis) the beam tilt must be taken into account. The
positron beam tilt with respect to the ZEUS coordinate system is determined by measuring the
impact position of bremsstrahlung photons in the LUMIG detector. The beam tilt in X and Y
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Figure 8.1: Mean X-, Y-, and Z-vertex in the data determined by the CTD as a
function of the run number.

can be calculated using the reconstructed photon position in the LUMIG calorimeter and the
Z-position of the detector (4107 m). The reconstructed position in the LUMIG calorimeter is
given w.r.t. the nominal proton beam axis. Therefore, it has to be corrected for shifts between
the ZEUS coordinate system and the nominal proton axis. The nominal proton orbit has been
surveyed [We99] with respect to the mechanical axis of the CTD and therefore w.r.t. the ZEUS
coordinate system. In the (X-Z)-plane the CTD axis is shifted by —0.405 mrad w.r.t. the
nominal beam axis. In the (Y-Z)-plane the shift is 0.288 mrad. The upper plots in figure 8.2
shows the relationship of the ZEUS coordinate system (the mechanical coil axis of the CTD)
and the nominal beam axis. The reconstructed X- and Y-positions in the LUMIG detector and
the uncorrected and corrected beam tilts in X and Y are shown in the lower plots in figure 8.2
for one particular run. While the effect of the positron beam tilt in Y on the reconstructed
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Figure 8.2: The two upper plots show the orientation of the mechanical axis of the
ZEUS CTD w.r.t. the nominal beam axis [Su98]. In the X-Z-plane the CTD axis
is shifted by —0.405 mrad w.r.t. the the nominal beam axis. In the Y-Z-plane the
shift is 0.288 mrad. Since the position reconstructed in the LUMIG calorimeter is
given w.r.t. the nominal beam axis the shifts have to be taken into account in the
determination of the positron beam tilt. The six lower plots show the reconstructed
X- and Y-position in the LUMIG detector, the uncorrected positron beam tilts in X
and Y, and the beam tilts corrected for the tilt of the CTD axis w.r.t. the nominal
proton orbit.

positron scattering angle is negligible small, the tilt in X does have to be taken into account.
The variation of the beam tilt as a function of the run number has been checked. The results
are shown in figure 8.3. Because of the variations of the beam tilt in X, the mean value of each
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Figure 8.3: Positron beam tilt in X and Y corrected for the tilt of the CTD axis
w.r.t. the proton orbit as a function of the run number.

run was used for the reconstruction of the kinematic variables.

The uncertainty of the measured run-dependent positron beam tilt was estimated from the
average beam tilt for all runs. The error was estimated by adding conservative estimates of the
uncertainties in the measurement in quadrature. These are the uncertainties of the X-vertex
measured by the CTD (1 mm), the position of the LUMIG detector w.r.t. the nominal proton
orbit in X (I mm), the shifts between the nominal proton orbit and the ZEUS CTD X-axis
at the Z-position of the LUMIG detector (1 mm), and the uncertainty of the reconstructed
X-position in the LUMIG detector determined from a Gaussian fit (2.3 mm). The mean beam
tilt was calculated as (—0.29 +0.027) mrad.
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Figure 8.4: Reconstructed BPC time. The upper plots shows the reconstructed
BPC time (left) fitted by a Gaussian and the deviation from the mean time (right)
for one particular run. The lower plot shows the variations of the mean time as a
function of the run number.

8.3 BPC timing

The BPC timing is calculated using the energy-weighted sum of the timing signals of all BPC
readout channels as described in section 6.2. It is used to reject non e*p background in the event
selection. Figure 8.4 shows the reconstructed BPC timing and the deviation from the mean BPC
value for one particular run (upper plots) and the variations of the timing as a function of the
run number (lower plot). The time distribution for one run is well described by the Gaussian.
The width of the distribution is determined by the length of the HERA positron bunches of
0.8 mm and the resolution of the time reconstruction in the DSPs (see section 5.2). The width



of the time distribution expected due to the positron bunch size is given by 0.8mm/c = 0.003
ns. Therefore, the dominant contribution to the measured distribution with a width of 0.5 ns
is given by the time reconstruction in the DSPs.

The mean time has considerable variations from run to run. This is caused by run-to-run
variations in the HERA e*p bunch crossing time which in turn is due to a shift in the relative
phase of the proton and positron radio frequency. In order to select e*p events, the BPC timing
was required to be within 43 ns of the mean time of the respective run as indicated in figure 8.4.

8.4 BPT efficiency

The data taken with the BPC and BPT was checked using the online and offline DQM as
described in section 5.6. Apart from some runs with the BPT high voltage turned off by mistake
no problems were found for the runs used for the analysis presented here. Additional checks
of the BPT data were conducted using the data sample used for the F% analysis. Figure 8.5
shows the efficiency of the two BPT planes as presented in section 6.8 as a function of the run
number. No systematic changes of the efficiency of the two planes are visible, although there
are variations from run to run. Runs with a lower efficiency typically suffer from low statistics.
For these runs the efficiency is within errors compatible with the mean efficiency determined
in section 6.8. Therefore, no run-dependent efficiency correction was applied in addition to the
overall correction between data and MC.

8.5 BPC trigger efficicency

In the previous analyses of BPC data the efficiency of the used trigger slots was found to be
1 in the range of the selected offline energy ([Su98], [Mo98], [Ma98]). A detailed study of the
efficiency of all trigger slots at FLT, SLT, and TLT level has been done. The results for the
medium y triggers, which have been used before are in agreement with the previous results.
The low y (LOW and LOWP), high y, and the ISR trigger slots have not been used in any
previous analysis except for calibration purposes. Several of the analysis cuts for these regions
have been designed to have a fully efficient trigger based on the results detailed below. An
event sample independent of the BPC triggers was selected using the following FLT triggers
and DSTBITs:

o FLT 18: LPS hit

o FLT 33: LUMIG signal

e FLT 40: CAL EMC

o FLT 41: CAL transverse momentum

o FLT 42: CAL and CTD

o FLT 44: BCAL and CTD

o DSTBIT 9: Positron found in CAL from at least one of four positron finders

None of these triggers uses information from the BPC or BPT. Most of the triggers select
events based on information from the CAL and CTD. FLT 18 and FLT 33trigger on hits in
the LPS and the LUMIG calorimeter respectively. The efficiency of all triggers (FLT, SLT,
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Figure 8.5: BPT efficiency as a function of the run number for plane X1 (upper
plot) and plane X3 (lower plot).

TLT) was checked. To study the efficiency of the SLT and TLT triggers, subsets of the events
selected by the seven triggers shown above were used. FEach SLT (TLT) slot requires at least
one fired FLT (FLT and SLT) slot to have fired as shown in figure 5.3. Each subset requires
the corresponding FLT (FLT and SLT) trigger(s) to have accepted the events. To study the
efficiency of one specific trigger as a function of one of its cut quantities, the analysis cut on
this quantity was loosened and those on the other quantities kept at their nominal values.

The left plots in figure 8.6 show the efficiency of the three FLT slots 32, 50, and 52 as a function
of the offline energy. For FL'T 52 the efficiency is 1 at energies higher than the offline cut. FLT
50 is fully efficient at energies higher than 3.5 GeV. The analysis cut on the energies was chosen
to be at 3.0 GeV to extend the kinematic region to higher values of y. The bins used for the
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Figure 8.6: Efficiency of the FLT trigger slot 32, 50, and 52 (left plots) as a function
of the offline BPC energy. The lower plot is a magnification of the upper one. The
right plot shows the efficiency of the SLT trigger slot DIS 2 for the medium and high

y region as a function of the offline BPC energy. The plot includes the efficiencies
with and without the offline cut (F3X/FE)gpc > 0.35.

extraction of Fy were chosen in such a way that only a few bins have an efficiency below 1.
The inefficiency of these bins of up to 0.02 is taken into account in the extraction of F, and
the uncertainty of the efficiency determination is included in the evaluation of the systematic
errors. The lower plot shows that the efficiency for the ISR region is within errors compatible
with 1 whether only FLT 32 or one of FL'T 32 and FLT 52 is required.

The study of the efficiency of the ST DIS 2 trigger showed that an analysis cut on the energy
fraction (E3X/FE)gpc > 0.35 had to be imposed offline to have a fully efficient trigger. E3X is
the energy deposited in the BPC X-finger with the most energy and the two neighbouring ones.
A similar cut is made in SLT DIS 2 using the reconstructed energies at SL'T level. The efficiency
of SLT slot DIS 2 as a function of the offline energy is shown the right plot in figure 8.6 for the
different analysis regions. Without the offline cut the efficiency drops at low energies for the
medium and high y region.

The efficiency of the TLT trigger slots was found to be 1 except for the low y region. Due to
the cuts on yyg imposed by TLT DIS 17 (yygrur > 0.02) and TLT DIS 23 (yy1ir < 0.1),
both triggers are not fully efficient for the whole region. Figure 8.7 shows the efficiency of both
triggers as a function of yygrr. Also shown is the efficiency of an OR of the two triggers,
which is fully efficient for the whole region. For the LOWP region the used trigger TLT DIS
18 was found to be fully efficient.
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Chapter 9

Event selection

The data used for the measurement of the total v*p cross section U?:tp and the proton structure
function Fy(z,Q?) at low Q? and very low x using the ZEUS BPC and BPT was taken in
1997 after the BPT had been successfully installed and commissioned. The data taken from
September 1997 until the end of the HERA running period in October 1997 corresponds to the
ZEUS run range from 27305 to 27889. Only the runs for the low luminosity configuration were
used because in the high luminosity configuration the BPC trigger slots were prescaled. Some
special runs used for BPC calibration with lower prescale factors than in the low luminosity
configuration were also included.

9.1 Trigger selection

The final state positron is detected in the BPC and BPT. For a precise measurement, energy
and scattering angle of the final state positron have to be measured with high accuracy. The
trigger and analysis cuts were chosen to provide a sample of identified final state positrons and
to reduce background from beam gas and photoproduction events.

The BPC triggers were designed to measure Fy in a broad kinematic range at low Q2. In
order to have better control of the trigger rate, several triggers rather than one for the whole
region were designed (see section 4.4). To extend the kinematic region covered in the previous
analysis [Su98], several of the BPC triggers were used. The data is selected by requiring one
of the BPC third-level triggers TLT DIS 17, DIS 18, DIS 21, DIS 22 and 23. Figure 9.1 shows
these triggers and their relationship to the BPC FLT and SLT triggers. Since all these TLT
triggers, with the exception of DIS 18, require specific FLT and SLT slots, it is sufficient to
select the events at TLT level. In the case of DIS 18, only events which originate from FLT 52
and SLT DIS 2 are selected in order to have a well-defined trigger chain. For the extraction
of Fy a binning in y and Q? rather than in 2 and Q?* was used to make optimal use of the
accessible phase space. The different trigger slots correspond to different regions in y and (2.
The regions correspond to the following ranges in y

o low y (LOW): 0.005 < y < 0.08
o low y prescaled (LOWP): 0.005 < y < 0.16
o medinm y (MED): 0.08 <y < 0.74
o high y (HIGH): 0.74 < y < 0.89

e events with initial state

radiation (ISR): 0.08 <y < 0.37
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Figure 9.1: BPC trigger configuration used for the 1997 [, analysis. The FLT
trigger slots are shown at the top, the SLT slots in the middle, and the TLT slots at
the bottom. The lines indicate the relationship between the different trigger slots.
The number in parenthesis after the slot name indicates the prescale factor used for
the low luminosity runs in 1997. For the TLT slots a short description of the FLT
and SLT triggers required is given in parenthesis.

The DIS 18 trigger used for the LOWP region can also be used to access the LOW region, but
since 1t is prescaled by a factor of 12 compared to the other trigger statistics is low. The ISR
region is not used to extract [y, but to estimate the impact of radiative corrections as discussed
in section 10.3.3. A list of the requirements at trigger level for the different regions is given in
tables B.1 and B.2 in appendix B. In the case of the BPC, only BPC timing and energy cuts
are applied at the FLT. Information from other components is also used. Usually the horizontal
Y-strips are used because they are less affected by background events and radiation damage.
The events for the MED and LOW regions are taken by the FLT slot 52. The BPC energy
cut (EEIF%Y > 4) rejects events with low energy positrons in the BPC, which corresponds to
high values of y. To access this region FLT slot 50 with a lower BPC energy cut (E]glﬁax >1)
is used. At SLT level (SLT DIS 2) a cut on the position of the most energetic BPC X- and
Y-strips (2 < Xglf%max < 12,5 < Ygﬁamax < 12) is imposed on all events. The cuts reduce
background, which peaks at Xglf%max = 1, and events, where the scattered positron does not
leave the beam pipe through the BPC exit window. The cut is in first approximation a cut on
the fiducial area of the BPC as determined in section 6.11. Due to the cuts on yjg' at TLT
DIS 17 and DIS 23 each of these triggers were not fully efficient as shown in section 8.5. In
order to have a fully efficient trigger for the low y region an OR of these triggers was used.



9.2 Reconstruction

Several studies have been made to determine the best reconstruction methods for this analysis
as detailed in chapter 6. It was found [Am99a] that the energy cuts used for noise suppression in
the CAL are required to be higher than in the previous analysis [Su98]. The thresholds used for
isolated EMC and HAC cells were Egyve > 120 MeV and Eyac > 160 MeV respectively. Only
the low y region is affected by the different cuts. The Z-vertex was reconstructed by the BPT,
because the vertex reconstruction by the CTD was not fully efficient over the whole kinematic
region. At low y and for diffractive events the current jet is produced in the forward region,
resulting in a reduced probability of reconstructing the event vertex. Since the BPT used only
the scattered positron to reconstruct the Z-vertex it is efficient over the whole kinematic region
independent of the event topology. Therefore, the Z-vertex as determined by the BPT was
used.

9.2.1 Reconstruction of BPC and BPT quantities

The BPC and BPT quantities are reconstructed using the methods detailed in chapter 6.
The X- and Y-position (Xppc and Yppe) at the shower center-of-gravity inside the BPC are
calculated using the strip imbalance method. The BPC timing Tgpc and the shower size ogpc
are calculated using the linear and logarithmically-weighted strip energies respectively. The
BPT track is reconstructed as a straight line going through one hit in each silicon plane. The
mean Z-vertex of the run and the reconstructed BPC position are included in the definition of
x? to find the best track. Xppr is calculated by extrapolating the BPT track to the shower
center-of-gravity inside the BPC in 7, while Ygpr is set to Ygpc as the two BPT planes only
measure in X. Zyrx ppr 1s the extrapolation of the BPT track to the mean X-vertex of the
run. Xvyrxppr and Yyrx gpr are set to the mean X- and Y-vertex of the run as measured by
the CTD. The positron scattering angle 8, is calculated from the BPT Z-vertex and Xgpr and
Ygpr. It is corrected for the beamtilt as measured by the LUMIG detector on a run-by-run
basis, which in turn has been calculated using the tilt of the nominal proton orbit w.r.t. the
ZEUS coordinate system. The distance X5o8 and Y52 to the mean X- and Y-position of the
positron beam are used for the BPC fiducial cut. They are calculated by projecting Xgpr and
Ygpr to the Z-position of the BPC front face, taking into account the Z-vertex and the beam
tilt of the respective run.

9.2.2 Reconstruction of the hadronic final state

Three different methods to reconstruct the hadronic quantities were tested. In the previous
analysis only the energy deposits in cells of the CAL were used. The CORANDCUT [Gr98]
method, designed for the analysis of high Q? events, is also cell-based, but includes correction
for backsplash of particles from one CAL segment to another. The so-called ZUFO [Br98] [Tu99]
reconstruction uses combined objects of clusters of energy deposits in the CAL and the corre-
sponding tracks from the CTD. The ZUFO method was found to have the best resolution and
the best agreement between MC and data. Therefore, all hadronic quantities like yjg and 4,
have been calculated using this method (see section 3.4).

9.2.3 Reconstruction of kinematic variables

Both BPC and BPT were designed to measure the energy, position, and scattering angle of
the final state positron with high precision. In previous analyses ([Su98], [Ma98]) it was shown



that the electron method was superior to the others. Therefore, the same method has been
used here whenever possible. This is the case for the medium and high y regions. In the low y
and the ISR regions the eX method is used, which calculates Q? from the scattered positron as
the electron method, but y from the 4, of the hadronic final state and the positron scattering
angle (see section 3.4). For the low y region (y < 0.08) this is necessary as the resolution of
the electron method diverges for low values of y as shown in section 3.4. In the ISR region the
same method was used to limit the migrations in y dominated by the energy resolution of the

LUMIG detector.

9.3 Background reduction

Background events, which survive the ZEUS trigger cuts, must either be rejected by the analysis
cuts or be properly simulated in the MC. The background events originating from proton or
positron beam gas interaction outside the detector are reduced by a cut on the reconstructed
CAL timing Tcar,. These events typically have a shifted reconstructed timing either in the
RCAL or FCAL compared to events inside the detector with a nominal timing at 0 ns. A cut
on the Z-vertex Zyrx further reduces the number of these events, because they are characterized
by a uniform Z-vertex distribution, contrary to the case of etp events with a Gaussian-shaped
Z-vertex distribution centered around the nominal interaction point, plus tails caused by e*p
events in the proton satellite bunches. Another type of background is reduced by the vertex cut.
Off-momentum positrons which have a reduced energy due to bremsstrahlung are transported
by the HERA optics into the BPC. These positrons have a track in the BPT, but the vertex
resolution of the BPT is sufficient to reject these events since the measured vertex is typically
outside the ZEUS detector.

Events with positrons which have lost energy in inactive material due to pre-showering on the
way to the BPC are expected to have a broader reconstructed shower size ogpc. Most of these
events are rejected by the BPC fiducial volume and the BPC shower width cut. Pre-showered
positrons deposit less energy Egpc in the BPC because a fraction of the produced particles
leave the detector through the rear beam pipe. A cut on the total (£ — Pz) of the event as
defined below reduces the fraction of pre-showered positrons in the final event sample further.
The main reason for a cut on the total § = (£ — Pz) of the event defined as

§=(E—Py) =06+ dprc =Y _(En—pzn)+2- Espc (9.1)
B

is the reduction of background from initial state radiation, photoproduction, and proton beam
gas events. The sum in equation 9.1 extends over all reconstructed CAL energy clusters. In the
case of the BPC and other detector components located close to the beam pipe in the direction
of the initial positron beam, dgpc is, to good approximation, given by 2 - Egpc. Conservation
of energy and momentum yields that the total § of the event peaks at two times the positron
beam energy of approximately 27.5 GeV. This ignores possible particle losses in the backward
beam hole. In the case of pre-showered positrons the measured value d,,cas is reduced by two
times the energy, which is lost in the rear beam pipe. The same is also true for events with a
radiated photon in the initial state, which is emitted close to the initial positron direction and
lost in the rear beam pipe. A lower cut on dpyeas of 30 GeV used in this analysis is equivalent
to an upper cut on the energy of the radiated photon £, of 12.5 GeV. The lower cut on dmeas
provides a way to reduce the amount of ISR events with a hard photon in the initial state and
therefore the amount of radiative corrections.



In the case of photoproduction events the initial positron emits an almost real photon with en-
ergy Eﬁ)HP, which causes the interaction while the final state positron leaves the main detector
undetected through the rear beam hole. One or more photons originating from the hadronic
final state fake a positron signal in the BPC. In most cases the photons are from 7% decays.
In the case of high energy 7% it is expected that both photons hit the BPC and the event
is rejected by the BPC shower cut. For photoproduction events, conservation of energy and
momentum means that 6 peaks at two times the energy Eﬁ)HP of the quasi-real photon. The
flux of quasi-real photons decreases with increasing values of EsHP. This results in lower values
of Omeas compared to signal events and most of the photoproduction background events are
removed by imposing a lower cut on dyeas-

Proton beam gas events with the event vertex inside the main detector result in energy depo-
sitions in the forward direction and thus are characterized by relatively small values of d,cas.
Proton beam gas events upstream of the main detector could lead to considerable energy de-
positions in the RCAL and BPC and thus values of dyeqs greater than two times the positron
beam energy. In addition to the CAL timing cut described above, an upper cut on dyeas further
reduces the amount of proton beam gas events.

Events from ep scattering at higher ()? than used in this analysis also contribute to the back-
ground. In this case the scattered positron is detected in the CAL and as in the case of
photoproduction events photons fake a signal in the BPC. However, the contribution of events
from higher Q? is expected to be negligible, because the ep cross section increases towards lower
values of Q?. The amount of background events in the final sample is discussed in section 9.7.

9.4 Analysis cuts

Usually the quantities available at a certain trigger level (FLT, SLT, TLT) are slightly different,
because the amount and accuracy of information available for the trigger decision increases from
FLT to TLT. Since detailed calibration and noise studies can only be done after the trigger
decision, the quantities available after reconstruction also differ from the ones at TLT level.
Therefore, the cuts used at trigger level are usually looser than those used in the analysis. The
BPC is not included in the MC trigger simulation ZGANA (see section 9.2). Therefore, the
selection of MC events could not be done by the same triggers used for the data events. To
make sure that data and MC events are selected by the same cuts, the analysis cuts used for
both sets are tighter than those used at trigger level. If the hadronic quantities which are used
at trigger level are also available offline, then the trigger cuts are repeated in the analysis cuts.
The analysis cuts fall into two categories of requirements among the final state positron and
the hadronic final state. The following section provides an overview of these two categories.
The requirements on the final state positron except on its energy are essentially common to
all five regions, whereas the cuts imposed on the hadronic final state differ due to the different
event topologies and the requirements on the kinematic regions to be accessed. The following
cuts are applied for the analysis. Unless stated otherwise, low y applies to both the LOW and
LOWP region and medium y to both the MED and ISR region.

1. Identification of the final state positron

These cuts are used to identify the final state positron within the fiducial region of the BPC
while reducing the number of background events.
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Figure 9.2: Comparison of MC and data: Low y region (part one). Measured
quantities from BPC and BPT and the reconstructed kinematic variables for the
low y region.

la. BPC fiducial cut

The posit