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Introduction

The subjects of this thesis are half-�at SU(3)-structures, (co-)calibrated G2-/G∗2-structures

and the Hitchin �ow on Lie algebras. The major part of the thesis is devoted to the

classi�cation of the Lie algebras in certain classes which admit such structures. In the last

chapter, we consider the Hitchin �ow for cocalibrated G2-structures on almost Abelian Lie

algebras.

First, we explain what the mentioned structures are and why they are important in

both mathematics and physics.

An SU(3)-structure on a six-dimensional manifold M is a reduction P of the frame

bundle F(M) of M to SU(3). P can equivalently be described by a pair (ω, ρ) of a two-

form ω ∈ Ω2M and a three-form ρ ∈ Ω3M whose common stabiliser in GL(TxM) at each

point x ∈M is conjugate to SU(3) ⊆ GL(6,R). Here, ω and ρ are stable forms in the sense

of Hitchin [Hi1], i.e. at each point x ∈M the orbits of ωx and ρx are open under the natural

action of GL(TxM). Since SU(3) = SL(3,C) ∩ SO(6), (ω, ρ) induces an almost Hermitian

structure (g, J) with fundamental two-form ω and a (3, 0)-form Ψ of constant length with

Re(Ψ) = ρ. Similarly, a G2-structure (resp. G∗2-structure) on a seven-dimensional manifold

M is a reduction P of F(M) ofM to G2 (resp. to G∗2). In this case, we have an alternative

description by a stable three-form ϕ ∈ Ω3M with pointwise stabiliser being conjugate to

G2 (resp. to G∗2). Since G2 ⊆ SO(7) (resp. G∗2 ⊆ SO0(3, 4)), such a three-form induces

a Riemannian metric (resp. pseudo-Riemannian metric of signature (3, 4)), an orientation

and thus a Hodge star operator ?ϕ on M .

The classes of half-�at SU(3)-structures and of (co-)calibrated G2/G∗2-structures nat-

urally appear when one distinguishes the corresponding G-structures P ⊆ F(M) via

their intrinsic torsion. Therefore, recall that when G is a subgroup of O(p, n − p) and

g ⊆ so(p, n − p) is non-degenerate with respect to the Killing form of so(p, n − p), the
intrinsic torsion τ(P ) of a G-structure P on an n-dimensional manifold M is a section

of the vector bundle associated to the G-module (Rn)∗ ⊗ g⊥, where g⊥ is the orthogonal

complement of g in so(p, n − p). Hence, one gets natural classes of G-structures by de-

composing this G-module into indecomposable G-modules V1, . . . , Vr and requiring that

τ(P ) lies pointwise in one or in a sum of the vector bundles associated to the Vi. If P is
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de�ned by tensor �elds T1, . . . , Tk on M as in the above cases, all information about the

intrinsic torsion is contained in ∇gT1, . . . ,∇gTk, where ∇g is the Levi-Civita connection of

the induced pseudo-Riemannian metric g of signature (p, n−p). Thus, the most important

class of G-structures with vanishing torsion consists exactly of those G-structures where all

de�ning tensor �elds are parallel and the holonomy principle shows that then the holonomy

of g is a subgroup of G.

So SU(3)-structures (ω, ρ) with vanishing intrinsic torsion are those where ∇gω = 0

and ∇gρ = 0. Then J is integrable, (M, g, J) is a Kähler manifold and Ψ is a nowhere

vanishing holomorphic section of the canonical bundle. Thus, compact manifolds admitting

an SU(3)-structure with vanishing intrinsic torsion are nothing but Calabi-Yau three-folds,

a class of six-manifolds which plays a prominent role both in mathematics and in physics

in the context of compacti�cations of 10-dimensional superstring theories. Coming back to

arbitrary SU(3)-structures, a result of Chiossi and Salamon [ChiSa] shows that the intrinsic

torsion of an SU(3)-structure is fully encoded in the exterior derivatives of ω, ρ and J∗ρ.

The class of half-�at SU(3)-structures arises as the class of SU(3)-structures whose intrinsic

torsion lies pointwise in a certain 21-dimensional G-submodule of the 42-dimensional G-

module
(
R6
)∗⊗su(3)⊥. Using the alternative description of Chiossi and Salamon, half-�at

SU(3)-structures can be described as the SU(3)-structures ful�lling the equations dω2 = 0

and dρ = 0.

Similarly, G2-/G∗2-structures ϕ with vanishing intrinsic torsion are those with ∇gϕ = 0

and they have holonomy contained in G2 or G∗2. By results of Fernández and Gray [FG] and

Martín Cabrera [MC2], the intrinsic torsion is in this case fully determined by dϕ = 0 and

d ?ϕ ϕ = 0. We are mainly interested in two classes of G2-/G∗2-structures which naturally

appear via the distinction of the intrinsic torsion, namely the class of calibrated G2-/G∗2-

structures, characterised by dϕ = 0, and the class of cocalibrated G2-/G∗2-structures, which

is characterised by d ?ϕ ϕ = 0.

Besides their appearance as natural classes of G-structures, there are other stronger

mathematical and physical motivations for studying half-�at SU(3)-structures and cocali-

brated G2-structures which we like to mention now.

Hitchin �ow. The major mathematical motivation stems from Hitchin's �ow equa-

tions [Hi1] for which half-�at SU(3)-structures and cocalibrated G2-structures serve as

initial values. Hitchin's �ow equations are a kind of converse of the following facts. A

seven-dimensional Riemannian manifold with holonomy contained in G2 naturally induces

a half-�at SU(3)-structure on each oriented hypersurface. Similarly, oriented hypersur-

faces in eight-dimensional Riemannian manifolds whose holonomy is a subgroup of Spin(7)

naturally carry cocalibrated G2-structures. The Hitchin �ow presented in [Hi1] embeds a

compact six-dimensional manifold admitting a half-�at SU(3)-structure (resp. a compact

seven-dimensional manifold with a cocalibrated G2-structure) as an oriented hypersurface
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into a Riemannian manifold having holonomy contained in the group G2 (resp. in the

group Spin(7)). More precisely, Hitchin's �ow equations are a system of partial di�erential

equations for a one-parameter family I → Ω2M×Ω3M of SU(3)-structures t 7→ (ω(t), ρ(t))

on a compact six-dimensional manifold M (resp. for a one-parameter family I → Ω3M

of G2-structures t 7→ ϕ(t) on a compact seven-dimensional manifold M). If (ω(t0), ρ(t0))

is half-�at for some t0 ∈ I (resp. ϕ(t0) is cocalibrated for some t0 ∈ I), then a solution

(ω(t), ρ(t)) on I can be used to de�ne a parallel G2-structure on M × I (resp. a solu-

tion ϕ(t) on I can be used to de�ne a parallel Spin(7)-structure on M × I). Recall that

the groups G2 and Spin(7) appear as exceptional cases in Berger's list [Ber1] of possible

holonomy groups of irreducible non-symmetric simply-connected Riemannian manifolds

and that it took over 30 years till Bryant [Br1] proved the existence of Riemannian mani-

folds with holonomy group G2 and Spin(7). Today, we know explicit examples of complete

Riemannian manifolds with exceptional holonomy [BrSa] and also know that there are

compact manifolds with these holonomies [J1], [J2]. However, still not that many explicit

examples of Riemannian manifolds with exceptional holonomy are known and the Hitchin

�ow is a useful tool for constructing such examples, cf. e.g. [AFISUV], [ApSa], [ChiFi],

[CCGLPW], [CS], [Hi1] and [R3]. Hence, it is also of great interest to �nd examples of

half-�at SU(3)-structures and cocalibrated G2-structures on manifolds and to investigate

which six- or seven-dimensional manifolds admit such structures at all.

In [CLSS], Hitchin's results have been reproved and it has been shown that the com-

pactness assumption for the initial manifold can be dropped. Moreover, the same paper

introduces a completely analogous Hitchin �ow for one-parameter families of SU(1, 2)-

structures and of SL(3,R)-structures on a six-dimensional manifold leading in both cases

to a pseudo-Riemannian manifold of signature (3, 4) with holonomy contained in G∗2 for

half-�at initial value. Analogously to the SU(3)-case, half-�at SU(1, 2)- and SL(3,R)-

structures are de�ned as a pair (ω, ρ) ∈ Ω2M × Ω3M of a stable two-form ω and a stable

three-form ρ of certain kind with dω2 = 0 and dρ = 0. Furthermore, [CLSS] also in-

troduces a Hitchin �ow for one-parameter families of G∗2-structures on seven-dimensional

manifolds leading to pseudo-Riemannian manifolds of signature (4, 4) with holonomy con-

tained in Spin0(3, 4) if one starts with a cocalibrated structure. Note that the groups G∗2

and Spin0(3, 4) appear as exceptional cases on Berger's list [Ber1] of possible holonomy

groups of irreducible non-symmetric simply-connected pseudo-Riemannian manifolds and

again Bryant [Br1] was the �rst who showed that pseudo-Riemannian manifolds with such

holonomy groups exist many years after the publication of Berger's list. So the Hitchin

�ow is a useful tool for the construction of explicit examples of such metrics and a natu-

ral �rst step is to construct examples or to �nd obstructions to the existence of half-�at

SU(1, 2)-/SL(3,R)-structures and cocalibrated G∗2-structures on six- or seven-dimensional

manifolds.
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In this thesis, we restrict ourselves to the left-invariant setting and consider left-

invariant half-�at and cocalibrated structures on Lie groups. Since then everything can

be considered as a problem on the associated Lie algebra g, we speak in the following of

half-�at and cocalibrated structures on Lie algebras. Note that the de�ning di�erential

equations for the initial G-structure reduce to algebraic equations on g and Hitchin's �ow

equations reduce to a system of ordinary di�erential equations on g. Hence, the existence

and uniqueness of solutions to the Hitchin �ow is ensured. More generally, the existence

and uniqueness is proved in the real-analytic setting in [CLSS]. Such a result is not valid

in the smooth category [Br6].

Motivation from physics. (Compact) manifolds X possessing a G-structure with

G ∈ {SU(3),G2,Spin(7)} appear in physics in the context of (Kaluza-Klein) compacti�ca-

tions of higher-dimensional supersymmetric theories like 10-dimensional superstring theo-

ries, 11-dimensional M-theory and their low energy limits given by 10- or 11-dimensional

supergravities, respectively.

We give a rough idea why, see e.g. [De] for further details. The mentioned theories

model our universe as a 10- or 11-dimensional Lorentzian manifold N . To meet our daily

experience of three spatial and one time direction, one �compacti�es� these theories and

assumes in the simplest case that N = R3,1 ×X with a compact six- or seven-dimensional

Riemannian manifold X whose size is so small that it is undetectable by our present instru-

ments. Nevertheless, properties of X encode properties of the four-dimensional e�ective

theory on R3,1. One important feature one wants to preserve in four dimensions is super-

symmetry. This requires the existence of a nowhere vanishing spinor �eld on X. Hence,

manifolds admitting a G-structure with G as above come into play since they can alter-

natively be described as oriented Riemannian manifolds with a nowhere vanishing spinor

�eld.

In the above theories one usually assumes that X admits a parallel spinor �eld, cf. e.g.

[CHSW] and [PT]. Then the holonomy is contained in G. For phenomenological reasons, a

common further assumption is that the holonomy is even equal to G. Then the number of

parallel spinor �elds on X is minimal and one gets minimal supersymmetry in the e�ective

four-dimensional theory. Physicists also deal with more general types of compacti�cations.

These types include so-called background �uxes, D-branes, warped products or compacti-

�cations of the form N = M ×X with a D-dimensional spacetime M , D not necessarily

equal to four, and a (10 − D)- or (11 − D)-dimensional compact Riemannian manifold

X. More generally, compacti�cations on non-compact asymptotically conical Riemannian

manifolds with exceptional holonomy are considered, cf. e.g. [AW] and [GS].

The investigation of compacti�cations on six-dimensional manifolds admitting an SU(3)

-structure with non-vanishing intrinsic torsion started in [Str]. Compacti�cations on six-

dimensional manifolds with a half-�at SU(3)-structures �rst appeared in [GLMW] as mirror
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duals of compacti�cations on Calabi-Yau manifolds with NS three-form �ux and are further

studied in [GLM1] and [GLM2].

So far, compacti�cations on seven-dimensional manifolds admitting a cocalibrated G2-

structures seem to have received less attention. However, they might be of interest since

there are examples, cf. e.g. [FI], [FIUV] and [Pu], which provide a (partial) solution to

Strominger's equations [Str] in type II string theory.

Known Results. We summarise some known results on the subjects we are dealing

with in this thesis.

The classi�cation of the six-dimensional Lie algebras admitting a half-�at SU(3)-struc-

ture began with [ChiSw], [ChiFi] and [CT]. In these papers, the nilpotent Lie algebras

admitting a half-�at SU(3)-structure with additional properties are classi�ed. A few years

later, Conti introduced in [C1] an obstruction to the existence of half-�at SU(3)-structures

and used it to classify the nilpotent Lie algebras admitting half-�at SU(3)-structures with-

out assuming any additional properties. In his PhD thesis [SHPhD], cf. also [SH], Schulte-

Hengesbach re�ned Conti's obstruction and applied it to classify the direct sums of two

three-dimensional Lie algebras admitting a half-�at SU(3)-structure. Note that the exis-

tence in both papers [C1], [SH] is proved by giving concrete examples of such structures.

Schulte-Hengesbach also obtained partial classi�cation results for such direct sums admit-

ting other types of half-�at structures. Also, the problem of determining all such structures

on a �xed Lie algebra up to isomorphism has been considered. In [SHPhD] and [CLSS]

this problem has been solved for the Lie algebras su(2) ⊕ su(2) and h3 ⊕ h3, for the �rst

case see also [MaSa]. Moreover, the Hitchin �ow has explicitly been solved on some Lie

algebras. The most studied Lie algebra is su(2) ⊕ su(2). Hitchin himself considered his

�ow on this Lie algebra in the same paper [Hi1] in which he introduced the �ow. He found

explicit examples of G2-manifolds obtained before by [BGGG] and also the �rst example

of a complete Riemannian metric with holonomy equal to G2 obtained by Bryant and

Salamon [BrSa]. Implicitly, as in [BGGG], Hitchin's �ow equations on su(2)⊕ su(2) have

also been studied in [CGLP3], [CGLP4]. For a treatment of these examples which uses

the Hitchin �ow, we refer to [CCGLPW] and [MaSa]. Note that [CCGLPW] also studies

the Hitchin �ow on Lie algebras of the form su(2)⊕ h for certain unimodular solvable Lie

algebras h via so-called group contractions. In [CLSS], the Hitchin �ow has been studied

on the Lie algebra h3 ⊕ h3. There are solutions which de�ne pseudo-Riemannian mani-

folds with holonomy equal to G2 and G∗2, respectively. The Hitchin �ow on other two-step

nilpotent Lie algebras has been considered in [ChiFi] and in [ApSa] and explicit examples

with holonomy equal to G2 are obtained.

Regarding classi�cations of Lie algebras admitting cocalibrated G2-/G∗2-structures, the

results obtained in this thesis seem, to the best of the author's knowledge, to be the �rst

ones. Note that in [R1], Reidegeld completely solved the existence problem of homogeneous
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cocalibrated G2-structures on compact homogeneous seven-dimensional manifolds. The

Hitchin �ow for G2-structures on the quaternionic Heisenberg algebra and two non-solvable

Lie algebras has been considered in [AFISUV]. The initial cocalibrated G2-structure there

is constructed using a quaternionic contact structure on the corresponding Lie algebras

and one obtains explicit metrics with holonomy equal to Spin(7). Note that one of these

metrics already appeared in [GLPS].

The results of this thesis. Next, we give a summary of the main results of this

thesis. We divide this summary according to the chapters of this thesis.

Results for almost Abelian Lie algebras admitting (co-)calibrated structures.

An almost Abelian Lie algebra is a �nite-dimensional Lie algebra g admitting a codimension

one Abelian ideal u. We classify the almost Abelian Lie algebras admitting calibrated or

cocalibrated G2-/G∗2-structures, respectively, in Chapter 4. In the same chapter, we do

the analogous classi�cations also for so-called (G2)C-structures. Moreover, we classify the

almost Abelian Lie algebras admitting a parallel G2-/G∗2-structure. In the case of parallel

G∗2-structures, we restrict ourselves to those for which u is non-degenerate with respect to

the induced pseudo-Riemannian metric. A parallel G2-structure on a Lie algebra is �at

according to [AK]. We show that for the particular case we are considering, the same

is true also for parallel G∗2-structures. The results on cocalibrated structures are already

published in the author's paper [Fre1]. All other results have not been published yet.

An almost Abelian Lie algebra is fully determined by one endomorphism of the codi-

mension one Abelian ideal u, namely ad(v)|u for each v ∈ g\u. We express the existence

of the corresponding structure in most of the cases in terms of properties of the complex

Jordan normal form of ad(v)|u. The results for G2-structures are as follows:

Theorem 1. Let g be a seven-dimensional almost Abelian Lie algebra, u be a codimension

one Abelian ideal and v ∈ g\u.

(a) g admits a calibrated G2-structure if and only if the complex Jordan normal form of

ad(v)|u is given, up to a permutation of the Jordan blocks, by

(
J 0

0 J

)
for a trace-free

matrix J ∈ C3×3 in complex Jordan normal form.

(b) g admits a cocalibrated G2-structure if and only if the complex Jordan normal form

of ad(v)|u has the property that for all m ∈ N and all λ 6= 0 the number of Jordan

blocks of size m with λ on the diagonal is the same as the number of Jordan blocks

of size m with −λ on the diagonal and the number of Jordan blocks of size 2m − 1

with 0 on the diagonal is even.

(c) g admits a parallel G2-structure if and only if ad(v)|u is complex diagonalisable and

the complex eigenvalues are given by ia, −ia, ib, −ib, −i(a + b), i(a + b) for some

a, b ∈ R.
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The results for G∗2- and (G2)C-structures are more involved and can be found in Chapter

4. We emphasise that in the cocalibrated case, we do not consider the G2-/G∗2-structure ϕ

itself but focus directly on the Hodge dual four-form ?ϕϕ without referring to ϕ. Therefore,

note that a four-form Ψ is the Hodge dual of a G2-/G∗2-structure if and only if Ψ is a stable

four-form of a certain kind, see Lemma 2.45.

For the proof we always proceed as follows. In all cases, we have to show the existence

of closed three- or four-forms of a certain kind on g. We show that this is equivalent

to the existence of three- or four-forms of speci�c type on u such that ad(v)|u ∈ gl(u) is

in the stabiliser Lie algebra of these forms for the natural action of GL(u) on Λ∗u∗. The

mentioned forms on u are obtained from the corresponding forms on g simply by restriction

to u. The �nal step in the proof is to transfer the condition that there exist forms on u

of speci�c type for which ad(v)|u ∈ gl(u) lies in the stabiliser Lie algebra into properties

of (the complex Jordan normal form of) ad(v)|u. Note that for the determination of the

speci�c form of the induced four-form on u in the cocalibrated case we do not use the

algebraic invariants for orbits of k-forms of Westwick [W3], which is in contrast to our

approach in [Fre1]. The proof we give in this thesis di�ers in this aspect from the one we

gave in [Fre1].

Results for cocalibrated G2-structures on direct sums. In Chapter 5, we classify

the direct sums of four- and three-dimensional Lie algebras admitting a cocalibrated G2-

structure. These results are contained in the author's paper [Fre2]. For the direct sums

of a four-dimensional non-unimodular Lie algebra g4 and a three-dimensional unimodular

Lie algebra g3, we are able to express the existence of cocalibrated G2-structures solely in

terms of the Lie algebra Betti numbers of g4, g3 and of the three-dimensional unimodular

kernel u of g4.

Theorem 2. Let g = g4 ⊕ g3 be a seven-dimensional Lie algebra which is the Lie algebra

direct sum of a four-dimensional non-unimodular Lie algebra g4 and of a three-dimensional

unimodular Lie algebra g3. Denote by u the unimodular kernel of g4. Then g admits a

cocalibrated G2-structure if and only if h1(g4) + h1(u)− h2(g4) + h2(g3) ≤ 4.

The results on other types of direct sums of four- and three-dimensional Lie algebras

are more complicated and can be found in Chapter 5. As for cocalibrated G2-structures

on almost Abelian case, we focus directly on the Hodge dual of a G2-structure and do not

consider the G2-structure itself. The results are proved as follows.

Obstructions are found by methods analogous to the ones used in the almost Abelian

case. In most of the cases, we consider again a splitting g = u0 ⊕ span(v) with u0 being a

six-dimensional unimodular ideal in g and v ∈ g\u0, and the four-form Ω := Ψ|u ∈ Λ4u∗

induced by the closed Hodge dual Ψ ∈ Λ4g∗. In contrast to the almost Abelian Lie

algebras, the induced three-form ρ := (vyΨ)|u ∈ Λ3u∗ gives us additional information and
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is used for �nding obstructions. Note that in the process of �nding such obstructions it is

advantageous to use the above-mentioned algebraic invariants of Westwick [W3]. However,

we do not use these algebraic invariants as prominently as in our paper [Fre2]. For example,

the speci�c form of ρ is determined directly without using the concrete values of the

algebraic invariants for the Hodge dual of a G2-structure.

The existence is proved by di�erent methods. Again, we do not work case-by-case but

instead prove existence for several classes of direct sums at once. The essential ingredient

in most of the cases is the openness of the orbit of all Hodge duals of a G2-structure.

We use this openness to prove a general proposition which ensures the existence of a

cocalibrated G2-structure on an arbitrary seven-dimensional manifoldM if there is a Hodge

dual Ψ ∈ Ω4M of a G2-structure on M and a bounded four-form Φ lying in a certain

subbundle of Λ4T ∗M such that Ψ + Φ is closed. The idea of the proof of this general

proposition is to �rescale� Ψ and Φ in such a way that Ψ is still the Hodge dual of a

G2-structure, the sum stays closed and Φ gets small in comparison to Ψ. We then apply

this general proposition to certain classes of direct sums of four- and three-dimensional Lie

algebras. For the construction of Ψ with the necessary properties on the mentioned classes

of direct sums we use the fact that one may build up the Hodge dual via certain two-forms

on a four-dimensional subspace of g and its orthogonal complement.

Results for half-�at structures. In Chapter 6, we present classi�cation results

for the six-dimensional Lie algebras possessing half-�at structures. We �nish the clas-

si�cation of the decomposable six-dimensional Lie algebras admitting a half-�at SU(3)-

structure, which started with the classi�cation of sums of three-dimensional Lie algebras

admitting half-�at SU(3)-structures in [SH]. Moreover, we classify the indecomposable

solvable six-dimensional Lie algebras with �ve-dimensional nilradical admitting half-�at

SU(3)-structures and show that all indecomposable non-solvable six-dimensional Lie alge-

bras possess a half-�at SU(3)-structure. Altogether, these results almost completely solve

the existence problem of half-�at SU(3)-structures on six-dimensional Lie algebras. Only

the classi�cation of the indecomposable solvable six-dimensional Lie algebras with four-

dimensional nilradical admitting a half-�at SU(3)-structure remains open. Furthermore,

we obtain some results on the (non-)existence of half-�at SU(1, 2)- and SL(3,R)-structures

on certain Lie algebras. Almost all the results presented in Chapter 6 are joint work with

Schulte-Hengesbach and are published in the papers [FS1], [FS2]. Only one partial result

on the existence of half-�at SU(1, 2)-/SL(3,R)-structures on almost Abelian Lie algebras

is not contained in these papers.

We changed parts of the proofs given in [FS1] and [FS2] since we are now able to use

our classi�cation results for Lie algebras admitting cocalibrated G2-structures. The exis-

tence of a half-�at SU(3)-structure on a given Lie algebra g is proved in most cases by

giving concrete examples. However, we give a direct proof that a six-dimensional almost

xii



Abelian Lie algebra g admits a half-�at SU(3)-structure if and only if g ⊕ R admits a

cocalibrated G2-structure. Hence, we are able to identify directly all six-dimensional al-

most Abelian Lie algebras admitting half-�at SU(3)-structures. We still give the concrete

examples of half-�at SU(3)-structures on almost Abelian Lie algebras obtained in [FS1]

in the appendix. For disproving the existence, we further re�ne the obstructions used by

Schulte-Hengesbach in [SH] further and make them more applicable for computer algebra

systems like Maple. In fact, we use Maple, in particular the standard package �di�orms�

and the package �di�orms2� developed by Schulte-Hengesbach, and apply the obstruction

case-by-case. For the application, we re�ned all the involved lists [ABDO], [Mu5d], [Mu6d],

[Tu1] of classes of Lie algebras by distinguishing the Lie algebras further by Lie algebra

cohomology and by the dimension of the center. The necessary computations are again

done withMaple using the package �LieAlgebraCohomology�. These re�nements may inde-

pendently have interesting applications. We present a �rst application of these re�nements

to the classi�cation of six-dimensional (2, 3)-trivial Lie algebras.

Results for the Hitchin �ow on almost Abelian Lie algebras. Chapter 7 contains

the �rst results of an ongoing investigation of the Hitchin �ow on seven-dimensional Lie

algebras. We restrict ourselves to almost Abelian Lie algebras and the G2 case. We prove

the following theorem which states that in the mentioned situation, the maximal holonomy

one may obtain via the Hitchin �ow is SU(4).

Theorem 3. Let g be an almost Abelian seven-dimensional Lie algebra, ϕ0 be a cocalibrated

G2-structure on g and 0 ∈ (a, b) 3 t 7→ ϕ(t) be a solution of Hitchin's �ow equations with

initial value ϕ(0) = ϕ0. Then

g := gϕ(t) + dt2

de�nes a Riemannian metric on G× I with holonomy contained in SU(4). Here, G is any

Lie group with Lie algebra g.

For the proof of this theorem, we �rst show that Hitchin's �ow equations are equivalent

to certain algebraic and di�erential equations for the forms induced by ϕt and ?ϕtϕt on

u. In a second step we use the induced forms to write down a parallel SU(4)-structure

on G × I. To verify that the constructed SU(4)-structure is parallel, we apply a result of

Martín Cabrera [MC4] which gives more manageable conditions when an SU(4)-structure

is parallel. Moreover, we determine the moduli space of cocalibrated G2-structures on the

Lie algebras h3⊕R4 and n7,1, i.e. all such structures up to Lie algebra automorphism and

scaling. We solve Hitchin's �ow equations explicitly for the only element in the moduli

space of h3 ⊕ R4 and for a two-parameter family in the moduli space of n7,1. In the

former case, we obtain an explicit Riemannian metric with holonomy equal to SU(2). This

Riemannian metric is well-known. It is the Riemannian direct product of the Riemannian

six-dimensional manifold obtained by the Hitchin �ow for SU(3)-structures on h3 ⊕ R3 in
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[ChiFi] and of R with the standard metric. For the two-parameter family on n7,1 we get for

�generic� parameter values the maximal possible holonomy group SU(4). Hence, we obtain

an explicit two-parameter family of non-compact, non-complete Calabi-Yau four-folds of

cohomogeneity one.

Structure of this thesis.

We give a short overview of the structure of this thesis. Note �rst that the notation

and conventions we use throughout this thesis are summarised directly before Chapter 1.

The reader may consult these pages if he is not sure about the meaning of some expression.

The �rst three chapters are an introduction into all the concepts and notions we use in

this thesis and the last four chapters contain the results of this thesis. In Chapter 1 and

2, we discuss various basic concepts on vector spaces and deal with all the examples of

G-structures appearing in this thesis on a vector space level. The concepts introduced in

these two chapters on vector spaces are transfered to manifolds and Lie groups in Chapter

3. Moreover, we also discuss some global concepts like the intrinsic torsion of a G-structure

and the holonomy group of a pseudo-Riemannian manifold in that chapter. Most of the

results given in the �rst three chapters are well-known and can be found in the literature.

We would like to put some focus on Section 1.4, in which we give an introduction into the

above-mentioned algebraic invariants of Westwick. Despite their importance for classifying

seven-dimensional Lie algebras admitting cocalibrated G2-structures in the author's papers

[Fre1] and [Fre2], these invariants seem not to have gained much attention in the past.

Moreover, the Sections 2.1 and 2.4 contain some results on two-forms and (n−2)-forms on

n-dimensional vector spaces and on the Hodge dual of a G2-structure, respectively, which

are, to the best of the author's knowledge, not been written down explicitly in the literature.

In Chapter 4, we classify the almost Abelian Lie algebras admitting (co-)calibrated G2-

/G∗2-/(G2)C-structures and parallel G2-/G∗2-structures. The problem to decide which of the

direct sums of four- and three-dimensional Lie algebras admit a cocalibrated G2-structure

is solved in Chapter 5. In Chapter 6, we present and prove results on the (non-)existence

of half-�at structures on six-dimensional Lie algebras. The results obtained on the Hitchin

�ow for cocalibrated G2-structures on almost Abelian Lie algebras are stated and proved

in Chapter 7. Directly after Chapter 7, we include an outlook which contains a summary

of problems left open in this thesis and a discussion of possible future research directions.

In the appendix, we give all the lists of Lie algebras up to dimension seven which play

a role in this thesis. Note that these lists also contain our results on six-dimensional

Lie algebras admitting a half-�at SU(3)-structures. Moreover, various other information

can be read o� these lists. The appendix also contains the concrete examples of half-�at

SU(3)-structures and cocalibrated G2-structures which are necessary to prove some of the

classi�cation results.
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Notation and conventions

We collect some notation and conventions we use throughout this thesis.

• Ground �elds and Lie algebras:

F always denotes the �eld R of real numbers or the �eld C of complex numbers.

If we do not specify a ground �eld for a vector space or a Lie algebra at all, it

should be clear from the context if it is R or C. All appearing Lie algebras will be

�nite-dimensional. If G is a Lie group, g or L(G) denotes the associated Lie algebra.

• Structures on vector spaces:

Let V be an n-dimensional F-vector space. If F = R, we denote by VC the complexi-

�cation of V and for ν ∈ (ΛnV ∗)⊗2m, we write ν > 0 if ν = α2m for some α ∈ ΛnV ∗.

If additionally V is oriented and τ ∈ (ΛnV ∗)⊗(2m+1), we write τ > 0 if ν = β2m+1

for some positive oriented β ∈ ΛnV ∗. If F = C, we denote by VR the reali�cation of

V . Let F ∈ {R,C} be arbitrary and (f1, . . . , fn) be a basis of V . The dual basis of

(f1, . . . , fn) is denoted by
(
f1, . . . , fn

)
. The wedge product α1 ∧α2 ∈ Λk1+k2V ∗ of a

k1-form α1 ∈ Λk1V ∗ and a k2-form α2 ∈ Λk2V ∗ is given by

(α1 ∧ α2)(v1, . . . , vk1+k2) =
1

k1!k2!

∑
σ∈Sk1+k2

sgn(σ)α1(vσ(1), . . . , vσ(k1))α2(vσ(k1+1), . . . , vσ(k1+k2))

for v1, . . . , vk1+k2 ∈ V . Moreover, we use the abbreviations

fi1...ik := fi1 ∧ . . . ∧ fik ∈ ΛkV, f j1...jr := f j1 ∧ . . . ∧ f jr ∈ ΛrV ∗.

The contraction Xy ρ ∈ Λk−l of an l-vector X ∈ ΛlV with a k-form ρ ∈ ΛkV ∗ is

de�ned inductively by the usual contraction for l = 1 and by Xy ρ = vy (Y y ρ) for

X = Y ∧v with Y ∈ Λl−1V , v ∈ V , and linear extension. By our convention, T r,sV :=

V ⊗r ⊗ (V ∗)⊗s is the space of (r, s)-tensors on V . For an isomorphism f : V → W

of F-vector spaces and (r, s) ∈ N2
0 we de�ne F-linear maps f∗ : T r,sV → T r,sW and

f∗ : T r,sW → T r,sV uniquely on decomposable (r, s)-tensors A = v1 ⊗ . . . vr ⊗ α1 ⊗
. . .⊗ αs ∈ T r,sV and B = w1 ⊗ . . . wr ⊗ β1 ⊗ . . .⊗ βs ∈ T r,sW by

f∗A =f(v1)⊗ . . .⊗ f(vr)⊗ α1 ◦ f−1 ⊗ . . .⊗ αs ◦ f−1,

f∗B =f−1(w1)⊗ . . .⊗ f−1(wr)⊗ β1 ◦ f ⊗ . . .⊗ βs ◦ f.
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If s = 0 (resp. r = 0), we de�ne f∗ (resp. f∗) in the same way for an arbitrary

F-linear map f : V → W . The natural action of GL(V ) on T r,sV is given by

f.A := f∗A =
(
f−1

)∗
A for f ∈ GL(V ) and A ∈ T r,sV . We also write f ·A instead of

f.A. The natural action of gl(V ) on T r,sV is the one induced by the natural action

of GL(V ) on T r,sV . Concretely, we have

g ·A = g.A =
r∑
i=1

v1 ⊗ . . .⊗ g(vi)⊗ . . .⊗ vr ⊗ α1 ⊗ . . .⊗ αs

+
s∑
j=1

v1 ⊗ . . .⊗ vr ⊗ α1 ⊗ . . .⊗ −αj ◦ g ⊗ . . .⊗ αs
(1)

for g ∈ gl(V ) and A = v1 ⊗ . . . vr ⊗ α1 ⊗ . . . ⊗ αs ∈ T r,sV being a decomposable

(r, s)-tensor on V . If an arbitrary group G acts on V , we denote by Gv the stabiliser

subgroup of an element v ∈ V . If F = R, then a symmetric non-degenerate (0, 2)-

tensor g on V is called a pseudo-Euclidean metric and in the case that g is positive

de�nite, we also say that g is an Euclidean metric. The signature of g is denoted

by (p, n − p) with p being the maximal dimension of a positive de�nite subspace of

V . We write also sign(g) = (p, n − p) and set ε(g) := (−1)n−p. If F = C and g is a

symmetric non-degenerate bilinear form on V , we set ε(g) := 1. A symmetric non-

degenerate F-bilinear form g on V induces a symmetric non-degenerate F-bilinear
form on ΛkV ∗, denoted by the same symbol g, by requiring that for an orthonormal

basis e1, . . . , en of (V, g) with g(ei, ei) = εi, the set
{
ei1...ik

∣∣ 1 ≤ i1 < . . . < ik ≤ n
}
is

an orthonormal basis of
(
ΛkV ∗, g

)
with g

(
ei1...ik , ei1...ik

)
= ε1 · . . . · εk.

• Structures on Fn:

We denote by (e1, . . . , en) the standard basis of Fn. If there is no danger of confusion,
we also use (e1, . . . , en) to denote a chosen basis in an arbitrary n-dimensional F-
vector space. Moreover, 〈·, ·〉p,n−p :=

∑p
i=1 e

i ⊗ ei −
∑n

j=p+1 e
j ⊗ ej ∈ S2 (Rn)∗

denotes the standard pseudo-Euclidean metric of signature (p, n− p) on Rn and we

also write 〈·, ·〉n instead of 〈·, ·〉n,0. If n = 2m, we set 〈·, ·〉split :=
∑2m

i=1(−1)i−1ei ⊗
ei ∈ S2

(
R2m

)∗. On Cn, 〈·, ·〉n,C :=
∑n

i=1 e
i ⊗ ei ∈ S2 (Cn)∗ denotes the standard

symmetric non-degenerate bilinear form. Moreover, we denote by ω0 :=
∑m

i=1 e
2i−1∧

e2i ∈ Λ2 (F)2m the standard non-degenerate two-form on F2m and, if F = R, we set
ωp,m−p :=

∑p
i=1 e

2i−1 ∧ e2i −
∑m

j=p+1 e
2j−1 ∧ e2j ∈ Λ2

(
R2m

)∗ for all p = 0, . . . ,m.

• Annihilators and vector space decompositions:

If V is a F-vector space and A is a subset of V , we denote by

A0 := {α ∈ V ∗|α(a) = 0∀a ∈ A}

the annihilator of A in V . If V = W ⊕ U as F-vector spaces and πW : V → W is

the projection onto W along U , then π∗W : Λ∗W ∗ → Λ∗V ∗ is injective. The image
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of π∗W is Λ∗U0. We use this to identify Λ∗U0 with Λ∗W ∗. If g = u ⊕ U is a real

�nite-dimensional Lie algebra which is the vector space direct sum of an ideal u in

g and a vector subspace U ⊆ g, then the above injection also identi�es the cochain

complexes (Λ∗U0, πΛ∗U0 ◦dg|Λ∗U0) and (Λ∗u∗, du), where πΛ∗U0 : Λ∗g∗ → Λ∗U0 is the

projection onto Λ∗U0 along u0 ∧ Λ∗g∗. Using this identi�cation, we write du instead

of πΛ∗U0 ◦ dg|Λ∗U0 . Note that if U is also an ideal in g and g = u⊕U is a Lie algebra

direct sum, then πΛ∗U0 ◦ dg|Λ∗U0 = dg|Λ∗u∗ = du in our identi�cation. In this case we

omit the index and simply write d.

• Matrices:

We denote by adj(A) ∈ Fn×n the adjugate matrix of a matrix A ∈ Fn×n, which is

de�ned by adj(A)ij := (−1)i+j det(A(j, i)) for all i, j ∈ {1, . . . , n}, where A(j, i) is the

(n−1)×(n−1)-matrix obtained from A by deleting the j-th row and i-th column. Note

that if A is invertible, then adj(A) = det(A)A−1. If A1 ∈ Fn1×n1 , . . . , Ak ∈ Fnk×nk ,
then diag(A1, . . . , Ak) denote the (n1 + . . .+ nk)× (n1 + . . .+ nk)-matrix

A1

A2

. . .

Ak

 .

For complex Jordan normal forms, we follow the standard convention which puts the

1s on the superdiagonal. We denote by Jk(λ) ∈ Ck×k the (k × k)-matrix consisting

of one Jordan block of size k and we set

Ma,b :=

(
a b

−b a

)
∈ R2×2

for a, b ∈ R. In each complex Jordan normal form we number consecutively the

diagonal elements by λ1, . . . , λn and the Jordan blocks by 1, . . . ,m, both from the

upper left to the lower right. Furthermore, we denote by JB(i) for all i = 1, . . . , n,

the number of the Jordan block in which the corresponding generalised eigenvector

lies.

• Structures on manifolds:

Unless stated otherwise, all manifolds M are smooth, �nite-dimensional and con-

nected. The only disconnected manifolds appearing in this thesis are certain Lie

groups. Moreover, maps between manifolds are assumed to be smooth. We use the

convention that an arbitrary symmetric non-degenerate (0, 2)-tensor �eld on M is a

pseudo-Riemannian metric. Moreover, we use the usual notation X(M) or Ωk(M)

to denote the space of all vector �elds or k-forms on the manifold M , respectively.

Furthermore, the space Γ (T r,sM) of all (r, s)-tensor �elds is denoted by T r,sM .
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Chapter 1

Basic concepts and notions on vector

spaces

1.1 G-structures on vector spaces

In this section, we introduce the notion of a G-structure on a vector space for a subgroup

G of GL(n,R). We collect some basic facts and give an alternative description of a G-

structure if G is the common stabiliser of an m-tuple of tensors on Rn.
We begin with some preparatory de�nitions.

De�nition 1.1. Let V be a real n-dimensional vector space. A frame on (the vector space)

V is an orderd basis (v1, . . . , vn) of V . The set of all frames on V is denoted by F(V ).

The set Iso(Rn, V ) of all linear isomorphisms from Rn to V is naturally isomorphic to

F(V ) via the isomorphism Iso(Rn, V ) 3 u 7→ (u(e1), . . . , u(en)) ∈ F(V ). Thus, we also

call an element of Iso(Rn, V ) a frame on (the vector space) V .

The natural right action of GL(n,R) on F(V ) is given by

GL(n,R)×F(V ) 3 (A, (v1, . . . , vn)) 7→

(
n∑
i=1

Ai1vi, . . . ,

n∑
i=1

Ainvi

)
∈ F(V ). (1.1)

The corresponding right action on Iso(Rn, V ) is given by

GL(n,R)× Iso(Rn, V ) 3 (A, u) 7→ u ◦A ∈ Iso(Rn, V ).

Note that the natural right action of GL(n,R) is simply transitive and so induces a free

right action for every subgroup G ⊆ GL(n,R) of GL(n,R). This right action is called the

natural right action of G on F(V ).

Now we are able to give the main de�nition of this section.

De�nition 1.2. Let G ⊆ GL(n,R) be a subgroup of GL(n,R) and V be an n-dimensional

real vector space. A G-structure on (the vector space) V is a G-orbit P ⊆ F(V ) under

1



1.1. G-STRUCTURES ON VECTOR SPACES 2

the natural right action of G on F(V ). We also call a G-orbit P in Iso(Rn, V ) under the

natural right action of G a G-structure on (the vector space) V .

Remark 1.3. The de�nition of a G-structure does not depend solely on the abstract group

G but also on how G is embedded into GL(n,R). For example, consider the two-dimensional

real vector space V = R2 and the isomorphic subgroups G = {diag(a, 1) |a ∈ R∗ } and

H = {diag(1, a) |a ∈ R∗ } of GL(2,R). Then the set P = {(be1, e2) |b ∈ R∗ } is a G-structure

but not an H-structure.

Example 1.4. (a) There is only one GL(n,R)-structure on V , namely F(V ).

(b) There are exactly two GL+(n,R)-structures on V , namely the two equivalence classes

of ordered bases having the same orientation. Hence, a GL+(n,R)-structure is noth-

ing but an orientation on V .

(c) For 0 ≤ p ≤ n, O(p, n − p)-structures are in one-to-one correspondence to pseudo-

Euclidean metrics with signature (p, n− p): Given an O(p, n− p)-structure P on V ,

we get a pseudo-Euclidean metric of signature (p, n−p) by declaring each frame in P

to be an orthonormal basis. Conversely, suppose we have a pseudo-Euclidean metric

〈·, ·〉 of signature (p, n − p). Then the set P ⊆ F(V ) of orthonormal frames with

respect to 〈·, ·〉 is an O(p, n− p)-structure.

(d) Let n = 2m be even. Then Sp(n,R)-structures are in one-to-one correspondence

to non-degenerate two-forms ω on V : Given an Sp(n,R)-structure P , take a frame

(v1, . . . , v2m) ∈ P and set ω :=
∑m

i=1 v
2i−1 ∧ v2i ∈ Λ2V ∗. Here, v1, . . . , vn ∈ V ∗ is

the dual basis of v1, . . . , vn. The independence of ω on the particular choice of the

frame (v1, . . . , v2m) ∈ P is a direct consequence of the fact that P is an Sp(n,R)-orbit.

Conversely, a non-degenerate two-form ω ∈ Λ2V ∗ on V induces an Sp(n,R)-structure

P on V by setting P :=
{

(v1, . . . , v2m) ∈ F(V )
∣∣ω =

∑m
i=1 v

2i−1 ∧ v2i
}
.

(e) Similarly, on an n-dimensional real vector space V , SL(n,R)-structures are in one-

to-one correspondence with volume forms vol ∈ ΛnV ∗\{0} on V .

The last three examples gave a one-to-one correspondence between G-structures and

tensors on V with stabiliser isomorphic to G. More generally, we have the following

Lemma 1.5. Let Si ∈ T ri,siRn be an (ri, si)-tensor for i = 1, . . . ,m and G ⊆ GL(n,R)

be the common stabiliser subgroup in GL(n,R) of the tensors S1, . . . , Sm under the nat-

ural action of GL(n,R) on T (Rn). Furthermore, let V be an n-dimensional real vector

space. Then there exists a one-to-one correspondence between G-structures P ⊆ F(V ) ∼=
Iso(Rn, V ) on V and m-tuples (T1, . . . , Tm) ∈ T r1,s1V ×. . .×T rm,smV for which there exists

u ∈ Iso(Rn, V ) such that u∗Ti = Si for i = 1, . . . ,m. The correspondence is as follows:
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• If P ⊆ F(V ) is a G-structure, then the associated m-tuple (T1, . . . , Tm) ∈ T r1,s1V ×
. . . × T rm,smV is given by Ti :=

(
u−1

)∗
Si for i = 1, . . . ,m, where u is any element

in P .

• If (T1, . . . , Tm) ∈ T r1,s1V × . . . × T rm,smV is an m-tuple such that there exists u ∈
Iso(Rn, V ) with u∗Ti = Si for i = 1, . . . ,m, then the associated G-structure P ⊆
F(V ) is given by the G-orbit P := u ·G.

De�nition 1.6. Let V be an n-dimensional real vector space and (S1, . . . , Sm) ∈ T r1,s1V ×
. . .×T rm,smV be tensors on V . We say that (T1, . . . , Tm) ∈ T r1,s1Rn× . . .×T rm,smRn are

model tensors for (S1, . . . , Sm) if there exists u ∈ Iso (Rn, V ) such that u∗Si = Ti for i =

1, . . . ,m. In this case, we call (u(e1), . . . , u(en)) ∈ F(V ) an adapted basis for (S1, . . . , Sm).

More generally, if P ⊆ F(V ) is a G-structure, we call each element (v1, . . . , vn) in P an

adapted basis for P .

Remark 1.7. • In Example 1.4 (c), (d) or (e) we may choose 〈·, ·〉p,n−p =
∑p

i=1 e
i ⊗

ei−
∑n

j=p+1 e
j⊗ej ∈ S2 (Rn)∗, ω0 =

∑m
i=1 e

2i−1∧e2i ∈ Λ2
(
R2m

)∗
or vol0 := e1...n ∈

Λn (Rn)∗ as model tensors, respectively.

• We include complex-valued (r, s)-tensors S ∈ T r,sV ⊗ C on real n-dimensional vec-

tor spaces V in our treatment by considering them as pair (Re(S), Im(S)) of (r, s)-

tensors. E.g. S as above has model tensor T ∈ T r,sRn⊗C ∼= T r,sCn if (Re(S), Im(S))

has the model tensors (Re(T ), Im(T )), which is equivalent to the existence of u ∈
Iso (Rn, V ) such that u∗CS = T . Similarly, we also include para-complex-valued (r, s)-

tensors on real n-dimensional vector spaces.

A G-structure naturally induces an H-structure for all subgroups H of GL(V ) with

G ⊆ H.

De�nition 1.8. Let G ⊆ GL(V ) be a subgroup, P ⊆ F(V ) be a G-structure and H ⊆
GL(V ) be a subgroup such that G ⊆ H. The H-enlargement of P is the H-structure u · H
for some u ∈ P . Note that the de�nition does not depend on the chosen u ∈ P since

G ⊆ H.

1.2 Cross products

This section delivers the model tensors and so also the subgroup G of GL(n,R) for most

of the G-structures we are interested in. Therefore, we introduce the concept of an r-fold

F-cross product X. As one expects, the well-known cross product on R3 is a real two-fold

cross product (with respect to the standard metric) and, more generally, the well-known

(n − 1)-fold cross product on Rn is a real (n − 1)-fold cross product in our sense (with

3
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respect to the standard metric). Moreover, a complex structure on a 2m-dimensional real

vector space which is orthogonal to some pseudo-Euclidean metric is nothing but a real

1-fold cross product. Besides these examples and the generalisations to inde�nite metrics

and complex vectors spaces, there are essentially only two more cases, namely two-fold

cross products in seven dimensions and three-fold cross products in eight dimensions. The

de�nition of these two exceptional cases uses F-composition algebras and we brie�y recall

some basics on these algebras. For the proofs and more details on F-composition algebras,

we refer the reader to [SV] and [CoSm] and for more background on cross products and

also the proofs of some statements, we refer the reader to [BG1] and [Gr].

We begin with the de�nition of an r-fold cross product.

De�nition 1.9. Let V be an n-dimensional F-vector space endowed with a non-degenerate

symmetric bilinear form g : V × V → F and let r ∈ N. An r-fold cross product (on (V, g))

is a multilinear map X : V r → V such that

g(X(v1, . . . , vr), vl) = 0 (1.2)

and

g(X(v1, . . . , vr), X(v1, . . . , vr)) = det((g(vi, vj))i,j) (1.3)

is true for all v1, . . . , vr ∈ V and all l = 1, . . . , r. A morphism between an r-fold cross

product X1 on (V1, g1) and an r-fold cross product X2 on (V2, g2) is a linear map f : V1 →
V2 such that f

∗g2 = g1 and f(X1(v1, . . . , vr)) = X2(f(v1), . . . , f(vr)) for all v1, . . . , vr ∈ V .

Remark 1.10. • If r > 1, then Equation (1.2) shows that the map

R 3 t 7→ g(X(v + tw, v1, . . . , vi−1, v + tw, vi, . . . , vr−2), v + tw)

is the zero map for all v, w, v1, . . . , vr−2 ∈ V and all i = 1, . . . , r− 2. The di�erential

at t = 0 yields, using again Equation (1.2),

g(X(v, v1, . . . , vi−1, v, vi, . . . , vr−2), w) = 0

for all v, w, v1, . . . , vr−2 ∈ V and all i = 1, . . . , r2. Hence X : V r → V is skew-

symmetric, i.e. a map X : ΛrV → V . Using again Equation (1.2), we get that

ϕX : V r+1 → F, ϕX(v1, . . . , vr+1) := g(X(v1, . . . , vr), vr+1) is an (r + 1)-form, i.e.

ϕX ∈ Λr+1V ∗.

• Let V be an n-dimensional F-vector space endowed with a non-degenerate symmetric

bilinear form g. There is no n-fold cross product on (V, g) and there is exactly one

cross product X : V r → V on (V, g) for r > n, namely X ≡ 0. A cross product X

with X ≡ 0 is called trivial. Obviously, there are no trivial r-fold cross products on

an n-dimensional F-vector space for r ≥ n.

4
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De�nition 1.11. Let (X,V, g) be an r-fold cross product. The (r+1)-form ϕX ∈ Λr+1V ∗,

ϕX(v1, . . . , vr+1) := g(X(v1, . . . , vr), vr+1) is called the (r + 1)-form associated to X.

We provide the examples already mentioned in the introduction to this section.

Example 1.12. (a) The standard cross product

× : R3 × R3 → R3,


v1

v2

v3

×

w1

w2

w3

 :=


v2w3 − v3w2

v3w1 − v1w3

v1w2 − v2w1


is a 2-fold cross product on R3 with respect to the standard Euclidean metric on R3

with associated three-form equal to det.

(b) More generally, if g is a non-degenerate symmetric bilinear form on the n-dimensional

F-vector space V and there exists vol ∈ ΛnV ∗ with g(vol, vol) = 1, we may de�ne

an (n − 1)-fold cross product ? : Λn−1V → V by the requirement that for �xed

v1, . . . , vn−1 ∈ V the element ?(v1 ∧ . . . ∧ vn−1) ∈ V ful�ls g(?(v1 ∧ . . . ∧ vn−1), w) =

vol(v1, . . . , vn−1, w) for all w ∈ V . The n-form associated to ? is vol. Note that for

F = R, vol ∈ ΛnV ∗ with g(vol, vol) = 1 exists if and only if the signature of g is

(n− 2q, 2q) for some q ∈
{

0, . . . ,
⌊
n
2

⌋}
.

(c) Let J : V → V be a 1-fold cross product on (V, g). Then the identities g(Jv, v) = 0,

g(Jv, Jv) = g(v, v) for all v ∈ V and the non-degeneracy of g imply J2 = −idV .

One gets that the dimension of V has to be even. A 1-fold cross product on a real

2m-dimensional vector space is nothing but a complex structure on (the vector space)

V which is orthogonal with respect to the pseudo-Euclidean metric g, i.e. (g, J) is

a pseudo-Hermitian structure on V , cf. Section 2.3. The signature of g has to be

(2p, 2m− 2p) for some p ∈ {0, . . . ,m}.

As already mentioned in the introduction, there are essentially two more cases of cross

products which may be de�ned via eight-dimensional F-composition algebras.

De�nition 1.13. A composition algebra (over F) (A, g) consists of a (not necessarily

associative) �nite-dimensional unital F-algebra A and a non-degenerate symmetric bilinear

form g : A × A → F such that the norm N : A → F, de�ned by N(a) := g(a, a), ful�ls

N(a · b) = N(a) · N(b) for all a, b ∈ A. An eight-dimensional F-composition algebra is

called F-octonion algebra.

For a composition algebra (A, g), we set Re(A) := F · 1 ⊆ A and call the elements in

Re(A) real. Moreover, the elements in the subspace Im(A) := (F · 1)⊥g = Re(A)⊥g are

called imaginary. We have A = Re(A)⊕ Im(A) as F-vector spaces. Thus, for each a ∈ A
there exist unique b ∈ Re(A) and c ∈ Im(A) with a = b + c. We set Re(a) := b and

5
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Im(a) := c and call Re(a) the real part of a and Im(a) the imaginary part of a. The

conjugation · : A→ A is de�ned by

a := Re(a)− Im(a)

for a ∈ A. By [SV], · is an involution, i.e. a = a and ab = b · a for a, b ∈ A.
An isomorphism of F-composition algebras (A, g), (B, h) is an F-algebra isomorphism

f : A→ B.

Remark 1.14. • By [SV, Corollary 1.2.4], the non-degenerate symmetric bilinear

form g of a F-composition algebra (A, g) is uniquely determined by the algebra A.

Hence, each F-algebra isomorphism f : A→ B is automatically an isometry between

(A, g) and (B, h). We sometimes suppress the metric g in the notation and only write

A for the composition algebra (A, g).

• The automorphism group Aut(A) of a F-composition algebra acts trivially on Re(A)

and maps Im(A) again to Im(A). Hence, we may canonically consider Aut(A) as a

subgroup of GL(Im(A)).

The following examples of composition algebras are almost all well-known.

Example 1.15. (a) (F, gF) with gF(a, b) := a · b is, up to isomorphism, the only 1-

dimensional F-composition algebra. Moreover, C together with the real non-degener-

ate symmetric bilinear form g(z1, z2) := z1z2 is a real two-dimensional composition

algebra.

(b) There is, up to isomorphism, one more real two-dimensional composition algebra.

This composition algebra, called the para-complex numbers plays a prominent role

later in this thesis. It is de�ned as the real unital associative algebra generated by 1

and the symbol e subject to the relation e2 = 1 and is denoted by C1. The correspond-

ing pseudo-Euclidean metric of signature (1, 1) is de�ned by gC1(a1 +b1e, a2 +b2e) :=

a1a2 − b1b2 for a1, a2, b1, b2 ∈ R.

(c) The quaternions H, i.e. the unital real four-dimensional algebra generated by the sym-

bols i, j subject to the relations ij = −ji, i2 = j2 = −1, together with gH(q1, q2) :=

q1q2 provides an example of a real four-dimensional composition algebra. Here

a+ bi+ cj + dij := a−bi−cj−dij for (a, b, c, d) ∈ R4 is the usual conjugation. Sim-

ilarly, the complex quaternions HC, de�ned as the unital complex four-dimensional

algebra generated by the symbols i, j subject to the relations ij = −ji, i2 = j2 = −1,

together with gHC(q1, q2) := q1q2 is a complex four-dimensional composition algebra.

Here, as in the real case, a+ bi+ cj + dij := a− bi− cj − dij for (a, b, c, d) ∈ C4.

6
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There is a procedure, called Cayley-Dickson construction, from which one can construct

all F-composition algebras starting with the one-dimensional one. We refer the reader to

[SV] for the general construction and only use it implicitly to de�ne the following F-octonion
algebras via the quaternions and the complex quaternions.

De�nition 1.16. Let ε ∈ {−1, 1} and de�ne a real eight-dimensional unital algebra Aε

and a pseudo-Euclidean metric gε on Aε by setting Aε := H⊕H as real vector spaces and

by de�ning the multiplication on Aε by

(a, b)(c, d) := (ac+ εdb, da+ bc)

and the pseudo-Euclidean metric gε by gAε((a, b), (c, d)) := gH(a, c) − εgH(b, d) for all

a, b, c, d ∈ H. We denote (A−1, g−1) by (O, gO) and call the elements of O octonions.

Moreover, we denote (A1, g1) by (Os, gOs) and call the elements of Os split-octonions.

In the complex case, we do a similar construction. We set OC := HC ⊕HC as complex

vector spaces and de�ne a multiplication on OC by

(a, b)(c, d) := (ac− db, da+ bc)

and the non-degenerate symmetric complex bilinear form gOC by gOC((a, b), (c, d)) :=

gHC(a, c) + gHC(b, d) for all a, b, c, d ∈ HC. Elements in OC are called complex octonions.

The F-algebras just de�ned are all F-octonion algebras up to isomorphism.

Theorem 1.17. A F-octonion algebra is neither commutative nor associative. The octo-

nions and the split octonions are real octonion algebras and every real octonion algebra is

isomorphic to exactly one of them. The complex octonions constitute the unique complex

octonion algebra up to isomorphism.

Proof. A proof may be found e.g. in [SV].

Remark 1.18. Besides the F-composition algebras given in Example 1.15 and Theorem

1.17, there are exactly, up to isomorphism, two more F-composition algebras. Namely

a four-dimensional real composition algebra with split signature and a two-dimensional

complex composition algebra. Both play no role in this thesis and so we will not give a

de�nition here and refer the reader to [SV].

Before we come to the de�nition of a two-fold and a three-fold cross product via the

multiplication on an F-octonion algebra, we de�ne some of the most important Lie groups

for this thesis.

De�nition 1.19. Let (A, 〈·, ·〉) be an F-octonion algebra. We set

G2(A) := F ◦Aut(A) ◦ F−1

7



1.2. CROSS PRODUCTS 8

where F : Im(A)→ F7 is the isomorphism which maps the ordered basis ((i, 0), (j, 0), (k, 0),

(0, 1), (0, i), (0, j), (0,−k)) of Im(A) ∼= Im(HF) ⊕ HF to the standard ordered basis (e1, e2,

e3, e4, e5, e6, e7) of F7. Moreover, we set G2 := G2(O), G∗2 := G2(Os) and (G2)C :=

G2(Im(OC)). To unify the treatment of G2- and G∗2-structures later in this thesis, we also

set G1
2 := G∗2 and G−1

2 := G2.

Remark 1.20. Bryant showed in [Br1] that G2 is in SO(7), G∗2 is in SO0(3, 4) and (G2)C

is in SO(n,C) and that all these groups are connected. Moreover, he showed that (G2)C is

the simply-connected complex 14-dimensional Lie group whose Lie algebra is the exceptional

simple Lie algebra (g2)C, G2 is the simply-connected real 14-dimensional Lie group whose

Lie algebra g2 is the compact real form of (g2)C and G∗2 is the connected real 14-dimensional

Lie group with π1(G∗2) = Z2 whose Lie algebra g∗2 is the split real form of (g2)C.

Now we de�ne the mentioned two- and three-fold F-cross products.

Proposition 1.21. Let (A, g) be an F-octonion algebra.

(a) The map ×A : Im(A)× Im(A)→ Im(A), de�ned by

a×A b = ab+ g(a, b)e = ab− g(ab, e)e

for a, b ∈ Im(A), is a two-fold F-cross product on (Im(A), g|Im(A)).

(b) For any ε ∈ {−1, 1} the maps XA
ε : A3 → A and Y A

ε : A3 → A, de�ned by

XA
ε (a, b, c) :=ε(−(ab)c+ g(a, b)c+ g(b, c)a− g(c, a)b),

Y A
ε (a, b, c) :=ε(−a(bc) + g(a, b)c+ g(b, c)a− g(c, a)b)

for a, b, c ∈ A, are three-fold cross products on (A, εg).

Proof. For the proof, we refer to [BG1].

Remark 1.22. • More generally, the proof given in [BG1] provides the existence of

a functor from the category of n-dimensional F-composition algebras (with the ob-

vious morphisms) to the category of (n − 1)-fold cross products which extends the

assignment for F-octonion algebras given in Proposition 1.21. This functor is fully

faithful and essentially surjective and so yields an equivalence between the category of

n-dimensional F-composition algebras and the category of (n−1)-fold cross products.

There is no such strong relation between three-fold F-cross products and F-composition

algebras.

• As it is stated in Theorem 1.23, there is no isomorphism of cross products between

(XA
ε , εg) and (Y A

ε , εg). But by [SV], g(a, b) = g(a, b) and so one can compute that

XA
ε (a, b, c) = Y A

ε (c, b, a) = −Y A
ε (a, b, c). Hence, the stabilisers of (XA

ε , εg) and

8
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(Y A
ε , εg) in GL(A) are conjugate via the composition algebra conjugation. Thus,

the same is true for the associated four-forms ϕXA
ε
and ϕXA

ε
in GL(A). Note that

ϕXA
1

= ϕXA
−1

and ϕY A1
= ϕY A−1

. To simplify the notation we set ϕXA := ϕX1
A
and

ϕYA := ϕY 1
A
.

We have de�ned, up to isomorphism, all the possible F-cross products. For the formu-
lation of the classi�cation theorem, recall that by our convention 〈·, ·, 〉p,n−p =

∑p
i=1 e

i ⊗
ei −

∑n
j=p+1 e

j ⊗ ej ∈ S2 (Rn)∗ and 〈·, ·〉n,C =
∑n

i=1 e
i ⊗ ei ∈ S2 (Cn)∗.

Theorem 1.23. Let (X,V, g) be a non-trivial n-dimensional r-fold F-cross product. Then
(X,V, g) is isomorphic to exactly one of the following n-dimensional r-fold F-cross products:

(i) r = 1, n = 2m and (J−1,Fn, 〈·, ·〉), where J−1 is de�ned by J−1(e2i−1) := −e2i,

J−1(e2i) := e2i−1 for i = 1, . . . ,m, 〈·, ·〉 = 〈·, ·〉2p,2m−2p for some p ∈ {0, . . . ,m} if
F = R and 〈·, ·〉 = 〈·, ·〉n,C if F = C.

(ii) r = 2, n = 7 and (Im(A), g|Im(A),×A) for A ∈ {O,Os,OC} and ×A de�ned as in

Proposition 1.21 (a).

(iii) r = 3, n = 8 and (XA
ε , A, εg) for (A, ε) ∈ {(O, 1), (O,−1), (Os, 1), (OC, 1)} and XA

ε

de�ned as in Proposition 1.21 (b).

(iv) r = 3, n = 8 and (Y A
ε , A, εg) for (A, ε) ∈ {(O, 1), (O,−1), (Os, 1), (OC, 1)} and Y A

ε

de�ned as in Proposition 1.21 (b).

(v) r = n− 1 ≥ 2 and (?,Fn, 〈·, ·〉), where 〈·, ·〉 = 〈·, ·〉n−2q,2q for some q ∈
{

0, . . . ,
⌊
n
2

⌋}
if F = R, 〈·, ·〉 = 〈·, ·〉n,C if F = C and ? is in all cases constructed as in Example

1.12 (b) via the non-degenerate symmetric F-bilinear form 〈·, ·〉 and det ∈ Λn(Fn)∗.

Proof. For the proof we refer to [BG1].

Finally, In this section, we consider the k-forms associated to the exceptional (k−1)-fold

F-cross products. We start with the two-fold cross products in seven dimensions.

Proposition 1.24. For all A ∈ {O,Os,OC} let F : F7 → Im(A) be the isomorphism given

in De�nition 1.19 and for all ε ∈ {−1, 1} set

ϕε :=e123 − ε
(
e145 + e167 + e246 − e257 − e347 − e356

)
∈ Λ3

(
R7
)∗
,

ϕC :=e123 + e145 + e167 + e246 − e257 − e347 − e356 ∈ Λ3
(
C7
)∗
.

(1.4)

Then ϕ−1 = F ∗ϕ×O , ϕ1 = F ∗ϕ×Os and ϕC = F ∗ϕ×OC
, where the two-fold F-cross product

×A is the one de�ned in Proposition 1.21 (a). The stabiliser of ϕε in GL(7,R) is given by

Gε
2 and the stabiliser of ϕC in GL(7,C) is given by (G2)C ×

{
ξI7

∣∣ξ ∈ C, ξ3 = 1
}
.

Proof. The �rst part follows by direct calculation. The second part is proved in [Br1].

9
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Finally, we come to the four-forms associated to the three-fold cross products in eight

dimensions.

Proposition 1.25. For all A ∈ {O,Os,OC} let G : F8 → A be the isomorphism such that

G|F7 = F with F given in De�nition 1.19 and G(e8) = 1. Moreover, for all ε ∈ {−1, 1},
let ϕε ∈ Λ3

(
R7
)∗

and ϕC ∈ Λ3
(
C7
)∗

be the three-forms de�ned in Equation (1.4) and set

Φε :=e8 ∧ ϕε + ε
(
e1247 + e1256 + e1346 − e1357 − e2345 − e2367

)
+ e4567 ∈ Λ4

(
R8
)∗
,

ΦC :=e8 ∧ ϕC − e1247 − e1256 − e1346 + e1357 + e2345 + e2367 + e4567 ∈ Λ4
(
C8
)∗
.

(1.5)

Then Φ−1 = G∗ϕXO , Φ1 = G∗ϕXOs and ΦC = G∗ϕXOC
, where ϕXAis the four-form asso-

ciated to the three-fold F-cross product X1
O, cf. Remark 1.22. Moreover, the stabiliser of

Φ−1 in GL(8,R) is given by Spin(7) ⊆ SO(8), the stabiliser of Φ1 in GL(8,R) is given by

Spin0(3, 4) ⊆ SO0(4, 4) and the one of ΦC is given by Spin(7,C)×〈iI8〉 ⊆ SO(8,C)×〈iI8〉.

Proof. Again the �rst part is a direct calculation and the second is given in [Br1].

Remark 1.26. The Spin-groups appearing in Proposition 1.25 are usually not de�ned as

concrete subgroups of GL(8,F). So the statement of Proposition 1.25 is more exactly that

the mentioned subgroups of GL(8,F) are isomorphic to the corresponding Spin-groups. The

isomorphisms are obtained by observing that the real spin representations of Spin(7) and

Spin0(3, 4) are faithful and eight-dimensional and the same is true for the complex spin

representation of Spin(7,C), cf. [LM].

1.3 Stable forms

In the previous section, we have seen that certain types of k-forms arise from (k − 1)-fold

cross products, namely the associated ones. In particular, non-degenerate two-forms arise

from 1-fold cross products in this way. In this sense one may consider the k-forms associated

to (k − 1)-fold cross products as a natural generalisation of non-degenerate two-forms to

higher degrees. Another way of generalizing the concept of non-degenerate two-forms to

higher degrees is discussed in this section. This concept was �rst introduced by Hitchin in

[Hi1] and relies on the fact that the orbit of a non-degenerate two-form under the natural

action of the general linear group is open. Forms with open orbit are called stable. In

this section, we give a full classi�cation of stable forms on real vector spaces and observe

that the three-forms associated to a two-fold F-cross product in seven dimensions are also

stable. One important fact about stability of k-forms is that it is preserved under Hodge

star operators (if k 6= 0, n). For that reason we start by recalling the de�nition of Hodge

star operators:

10
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De�nition 1.27. Let V be a real oriented n-dimensional vector space and g be a pseudo-

Euclidean metric on V . The Hodge star operator (associated to (V, g)) is the linear map

? : Λ∗V ∗ → Λ∗V ∗ such that for a k-form ψ ∈ ΛkV ∗ the image ?ψ under ? is the unique

(n− k)-form for which the identity

g(?ψ, ψ̃)vol = ψ ∧ ψ̃ (1.6)

is true for all (n− k)-forms ψ̃ ∈ Λn−kV ∗. Here, vol is the metric volume form on V , i.e.

vol ful�ls vol(v1, . . . , vn) = 1 for all oriented orthonormal bases v1, . . . , vn of (V, g). ?ψ is

called the Hodge dual of ψ.

Let V be a complex n-dimensional vector space, g a complex symmetric non-degenerate

bilinear form on V and choose a volume form vol ∈ ΛnV ∗\{0} such that there exists

an orthonormal basis v1, . . . , vn of (V, g) with vol(v1, . . . , vn) = 1. Note that there are

only two such choices, namely vol and −vol. Then we de�ne the Hodge star operator

? : Λ∗V ∗ → Λ∗V ∗ associated to (V, g, vol) as in the real case by requiring that for a k-form

ψ ∈ Λn−kV ∗ the (n − k)-form ?ψ is the unique (n − k)-form which ful�ls Equation (1.6)

for all (n− k)-forms ψ̃ ∈ Λn−kV ∗. Again, ?ψ is called the Hodge dual of ψ.

Remark 1.28. Let V, g, vol as in De�nition 1.27. Recall that by our conventions ε(h) =

(−1)n−p for a pseudo-Euclidean metric h of signature (p, n−p) and ε(k) = 1 for a complex

symmetric non-degenerate bilinear form k.

• The Hodge star operator associated to (V, g) is given by ? = ε(g)(·y vol) ◦ f∗, where
f : V → V ∗ is the linear map de�ned by f(v) := g(v, ·).

• The restriction ?|Λn−1V ∗ is an (n− 1)-fold F-cross product on (V ∗, g) if F = C or if

F = R and the signature of g is (n− 2q, 2q) for some q ∈
{

0, . . . ,
⌊
n
2

⌋}
, see Example

1.12 (b).

Now we come to the main de�nition of this section.

De�nition 1.29. Let V be a �nite-dimensional F-vector space. A stable form on V is a

k-form ψ ∈ ΛkV ∗ such that the orbit of ψ under the natural action of GL(V ) on ΛkV ∗

is open. A k-form ψ1 ∈ ΛkV ∗1 on V1 is equivalent to a k-form ψ2 ∈ ΛkV ∗2 on V2 if there

exists an isomorphism f : V1 → V2 with f∗ψ2 = ψ1. In this case we also write ψ1 ∼ ψ2 and

observe that f∗(GL(V2) · ψ2) = GL(V1) · ψ1. So stability is preserved under equivalence.

The stable k-forms for k ∈ {0, 1, 2, n− 1, n} are easily identi�ed. Moreover, we already

encountered in the previous section an example of a stable three-form in seven dimensions.

Example 1.30. Let V be an n-dimensional F-vector space

(a) All non-zero one-forms, all non-zero (n − 1)-forms and all volume forms vol ∈
ΛnV ∗\{0} on V are stable. No 0-form is stable.

11
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(b) The two-forms on an n-dimensional vector space V of maximal rank form an open

and dense subset of Λ2V ∗. Let m ∈ N0 be such that n = 2m or n = 2m + 1. Then

the maximal rank of a two-form is 2m and if ω ∈ Λ2V ∗ is of rank 2m, a standard

result in linear algebra tells us that there exists a basis f1, . . . , fn of V ∗ such that

ω =
∑m

i=1 f
2i−1 ∧ f2i. Hence, the set of two-forms of maximal rank is an orbit and

so the stable two-forms are exactly those of maximal rank. Note that if n = 2m is

even, then the stable two-forms are exactly the non-degenerate ones.

(c) For arbitrary ε ∈ {−1, 1}, the three-forms ϕε ∈ Λ3
(
R7
)∗

and ϕC ∈ Λ3
(
C7
)∗
, both

de�ned Equation (1.4), are stable. This follows from the fact that by Proposition 1.24

and Remark 1.20 the stabiliser of these three-forms is in each case 14-dimensional

and 14 = 49− 35 = dim(GL(7,F))− dim(Λ3
(
F7)∗

)
.

In Proposition 1.33 below we show that stability is preserved under Hodge star oper-

ators. Hence, we might �rst restrict to the case 2k ≤ n. In this case, the dimension of

GL(n,F) scales as n2, whereas the dimension of Λk (Fn)∗ scales as nk. Hence, we expect

that for k > 2, stability is a rare phenomenon. In fact, the next lemma tells us that for

k > 2, there only can be stable k-forms for k = 3 and n ∈ {6, 7, 8}.

Lemma 1.31. Let V be an n-dimensional F-vector space and ψ ∈ ΛkV ∗ be a stable k-form

with 2 < k ≤ n
2 . Then k = 3 and n ∈ {6, 7, 8}.

Proof. For k ≥ 4, we have n ≥ 8 and so(
n

k

)
≥
(
n

4

)
=
n(n− 1)(n− 2)(n− 3)

24
≥

30
(
n2 − n

)
24

≥ 5

4

(
n2 − n2

8

)
=

35

32
n2 > n2.

Thus, there cannot exist a stable k-form with k ≥ 4 and 2k ≤ n. For k = 3 and n ≥ 9, we

get
n(n− 1)(n− 2)

6
≥ 7

6

(
n2 − n

)
≥ 7

6

(
n2 − n2

9

)
=

28

27
n2 > n2

and so there is also no stable three-form in an n-dimensional vector space if n ≥ 9.

Remark 1.32. Lemma 1.31 shows that the four-forms on eight-dimensional F-vector
spaces associated to three-fold F-cross products are not stable. From the discussion above

we see that these four-forms are the only (r + 1)-forms associated to a non-trivial r-fold

cross product which are not stable.

In De�nition 1.34, we present examples of stable three-forms in six and eight dimen-

sions. But before we give these examples, we indicate how one gets a full description of all

stable (n− k)-forms on an n-dimensional F-vector space if one knows all stable k-forms on

V . Besides, we also get the stabiliser group of the Hodge dual ?ψ of an arbitrary k-form

ψ ∈ ΛkV ∗ if we know the stabiliser of ψ.

12
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Proposition 1.33. Let V be an n-dimensional F-vector space and g be a symmetric non-

degenerate F-bilinear form on V . If F = R, then assume that V is also oriented and if

F = C, choose vol ∈ ΛnV ∗ with vol(e1, . . . , en) = 1 for some orthonormal basis e1, . . . , en of

(V, g). Let ? : Λ∗V ∗ → Λ∗V ∗ be the Hodge star operator associated to (V, g) or to (V, g, vol),

respectively, and k ∈ {1, . . . , n − 1}. Furthermore, for a linear map f ∈ End(V ), denote

by f t its transpose with respect to g. Then:

(a) For ψ ∈ ΛkV ∗ we have ?(GL(V ) ·ψ∪GL(V ) ·(−ψ)) = GL(V ) ·(?ψ)∪GL(V ) ·(−?ψ).

(b) Let {ψi ∈ ΛkV ∗|i ∈ I} be a system of representatives for all orbits of k-forms under

the natural action of GL(V ). Choose a subset J ⊆ I such that ψj1 is not in the same

GL(V )-orbit as −ψj2 for j1 6= j2 and such that each k-form ψ ∈ ΛkV ∗ is in the

GL(V )-orbit of ψj or of −ψj for some j ∈ J . Then the set

{?ψj ,− ? ψj |j ∈ J, − ? ψj /∈ GL(V ) · ?ψj} ∪ {?ψj |j ∈ J, − ? ψj ∈ GL(V ) · ?ψj}

is a system of representatives for all orbits of (n− k)-forms under the natural action

of GL(V ).

(c) If V is a complex vector space or V is an oriented real vector space and k and n− k
are both odd, then ? yields a bijection between the orbits in ΛkV ∗ and Λn−kV ∗ under

the natural GL(V )-action

(d) If F = C, then GL(V )?ψ =
{
λh−t

∣∣λn−k = det(h), h ∈ GL(V )ψ, λ ∈ C∗
}
.

(e) If F = R, then GL+(V )?ψ =
{

det(h)
1

n−kh−t
∣∣∣h ∈ GL+(V )ψ

}
and

GL(V )?ψ =
{
h−t

∣∣∣h.ψ = 1
det(h)ψ, h ∈ GL(V )

}
.

(f) If ψ ∈ ΛkV ∗ is a stable k-form, then also ?ψ ∈ Λn−kV ∗ is stable.

Proof. (a) By Remark 1.28, we have ? = ε(g)(.y vol) ◦ f∗, where f : V → V ∗ is de�ned

by f(v) := g(v, .) and vol is the metric volume form if F = R. Hence, the identity

?(h.ψ) =
1

det(h)
(h−t. ? ψ) (1.7)

holds for all h ∈ GL(V ).

Let h ∈ GL(V ). Then there exists λ ∈ F∗ and ε ∈ {−1, 1} such that λn−k = εdet(h).

Hence

?(h.ψ) =
1

det(h)
(h−t. ? ψ) = (λh−t).(ε ? ψ),

which shows ?(GL(V ) · ψ) ⊆ GL(V ) · ?ψ ∪ GL(V ) · (− ? ψ). Since ?2
∣∣
ΛsV ∗

=

(−1)s(n−s)ε(g) id|ΛsV ∗ is true for all s ∈ {0, . . . , n}, we have GL(V ) · ?ψ ⊆ ?(GL(V ) ·
ψ) ∪ ?(GL(V ) · (−ψ)). This implies the statement.

13
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(b) Suppose that there are j1, j2 ∈ J with j1 6= j2 and ε ∈ {−1, 1} such that the

forms ?ψj1 and ε ? ψj2 are equivalent. Since ?2
∣∣
ΛsV ∗

= (−1)s(n−s)ε(g) id|ΛsV ∗ for all
s ∈ {0, . . . , n}, (a) shows that ψj1 is equivalent to ψj2 or to −ψj2 , which contradicts

the choice of the set J . Thus, the elements of

{?ψj ,− ? ψj |j ∈ J, ?ψj /∈ GL(V )(− ? ψj)} ∪ {?ψj |j ∈ J, ?ψj ∈ GL(V )(− ? ψj)}

represent pairwise di�erent orbits.

Next, let Ψ ∈ Λn−kV ∗ be given. By the choice of the set J , the k-form ?Ψ is

equivalent to εψj0 for some j0 ∈ J and some ε ∈ {−1, 1}. Again, since ?2
∣∣
ΛsV ∗

=

(−1)s(n−s)ε(g) id|ΛsV ∗ for all s ∈ {0, . . . , n}, (a) shows that Ψ is equivalent to δ ? ψj0
for some δ ∈ {−1, 1} and hence to an element in

{?ψj ,− ? ψj |j ∈ J, ?ψj /∈ GL(V )(− ? ψj)} ∪ {?ψj |j ∈ J, ?ψj ∈ GL(V )(− ? ψj)}.

(c) By (b), it su�ces to show that in both cases each k-form is equivalent to its negative

and also each (n − k)-form is equivalent to its negative. If V is a complex vector

space and p ∈ {1, . . . , n} arbitrary, then there is λ ∈ C with λ−p = −1 and so

(λidV ).ρ = −ρ for all ρ ∈ ΛpV ∗ Hence, ρ is equivalent to −ρ for all p-forms ρ ∈ ΛpV ∗.

If V is a real vector space and p ∈ {1, . . . , n} is odd, then (−idV ).ρ = −ρ and so ρ is

equivalent to −ρ for all ρ ∈ ΛpV ∗. This proves (c).

(d) Equation (1.7) shows that
{
λh−t

∣∣λn−k = det(h), h ∈ GL(V )ψ, λ ∈ C∗
}
⊆ GL(V )?ψ.

Using again ?2
∣∣
ΛsV ∗

= (−1)s(n−s)ε(g) id|ΛsV ∗ for all s ∈ {0, . . . , n}, we get{
µh−t

∣∣µk = det(h), h ∈ GL(V )?ψ, µ ∈ C∗
}
⊆ GL(V )ψ. We use this inclusion now to

prove GL(V )?ψ ⊆
{
λh−t

∣∣h ∈ GL(V )ψ, λ
n−k = det(h)

}
. Let h ∈ GL(V )?ψ. Choose

µ ∈ C with µk = det(h). Then h0 := µh−t ∈ GL(V )ψ and so

µk = det(h) = det
(
µh−t0

)
=

µn

det(h0)
,

i.e. µn−k = det(h0). Thus, h ∈
{
µh−t0

∣∣µn−k = det(h0), h0 ∈ GL(V )ψ, µ ∈ C∗
}
,

which shows the statement.

(e) The �rst part follows exactly in the same way as part (d). For the second, note that

(d) implies the identity

GL(V )?ψ =
{
h̃ ∈ GL(V )

∣∣∣ h̃ = λh−t, λn−k = det(h), h ∈ GL(VC)ψC , λ ∈ C∗
}
,

where ψC is the complex k-linear extension of ψ. Let h̃ = λh−t ∈ GL(V )?ψ be given.

Set h0 := h
λ and µ := λk. Note that h0 ∈ GL(V ) since h−t0 = h̃ ∈ GL(V ). Moreover,

det(h0) = det(h)
λn = λ−k = 1

µ and so µ ∈ R∗. Furthermore, h0.ψ = µψ = 1
det(h0)ψ and

so

GL(V )?ψ ⊆
{
h−t0

∣∣∣∣h0.ψ =
1

det(h0)
ψ, h0 ∈ GL(V )

}
.

14
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The converse inclusion follows directly from Equation (1.7).

(f) It su�ces to show that the stabiliser subgroups of ψ and ?ψ have the same dimension

since dim(ΛkV ∗) = dim(Λn−kV ∗). But this follows follows directly from (d) and (e).

By Lemma 1.31, a stable k-form with 3 ≤ k ≤ n
2 ful�ls k = 3 and n ∈ {6, 7, 8}.

In seven dimensions, we encountered two real stable three-forms on R7 and one complex

stable three-form on C7 in Example 1.30 (c). In Theorem 1.35 we will see that these are,

up to equivalence, all. To classify the stable three-forms in six and eight dimensions up to

equivalence, we �rst need to �nd stable three-forms in these dimensions.

De�nition 1.34. We de�ne three-forms on R6 and C6 by

ρε :=e135 + ε
(
e146 + e236 + e245

)
∈ Λ3

(
R6
)∗
,

ρC :=e135 − e146 − e236 − e245 ∈ Λ3
(
C6
)∗
.

(1.8)

Moreover, we de�ne the complex three-form ψsl(3,C) ∈ Λ3 (sl(3,C)) on the eight-dimensional

complex simple Lie algebra sl(3,C) by ψsl(3,C)(u, v, w) := κsl(3,C)(u, [v, w]) for u, v, w ∈ g,

where κsl(3,C) is the Killing form on sl(3,C). Similarly, we de�ne for each real form g ∈
{sl(3,R), su(3), su(1, 2)} of sl(3,C) a three-form ψg ∈ Λ3g∗ by ψg(u, v, w) := κg(u, [v, w])

for u, v, w ∈ g.

The three-forms just de�ned turn out to be stable and allow us to classify all stable

three-forms in six and eight dimensions.

Theorem 1.35. (a) All the three-forms ρε ∈ Λ3
(
R6
)∗
, ρC ∈ Λ3

(
C6
)∗

and ψg ∈ Λ3g∗

de�ned in De�nition 1.34 are stable and each stable three-form on a six- or eight-

dimensional F-vector space is equivalent to exactly one of these three-forms.

(b) Each stable three-form on a seven-dimensional F-vector space is equivalent to exactly

one of the stable three-forms ϕ1, ϕ−1 ∈ Λ3
(
R7
)∗
, ϕC ∈ Λ3

(
C7
)∗

de�ned in Equation

(1.4).

Proof. The classi�cation in the complex case follows from the classi�cation of prehomoge-

neous spaces given in [KiSa]. Since a real k-form is stable if and only if its complexi�cation

is stable, we get a full list of stable three-forms up to equivalence in six, seven and eight

real dimensions by determining all real forms of the complex stable three-forms in these

dimensions. This has been done in [Dj], where the real forms of all orbits of complex

three-forms have been determined. Note that the classi�cation of all orbits in six real

dimensions has been well-known for a long time, cf. e.g. [Cap], and a classi�cation of the

orbits in seven real dimensions has also been given before in [W3]. For a summary of these

results and other known results on real or complex stable three-forms in the mentioned

dimensions, we refer the reader also to [LPV] and references therein.

15
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Remark 1.36. Lemma 1.31, Example 1.30 and Theorem 1.35 give us a complete classi�-

cation of the equivalence classes of stable k-forms on an n-dimensional F-vector space with
2k ≤ n. Using some results we prove later in this thesis, we may write down a complete

list for arbitrary k. Namely, Lemma 2.4 and Proposition 2.5 will give us a full classi�ca-

tion of stable (n− 2)-forms up to equivalence, and Lemma 2.43 and Lemma 2.45 will yield

a classi�cation of stable four-forms in seven-dimensions up to equivalence. Moreover, by

Proposition 1.33 a classi�cation of the equivalence classes of stable �ve-forms in eight di-

mensions is given by the Hodge duals of the stable three-forms in eight-dimensions de�ned

in De�nition 1.34 for any Hodge star operator.

We end this section by noting that for certain (k, n) ∈ N2 and all oriented real n-

dimensional vector spaces V there is a non-zero di�erentiable GL+(V )-equivariant map

φ : ΛkV ∗\{0} → ΛnV ∗ such that φ(ρ) 6= 0 if and only if ρ ∈ ΛkV ∗ is stable. This stems

from the fact that for these particular values of (k, n), the stabiliser GL+(V )ρ in GL+(V ) of

each stable k-form ρ is a subgroup of SL(V ) and so the restriction of the mentioned map to

the open orbits can be regarded as the SL(V )-enlargement of the corresponding GL+(V )ρ-

structure (via certain model tensors). Note that the reference for the proof we give does

not use enlargement theory but proves the result via the theory of prehomogeneous spaces

[Ki].

Proposition 1.37. Let V be a real oriented n-dimensional vector space and either k ∈
{2, n − 2} and n = 2m even or k ∈ {3, n − 3} and n = 6, 7, 8. Then there exists a

GL+(V )-equivariant map

φ : ΛkV ∗ → ΛnV ∗,

di�erentiable on ΛkV ∗\{0}, such that φ−1(0) is exactly the set of all non-stable k-forms.

If φ : ΛkV ∗ → ΛnV ∗ is any such map, then for each stable k-form ρ ∈ ΛkV ∗ there

exists a unique (n− k)-form ρ̂ ∈ Λn−kV ∗ such that

dφρ(α) = ρ̂ ∧ α

for all α ∈ ΛkV ∗. Moreover, the identity GL+(V )ρ = GL+(V )ρ̂ is true and so also ρ̂ is

stable. Furthermore, the following relation between ρ and ρ̂ holds:

ρ̂ ∧ ρ =
n

k
φ(ρ) (1.9)

Proof. This is proved in [CLSS]. Note that the proof there shows the properties only for

one particular di�erentiable GL+(V )-equivariant map φ0 : ΛkV ∗ → ΛnV ∗ with φ0(ρ) = 0

exactly when ρ ∈ ΛkV ∗ is non-stable. On each of the open GL+(V )-orbits, any other φ as

above is a non-zero multiple of φ0 and so the properties also hold for φ.

16
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In Chapter 2, a concrete description of the map φ : ΛkV ∗ → Λn−kV ∗ and the cor-

responding dual (n − k)-form ρ̂ of a stable k-form ρ ∈ ΛkV ∗ are given for all the cases

relevant in this thesis.

Remark 1.38. A priori, the dual (n − k)-form ρ̂ of a stable k-form ρ has nothing to

do with the Hodge dual ?ρ of ρ with respect to some non-degenerate bilinear form g. In

particular, we do not need any pseudo-Euclidean metric to de�ne ρ̂. But it turns out that

in all cases where the stabiliser of ρ is a subgroup of O(p, n− p) there is a tight connection

to the Hodge dual de�ned by the induced bilinear form g.

1.4 Algebraic invariants for orbits of k-forms

In this section, we deal with certain algebraic invariants of k-vectors on a �nite-dimensional

F-vector space. These invariants give us information on the structure of particular k-forms

and are used to obtain obstructions to the existence of cocalibrated structures in Chapter

5. They have partly been introduced by Westwick in [W3], where he used them to classify

the orbits of three-vectors on a seven-dimensional real vector space under the natural

action of GL(V ). We recall this classi�cation but formulate it for three-forms, as we also

de�ne the invariants directly for k-forms and not for k-vectors as Westwick did. If we deal

with k-vectors, we consider them implicitly as k-forms on V ∗ via the natural isomorphism

between V and V ∗∗. For more background on some of the invariants and other related

results, we also refer the reader to [Gu], [BG1], [Cap], [W1] and [W2].

De�nition 1.39. Let V be an n-dimensional F-vector space and let k ≥ 1. The Grass-

man cone Gk (V ∗) consists of all decomposable k-forms on V , i.e. of all those k-forms

ψ ∈ ΛkV ∗ such that there are k one-forms α1, . . . , αk with ψ = α1 ∧ . . . ∧ αk. The

length l(ψ) of an arbitrary k-form ψ ∈ ΛkV ∗ is de�ned as the minimal number m of de-

composable k-forms ψ1, . . . , ψm which is needed to write ψ as the sum of ψ1, . . . , ψm, i.e.

l(ψ) := min {m ∈ N0 |∃ψ1, . . . , ψm ∈ Gk (V ∗) : ψ =
∑m

i=1 ψi }. The rank rk(ψ) of ψ is the

dimension of the subspace

[ψ] :=
⋂{

ψ ∈ ΛkU |U is a subspace of V ∗
}

or, equivalently, the rank of the linear map T : V → Λk−1V ∗, T (v) = vyψ. [ψ] is also

called the support (of ψ). Note that by de�nition l(0) = 0 and rk(0) = 0.

Next, let ψ ∈ ΛkV ∗, ψ 6= 0, be given. Choose v /∈ ker(T ) and a subspace W of V such

that W ⊕ span(v)⊕ kerT = V is a direct vector space sum. We get a natural (k− 1)-form

ρ(v,W ) := (vyψ)|W ∈ Λk−1W ∗ and a natural k-form Ω(W ) := ψ|W ∈ ΛkW ∗on W . From

this construction, we obtain two more algebraic invariants r(ψ) and m(ψ) by looking at the

17
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lengths of Ω(W ) and ρ(v,W ) and minimizing over all possible v,W . More exactly, we set:

r(ψ) := min
{
l(Ω)|Ω = Ω(W ) ∈ ΛkW ∗, dim(W ) = (rk(ψ)− 1), W ∩ kerT = {0}

}
,

m(ψ) := min
{
l(ρ)|ρ = ρ(v,W ) ∈ Λk−1W ∗, v /∈ kerT , W ⊕ span(v)⊕ kerT = V

}
.

For completeness, we set r(0) := 0 and m(0) := 0.

Remark 1.40. • If ψ ∈ ΛkV ∗ and α ∈ V ∗ such that α /∈ [ψ], then l(ψ) = l(ψ ∧ α),

cf. [BuGl, (2.2)].

• On a 2m-dimensional F-vector space, non-degenerate two-forms are exactly those

with full rank 2m. Hence, another way of generalizing the concept of non-degeneracy

to forms of higher degree on an n-dimensional vector space is to call k-forms with full

rank n non-degenerate. This generalisation has been done in [MaSw3], where also

various other generalisations of non-degeneracy to higher forms are discussed.

• In [Cap], an algebraic invariant for k-forms ψ ∈ ΛkV ∗, called B-longueur, was con-

sidered. Therefore, let B be the set of all bases of V . For a �xed b ∈ B, set

lb(ψ) := min

{
m ∈ N0

∣∣∣∣∣ψ =

m∑
i=1

ψi s.t. ∀j ∈ {1, . . . ,m} : ψj = λjαj1 ∧ . . . ∧ αjk ,

λj ∈ F, αj1 , . . . , αjm ∈ b}

The B-longueur of ψ is de�ned as min{lb(ψ)|b ∈ B}. Of course, the B-longueur is

greater or equal to the irreducible length of ψ and, in general, they do not coincide.

E.g. the B-longueur of the three-form ρ−1 ∈ Λ3
(
R6
)∗

de�ned in Equation (1.8) is

four and the length of it is three, cf. [Cap].

• An equivalent description of the numbers r(ψ) and m(ψ) is obtained as follows:

Let α ∈ [ψ], α 6= 0 and U be a complement of span(α) in [ψ]. Denote by ρ(α,U) ∈
Λk−1U and Ω(α,U) ∈ ΛkU the unique three- and four-form on V such that

ψ = ρ(α,U) ∧ α+ Ω(α,U).

Then

r(ψ) = min{l(Ω)|Ω = Ω(α,U) ∈ ΛkU, α ∈ [ψ]\{0}, U ⊕ span(α) = [ψ]},

m(ψ) = min{l(ρ)|ρ = ρ(α,U) ∈ Λk−1U, α ∈ [ψ]\{0}, U ⊕ span(α) = [ψ]}.

We will mostly work with this description.

For a k-form ψ, a given v ∈ V \{0} and a given subspace W of V with span(v) ⊕
W = V , the (k − 1)-form ρ(v,W ) := (vyψ)|W depends on both v and W . However, in

the following sense it essentially only depends on v, and, in particular, the values of the

algebraic invariants only depend on v:

18
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Remark 1.41. Let ψ ∈ ΛkV ∗ be a k-form and set T : V → Λk−1V ∗, T (w) := wyψ. Let

v /∈ kerT and let W1, W2 be two subspaces of V such that V = span(v) ⊕Wi ⊕ kerT for

i = 1, 2. Set ρ(v,Wi) := (vyψ)|Wi for i = 1, 2 and denote by prW2
: V →W2 the projection

of V onto W2 along span(v)⊕kerT . Then f : W1 →W2, f := prW2
|W1 is an isomorphism

with f∗ρ(v,W2) = ρ(v,W1).

If f : W → V is a linear isomorphism, then the induced map f∗ : ΛkV ∗ → ΛkW ∗

is a linear isomorphism which obviously preserves the length of a k-form and also all the

other algebraic invariants rk, r and m. In particular, these algebraic invariants are really

invariants of GL(V )-orbits in ΛkV ∗. Essentially there is only one more map which preserves

the length [W1], namely a dual isomorphism. Note that we use a slightly di�erent de�nition

of a dual isomorphism as the one given e.g. in [KPRS].

De�nition 1.42. Let V be an n-dimensional vector space and vol ∈ ΛnV ∗\{0} be a volume

form. Then, for all k ∈ {1, . . . , n− 1}, the map δ : ΛkV → Λn−kV ∗ de�ned by

δ(X) := Xy vol

for X ∈ ΛkV is called a dual isomorphism. Note that any other dual isomorphism is a

non-zero multiple of δ.

Lemma 1.43. Let V be an n-dimensional F-vector space, k ∈ {1, . . . , n− 1}, δ : ΛkV →
Λn−kV ∗ be a dual isomorphism. Then l(X) = l(δ(X)) for all X ∈ ΛkV . Hence, if

? : Λ∗V ∗ → Λ∗V ∗ is a Hodge star operator on V , then l(ψ) = l(?ψ) for all k-forms

ψ ∈ ΛkV ∗.

Proof. Let δ : ΛkV → Λn−kV ∗, δ(X) := Xy vol be a dual isomorphism with vol ∈
ΛnV ∗\{0}. The image of a non-zero decomposable k-vector Y = v1 ∧ . . . ∧ vk on V is

a non-zero (n− k)-form Ω which lies in Λn−k[Y ]0. Since the dimension of the annihilator

[Y ]0 is n − k, Ω has to be decomposable. Hence, l(X) ≥ l(δ(X)) for all X ∈ ΛkV . The

inverse map of δ is also a dual isomorphism and we get the equality l(X) = l(δ(X)) for all

X ∈ ΛkV . The statement for the Hodge dual follows since by Remark 1.28 the Hodge dual

is the composition of a dual isomorphism with a linear isomorphism of the form f∗.

Remark 1.44. In [Fre1], the author of this thesis showed that r(δ(X)) = m(X) and

m(δ(X)) = r(X) if r(X) > 0 and rk(X) = n and the result is used to determine the values

of the invariants for the orbits of Hodge duals of Gε
2-structures and of (G2)C-structures.

In this thesis, we use a di�erent approach which also determines the model tensors of the

induced three- and four-forms on a codimension one subspace of V , see Section 2.4.

We end this section by recalling the classi�cation of real three-forms in seven dimension

by Westwick [W3] and also the classi�cation of complex three-forms in seven dimensions
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[Gu]. We add the values of the algebraic invariants rk, l, r,m in the real case determined by

Westwick [W3] and the values of the algebraic invariants rk, l determined in [W2], [Cap],

[Gu].

Proposition 1.45. Let ψ ∈ Λ3V ∗ be a three-form on a seven-dimensional real vector space

V and Ψ ∈ Λ3W ∗ be a three-form on a seven-dimensional complex vector space W .

(a) ψ is equivalent to exactly one of the following three-forms on R7:

Table 1.1: Real three-forms in seven dimensions

ψ (rk(ψ), l(ψ),m(ψ), r(ψ)) (rk(ψC), l(ψC))

Q1 0 (0, 0, 0, 0) (0, 0)

Q2 e123 (3, 1, 1, 0) (3, 1)

Q3 e123 + e145 (5, 2, 1, 0) (5, 2)

ρ1 e135 + e146 + e236 + e245 (6, 2, 1, 1) (6, 2)

ρ−1 e135 − e146 − e236 − e245 (6, 3, 2, 2) (6, 2)

ρ0 e126 − e135 + e234 (6, 3, 1, 1) (6, 3)

P1 e123 + e145 + e267 (7, 3, 1, 1) (7, 3)

R e123 + e145 + e167 + e246 − e257 (7, 4, 1, 2) (7, 3)

P2 e123 + e237 + e267− e357 + e456 + e567 (7, 3, 1, 2) (7, 3)

S e145 + e167 + e246− e257 + e347 + e356 (7, 4, 2, 3) (7, 3)

P3 e123 + e145 + e167 (7, 3, 1, 0) (7, 3)

P4 e123 + e145 + e167 + e246 (7, 4, 1, 1) (7, 4)

ϕ1 −e123 + e145 − e167 + e246 + e257 +

e347 − e356
(7, 4, 2, 2) (7, 4)

ϕ−1 −e123 − e145 + e167 − e246 − e257 −
e347 + e356

(7, 5, 3, 3) (7, 4)

(b) Let ψ1, ψ2 ∈ Λ3
(
R7
)∗

be two di�erent three-forms in Table 1.1. Then the complex-

linear extensions (ψ1)C ∈ Λ3
(
C7
)∗

and (ψ2)C ∈ Λ3
(
C7
)∗

are equivalent if and only

if {ψ1, ψ2} ∈ {{ρ1, ρ−1}, {P1, R}, {P2, S}, {ϕ1, ϕ−1}}. Moreover, Ψ is equivalent to

the complex-linear extension of one of the three-forms in Table 1.1.

Note that Table 1.1 implies

Corollary 1.46. Let V be a seven-dimensional real vector space. For ψ1, ψ2 ∈ Λ3V ∗ we

have ψ1 ∈ GL(V ) · ψ2 if and only if

(ρ(ψ1), l(ψ1), r(ψ1),m(ψ1)) = (ρ(ψ2), l(ψ2), r(ψ2),m(ψ2)).
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Chapter 2

Interesting examples of G-structures

2.1 G-structures related to two-forms

In this section, we look at two-forms and (n−2)-forms on an n-dimensional F-vector space
V . We classify them up to equivalence and compute all the stabiliser subgroups. If n = 4,

we characterise subspace of Λ2V ∗ in which each non-zero element has length two.

We start with two-forms. For those forms, the length is enough to distinguish them up

to equivalence.

Lemma 2.1. Let V be an n-dimensional F-vector space and let ω ∈ Λ2V ∗. Then ω has

length l if and only if ωl 6= 0 and ωl+1 = 0 and this is equivalent to the existence of 2l

linearly independent one-forms α1, . . . , α2l ∈ V ∗ such that ω =
∑l

i=1 α2i−1 ∧ α2i. In the

case l =
⌊
n
2

⌋
this is also equivalent to the stability of ω and if additionally n is even, also

to the non-degeneracy of ω. Moreover, the map Λ2V ∗ → N0, ω 7→ l(ω) induces a bijection

between the GL(V )-orbits of two-forms on V and
{

0, . . . ,
⌊
n
2

⌋}
.

Proof. The last assertion in Lemma 2.1 follows from the previous ones. Hence, we only

have to prove them. A proof of the �rst equivalence may be found in [BuGl, Theorem

2.11]. If ωl 6= 0 and ωl+1 = 0, then, by the �rst equivalence, ω has length l. Hence, there

exist ωi ∈ G2 (V ∗), i = 1, . . . , l, with ω =
∑l

i=1 ωi. We may choose one-forms αj ∈ V ∗,
j = 1, . . . , 2l such that ωi = α2i−1 ∧ α2i. Then

α1 ∧ . . . ∧ α2l = ω1 ∧ . . . ∧ ωl =
ωl

l!
6= 0.

Thus, α1, . . . , α2l are linearly independent and ω has the stated form. Conversely, if ω =∑l
i=1 α2i−1 ∧ α2i for linearly independent α1, . . . , α2l ∈ V ∗, then ωl = l!α1 ∧ . . . ∧ α2l 6= 0

and ωl+1 = 0. Moreover, such an ω has rank l and so it is stable if and only if l =
⌊
n
2

⌋
by

Example 1.30 and non-degenerate if additionally n is even.

For the construction of cocalibrated G2-structures in Chapter 5, we need k-dimensional
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2.1. G-STRUCTURES RELATED TO TWO-FORMS 22

subspaces of the two-forms on a real four-dimensional vector space, k ∈ {0, 1, 2, 3}, in which
each non-zero element is of length two. Such subspaces can be characterised as follows.

Lemma 2.2. Let V be a real four-dimensional vector space, k ∈ {0, 1, 2, 3}, ω1, . . . , ωk ∈
Λ2V ∗ be arbitrary two-forms on V , τ ∈ Λ4V ∗\{0} and π be an arbitrary permutation

of {1, 2, 3}. Set W := span(ω1, . . . , ωk), ω̃1 := e12 + e34 ∈ Λ2
(
R4
)∗
, ω̃2 := e13 − e24 ∈

Λ2
(
R4
)∗
, ω̃3 := e14+e23 ∈ Λ2

(
R4
)∗
. Moreover, de�ne the symmetric matrix H = (hij)ij ∈

Rk×k by ωi ∧ ωj = hijτ for i, j = 1, . . . , k. Then the following are equivalent:

(i) W is k-dimensional and each element in W\{0} has length two.

(ii) There is an isomorphism u : V → R4 such that
{
u∗ω̃π(i)|i = 1, . . . , k

}
is a basis of

W .

(iii) H is de�nite.

(iv) There exists a Euclidean metric and an orientation on V such that W is a subspace

of the space of all self-dual two-forms on V .

Proof. Condition (i) implies condition (ii) by [W3, Theorem 3.1] and [W3, Theorem 3.2].

The converse direction follows since ω̃i ∧ ω̃j = 0 for i 6= j and so ω2 6= 0 for all ω ∈W\{0}
if
{
u∗ω̃π(i)|i = 1, . . . , k

}
is a basis of W . Since ω̃1, ω̃2, ω̃3 form a basis of the self-dual

two-forms on R4 with respect to the standard Euclidean metric and orientation, we get the

equivalence of (ii) and (iv). To prove the equivalence of (i) and (iii), let ω =
∑k

i=1 aiωi ∈W
with a := (a1, . . . , ak)

t 6= 0. By Lemma 2.1, ω has length two if and only if

0 6= ω2 =

k∑
i,j=1

aihijajτ = atHaτ,

i.e. if and only if atHa 6= 0. Hence, all elements in W\{0} have length two if and only if

H is de�nite.

Next, we compute the stabiliser subgroup of a two-form of length l under the natural

action of the general linear group.

Proposition 2.3. Let V be an n-dimensional F-vector space and ω ∈ Λ2V ∗ be a two-form

of length l. Set ker(ω) := {v ∈ V |ω(v, ·) = 0} and choose some complement W of ker(ω)

in V . Then the stabiliser subgroup GL(V )ω of ω under GL(V ) is given by

GL(V )ω =
{
f ∈ GL(V )

∣∣f |W = f1 + h, f |ker(ω) = f2, f1 ∈ Sp(ω|W ,W ),

h ∈ hom(W, ker(ω)), f2 ∈ GL(ker(ω))} .
∼= (Sp(2l,F)×GL(n− 2l,F)) o F2l×(n−2l)
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2.1. G-STRUCTURES RELATED TO TWO-FORMS 23

Proof. Assume that f ∈ GL(V ) stabilises ω. Then it also stabilises ker(ω), i.e. f |ker(ω) ∈
GL(ker(ω)). The two-form ω|W onW is non-degenerate and so we must have f |W = f1 +h

with f1 ∈ Sp(ω|W ,W ), h ∈ hom(W, ker(ω)). Hence, f has the stated form. Conversely, it

is obvious that elements in GL(V ) of the form as in the assertion stabilise ω.

The results for two-forms imply the following results on the equivalence classes of

(n− 2)-forms:

Lemma 2.4. Let V be an n-dimensional F-vector space, Ω ∈ Λn−2V be an (n − 2)-form

on V and l ∈
{

0, . . . ,
⌊
n
2

⌋}
. In a wedge product, denote by α̂ a one-form which is omitted

in this product. Then the following statements are true.

(a) Ω is stable if and only if l =
⌊
n
2

⌋
.

(b) Let F = C or (l, n) 6= (m, 2m) for all odd m ∈ N. Then Ω has length l if and only if

there exists a basis α1, . . . , αn of V ∗ such that

Ω =

l∑
i=1

α1 ∧ . . . α̂2i−1 ∧ α̂2i ∧ . . . ∧ αn.

(c) Let l = 2m for some m ∈ N. Assume that F = C or m is even. Then Ω has length m

if and only if there exists a non-degenerate two-form ω ∈ Λ2V ∗ such that Ω = ωm−1

(m−1)! .

(d) Let F = R and n = 2m for some odd m ∈ N. Then Ω has length m if and only if

there exists a basis β1, . . . , βn of V ∗ such that

Ω = ±
l∑

i=1

β1 ∧ . . . β̂2i−1 ∧ β̂2i ∧ . . . ∧ βn.

This is the case if and only if there exists a non-degenerate two-form ω ∈ Λ2V ∗ such

that Ω = ± ωm−1

(m−1)! . Moreover, for each non-degenerate two-form ω on V , ωm−1

(m−1)! is

not equivalent to − ωm−1

(m−1)! .

(e) If F = R and n = 2m for some odd m, the map Λn−2V ∗ → N0, Ω 7→ l(Ω) induces a

surjection between the orbits of (n− 2)-forms on V and the set {0, . . . ,m} such that

each element in {0, . . . ,m− 1} has exactly one preimage and m has two preimages.

In all other cases, the map Λn−2V ∗ → N0, Ω 7→ l(Ω) induces a bijection between the

orbits of (n− 2)-forms on V and the set
{

0, . . . ,
⌊
n
2

⌋}
.

Proof. Let V be an n-dimensional F-vector space. (a) follows directly from Proposition

1.33, Lemma 1.43 and Lemma 2.1. Moreover, note (e) follows directly from (b),(c) and

(d). So it remains to prove (b), (c) and (d). If n = 2m, Lemma 2.1 gives the identity{
m∑
i=1

α1 ∧ . . . α̂2i−1 ∧ α̂2i ∧ . . . ∧ αn

∣∣∣∣∣α1, . . . , α2m basis of V

}

=

{
ωm−1

(m− 1)!

∣∣∣∣ω ∈ Λ2V ∗ non-degenerate
}
.
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2.1. G-STRUCTURES RELATED TO TWO-FORMS 24

Choose a Hodge star operator ? : Λ2V ∗ → Λn−2V ∗, where in the case F = R we choose

the de�ning non-degenerate symmetric bilinear form to be positive de�nite. Furthermore,

choose an ordered basis (f1, . . . , fn) of V which is oriented and orthonormal with respect

to the structures which de�ne ?. For F = C, oriented means vol(f1, . . . , fn) = 1. Then

Ωl := ?

(
l∑

i=1

f2i−1 ∧ f2i

)
=

l∑
i=1

f1 ∧ . . . f̂2i−1 ∧ f̂2i ∧ . . . ∧ fn ∈ Λn−2V ∗

for l = 0, . . . ,
⌊
n
2

⌋
. By Lemma 1.43, Ωl has length l. Moreover, if F = C, Lemma 2.2 and

Proposition 1.33 show that
{

Ωl

∣∣l ∈ {0, . . . ,
⌊
n
2

⌋}}
is a system of representatives of the

orbits of (n− 2)-forms on V . Hence, the statements for F = C follow. Assume for the rest

of the proof that F = R. In this case, Lemma 2.2 and Proposition 1.33 show that the set{
Ωl

∣∣∣−Ωl ∈ GL(V )Ωl, l ∈
{

0, . . . ,
⌊n

2

⌋}}
∪
{

Ωl,−Ωl

∣∣∣−Ωl 6∈ GL(V )Ωl, l ∈
{

0, . . . ,
⌊n

2

⌋}}
is a system of representatives for the orbits of (n − 2)-forms on V . Hence, the statement

follows if we can show that Ωl is not equivalent to −Ωl if and only if (l, n) = (m, 2m) for

some odd m.

Consider �rst the case 2l < n. Then F.Ωl = −Ωl for F ∈ GL(V ) de�ned by F (ei) := ei

for i = 1, . . . , n−1 and F (en) := −en and so Ωl and −Ωl are equivalent. If n = 2m, m even

and l = m, then G.Ωm = −Ωm for G ∈ GL(V ) de�ned by G(e2i−1) := e2i and G(e2i) :=

−e2i−1 for i = 1, . . . ,m and so Ωm is equivalent to −Ωm. To �nish the proof, we show

that Ωm is not equivalent to −Ωm if n = 2m and m is odd. Assume the contrary, i.e. that

there is some h ∈ GL(V ) with h.Ωm = −Ωm. Consider the GL(V )-module isomorphism

κ : Λ2m−2V ∗ → Λ2V ⊗Λ2mV ∗ de�ned for Ω ∈ Λ2m−2V ∗ by κ(Ω) := X⊗ ν with X ∈ Λ2V ,

ν ∈ Λ2mV ∗ such that Xy ν = Ω. Then Λ2mV ⊗
(
Λ2mV ∗

)⊗m ∼= (Λ2mV ∗
)⊗(m−1) as GL(V )-

modules and so κ(Ωm)m ∈
(
Λ2mV ∗

)⊗(m−1). Thus,

1

det(h)m−1
κ(Ωm)m = h. (κ(Ωm)m) = κ(h.Ωm)m = (−1)mκ(Ωm)m = −κ(Ωm)m

since m is odd. A short computation shows that κ(Ωm)m 6= 0. Hence, det(h)m−1 = −1,

which is impossible sincem−1 is even. Thus, Ωm is not equivalent to −Ωm in this case.

Next, we compute the stabiliser groups of an (n−2)-form of length l. For the statement,

note that by de�nition, det(id0) = 1 for the only linear endomorphism id0 : {0} → {0} on
the 0-dimensional vector space {0} and so sgn(det(id0)) = 1.

Proposition 2.5. Let V be an n-dimensional F-vector space and Ω ∈ Λn−2V ∗ be of length

l ∈
{

1, . . . ,
⌊
n
2

⌋}
. Consider the map F : V ∗ → Λn−1V ∗, F (α) = Ω ∧ α and set V1 :=

ker(F )0 ⊆ V ∗∗ ∼= V . Choose some complement V2 of V1 in V . Then Ω = ωl−1

(l−1)! ∧ ν for

a non-degenerate two-form ω ∈ Λ2V ∗1 and ν ∈ Λn−2lV ∗2 , where we use the decomposition

V1 ⊕ V2 to identify (V1 ⊕ V2)∗ with V ∗1 ⊕ V ∗2 . Moreover:
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(a) If F = C, then

GL(V )Ω =
{
f ∈ GL(V )

∣∣∣f |V1 = λf1, f |V2 = f2 + h, λ2−2l = det(f2),

f1 ∈ Sp(V1, ω), λ ∈ C∗, f2 ∈ GL(V2), h ∈ hom(V2, V1)} .

(b) If F = R and l is even, then

GL(V )Ω =
{
f ∈ GL(V )

∣∣∣f |V1 = |det(f2)|
1

2−2l f1, f |V2 = f2 + h, f1 ∈ GL(V1),

f1.ω = sgn(det(f2))ω, f2 ∈ GL(V2), h ∈ hom(V2, V1)} .

(c) If F = R and l 6= 1 is odd, then

GL(V )Ω =
{
f ∈ GL(V )

∣∣∣f |V1 = det(f2)
1

2−2l f1, f |V2 = f2 + h, f1.ω = εω,

ε ∈ {−1, 1}, f2 ∈ GL+(V2), h ∈ hom(V2, V1)
}
.

and if l = 1, then

GL(V )Ω = {f ∈ GL(V ) |f |V1 = f1, f |V2 = f2 + h, f1 ∈ GL(V1),

f2 ∈ SL(V2), h ∈ hom(V2, V1)} .

Proof. By Lemma 2.4, we may assume for the computation of the stabiliser of Ω that there

exists a basis F1, . . . , Fn of V such that in the dual basis F 1, . . . , Fn we have

Ω =
l∑

i=1

F 1 ∧ . . . F̂ 2i−1 ∧ F̂ 2i ∧ . . . ∧ Fn. (2.1)

Then V1 = span(F1, . . . , F2l). After possibly rede�ning F2l+1, . . . , Fn, we may assume

that V2 = span(F2l+1, . . . , Fn). Then Ω = ωl−1

(l−1)! ∧ ν for ω :=
∑l

i=1 F
2i−1 ∧ F 2i, ν :=

F 2l+1 ∧ . . . ∧ Fn and ω ∈ Λ2V ∗1 is non-degenerate. Choose a Hodge star operator ?

such that (F1, . . . , Fn) is an oriented orthonormal basis and such that in the real case the

corresponding non-degenerate symmetric bilinear form is positive de�nite. Note that then

Ω = ?ω. If F = C, then Proposition 1.33 and Proposition 2.3 imply

GL(V )Ω =
{
λh−t

∣∣λn−2 = det(h), h|V1 = h1 + g, h|V2 = h2, λ ∈ C∗, h1 ∈ Sp(ω, V1),

g ∈ hom(V1, V2), h2 ∈ GL(V2)} .

Set H := λh−t. Now our choice of an orthonormal basis shows that V1 ⊥ V2 and Sp(ω, V1),

considered as a subgroup of GL(V ), is closed under transposition. Hence, H|V1 = λH1

and H|V2 = H2 + G with H1 ∈ Sp(ω, V1), G ∈ hom(V2, V1) and H2 ∈ GL(V2) such

that det(H2) = det
(
λh−1

2

)
= λn−2l

det(h2) = λn−2l

det(h) = λ2−2l. This proves that the stabiliser is

contained in the corresponding group in the statement. Conversely, a short computation

shows that actually all elements in the group given in the statement stabilise Ω.
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Now we come to the real case. By Proposition 1.33, we have

GL(V )Ω =

{
h−t

∣∣∣∣h ∈ GL(V ), h.ω =
ω

det(h)

}
.

Let h ∈ GL(V ) with h.ω = ω
det(h) . Obviously, we have h|V1 = h1 + g, h|V2 = h2 for

certain hi ∈ GL(Vi) for i = 1, 2 and g ∈ hom(V1, V2). For H1 := h1√
| det(h)|

we have

det(H1) = det(h1)
| det(h)|l , H1.ω = sgn(det(h))ω and so 1

det(H1)ω
l = H1.ω

l = sgn(det(h))lωl.

Thus

sgn(det(h1))|det(h1)|1−l| det(h2)|−l =
det(h1)

|det(h)|l
= det(H1) = sgn(det(h))−l. (2.2)

For l even, sgn(det(h))−l = 1 and Equation (2.2) yields sgn(det(h1)) = 1 and | det(h1)| =
|det(h2)|

l
1−l . Hence, sgn(det(h)) = sgn(det(h2)), | det(h)| = |det(h2)|

1
1−l and so h1 =

|det(h2)|
1

2−2lH1. Since the transposition is the usual one if we identify GL(V ) with

GL(n,R) via the ordered basis (F1, . . . , Fn), we obtain

GL(V )Ω ⊆
{
f ∈ GL(V )

∣∣∣f |V1 = |det(f2)|
1

2−2l f1, f |V2 = f2 + h, f1 ∈ GL(V1),

f1.ω = sgn(det(f2))ω, f2 ∈ GL(V2), h ∈ hom(V2, V1)} .

The converse inclusion follows by direct calculation.

For l odd, l 6= 1, Equation (2.2) gives us sgn(det(h1)) = sgn(det(h)) and | det(h1)| =

|det(h2)|
l

1−l . Thus, sgn(det(h2)) = 1, |det(h)| = | det(h2)|
1

1−l = det(h2)
1

1−l and so h1 =

det(h2)
1

2−2lH1 with H1.ω = ε ω for some ε ∈ {−1, 1}. This shows

GL(V )Ω ⊆
{
f ∈ GL(V )

∣∣∣f |V1 = det(f2)
1

2−2l f1, f |V2 = f2 + h, f1.ω = εω,

ε ∈ {−1, 1}, f2 ∈ GL+(V2), h ∈ hom(V2, V1)
}
.

Again the converse inclusion follows by direct calculation. The stabiliser in the case l = 1

is obviously as in the statement.

Next, we de�ne a GL+(V )-equivariant map φ : Λ2V ∗ → Λ2mV ∗ as in Proposition 1.37.

De�nition 2.6. Let V be a 2m-dimensional real vector space. Let ω ∈ Λ2V ∗ be a two-form

on V . We de�ne φ : Λ2V ∗ → Λ2mV ∗ by

φ : Λ2V ∗ → Λ2mV ∗, φ(ω) :=
ωm

m!
.

φ is even GL(V )-equivariant. Since the stable two-forms are exactly the non-degenerate

ones, the set φ−1(0) is, in fact, the set of all non-stable two-forms. Moreover, the dual

stable (2m− 2)-form ω̂ is given by ω̂ = ωm−1

(m−1)! .

We end this section by de�ning a GL+(V )-equivariant map φ : Λ2m−2V ∗ → Λ2mV ∗ as

in Proposition 1.37. We omit the calculations necessary to check the claimed properties

and instead refer to [CLSS] for some more details.
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Remark 2.7. • Let Ω ∈ Λ2m−2V ∗ be a stable (2m−2)-form on a 2m-dimensional real

vector space and m be even. Using the GL(V )-module isomorphism κ : Λ2m−2V ∗ ∼=
Λ2V ⊗ Λ2mV ∗, we may consider κ(Ω)m as an element in (Λ2mV ∗)⊗(m−1). We set

φ : Λ2m−2V ∗ → Λ2mV ∗, φ(Ω) :=

(
κ(Ω)m

m!

) 1
m−1

.

φ is GL(V )-equivariant. Moreover, φ(Ω) 6= 0 holds if and only if Ω is stable. By

Lemma 2.4 there exists a stable two-form ω ∈ Λ2V ∗ such that Ω = ωm−1

(m−1)! . One

can compute that φ(Ω) = φ(ω) and that the dual two-form Ω̂ is equal to ω
m−1 . In

particular, ω ∈ Λ2V ∗ with Ω = ωm−1

(m−1)! is unique.

• Let Ω ∈ Λ2m−2V ∗ be a stable (2m−2)-form on a 2m-dimensional oriented real vector

space and now let m be odd. In this case, we set

φ : Λ2m−2V ∗ → Λ2mV ∗, φ(Ω) :=

∣∣∣∣κ(Ω)m

m!

∣∣∣∣ 1
m−1

.

The map φ is GL+(V )-equivariant, and again φ(Ω) 6= 0 holds if and only if Ω is

stable. For odd m, Lemma 2.4 yields the existence a stable two-form ω ∈ Λ2V ∗

which induces the given orientation and ε ∈ {−1, 1} such that Ω = ε ω
m−1

(m−1)! . One can

compute that φ(Ω) = φ(ω) and that the dual two-form Ω̂ is given by ε ω
m−1 . Hence,

ω ∈ Λ2V ∗ with the property that it induces the given orientation and that there exists

ε ∈ {−1, 1} with Ω = ε ω
m−1

(m−1)! is unique.

2.2 ε-complex structures

In this section, we deal with complex and para-complex structures on 2m-dimensional real

vector spaces. We unify the language as in [SHPhD] and speak of ε-complex structures,

where ε = −1 refers to complex and ε = 1 to para-complex structures. After the basic

de�nitions, we recall the well-known decompositions of the ε-complex k-forms induced by

an ε-complex structure J . Next, we discuss ε-complex volume forms. We show how one

can reconstruct J from such a volume form and that in the case of odd m we only need the

real part of the volume form for the reconstruction of J . Lastly, we consider the particular

case m = 3 and relate our results to the formalism of stable forms introduced in Section

1.3. Throughout this section, we follow closely [SHPhD]. More background on complex

structures and related subjects may be found in any textbook on complex geometry like

[Huy] or [Wells]. For para-complex structures, we refer the reader to [Kr].

We start with the main de�nitions of this section.

De�nition 2.8. Let ε ∈ {−1, 1}.
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• Let V be a 2m-dimensional real vector space. An ε-complex structure on V is an

endomorphism J ∈ End(V ) such that J2 = εidV and such that if ε = 1 we have

dim(V+) = dim(V−) = m for V+ := Eig(J, 1) and V− := Eig(J,−1). A (−1)-complex

structure is a complex structure in the usual sense and a 1-complex structure is also

called a para-complex structure.

• The ε-complex numbers are de�ned as the real unital associative algebra generated by

1 and the symbol iε subject to the relation i2ε = ε · 1 and are denoted by Cε. C−1 = C
are the usual complex numbers and the real unital associative algebra C1 are the para-

complex numbers already mentioned Example 1.15 (d). From time to time, we write i

instead of i−1 and e instead of i1. We have Cε ∼= R⊕Riε as real vector spaces. Thus,
we may write an element z ∈ Cε as z = a+ biε with a, b ∈ R. Re(z) := a is called the

real part of z and Im(z) := b is called the imaginary part of z. Moreover, the map

z 7→ z := a− biε is called the ε-complex conjugation and z the ε-complex conjugate

of z. For ε = −1, · is the usual complex conjugation and z the usual complex

conjugate of z and for ε = 1 we call · also the para-complex conjugation and z the

para-complex conjugate of z. Note that the notation is in accordance with the one

of Section 1.2 if we consider Cε as a composition algebra with the pseudo-Euclidean

metric gε(z, w) := zw.

• If V is a real n-dimensional vector space, then the free Cε-module VCε := V ⊗R Cε
is called the ε-complexi�cation of V . The (−1)-complexi�cation is simply the usual

complexi�cation and the 1-complexi�cation is also called para-complexi�cation. To

simplify the notation, we say that a free C1-module V is a C1-vector space.

Remark 2.9. • C1 contains zero divisors, namely exactly the z ∈ C1\{0} with zz = 0.

• If J is an ε-complex structure on an n-dimensional real vector space V , then n =

2m for some m ∈ N and V is a Cε-vector space via (a + biε) · v := av + bJv for

a, b ∈ R and v ∈ V . Note that for ε = 1, V is, in fact, a C1-vector space since

any real basis v1, . . . , vm of V+ and any real basis w1, . . . , wm of V− give the C1-basis

v1 + w1, . . . , vm + wm of V . Conversely, if W is an m-dimensional Cε-vector space,
then W is a 2m-dimensional real vector space and the multiplication with iε is an

ε-complex structure on W . In this sense ε-complex structures on even-dimensional

real vector spaces are the same as �nite-dimensional Cε-vector spaces. Moreover, all

C1-modules which are �nite-dimensional real vector spaces are free.

The following example is the main example of an ε-complex structure. We will use it

as a model tensor in the following.
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Example 2.10. An ε-complex structure on R2m is given by

Jε :=

m∑
i=1

(
e2i ⊗ e2i−1 + εe2i−1 ⊗ e2i

)
(2.3)

We use these tensors as model tensors to identify ε-complex structures with GL(2m,R)Jε-

structures.

For the use as a model tensor, we have to determine the stabiliser group of Jε.

De�nition 2.11. The ε-complex general linear group GL(m,Cε) ⊆ GL(2m,R) is de-

�ned as the stabiliser of Jε ∈ End
(
R2m

)
. For ε = −1 it is given by the usual complex

general linear group GL(m,C) embedded as a subgroup of GL(2m,R). With respect to

the ordered basis (e1, e3, . . . , e2m−1, e2, . . . , e2m) of R2m, GL(m,C) is given by the sub-

group

{(
A B

−B A

)∣∣∣∣∣A+ iB ∈ GL(m,C)

}
of GL(2m,R). For ε = 1, GL(m,C1) is also

called the para-complex general linear group and is given by GL(m,C1) = GL
((

R2m
)

+

)
×

GL
((

R2m
)
−

)
∼= GL(m,R) × GL(m,R) with

(
R2m

)
+

:= Eig(J1, 1) and
(
R2m

)
− :=

Eig(J1,−1).

The splitting of the ε-complexi�cation VCε into the eigenspaces of the Cε-linear ex-

tension of an ε-complex structure J ∈ End(V ) gives us corresponding splittings of the

ε-complex k-forms.

De�nition 2.12. Let (V, J) be a 2m-dimensional vector space V with an ε-complex struc-

ture J . We consider the ε-complexi�cation VCε and the Cε-linear extension JCε ∈ End(VCε)

of J , which is de�ned for v1 + iεv2 ∈ VCε, v1, v2 ∈ V , by

JCε(v1 + iεv2) := J(v1) + iεJ(v2).

We set V 1,0 := Eig(JCε , iε) ⊆ VCε and V 0,1 := Eig(JCε ,−iε) ⊆ VCε and observe that

VCε = V 1,0⊕V 0,1 as Cε-vector spaces, V 1,0 = {w = v+εiεJv ∈ VCε |v ∈ V } and V 0,1 = V 1,0.

We have a natural Cε-isomorphism (VCε)
∗ = (V ∗)Cε. Using this isomorphism, we

simply write V ∗Cε and get the decomposition V ∗Cε = (V ∗)1,0 ⊕ (V ∗)0,1 with (V ∗)1,0 :=

Eig(J∗Cε , iε) = (V 0,1)
0
and (V ∗)0,1 := Eig(J∗Cε ,−iε) = (V 1,0)

0
. More explicitly, the two

spaces are given by

(V ∗)1,0 = {α+ εiεJ
∗α|α ∈ V ∗} , (V ∗)0,1 = {α− εiεJ∗α|α ∈ V ∗} = (V ∗)1,0.

For p, q ∈ N0 we set

Λp,qV ∗ := Λp (V ∗)1,0 ∧ Λq (V ∗)0,1 ⊆ Λp+qV ∗Cε (2.4)
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and call the elements in Λp,qV ∗ (p, q)-forms or forms of type (p, q). We have Λp,qV ∗ =

Λq,pV ∗ and ΛkV ∗C =
∑k

p=0 Λp,k−pV ∗. For p 6= q, we set

[[Λp,qV ∗]] := ΛkV ∗ ∩ (Λp,qV ∗ ⊕ Λq,pV ∗) (2.5)

and call the elements in [[Λp,qV ∗]] real forms of type (p, q) and (q, p). Moreover, we set

[Λp,pV ∗] := ΛkV ∗ ∩ Λp,pV ∗ (2.6)

and call the elements in [Λp,pV ∗] real forms of type (p, p). Note that we have [[Λp,qV ∗]]⊗
Cε = Λp,qV ∗ ⊕ Λq,pV ∗, [Λp,pV ∗]⊗ Cε = Λp,pV ∗,

[[Λp,qV ∗]] = {α+ α|α ∈ Λp,qV ∗} , [Λp,pV ∗] = {α+ α|α ∈ Λp,pV ∗} (2.7)

and

Λ2lV ∗ =

l−1⊕
p=0

[[Λp,2l−pV ∗]]⊕ [Λl,lV ∗], Λ2l+1V ∗ =
l⊕

p=0

[[Λp,2l+1−pV ∗]]. (2.8)

Remark 2.13. • In the para-complex case there is the natural decomposition V = V+⊕
V− and the corresponding decomposition V ∗ := (V ∗)+ ⊕ (V ∗)−. Then [[Λp,qV ∗]] =

Λp (V ∗)+ ∧ Λq (V ∗)− ⊕ Λq (V ∗)+ ∧ Λq (V ∗)− and [Λp,pV ∗] = Λp (V ∗)+ ∧ Λp (V ∗)−.

• Although Eig(JC1 , λ) is a well-de�ned C1-submodule of VC1 for all λ ∈ C1, an element

in VC1 may have more than one eigenvalue with respect to JC1. E.g. if v ∈ V+, then

v + ev ∈ VC1 has both eigenvalue e = i1 and 1 with respect to JC1, which stems

from the fact that v + ev is linearly dependent in the C1-vector space VC1 and that

e− 1 ∈ C1 is a null-vector.

As remarked in Section 1.1, volume forms are nothing but SL(n,R)-structures. A nat-

ural question to ask is what kind of tensors are related to SL(m,C)-structures, SL(m,C) ⊆
GL(2m,R), and what are the corresponding objects in the para-complex case.

De�nition 2.14. Let V be a 2m-dimensional real vector space and J be an ε-complex

structure on V . An ε-complex m-form Ψ ∈ ΛmVCε is called non-degenerate if Ψ ∧Ψ 6= 0.

An ε-complex (m, 0)-form Ψ is called ε-complex volume form if Ψ is non-degenerate. Note

that each non-zero complex m-form is non-degenerate.

The basic example of an ε-complex volume form which we will use as a model tensor

is the following.

Example 2.15. An ε-complex volume form on (R2m, Jε) is given by

Ψε :=
(
e1 + εiεe

2
)
∧ . . . ∧

(
e2m−1 + εiεe

2m
)

(2.9)
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Remark 2.16. Note that in the para-complex case there are degenerate para-complex

(m, 0)-forms. An example is given by (1 + e)Ψ1 on R2m, Ψ1 as in Equation (2.9). Note

further that by induction on m one may show that for all m ∈ N the identity

Ψ1 =
(
f1...m + fm+1...2m

)
+ e

(
f1...m − fm+1...2m

)
is true, where f i := e2i−1+e2i

m√2
and fm+i := e2i−1−e2i

m√2
for i = 1, . . .m. Moreover, (Rm)∗+ =

span(f1, . . . , fm) and (Rm)∗− = span(fm+1, . . . , f2m).

De�nition 2.17. The ε-complex special linear group SL(m,Cε) is de�ned as GL(2m,R)Ψε

with the ε-complex volume form Ψε on R2m de�ned in Equation (2.9). Here, GL(2m,R)

acts on (R2m)Cε
∼= R2m ⊕ iεR2m in the natural way on each of the summands R2m

and iεR2m. So GL(2m,R)Ψε = GL(2m,R)Re(Ψε) ∩ GL(2m,R)Im(Ψε) by de�nition. Ob-

viously, SL(m,C−1) = SL(m,C) ⊆ GL(2m,R) and from Remark 2.16 we get SL(m,C1) =

SL
((

R2m
)

+

)
× SL

((
R2m

)
−

)
∼= SL(m,R)× SL(m,R).

If an ε-complex m-form Ψ ∈ ΛmV ∗Cε is an ε-complex volume form with respect to an

ε-complex structure J on V , then Ψ has model tensor Ψε. Conversely, suppose that we do

not have an ε-complex structure J but we have an ε-complex m-form Ψ ∈ ΛmV ∗Cε such that

u∗CεΨ = Ψε for some real isomorphism u : R2m → V . The inclusion SL(m,Cε) ⊆ GL(m,Cε)
implies that Ψ induces an ε-complex structure J such that Ψ is an ε-complex volume form

with respect to this structure. We also call Ψ ∈ ΛmV ∗Cε with model tensor Ψε an ε-complex

volume form. Since SL(m,Cε) ⊆ SL(2m,R), Ψ also induces a real volume form. The

following lemma gives a concrete description of these constructions.

Proposition 2.18. Let V be a 2m-dimensional real vector space and m ≥ 2. Then

φ : ΛmV ∗Cε → Λ2mV ∗, φ(Ψ) :=


1
4Ψ ∧Ψ, if m is even,

1
4iε

Ψ ∧Ψ, if m is odd.

maps the ε-complex volume forms Ψ ∈ ΛmV ∗Cε to real volume forms on V . Moreover, any

ε-complex volume form Ψ ∈ ΛmV ∗Cε induces a unique ε-complex structure J such that Ψ is

an ε-complex volume form in the sense of De�nition 2.14 with respect to J . If we denote by

κ : Λ2m−1V ∗ → V ⊗Λ2mV ∗ the natural GL(V )-module isomorphism given by κ(ψ) := w⊗ν
for ψ ∈ Λ2m−1V ∗ and w ∈ V and ν ∈ Λ2mV ∗ with wy ν = ψ, J is de�ned by

J(v)Φ(Ψ) =

κ
(
vyRe(Ψ) ∧ Im(Ψ)

)
if m is even,

κ
(
vyRe(Ψ) ∧ Re(Ψ)

)
if m is odd,

(2.10)

for v ∈ V .

Proof. For the proof one may consult, e.g., [SHPhD, Proposition 1.4].
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If m ≥ 3 is odd, we show below in Proposition 2.21 that on an oriented vector space

we may recover the complex structure J from the real part of an ε-complex volume form.

To understand the construction abstractly on the level of enlargements of G-structures, we

have to compute the stabiliser in GL+(2m,R) of Re(Ψε). We do this for arbitrary m ≥ 3.

Lemma 2.19. Let m ≥ 3, Ψε ∈ ΛmC2m be the ε-complex m-form de�ned in Equation

(2.9) and A := diag(1,−1, 1,−1, . . . , 1,−1), B := diag(−I2, I2m−2)A ∈ GL(2m,R). Then:

GL(2m,R)Re(Ψε) = SL(m,Cε) o {A, I2m}, GL(2m,R)Im(Ψε) = SL(m,Cε) o {B, I2m} .

Proof. For the proof note that SL(m,Cε) = GL(2m,R)Re(Ψε) ∩GL(2m,R)Im(Ψε).

We only show GL(2m,R)Re(Ψε) = SL(m,Cε) o {A, I2m}. The computation of the

stabiliser of Im(Ψε) is completely analogous. First, let ε = −1. Let g ∈ GL(2m,R)Re(Ψ−1).

The identity Re(Ψ−1) = Ψ−1

2 + Ψ−1

2 = g∗Ψ−1

2 + g∗Ψ−1

2 is true. Now Ψ−1

2 , g
∗Ψ−1

2 , Ψ−1

2 and
g∗Ψ−1

2 are all decomposable as complex m-forms, Ψ−1

2 ∧
Ψ−1

2 6= 0 and g∗Ψ−1

2 ∧ g∗Ψ−1

2 6= 0.

Since m ≥ 3, [BuGl, Theorem 4.4] states that g∗Ψ−1 = Ψ−1, g∗Ψ−1 = g∗Ψ−1 or g∗Ψ−1 =

Ψ−1, g∗Ψ−1 = Ψ−1. Since A∗Ψ−1 = Ψ−1, A∗Ψ−1 = Ψ−1, the assertion follows. Next,

let ε = 1 and g ∈ GL(2m,R)Re(Ψ1). By Remark 2.16, there is a basis f1, . . . , f2m of V ∗

such that Re(Ψ1) = f1...m + fm+1...2m. Again [BuGl, Theorem 4.4] shows that due to

m ≥ 3, g∗ either stabilises both f1 ∧ . . . ∧ fm and fm+1 ∧ . . . ∧ f2m or it interchanges the

two decomposable forms. Moreover, if it stabilises both, it also stabilises Ψ1. Hence, the

statement follows from the fact that A∗ interchanges f1∧ . . .∧fm and fm+1∧ . . .∧f2m.

Letm = 2l−1 ≥ 3 be odd. Then A, B ∈ GL(2m,R) as in Lemma 2.19 has determinant

−1 and so GL+(2m,R)Re(Ψε) = GL+(2m,R)Im(Ψε) = SL(m,Cε). This motivates us to call

an m-form ρ ∈ ΛmV ∗ on a 2m-dimensional oriented real vector space V with model

tensor Re(Ψε) or Im(Ψε) an ε-complex volume form if m = 2l − 1 ≥ 3. By enlarging

the corresponding SL(m,Cε)-structure, such a ρ induces an ε-complex structure Jρ, a real

volume form φ(ρ) on V and an ε-complex volume form Ψ with respect to Jρ such that

Re(Ψ) = ρ or Im(Ψ) = ρ, respectively. The construction of Jρ is as follows.

De�nition 2.20. Let m = 2l−1 be odd and ρ ∈ ΛmV ∗ be an m-form on a 2m-dimensional

oriented real vector space V . We de�ne Kρ : V → V ⊗ Λ2mV ∗ by

Kρ(v) := κ((vy ρ) ∧ ρ),

where κ : Λ2m−1V ∗ → V ⊗ Λ2mV ∗ is the natural isomorphism whose inverse is given by

κ−1(v ⊗ ν) = vy ν for v ∈ V and ν ∈ Λ2mV ∗. Note that (Kρ ⊗ idΛ2mV ∗) ◦ Kρ : V →
V ⊗ (Λ2mV ∗)⊗2. Thus, we have

λ(ρ) :=
1

2m
tr ((Kρ ⊗ idΛ2mV ∗) ◦Kρ) ∈ (Λ2mV ∗)⊗2. (2.11)
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We de�ne the map φ : ΛmV ∗ → Λ2mV ∗ by

φ(ρ) :=
√
|λ(ρ)| ∈ Λ2mV ∗. (2.12)

If φ(ρ) 6= 0, we de�ne Jρ : V → V via

Jρφ(ρ) = Kρ. (2.13)

For m = 2l − 1 odd, one sees that J∗ε Ψε = iεε
l−1Ψε implies J∗ε Re(Ψε) = εlIm(Ψε) and

J∗ε Im(Ψε) = εl−1Re(Ψε). Thus,
(
εl−1Jε

)∗
Im(Ψε) = ε−2(l−1)2Re(Ψε) = Re(Ψε). Hence, if

an m-form ρ ∈ ΛmV ∗ on a 2m-dimensional real vector space V has model tensor Im(Ψε)

it also has model tensor Re(Ψε). This is why we restrict ourselves to the model tensor

Re(Ψε) in the following proposition.

Proposition 2.21. Let V be a 2m-dimensional oriented real vector space and m = 2l−1 ≥
3 be odd. The map φ : ΛmV ∗ → Λ2mV ∗ de�ned in Equation (2.12) is GL+(V )-equivariant.

Assume that ρ ∈ ΛmV ∗ has model tensor Re(Ψε). Then φ(ρ) 6= 0, Jρ as de�ned in Equation

(2.13) is an ε-complex structure on V and

Ψ := ρ+ iεε
lJ∗ρρ ∈ ΛmV ∗Cε (2.14)

is an ε-complex volume form with respect to Jρ with Re(Ψ) = ρ and φ(Ψ) = φ(ρ). Fur-

thermore, ελ(ρ) > 0 for λ : ΛmV ∗ →
(
Λ2mV ∗

)⊗2
de�ned in Equation (2.11). Moreover,

Ψ is the unique ε-complex structure Ψ̃ ∈ ΛmV ∗Cε such that Re
(

Ψ̃
)

= ρ and such that the

orientation induced by Ψ̃ is the given one. Furthermore, we have

φ(ρ) =
εl

2
J∗ρρ ∧ ρ (2.15)

and

J∗ρα(v)φ(ρ) = α ∧ (vy ρ) ∧ ρ (2.16)

for all α ∈ V ∗.

Proof. The GL+(V )-equivariance of φ is obvious. Let ρ ∈ ΛmV ∗ have model tensor Re(Ψε).

If u : Rn → V is such that u∗ρ = Re(Ψε), then Ψ :=
(
u−1
Cε
)∗

Ψε ∈ ΛmVCε is an ε-

complex volume form with Re(Ψ) = ρ. By choosing Re(Ψε) − iεIm(Ψε) instead of Ψε =

Re(Ψε)+iεIm(Ψε), we may assume that Ψ induces the same orientation as ρ. Note therefore

that φ(Ψ) = 1
2 Im(Ψ) ∧ Re(Ψ). By Proposition 2.18 we have JΨφ(Ψ) = Kρ, where JΨ is

the ε-complex structure induced by Ψ. Since J2
Ψ = εidV , we get λ(ρ) = εφ(Ψ)2. Thus,

ελ(ρ) = φ(Ψ)2 > 0 and φ(ρ) = φ(Ψ) 6= 0. Hence, Jρ = JΨ and Jρ is an ε-complex

structure. Since Ψ is an (m, 0)-form with respect to JΨ = Jρ, the calculations directly

above Proposition 2.21 show Im(Ψ) = εlJ∗ρρ and so φ(ρ) = φ(Ψ) = εl

2 J
∗
ρρ∧ρ. Since Im(Ψ)

is determined by ρ, Ψ is unique. Moreover, using Equation (2.13), we may calculate(
J∗ρα

)
(v)φ(ρ) = Jρ(v)yα ∧ φ(ρ) = α ∧ Jρ(v)yφ(ρ) = α ∧ κ−1(Kρ(v)) = α ∧ (vy ρ) ∧ ρ

for all α ∈ V ∗.
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We take a closer look at the case m = 3.

Proposition 2.22. (a) Let V be a six-dimensional oriented real vector space. Then

φ(ρ) 6= 0 if and only if ρ ∈ Λ3V ∗ is stable. This is the case if and only if ρ is an

ε-complex volume form for some ε ∈ {−1, 1}. Moreover, if ρ is stable, then the dual

three-form ρ̂ is given by J∗ρρ.

(b) The concrete values of Kρ, λ(ρ) and, if it is well-de�ned, of Jρ for the three-forms ρ

on R6 in Table 1.1 for the standard orientation of R6 are given in the following table:

Table 2.1: Invariants for three-forms in six dimensions

ρ Kρ λ(ρ) Jρ

Q1 0 0 -

Q2 0 0 -

Q3 −2e1 ⊗ e6 ⊗ e123456 0 -

ρ0 2
(
e1 ⊗ e4 + e2 ⊗ e5 + e3 ⊗ e6

)
⊗ e123456 0 -

ρ1 2J1 ⊗ e123456 4
(
e123456

)⊗2
J1

ρ−1 2J−1 ⊗ e123456 −4
(
e123456

)⊗2
J−1

Proof. Let V be a 6-dimensional oriented real vector space and ρ ∈ Λ3V ∗. Due to Propo-

sition 1.45, ρ is equivalent to exactly one of the forms in Table 2.1 and ρ is an ε-complex

structure if and only if it is equivalent to ρε in Table 2.1 and so by Theorem 1.35 if and

only if it is stable. Hence, �φ(ρ) 6= 0 if and only if ρ is stable� follows directly from (b) and

(b) is a straightforward computation. For a proof that the dual three-form ρ̂ of a stable

three-form ρ ∈ Λ3V ∗ is equal to J∗ρρ we refer to [CLSS].

2.3 (Special) ε-Hermitian structures

In this section, we consider (special) ε-Hermitian structures on 2m-dimensional real vector

spaces. Special ε-Hermitian structures are ε-Hermitian structures together with an ε-

complex volume form of certain length. We recall the exact de�nitions and some basic

facts of these structures. Using the results of Section 2.2, we show how one can reconstruct

a special ε-Hermitian structure via a pair of a non-degenerate two-form ω and an ε-complex

volume form Ψ ful�lling certain compatibility conditions. For odd m we prove that for the

reconstruction we only need ω and Re(Ψ). Finally, we look at the casem = 3 and show that

then a special ε-Hermitian structure can be recovered from a pair (ω, ρ) ∈ Λ2V ∗ × Λ3V ∗

of stable forms on V with ω ∧ ρ = 0. Again, we closely follow [SHPhD].

We start with ε-Hermitian structures.

De�nition 2.23. Let V be a real 2m-dimensional vector space. An ε-Hermitian structure
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(g, J) consists of a pseudo-Euclidean metric g on V and an ε-complex structure J such

that J∗g = −εg. The fundamental two-form ω ∈ Λ2V ∗ (associated to (g, J)) is de�ned by

ω(v, w) := g(v, Jw). A 1-Hermitian structure is also called para-Hermitian structure, a

(−1)-Hermitian structure is called pseudo-Hermitian structure or Hermitian structure in

case g is positive de�nite.

Remark 2.24. • J∗g = −εg implies that the fundamental two-form ω(·, ·) = g(·, J ·)
is, in fact, a two-form, which is non-degenerate since g is non-degenerate.

• If V is a real 2m-dimensional vector space and g is a pseudo-Euclidean metric, then a

complex structure J such that (g, J) is a pseudo-Hermitian structure is the same as a

one-fold cross product on (V, g). In particular, the signature of g is then (2p, 2m−2p)

for some p ∈ {0, . . . ,m} by Example 1.12 (c).

• If (g, J) is a para-Hermitian structure on the real 2m-dimensional vector space V ,

then g(Jv, Jv) = −g(v, v) for all v ∈ V . Hence, g has necessarily signature (m,m).

The following examples of ε-Hermitian structures on R2m will be used as model tensors.

Example 2.25. For p ∈ {0, . . . ,m}, (〈·, ·〉2p,2m−2p, J−1) is a pseudo-Hermitian struc-

ture on R2m, whereas (〈·, ·〉split, J1) is a para-Hermitian structure on R2m. Here, Jε ∈
End

(
R2m

)
, ε ∈ {−1, 1}, is de�ned by Equation (2.3) and 〈·, ·〉2p,2m−2p =

∑2p
i=1 e

i ⊗ ei −∑2m
j=2p+1 e

j⊗ej ∈ S2
(
R2m

)∗
, 〈·, ·〉split =

∑2m
i=1(−1)iei⊗ei ∈ S2

(
R2m

)∗
by our conventions.

The fundamental two-form is given by ωp,m−p =
∑p

i=1 e
2i−1 ∧ e2i −

∑m
j=p+1 e

2j−1 ∧ e2j or

ω0 = ωm,0 =
∑m

i=1 e
2i−1 ∧ e2i, respectively.

Remark 2.26. • The common stabiliser of (〈·, ·〉2p,2m−2p, J−1) is U(p,m−p) ⊆ GL(m,

C) ⊆ GL(2m,R). To compute the common stabiliser of (〈·, ·〉split, J1), note that both(
R2m

)
+
and

(
R2m

)
− are isotropic with respect to 〈·, ·〉split. Thus, 〈·, ·〉split induces a

non-degenerate bilinear pairing of
(
R2m

)
+
and

(
R2m

)
−. For g ∈ End

((
R2m

)
+

)
we

denote by gt ∈ End
((

R2m
)
−

)
the transpose with respect to the mentioned pairing.

Then the common stabiliser of (〈·, ·〉split, J1) is given by{
f ∈ GL(2m,R)

∣∣∣f |(R2m)+
= f1, f |(R2m)−

= f−t1 , f1 ∈ GL
((

R2m
)

+

)}
∼= GL(m,R).

We call this group the para-unitary group. To unify the treatment, we set U−1(p,m−
p) := U(p,m − p) and denote, for arbitrary p ∈ {0, . . . ,m}, the para-unitary group

by U1(p,m− p).

• Every pseudo-Hermitian structure (g, J) on a 2m-dimensional real vector space has

the pair (〈·, ·〉2p,2m−2p, J−1) for some p ∈ {0, . . . ,m} as model tensors and every

para-Hermitian structure (g, J) has the pair (〈·, ·〉split, J1) as model tensors. Hence,

35



2.3. (SPECIAL) ε-HERMITIAN STRUCTURES 36

U ε(p,m− p)-structures are nothing but ε-Hermitian structures such that for ε = −1

the pseudo-Euclidean metric g has signature (2p, 2m− 2p).

• A pair (ω, J) ∈ Λ2V ∗ × End(V ) of a non-degenerate two-form ω and an ε-complex

structure J with J∗ω = −εω de�nes a pseudo-Euclidean metric on V by g(v, w) :=

−ε ω(Jv,w) for v, w ∈ V . The pair (g, J) is then an ε-Hermitian structure on V . The

construction re�ects the fact that U(p,m−p) is the common stabiliser of (ωp,m−p, J−1)

and U1(p,m− p) is the common stabiliser of (ω0, J1).

• We may also construct an ε-Hermitian structure (g, J) via a pair (g, ω) ∈ S2V ∗ ×
Λ2V ∗ consisting of a pseudo-Euclidean metric g and a non-degenerate two-form ω

such that the endomorphism J ∈ End(V ), uniquely de�ned by g(·, J ·) = ω(·, ·), is an
ε-complex structure on V . This re�ects the fact that U(p,m− p) is also the common

stabiliser of (〈·, ·〉2p,2m−2p, ωp,m−p) and U1(p,m− p) is the one of (〈·, ·〉split, ω0).

The following formula plays a crucial role to get obstructions to the existence of a

half-�at SU(3)-structure, as will be discussed in Chapter 6.

Lemma 2.27. Let V be a 2m-dimensional real vector space and (g, J) be an ε-Hermitian

structure on V with fundamental two-form ω. Then the identity

α ∧ J∗β ∧ ωm−1 =
1

m
g(α, β)ωm (2.17)

is true for all α, β ∈ V ∗.

Proof. We only have to do the calculation for the corresponding model tensors on R2m and

for α, β ∈
{
e1, . . . , e2m

}
, which is a straightforward task.

Now, we come to special ε-Hermitian structures.

De�nition 2.28. A special ε-Hermitian structure (g, J,Ψ) on a 2m-dimensional real vector

space V consists of an ε-Hermitian structure (g, J) and an ε-complex volume form Ψ for J

such that gC(Ψ,Ψ) = (−1)m−p2m for ε = −1 and g having signature (2p, 2m−2p) and such

that gC1(Ψ,Ψ) = 2m for ε = 1. Here, gCε denotes the ε-complex sesquilinear extension

of g, i.e. gCε(ψ1 ⊗ z1, ψ2 ⊗ z2) := z1z2g(ψ1, ψ2) for ψ1, ψ2 ∈ ΛmV ∗, z1, z2 ∈ Cε. For

ε = −1, we also call (g, J,Ψ) a special pseudo-Hermitian structure and for ε = 1 we say

that (g, J,Ψ) is a special para-Hermitian structure.

Remark 2.29. Note that in the literature there is often a slightly di�erent de�nition of a

special ε-Hermitian structure in the sense that the condition on the norm of Ψ is dropped.

Then a special ε-Hermitian structure in our sense is called normalised.

We use the following standard examples of special ε-Hermitian structures on R2m as

model tensors for the corresponding G-structures.
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Example 2.30. A special pseudo-Hermitian structure on R2m of signature (2p, 2m− 2p)

is given by (〈·, ·〉2p,2m−2p, J−1,Ψ−1) and a special para-Hermitian structure on R2m is given

by (〈·, ·〉split, J1,Ψ1). Here, Ψε, ε ∈ {−1, 1}, is the model ε-complex volume form on R2m

given in Equation (2.9) and the other two tensors in each triple form the model pseudo-

and para-Hermitian structures given in Example 2.25.

Lemma 2.31. Let V be a real 2m-dimensional vector space. A triple (g, J,Ψ) ∈ S2V ∗ ×
End(V ) × ΛmV ∗Cε is a special ε-Hermitian structure if and only if (g, J,Ψ) has one of the

triples in Example 2.30 as model tensors. Moreover, if (g, J) is an ε-Hermitian structure

on V and Ψ ∈ Λ(m,0)V ∗ an ε-complex volume form with respect to J , then (g, J,Ψ) is a

special ε-Hermitian structure if and only if

φ(Ψ) =

(−1)m−p2m−2φ(ω) if ε = −1 and sign(g) = (2p, 2m− 2p),

(−1)l2m−2φ(ω) if ε = 1 and m = 2l − 1, 2l.
(2.18)

Here, ω is the fundamental two-form associated to (g, J).

Proof. Remark 2.26 gave us model tensors for ε-Hermitian structures. Since Λ(m,0)V ∗

is one-dimensional, one may check that the condition on the ε-complex norm of Ψ in

the de�nition of a special ε-Hermitian structure exactly means that special ε-Hermitian

structures are those which have model tensors as in Example 2.30. Hence, we only have

to check Equation (2.18) for the model tensors, which is a straightforward task.

De�nition 2.32. The special ε-unitary group SUε(p,m − p) is for ε = −1 the stabiliser

of (〈·, ·〉2p,2m−2p, J−1,Ψ−1) and for ε = 1 and all p ∈ {0, . . . ,m} it is the stabiliser of

(〈·, ·〉split, J1,Ψ1). SU−1(p,m− p) is equal to the usual special unitary group SU(p,m− p)
and

SU1(p,m− p) =
{
f ∈ GL(2m,R)

∣∣∣f |(R2m)+
= f1, f |(R2m)−

= f−t1 , f1 ∈ SL
((

R2m
)

+

)}
∼= SL(m,R),

where the transpose is with respect to the non-degenerate bilinear pairing between
(
R2m

)
+

and
(
R2m

)
− induced by 〈·, ·〉split. By Lemma 2.31, special ε-Hermitian structures are noth-

ing but SUε(p,m − p)-structures if we use the just mentioned tensors on R2m as model

tensors. Hence, we will use the terms SUε(p,m − p)-structure and ε-Hermitian structure

interchangeably in the following. Moreover, we will also speak of an SL(m,R)-structure

instead of a SU1(p,m− p)-structure.

If (g, J,Ψ) is a special ε-Hermitian structure, then Proposition 2.18 tells us that we

may reconstruct J from Ψ. Hence, Remark 2.26 implies that (g, J,Ψ) can be reconstructed

from (ω,Ψ), ω being the fundamental two-form. If m is odd, Proposition 2.21 shows that

we can do better and only need to know (ω,Re(Ψ)). If we start abstractly with a pair
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(ω,Ψ) ∈ Λ2V ∗ × ΛmV ∗Cε , ω non-degenerate and Ψ an ε-complex volume form, then the

induced J has to ful�l J∗ω = −εω. In Proposition 2.33, we show that this condition is

equivalent to ω ∧ Ψ = 0 and the analogue statement is true for the reconstruction in the

case of odd m. For odd m, we restrict ourselves to pseudo-Hermitian structures (g, J,Ψ) of

signature (2m− 4k, 4k), k ∈ N. Note that then
(
−g, J,Ψ

)
is a pseudo-Hermitian structure

of signature (4k, 2m− 4k) and we get all missing cases via this assignment.

Proposition 2.33. Let V be a 2m-dimensional real vector space.

(a) Let (ω,Ψ) ∈ Λ2V ∗ × ΛmV ∗Cε be a pair of a non-degenerate two-form ω and an ε-

complex volume form Ψ such that ω ∧Ψ = 0 and such that Equation (2.18) is true.

Then there is a unique special ε-Hermitian structure (g, J,Ψ) such that ω is the

associated fundamental two-form, where J is de�ned by Equation (2.10) and g :=

−εω(J ·, ·). Moreover, all special ε-Hermitian structures arise that way. Furthermore,

if z ∈ Cε with zz = 1, then (ω, zΨ) induces the same ε-Hermitian structure as (ω,Ψ).

(b) Let m ≥ 3 be odd and (ω, ρ) ∈ Λ2V ∗×ΛmV ∗ be a pair of a non-degenerate two-form

ω and an ε-complex volume form ρ ∈ ΛmV ∗ such that

ω ∧ ρ = 0, φ(ρ) = 2m−2φ(ω), (2.19)

where we orient V via φ(ω) if ε = −1 and via (−1)lφ(ω) if ε = 1 andm = 2l−1. Then

there exists a unique special ε-Hermitian structure (g, Jρ,Ψ) such that Re(Ψ) = ρ,

such that Ψ induces the given orientation and such that ω is the associated fundamen-

tal two-form. Moreover, if ε = −1, then the signature of g is equal to (2m−4k, 4k) for

some k ∈ N. The ε-complex structure Jρ is de�ned by Equation (2.16), g := −εω(J ·, ·)
and Ψ is de�ned by Equation (2.14). Moreover, all special ε-Hermitian structures with

the additional signature assumption for ε = −1 arise this way.

(c) Let m ≥ 3 be odd, (ω, ρ) ∈ Λ2V ∗ × ΛmV ∗ as in (b) and α ∈ R. If ε = −1, then

(ω, cos(α)ρ + sin(α)J∗ρρ) induces the same pseudo-Hermitian structure as (ω, ρ). If

ε = 1, then (ω, cosh(α)ρ+sinh(α)J∗ρρ) induces the same para-Hermitian structure as

(ω, ρ).

Proof. (a) For the �rst part of the statement, the argument directly above Proposition

2.33 shows that we only have to check that J∗ω = −εω for the ε-complex structure

J induced by Ψ is equivalent to ω ∧ Ψ = 0. However, the decomposition Λ2V ∗ =

[[Λ2,0V ∗]]⊕ [Λ1,1V ∗] given in (2.8) shows that J∗ω = −εω exactly when ω ∈ [Λ1,1V ∗].

Moreover, Ψ is a (m, 0)-form with respect to J and so ω ∧ Ψ = 0 if and only if the

(0, 2)-part of ω vanishes which, by Equation (2.8), implies that the (0, 2)-part of

ω also vanishes. Hence, ω ∧ Ψ = 0 if and only if ω ∈ [Λ1,1V ∗] and the �rst part
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follows. For the second part note that for z ∈ Cε with zz = 1 we get φ(zΨ) = φ(Ψ)

and so Equation (2.18) is ful�lled for (ω, zΨ). The identity vyΨ ∧ Ψ = 0 implies

vy Im(Ψ)∧Re(Ψ) = −vyRe(Ψ)∧Im(Ψ) and vy Im(Ψ)∧Im(Ψ) = −ε vyRe(Ψ)∧Re(Ψ)

for all v ∈ V . Using these formulas, Equation (2.10) yields that zΨ induces the same

ε-complex structure as Ψ. Thus, (ω, zΨ) induces the same ε-Hermitian structure as

(ω,Ψ).

(b) Let (ω, ρ) ∈ Λ2V ∗ × ΛmV ∗ as in the statement. By Equation (2.14), the ε-complex

structure Ψ induced by ρ is given by Ψ = ρ + iεε
lJ∗ρρ and it ful�ls φ(Ψ) = φ(ρ) by

Proposition 2.21. Using the validity of the assertion in (a), we only have to check

ω∧J∗ρρ = 0. Therefore, note that we have the identity (α+iεεJ
∗
ρα)∧(ρ+iεε

lJ∗ρρ) = 0

for all α ∈ V ∗ since (α+ iεεJ
∗
ρα) is a (1, 0)-form. Taking the imaginary part of this

identity, we have J∗ρα ∧ ρ = −εl+1α ∧ J∗ρρ and so

0 = J∗ρα ∧ ρ ∧ ω = −εl+1α ∧ J∗ρρ ∧ ω

for all α ∈ V ∗. Thus, ω ∧ J∗ρρ = 0.

(c) Follows directly from (a) and (b).

We also call a pair (ω,Ψ) ∈ Λ2V ∗ × ΛmV ∗Cε as in Proposition 2.33 (a) a special ε-

Hermitian structure or an SUε(p,m−p)-structure and if ε = 1 we also speak of an SL(m,R)-

structure. Similarly, a pair (ω, ρ) ∈ Λ2V ∗ × ΛmV ∗ as in Proposition 2.33 (b) is called a

special ε-Hermitian structure or an SUε(p,m− p)-structure and if ε = 1 we also call (ω, ρ)

an SL(m,R)-structure.

We end the section by looking at the case m = 3. Then ε-complex volume forms

ρ ∈ Λ3V ∗ are exactly the stable forms by Proposition 2.22 and are characterised by the

condition ελ(ρ) > 0.

Corollary 2.34. Let V be a six-dimensional real vector space and let ε ∈ {−1, 1} be given.
Then a pair (ω, ρ) is an SUε(p, 3 − p)-structure for some p ∈ {1, 3} if and only if both ω

and ρ are stable, ελ(ρ) > 0, ω ∧ ρ = 0 and φ(ρ) = 2φ(ω), where we use the orientation

induced by ω to compute φ(ρ).

2.4 Gε
2-structures

In this section, we consider Gε
2-structures and (G2)C-structures on vector spaces. Recall

that G1
2 = G∗2 and G−1

2 = G2, cf. De�nition 1.19. We discuss well-known basic properties

of these structures and refer to, e.g., [Br1], [J3] and [CLSS] for more background. Moreover,

we also prove some results which are, to the best of the author's knowledge, not written
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down explicitly in the literature. All of these results are easy to obtain but turn out to

be very useful for both getting obstructions to and proving the existence of cocalibrated

Gε
2-structures and cocalibrated (G2)C-structures on Lie algebras in the Chapters 4 and 5.

By Lemma 1.5, Gε
2-structures on a real seven-dimensional vector space V may equiva-

lently be described as tensors T ∈ T r,sV having model tensor S ∈ T r,sR7, with a tensor S

whose stabiliser in GL(7,R) is equal to Gε
2. In Proposition 1.24 we identi�ed such a tensor

S, namely the three-form ϕε ∈ Λ3
(
R7
)∗ de�ned in Equation (1.4). Moreover, Proposition

1.24 tells us that the stabiliser in SL(7,C) of the complex three-form ϕC ∈ Λ3
(
C7
)∗ is

equal to (G2)C. These remarks lead to the following de�nitions.

De�nition 2.35. • Let V be a seven-dimensional real vector space. A three-form ϕ ∈
Λ3V ∗ is called Gε

2-structure for some ε ∈ {−1, 1} if ϕ has the model tensor ϕε ∈
Λ3
(
R7
)∗

de�ned in Equation (1.4), i.e. if there exists an ordered basis (f1, . . . , f7)

of V such that in the dual ordered basis
(
f1, . . . , f7

)
we have

ϕ = f123 − ε
(
f145 + f167 + f246 − f257 − f347 − f356

)
. (2.20)

• Let W be a seven-dimensional complex vector space. A pair (ϕ, vol) ∈ Λ3W ∗×Λ7W ∗

is called (G2)C-structure if (ϕ, vol) is commonly equivalent to (ϕC , vol0) ∈ Λ3
(
C7
)∗×

Λ7
(
C7
)∗

with ϕC de�ned by Equation (1.4) and vol0 := e1...7 ∈ Λ7
(
C7
)∗
, i.e. if

there exists an ordered basis (f1, . . . , f7) of W such that in the dual ordered basis(
f1, . . . , f7

)
we have

ϕ = f123 + f145 + f167 + f246 − f257 − f347 − f356, vol = f1...7. (2.21)

Remark 2.36. • Note that the common stabiliser of (ϕC , vol0) ∈ Λ3
(
C7
)∗×Λ7

(
C7
)∗

is, in fact, (G2)C ⊆ GL(7,C) by Proposition 1.24. We may embed (G2)C into

GL(14,R) via the canonical identi�cation of C7 with
(
R14, J−1

)
. In this way, if

(ϕ, vol) ∈ Λ3W ∗ × Λ7W ∗ is a (G2)C-structure on the complex seven-dimensional

vector space W , then (ϕ, vol,mi) ∈ Λ3W ∗R ⊗ C× Λ7W ∗R ⊗ C× End(WR) is a (G2)C-

structure in the sense of Section 1.1 on the real 14-dimensional vector space WR via

the model tensors (ϕC , vol0, J−1) ∈ Λ3
(
R14
)∗⊗C×Λ7

(
R14
)∗⊗C×End(R14). Here,

mi : WR →WR is the multiplication with i.

• If ϕ ∈ Λ3W ∗ is equivalent to ϕC ∈ Λ3
(
C7
)∗
, then, by choosing an adapted basis

(f1, . . . , f7) for ϕ, i.e. an ordered basis of W as in Equation (2.21), we may de�ne a

seven-form vol ∈ Λ7W ∗ such that (ϕ, vol) is a (G2)C-structure, e.g. by setting vol :=

f1...7. This construction depends on the chosen adapted basis (f1, . . . , f7). Namely,

if we choose a di�erent adapted basis (g1, . . . , g7), then we get g1...7 = ξ7f1...7 = ξvol

for some third root of unity ξ ∈ C.
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In Remark 1.20 we noted that G2 ⊆ SO(7) and G∗2 ⊆ SO(3, 4). Hence, a G2-structure

(resp. G∗2-structure) ϕ ∈ Λ3V ∗ induces a Euclidean metric (resp. pseudo-Euclidean met-

ric of signature (3, 4)) gϕ and a metric volume form φ(ϕ) on V . We give the concrete

constructions.

De�nition 2.37. Let V be a seven-dimensional real vector space and ϕ ∈ Λ3V ∗ be an

arbitrary three-form. We de�ne a symmetric bilinear map bϕ : V ⊗ V → Λ7V ∗ by

bϕ(v, w) :=
1

6
(vyϕ) ∧ (wyϕ) ∧ ϕ (2.22)

for v, w ∈ V . bϕ may be considered as a linear map V → V ∗ ⊗ Λ7V ∗ and so det(bϕ) ∈(
Λ7V ∗

)⊗9
. We set

φ : Λ3V ∗ → Λ7V ∗, φ(ϕ) := det(bϕ)
1
9 . (2.23)

If φ(ϕ) 6= 0, we de�ne a symmetric bilinear form gϕ by

gϕ(v, w)φ(ϕ) = bϕ(v, w) (2.24)

for v, w ∈ V .

The map φ de�ned in Equation (2.23) has the same properties as the map with the

same name in Proposition 1.37. Therefore, note that by Theorem 1.35 the set of all stable

three-forms on V is exactly the set of all G2- and G∗2-structures on V .

Lemma 2.38. Let V be a seven-dimensional real vector space.

(a) The map φ : Λ3V ∗ → Λ7V ∗ de�ned in Equation (2.23) is GL(V )-equivariant and

φ−1(0) is the set of all non-stable elements in Λ3V ∗. That means φ(ϕ) 6= 0 for a

three-form ϕ ∈ Λ3V ∗ if and only if ϕ is a Gε
2-structure for some ε ∈ {−1, 1}.

(b) If ϕ ∈ Λ3V ∗ is a G2-structure, then gϕ is a Euclidean metric on V , φ(ϕ) is a

metric volume form for gϕ and each adapted basis (f1, . . . , f7) of ϕ is an oriented

orthonormal basis for (gϕ, φ(ϕ)).

(c) If ϕ ∈ Λ3V ∗ is a G∗2-structure, then gϕ is a pseudo-Euclidean metric of signature (3, 4)

on V , φ(ϕ) is a metric volume form for gϕ and each adapted basis (f1, . . . , f7) of ϕ

is an oriented orthonormal basis for (gϕ, φ(ϕ)) such that g(fi, fi) = 1 for i = 1, 2, 3

and g(fj , fj) = −1 for j = 4, 5, 6, 7.

Proof. A proof of part (a) may be found in [CLSS]. Alternatively, one may prove (a)

by computing φ(ϕ) for each three-form ϕ in Table 1.1. Part (b) and part (c) follow by

straightforward calculations in an adapted basis.
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Similarly, since (G2)C ⊆ SO(7,C), a (G2)C-structure (ϕ, vol) ∈ Λ3W ∗ ×Λ7W ∗ induces

a non-degenerate symmetric complex bilinear form gϕ. Moreover, SO(m,C) ⊆ SO(m,m)

and so a (G2)C-structure also induces a pseudo-Euclidean metric gsplit of split signature

on WR. The concrete constructions are given in the following lemma.

Lemma 2.39. Let V be a seven-dimensional real vector space and W := VC its complexi-

�cation.

(a) A (G2)C-structure (ϕ, vol) ∈ Λ3W ∗ × Λ7W ∗ induces a non-degenerate symmetric

complex bilinear form gϕ on W by

gϕ(v, w)vol :=
1

6
(vyϕ) ∧ (wyϕ) ∧ ϕ (2.25)

and a pseudo-Euclidean metric gsplit of split signature (7, 7) on WR by gsplit :=

Re(gϕ). If (f1, . . . , f7) is an adapted basis for (ϕ, volC), then gϕ(fj , fk) = δjk for

j, k ∈ {1, . . . , 7} and f1, if1, . . . , f7, if7 is an orthonormal basis for gsplit such that

gsplit(fj , fj) = 1 and gsplit(ifj , ifj) = −1 for j = 1, . . . , 7.

(b) If ϕ is a Gε
2-structure on V , then (ϕC, φ(ϕ)C) ∈ Λ3W ∗×Λ7W ∗ is a (G2)C-structure on

W = VC, where (ϕC, φ(ϕ)C) are the complex-linear extensions of (ϕ, φ(ϕ)). Moreover,

gϕC is the complex-linear extension of gϕ.

Proof. All parts follow by Lemma 2.38 or by simple calculations.

Remark 2.40. Note that for a (G2)C-structure (ϕ, vol) the non-degenerate symmetric

complex bilinear form gϕ also depends on vol although we suppressed this dependence in

the notation.

We like to note the following properties of the stabiliser group of a Gε
2-structure and

of a (G2)C-structure.

Lemma 2.41. (a) The stabiliser of a G2-structure ϕ ∈ Λ3V ∗ on a seven-dimensional

real vector space V acts transitively on the set of all lines in V and also on the set

of all six-dimensional subspaces of V , respectively.

(b) The stabiliser of a G∗2-structure ϕ ∈ Λ3V ∗ on a seven-dimensional real vector space

V acts transitively on the set of positive lines, null lines and negative lines in V ,

respectively. It also acts transitively on the set of all six-dimensional subspaces of V

of signature (3, 3) and (2, 4), respectively. Moreover, it acts transitively on the set of

all degenerate six-dimensional subspaces of V .

(c) The stabiliser of a (G2)C-structure (ϕ̃, vol) ∈ Λ3W ∗×Λ7W ∗ on a seven-dimensional

complex vector space W acts transitively on the set of all non-null lines and on
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the set of all null-lines. It also acts transitively on the set of all six-dimensional

non-degenerate subspaces of V and of all six-dimensional degenerate subspaces, re-

spectively.

Proof. The statements about transitive actions on lines with �xed signature can all be

found in [Br1]. Since Gε
2 is contained in the corresponding orthogonal group, we get

the transitivity of the action on all mentioned classes of non-degenerate six-dimensional

subspaces by considering orthogonal complements of the corresponding non-null vectors.

The transitivity on the class of all degenerate six-dimensional subspaces U in (b) and (c)

follows from the fact that U = u⊥ for a degenerate u ∈ U , i.e. an element in U such that

g(z, u) = 0 for all z ∈ U .

Remark 2.42. One can do better than Lemma 2.41 and show that G2 acts transitively on

the unit sphere in R7 [Bo]. For each δ ∈ {−1, 1}, the transitivity of the action of G∗2 on

the pseudo-sphere Sδ :=
{
v ∈ R7|〈v, v〉3,4 = δ

}
⊆ R7 follows using Lemma 2.41 since the

linear automorphism of R7, de�ned by g(e2i−1) := −e2i−1 for i = 1, 2, 3, 4 and g(e2j) := e2j

for j = 1, 2, 3, is in G∗2 and maps the vector e1 of length −1 to −e1 and the vector e5 of

length 1 to −e5.

By Lemma 2.38, a Gε
2-structure ϕ ∈ Λ3V ∗ on a seven-dimensional real vector space V

induces a Hodge star operator ?ϕ. Similarly, Lemma 2.39 shows that a (G2)C-structure

(ϕ, vol) ∈ Λ3W ∗×Λ7W ∗ on a seven-dimensional complex vector space W induces a Hodge

star operator ?ϕ, where we again suppressed the dependence of ?ϕ on vol in the notation.

The next lemma gives us a concrete description of the Hodge duals ?ϕϕ in all cases.

Lemma 2.43. (a) If ϕ ∈ Λ3V ∗ is a Gε
2-structure on a seven-dimensional real vector

space V , then the Hodge dual ?ϕϕ ∈ Λ4V ∗ is given in an adapted basis f1, . . . , f7 for

ϕ by

?ϕϕ = ε
(
f1247 + f1256 + f1346 − f1357 − f2345 − f2367

)
+ f4567 (2.26)

and so has model tensor ?ϕεϕε ∈ Λ4
(
R7
)∗
. The dual three-form ϕ̂ of ϕ is ϕ̂ = 1

3 ?ϕϕ.

The stabiliser of ?ϕεϕε is Gε
2 × {I7,−I7} ∼= Gε

2 × Z2.

(b) If (ϕ, vol) ∈ Λ3W ∗ × Λ7W ∗ is a (G2)C-structure on a seven-dimensional complex

vector space W , then the Hodge dual ?ϕϕ ∈ Λ4W ∗ is given in an adapted basis

f1, . . . , f7 for ϕ by

?ϕϕ = −f1247 − f1256 − f1346 + f1357 + f2345 + f2367 + f4567 (2.27)

and so has model tensor ?ϕCϕC ∈ Λ4
(
C7
)∗
. The stabiliser of ?ϕCϕC is (G2)C ×{

ξI7|ξ ∈ C, ξ4 = 1
} ∼= (G2)C × Z4. Moreover, each stable four-form on W is equiva-

lent to the four-form ?ϕCϕC on C7.
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Proof. (a) The determination of the Hodge dual is a straightforward computation. Prop-

osition 1.33 shows that GL+(7,R)?ϕεϕε = Gε
2. Since (−I7)∗ ?ϕε ϕε = ?ϕεϕε, we have

GL(7,R)?ϕεϕε = Gε
2 × {I7,−I7}. The identity ϕ̂ = 1

3 ?ϕ ϕ only has to be shown

for ϕ = ϕε. Proposition 1.37 tells us that GL+(V )ϕ̂ε = Gε
2 and by [Br1] the only

Gε
2-invariant four-forms are the multiples of ?ϕεϕε. Hence, ϕ̂ε = λ ?ϕε ϕε for some

λ ∈ R∗ and from Equation (1.9) we get λ = 1
3 .

(b) The form of the Hodge dual is a straightforward calculation. The rest follows directly

from Proposition 1.33 and Theorem 1.35.

The stabilisers given in Lemma 2.43 show that a four-form Ψ ∈ Λ4V ∗ on a real oriented

seven-dimensional vector space V with model tensor ?ϕεϕε induces a Euclidean metric gΨ

if ε = −1, a pseudo-Euclidean metric gΨ of signature (3, 4) if ε = 1, a metric volume form

φ(Ψ) and then also a Gε
2-structure ϕ with ?ϕϕ = Ψ. We now de�ne the corresponding

objects.

De�nition 2.44. Let V be a real oriented seven-dimensional vector space and Ψ ∈ Λ4V ∗ be

an arbitrary four-form. Let κ : Λ4V ∗ → Λ3V ⊗ Λ7V ∗ be the natural isomorphism between

these spaces. De�ne a symmetric bilinear map bΨ : V ∗ ⊗ V ∗ → Λ7V ⊗
(
Λ7V ∗

)⊗3 ∼=(
Λ7V ∗

)⊗2
by

bΨ(α, β) :=
1

6
(αyκ(Ψ)) ∧ (βyκ(Ψ)) ∧ κ(Ψ) (2.28)

for α, β ∈ V ∗. bΨ may be considered as a linear map V ∗ → V ⊗
(
Λ7V ∗

)⊗2
. Then det(bΨ) ∈(

Λ7V ∗
)⊗12

. We set

φ : Λ4V ∗ → Λ7V ∗, φ(Ψ) := |det(bΨ)|
1
12 . (2.29)

If φ(Ψ) 6= 0, we de�ne a symmetric bilinear form gΨ on V ∗ by

gΨ(α, β)φ(Ψ)⊗2 = sgn(det(bΨ))bΨ(α, β) (2.30)

for α, β ∈ V ∗. Note that gΨ does not depend on the chosen orientation.

The map φ : Λ4V ∗ → Λ7V ∗ de�ned in Equation (2.29) is a map as in Proposition 1.37.

Lemma 2.45. Let V be a seven-dimensional oriented real vector space. Then

(a) The map φ : Λ4V ∗ → Λ7V ∗ de�ned by Equation (2.29) is GL+(V )-equivariant and

φ−1(0) is the set of all non-stable four-forms on V .

(b) Each stable four-form Ψ ∈ Λ4V ∗ on V is equivalent to one and only one of the four-

forms ?ϕ1ϕ1,− ?ϕ1 ϕ1, ?ϕ−1ϕ−1,− ?ϕ−1 ϕ−1 on R7. More exactly, if Ψ is stable and

δ ∈ {−1, 1}, then:
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(i) Ψ ∈ Λ4V ∗ has model tensor δ ?ϕ1 ϕ1 if and only if gΨ is of signature (3, 4) and

δ · sgn(det(bΨ)) = 1. If this is the case, then each adapted basis (f1, . . . , f7)

for Ψ is an orthonormal basis for gΨ with gΨ(fj , fj) = 1 for j = 1, 2, 3 and

gΨ(fj , fj) = −1 for j = 4, 5, 6, 7.

(ii) Ψ ∈ Λ4V ∗ has model tensor δ ?ϕ−1 ϕ−1 if and only if gΨ is positive de�nite and

δ · sgn(det(bΨ)) = 1. If this is the case, then each adapted basis (f1, . . . , f7) for

Ψ is an orthonormal basis for gΨ.

(c) Let Ψ ∈ Λ4V ∗ be stable, denote by ?Ψ the induced Hodge star operator and set

ϕ := ?ΨΨ ∈ Λ3V ∗. Then ϕ is a G2-structure if gΨ is positive de�nite and a G∗2-

structure if gΨ is of signature (3, 4). Moreover, gϕ = gΨ, φ(Ψ) is a metric volume

form, φ(ϕ) = sgn(det(bΨ))φ(Ψ) and so Ψ = sgn(det(bΨ)) ?ϕ ϕ. Furthermore, the

dual three-form Ψ̂ ∈ Λ3V ∗ is given by Ψ̂ = 1
4ϕ.

Proof. (a) If vol ∈ Λ7V ∗\{0} is �xed, then Proposition 1.33 and Remark 1.28 show that

Ψ is stable if and only if X ∈ Λ3V with X⊗vol = κ(Ψ) is stable. Hence, the assertion

is an immediate consequence of Lemma 2.38.

(b) By Proposition 1.33 and Theorem 1.35 each stable four-form Φ on V is equivalent

to one of the four-forms ?ϕ1ϕ1,− ?ϕ1 ϕ1, ?ϕ−1ϕ−1 or − ?ϕ−1 ϕ−1. ε1 ?ϕ1 ϕ1 cannot

be equivalent to ε2 ?ϕ−1 ϕ−1 for any ε1, ε2 ∈ {−1, 1} since the stabilisers are not

isomorphic. Moreover, ?ϕεϕε is not equivalent to − ?ϕε ϕε for ε ∈ {−1, 1}. Assume

the contrary, i.e. there exists g ∈ GL(7,R) such that g. ?ϕε ϕε = − ?ϕε ϕε. Then

bg.?ϕεϕε = −b?ϕεϕε and so

det(g)−12 det(b?ϕεϕε) = det(g.b?ϕεϕε) = det(bg.?ϕεϕε) = −det(b?ϕεϕε) ∈
(
Λ7V ∗

)⊗12
,

which is a contradiction since det(g)12 > 0 and det(b?ϕεϕε) 6= 0 by (a). Noting that

both gΨ and sgn(det(bΨ)) do not depend on the chosen orientation on V , the rest of

the assertion follows by calculating gΨ and sgn(det(bΨ)) for Ψ = δ ?ϕε ϕε.

(c) −I7 is an orientation-reversing map on R7 which �xes δ ?ϕε ϕε for all δ, ε ∈ {−1, 1}.
Hence, part (c) implies that we only have to prove part (d) for Ψ = δ ?ϕε ϕε with

δ, ε ∈ {−1, 1} and the standard orientation on R7. Apart from the computation of

the dual three-form Ψ̂, this is a straightforward task. For the computation of the

dual three-form Ψ̂ we use the fact that Ψ̂ is a Gε
2-invariant three-form on R7 and so

a multiple λϕε of ϕε by [Br1]. λ = 1
4 is obtained from Equation (1.9).

Lemma 2.43 tells us that a Gε
2-structure can alternatively be de�ned as a pair consisting

of a four-form with model tensor ?ϕεϕε and an orientation. Moreover, Lemma 2.45 shows
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that the Hodge dual of the four-form is a Gε
2-structure in the sense of De�nition 2.35.

For the construction of Gε
2-structures with certain properties in later chapters, we prefer

the approach via four-forms. However, we will only call the corresponding three-form a

Gε
2-structure in the following. Similarly, a (G2)C-structure can be given by a pair of a

four-form of certain kind and a volume form. This is the next lemma which is proved by

direct calculation or using Lemma 2.45 and complex-linear extension.

Lemma 2.46. Let W be a seven-dimensional complex vector space and (Ψ, vol) ∈ Λ3W ∗×
Λ4W ∗ be such that there exists an ordered basis (f1, . . . , f7) of W with

Ψ = −f1247 − f1256 − f1346 + f1357 + f2345 + f2367 + f4567, vol = f1...7.

Then (?ΨΨ, vol) is a (G2)C-structure with adapted basis (f1, . . . , f7), where ?Ψ is the Hodge

star operator induced by (Ψ, vol).

Remark 2.47. If a four-form Ψ ∈ Λ4W ∗ on a seven-dimensional complex vector space W

is stable or, equivalently due to Lemma 2.43 (b), if there exists an ordered basis (f1, . . . , f7)

with Ψ = −f1247−f1256−f1346 +f1357 +f2345 +f2367 +f4567, then we may set vol := f1...7

and Lemma 2.46 implies that (?ΨΨ, vol) ∈ Λ3W ∗ × Λ7W ∗ is a (G2)C-structure. This

construction depends on the chosen ordered basis (f1, . . . , f7). By choosing a di�erent one,

we get a multiple with some fourth root of unity.

Next, let V be a seven-dimensional real vector space, V = W ⊕span(v) with v ∈ V \{0}
and ϕ be a Gε

2-structure on V . From the values of the algebraic invariants for ϕ given in

Table 1.1 we get lower bounds for the lengths of ω := (vyϕ) |W ∈ Λ2W ∗ and ρ := ϕ|W ∈
Λ3W ∗. In the case of a G2-structure, the invariants tell us that the length of ω is at

least three. Using Lemma 2.1, we get that the length of ω is three and that ω has model

tensor ω0 =
∑3

i=1 e
2i−1 ∧ e2i ∈ Λ2

(
R6
)∗. We also determine the model tensor of ω for a

G∗2-structure depending on sgn(gϕ(v, v)). Similarly, we determine the model tensor of ρ

for arbitrary ε ∈ {−1, 1} depending on properties of W . Moreover, we also consider the

Hodge dual ?ϕϕ and determine the model tensors of the naturally appearing three- and

four-form on W depending on properties of v and W . In contrast to [Fre1], where only

some of the mentioned model tensors have been determined, we do not use the algebraic

invariants for the calculation but instead apply Lemma 2.41.

Proposition 2.48. Let V be a seven-dimensional real vector space, ϕ be a Gε
2-structure

and V = W ⊕ span(v) be a vector space decomposition with dim(W ) = 6, v ∈ V ∗\{0}. Set
ω := (vyϕ) |W ∈ Λ2W ∗, ρ := ϕ|W ∈ Λ3W ∗, ρ̃ := (vy ?ϕ ϕ) |W ∈ Λ3W ∗ and Ω := ?ϕϕ|W ∈
Λ4W ∗. Moreover, let, for δ ∈ {−1, 0, 1}, ρδ ∈ Λ3

(
R6
)∗

be the three-form given in Table 1.1,

ω0 = e12 +e34 +e56 ∈ Λ2
(
R6
)∗

as throughout this thesis and set ω1 := e12 +e34 ∈ Λ2
(
R6
)∗

and Ω1 := e1234 + e1256 ∈ Λ2
(
R6
)∗
.
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(a) The values of the algebraic invariants rk, l, m and r for the above-mentioned forms

ψ on R6 can be found in the following table.

Table 2.2: Algebraic invariants for certain forms on R6

ψ (rk(ψ), l(ψ),m(ψ), r(ψ)) ψ (rk(ψ), l(ψ),m(ψ), r(ψ))

ω0 (6, 3, 1, 2) ω1 (4, 2, 1, 1)

ρ−1 (6, 3, 2, 2) ρ1 (6, 2, 1, 1)

ρ0 (6, 3, 1, 1) 1
2ω

2
0 (6, 3, 2, 1)

Ω1 (6, 2, 1, 0)

(b) ω has model tensor ω0 if ε = −1 or if ε = 1 and gϕ(v, v) 6= 0. Otherwise, i.e. if ε = 1

and v is a null-vector, ρ has model tensor ω1.

(c) ρ has model tensor ρ−1 if ε = −1 or if ε = 1 and U has signature (2, 4). ρ has model

tensor ρ1 if ε = 1 and U has signature (3, 3). Otherwise, i.e. if ε = 1 and U is

degenerate, ρ has model tensor ρ0.

(d) ρ̃ has model tensor ρ−1 if ε = −1. If ε = 1, then ρ has model tensor ρ−sgn(gϕ(v,v)).

(e) Ω has model tensor 1
2ω

2
0 if ε = −1 or if ε = 1 and U has signature (2, 4). If ε = 1

and U has signature (3, 3), Ω has model tensor −1
2ω

2
0. Finally, Ω has model tensor

Ω1 if ε = 1 and U is degenerate.

Proof. The values of the algebraic invariants for the three appearing three-forms in (a)

are given in Table 1.1. The values of the algebraic invariants for the remaining forms are

obvious if we take into account the results we obtained in Section 2.1.

For the rest of the proof, let (f1, . . . , f7) be an adapted basis for ϕ. By Lemma 2.41, to

determine the model tensors of ρ and Ω for the di�erent classes of six-dimensional subspaces

W of V with �xed signature, we may choose an arbitrary six-dimensional subspace W in

the corresponding class. For the determination of the model tensors of ρ̃ and ω, note that

a three-form is obviously equivalent to all its non-zero multiples and by Lemma 2.1 a two-

form is also equivalent to all of its non-zero multiples. Hence, Remark 1.41 and Lemma 2.41

imply that for the determination of the model tensors of ω and ρ̃ for the di�erent classes of

non-zero vectors v in V having the same sign gϕ(v, v), we may choose an arbitrary vector

v in the corresponding class and an arbitrary complement W of span(v) in V .

In the G2-case we choose v := f1 and W := span(f2, . . . , f7). Then we get

ω = f23 + f45 + f67, ρ = f246 − f257 − f347 − f356,

ρ̃ = f357 − f346 − f256 − f247, Ω = f2345 + f2367 + f4567.

and see that all forms have the claimed model tensors.
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In the G∗2-case, v1 := f1 ful�ls gϕ(v1, v1) = 1 and the six-dimensional subspace W1 :=

span(f2, . . . , f7) has signature (2, 4). Computing all induced k-forms on W1 concretely,

it is obvious, as in the G2-case, that they have the claimed model tensors. Moreover,

v2 := f7 ful�ls gϕ(v2, v2) = −1 and the six-dimensional subspace W2 := span(f1, . . . , f6)

has signature (3, 3). Again one directly sees that the induced k-forms on W2 have the

claimed model tensors. Finally, we have to look at the degenerate case, where we give

some more details since the model tensors may not be as obvious as before. First, consider

the degenerate subspace W3 := span(f1 +f7, f2, . . . , f6) and let
(
F 1, F 2, . . . , F 6

)
be a dual

basis of (f1 + f7, f2, . . . , f6). The induced three- and four-form are given by

ρ = F 123 − F 145 − F 246 + F 125 + F 134 + F 356

= −F 6 ∧
(
F 2 − F 4

)
∧ F 4 −

(
−F 6

)
∧
(
F 3 + F 5

)
∧ F 5 +

(
F 2 − F 4

)
∧
(
F 3 + F 5

)
∧ F 1,

Ω = F 1256 + F 1346 − F 2345 + F 1236 − F 1456

=
(
F 2 − F 4

)
∧
(
F 3 + F 5

)
∧ F 16 +

(
F 2 − F 4

)
∧
(
F 3 + F 5

)
∧ F 54

and from our rewriting one sees that they have the claimed model tensors. Moreover,

v3 := f1 + f7 is a null-vector and on W4 := span(f1, . . . , f6) the induced two- and three-

form are given by

ω = f23 − f45 − f16 + f25 + f34 = f61 +
(
f2 − f4

)
∧
(
f3 + f5

)
,

ρ̃ = −f124 + f256 + f346 + f135 + f236 − f456

=
(
−f1

)
∧
(
f2 − f4

)
∧ f4 −

(
−f1

)
∧
(
f3 + f5

)
∧ f5 +

(
f2 − f4

)
∧
(
f3 + f5

)
∧ f6.

Again we have rewritten the forms in such a ways that the model tensors are obviously

the claimed ones.

For (G2)C we get similar results.

Proposition 2.49. Let V be a seven-dimensional complex vector space, ϕ be a (G2)C-

structure and V = W ⊕ span(v) be a vector space decomposition with dim(W ) = 6 and

v ∈ V ∗\{0}. Set ω := (vyϕ) |W ∈ Λ2W ∗, ρ := ϕ|W ∈ Λ3W ∗, ρ̃ := (vy ?ϕ ϕ) |W ∈ Λ3W ∗

and Ω := ?ϕϕ|W ∈ Λ4W ∗. Moreover, let ωC := e12 + e34 + e56 ∈ Λ2
(
C6
)∗

and ρC be as

in Equation (1.4). Furthermore, denote by ρ0,C ∈ Λ3
(
C6
)∗

the complex-linear extension

of ρ0 ∈ Λ3
(
R6
)∗

as in Table 1.1.

(a) ω has model tensor ωC if gϕ(v, v) 6= 0 and model tensor e12 + e34 ∈ Λ2
(
C6
)∗

if

gϕ(v, v) = 0.

(b) ρ has model tensor ρC ∈ Λ3
(
C6
)∗

if U is non-degenerate and model tensor ρ0,C ∈
Λ3
(
C6
)∗

if U is degenerate.

(c) ρ̃ has model tensor ρC ∈ Λ3
(
C6
)∗

if gϕ(v, v) 6= 0 and model tensor ρ0,C ∈ Λ3
(
C6
)∗

if gϕ(v, v) = 0.
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(d) Ω has model tensor 1
2ω

2
C ∈ Λ4

(
C6
)∗

if U is non-degenerate and model tensor e1234 +

e1256 ∈ Λ4
(
C6
)∗

if U is degenerate.

Proof. Using Remark 1.41, Lemma 2.41 and the fact that each complex k-form is equivalent

to its λ-multiple for all λ ∈ C∗, the proof follows by the same computations as the proof

of Proposition 2.48.

The length of the complex k-forms on C6 appearing as model tensors in Proposition

2.49 are given in Proposition 1.45 and so we know the values of the algebraic invariants r

and m for the three-form part of a (G2)C-structure and also its Hodge dual. By Lemma

1.43, lengths are preserved under Hodge duals. Hence, Proposition 2.48 and Proposition

2.49 yield

Corollary 2.50. Let V be a seven-dimensional real vector space, ϕ ∈ Λ3V ∗ be a G2-

structure on V , ϕ̃ ∈ Λ3V ∗ be a G∗2-structure on V and (ϕ, vol) ∈ Λ3V ∗C × Λ7V ∗C be a

(G2)C-structure. Then

(rk(?ϕϕ), l (?ϕϕ) ,m (?ϕϕ) , r (?ϕϕ)) = (7, 5, 3, 3),

(rk(?ϕ̃ϕ̃), l (?ϕ̃ϕ̃) ,m (?ϕ̃ϕ̃) , r (?ϕ̃ϕ̃)) = (7, 4, 2, 2),

(rk(ϕ), l (ϕ) ,m (ϕ) , r (ϕ)) = (rk(?ϕϕ), l (?ϕϕ) ,m (?ϕϕ) , r (?ϕϕ)) = (7, 4, 2, 2).

Proposition 2.48 and Proposition 2.49 are heavily used in Chapter 4 for the construction

of (co)-calibrated Gε
2-structures and (co)-calibrated (G2)C-structures as well as for getting

obstructions to the existence of such structures on almost Abelian Lie algebras. They are

also used in Chapter 5 to get obstructions to the existence of cocalibrated G2-structures

on direct sums of four- and three-dimensional Lie algebras. At the end of this section, we

provide some methods which are applied in the construction of examples of cocalibrated

G2-structures on those direct sums. Before, we like to mention a tight connection between

SUδ(p, 3 − p)-structures on real six-dimensional vector spaces V and Gε
2-structures on

V ⊕ R. This connection allows us in Chapter 6 to transfer the existence problem of a

half-�at SU(3)-structure on a given real six-dimensional Lie algebra g to the existence

problem of a cocalibrated G2-structure on g⊕R with orthogonal splitting, which for some

Lie algebras turns out to be very useful.

Proposition 2.51. Let W be a seven-dimensional real vector space and V ⊆ W be a

six-dimensional subspace. Fix v ∈W\V and an orientation on V . For

(p, δ, ε) ∈ {(1,−1, 1), (3, 1, 1), (3,−1,−1)}

there is a one-to-one correspondence between SUδ(p, 3−p)-structures (ω, ρ) ∈ Λ2V ∗×Λ3V ∗

on V and Gε
2-structures ϕ ∈ Λ3W ∗ on W such that V is orthogonal to v with respect to

gϕ and gϕ(v, v) = −δ. Moreover, gϕ = g(ω,ρ) ⊕−δ α⊗ α for α ∈ V 0 with α(v) = 1, where
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g(ω,ρ) is the metric on V induced by (ω, ρ). If we identify V ∗ with v0 via W = V ⊕ span(v),

the correspondence is given by

Λ2V ∗ × Λ3V ∗ 3 (ω, ρ) 7→ ϕ := ω ∧ α+ ρ ∈ Λ3W ∗. (2.31)

Note that then

?ϕϕ = −δ
2
ω2 + δJ∗ρρ ∧ α. (2.32)

The inverse construction is given by

Λ3W ∗ 3 ϕ 7→ (ω := (vyϕ)|V , ρ := ϕ|V ) ∈ Λ2V ∗ × Λ3V ∗. (2.33)

Proof. If (ω, ρ) ∈ Λ2V ∗ × Λ3V ∗ is an SUδ(p, 3 − p)-structure, then, by de�nition, there

exists a basis f1, . . . , f6 such that in the dual basis f1, . . . , f6 we have

ω = f12 + (p− 2)
(
f34 + f56

)
, ρ = f135 + δ

(
f146 + f236 + f245

)
and so, by setting f7 := α, we get

ϕ = f127 + (p− 2)
(
f347 + f567

)
+ f135 + δ

(
f146 + f236 + f245

)
.

We see that for δ = −1, ϕ is a Gε
2-structure with adapted dual basis(

f7,−εf2, εf1, εf4,−εf3,−εf5,−εf6
)
and ε = −1 if p = 3 and ε = 1 if p = 1. If δ = 1, ϕ

is a G∗2-structure with adapted dual basis
(
−f5, f1,−f3, f6, f7, f4,−f2

)
. Using the dual

basis just obtained, we get

?ϕϕ = −δ
2

(
(p− 2)

(
f1234 + f1256

)
+ f3456

)
+ f1367 + f1457 + f2357 + δf2467

= −δ
2
ω2 + δJ∗ρρ ∧ f7.

The statement about gϕ follows from the fact that f1, . . . , f6 is an orthonormal basis for

(ω, ρ), f1, . . . , f7 is an orthonormal basis for ϕ and gϕ(f7, f7) = δ.

For the converse direction, note �rst that if (ω, ρ) is an SUδ(p, 3 − p)-structure on V ,
then (−ω, ρ) is also an SUδ(p, 3 − p)-structure on V by Corollary 2.34. By Lemma 2.41,

for arbitrary w1, w2 ∈W with gϕ(w1, w1) = gϕ(w2, w2) 6= 0, there exists an element in Gε
2

which maps w1 to w2 or to −w2 . Hence, to show that ((vyϕ)|V , ϕ|V ) ∈ Λ2V ∗ × Λ3V ∗ is

an SUδ(p, 3 − p)-structure on V , we may choose an arbitrary v ∈ W with gϕ(v, v) = −δ
and V := v⊥ for the computation. Thus, the statement follows simply by inverting the

above calculations.

Next, we elaborate how one may build up a G2-structure on a real seven-dimensional

vector space V from two-forms on four- and three-dimensional complementary subspaces

of V . This turns out to be useful for the construction of examples of cocalibrated G2-

structures on direct sums of four- and three-dimensional Lie algebras in Chapter 5. There-

fore, we need adapted splittings.
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De�nition 2.52. Let ϕ ∈ Λ3V ∗ be a G2-structure on a seven-dimensional real vector

space V . A splitting V = V4 ⊕ V3 is called adapted (for ϕ) if there exists an adapted basis

(f1, . . . , f7) for ϕ such that f1, . . . , f4 is a basis of V4 and f5, f6, f7 is a basis of V3.

The following lemma follows directly from Equation (2.26) and the fact that adapted

bases are orthonormal.

Lemma 2.53. Let V be a seven-dimensional real vector space, ϕ ∈ Λ3V ∗ be a G2-structure

on V and V = V4 ⊕ V3 be an adapted splitting. Then the decomposition V = V4 ⊕ V3

is orthogonal with respect to gϕ and there exist a non-zero Ω1 ∈ Λ4V ∗4 and a non-zero

Ω2 ∈ Λ2V ∗4 ∧ Λ2V ∗3 such that

?ϕϕ = Ω1 + Ω2. (2.34)

Moreover, if ϕ̃ ∈ Λ3V is a G2-structure with adapted basis (F1, . . . , F7), Fj = 1
λfj for

j = 1, 2, 3, 4, Fl = fl for l = 5, 6, 7, then the splitting V = V4 ⊕ V3 is also adapted for ϕ̃,

gϕ̃|V4 = λ2gϕ|V4 , gϕ̃|V3 = gϕ|V3 and

?ϕ̃ϕ̃ = λ4Ω1 + λ2Ω2. (2.35)

Remark 2.54. An adapted splitting is also called coassociative/associative splitting, see

[AS]. This is due to the fact that V3 is a calibrated subspace for ϕ and V4 is a calibrated

subspace for ?ϕϕ. However, since we do not need calibrations at all in this thesis, we prefer

the term �adapted splitting�.

Given a splitting V = V4⊕V3 with dim(Vi) = i, we may construct a G2-structure with

adapted splitting V = V4 ⊕ V3 via two-forms of certain kind on V4 and V3 as follows.

Proposition 2.55. Let V be a seven-dimensional real vector space and V = V4 ⊕ V3 be a

vector space decomposition of V into a real four-dimensional vector space V4 and into a real

three-dimensional vector space V3. Fix τ ∈ Λ4V ∗4 \{0}. Let k ∈ {0, 1, 2, 3} and ωi ∈ Λ2V ∗4

for i = 1, . . . , k be such that the symmetric matrix H = (hij)ij ∈ Rk×k de�ned by

hijτ = ωi ∧ ωj

is de�nite, where k = 0 means that there is no condition. Then V admits two-forms

ωk+1, . . . , ω3 ∈ Λ2V ∗4 such that for all bases ν1, . . . , ν3 ∈ Λ2V ∗3 of Λ2V ∗3 the four-form

Ψ :=
1

2
ω2

1 +

3∑
i=1

ωi ∧ νi (2.36)

is the Hodge Dual of a G2-structure on V and V = V4 ⊕ V3 is an adapted splitting.

Proof. Let ω̃1 := e12 + e34 ∈ Λ2
(
R4
)∗
, ω̃2 := e13 − e24 ∈ Λ2

(
R4
)∗
, ω̃3 := e14 + e23 ∈

Λ2
(
R4
)∗. By Lemma 2.2, there exists an isomorphism u : V4 → R4 such that u∗ω̃1, . . . ,

51



2.4. Gε
2-STRUCTURES 52

u∗ω̃k is a basis of span(ω1, . . . , ωk). Since there is an automorphism of V4 mapping u∗ω̃1

onto ω1, we may, without loss of generality, assume that ω1 = u∗ω̃1. Let A ∈ Rk×k,
A = (aij)ij be such that ωj =

∑k
i=1 aij (u∗ω̃i) for j = 1, . . . , k. Set fi := u−1(ei) ∈ V4

for i = 1, . . . , k and set ωl := u∗ω̃l for l = k + 1, . . . , 3. Since ν1, . . . , ν3 is a basis, also

ν̃1, . . . , ν̃3 with ν̃j =
∑k

i=1 aji νi for j = 1, . . . , k, ν̃j := νj for j = k + 1, . . . , 3 is a basis of

V ∗3 . Thus, there exists a basis f5, f6, f7 of V3 such that ν̃1 = f56, ν̃2 = −f57 and ν̃3 = f67

and we can compute

Ψ =
1

2
ω2

1 +
3∑
i=1

ωi ∧ νi = f1234 +
k∑

i,j=1

aji (u∗ω̃j) ∧ νi +
3∑

i=k+1

u∗ω̃i ∧ ν̃i

= f1234 +

3∑
j=1

(u∗ω̃j) ∧ ν̃j

= f1234 + f1256 + f3456 − f1357 + f2457 + f1467 + f2367

and we see that Ψ is the Hodge Dual of a G2-structure with adapted basis

(f7, f1, f2, f3, f4, f6,−f5).

Remark 2.56. The assertion of Proposition 2.55 has been used implicitly in the literature

several times before, cf. e.g. [Br4] and [Ma].

Moreover, we directly use the openness of the orbit of all Hodge duals of G2-structures

to construct cocalibrated G2-structures. Actually, the orbit of all Hodge duals of G2-

structures is "uniformly" open in the following sense, cf. also [J3]:

Lemma 2.57. There exists a universal constant ε0 > 0 such that if ϕ ∈ Λ3V ∗ is a G2-

structure on a seven-dimensional real vector space V and Ψ ∈ Λ4V ∗ is a four-form on V

which ful�ls

‖Ψ− ?ϕϕ‖ϕ < ε0

for the norm ‖·‖ϕ induced by the Euclidean metric gϕ on V , then Ψ is the Hodge dual of

a G2-structure on V .

Proof. By Proposition 1.33 and Theorem 1.35, the orbit of all Hodge duals of G2-structures

is open. Fix some G2-structure ϕ0 ∈ Λ3g∗. Then there exists a ball of radius ε0 > 0

in (Λ4V ∗, gϕ0) around ?ϕ0ϕ0 such that each four-form in this ball is again the Hodge

dual of a G2-structure. ε0 is the desired universal constant: Let ϕ ∈ Λ3g∗ be any G2-

structure on V . Choose an automorphism F : V → V with F ∗ ?ϕ ϕ = ?ϕ0ϕ0. Then

F ∗ : (Λ4V ∗, gϕ) → (Λ4V ∗, gϕ0) is an isometric isomorphism by Lemma 2.45. Thus, if

Ψ ∈ Λ4g∗ ful�ls ‖Ψ− ?ϕϕ‖ϕ < ε0, then ‖F ∗Ψ− ?ϕ0ϕ0‖ϕ0
< ε0. Hence, F ∗Ψ and so also

Ψ is in the orbit of all Hodge duals of G2-structures on V .
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2.5 Spinε(7)-structures

In this section, we deal with Spin(7)- and Spin0(3, 4)-structures on real eight-dimensional

vector spaces. We discuss some basic properties of these structures and their relation to

Gε
2-structures on real seven-dimensional vector spaces.

In Proposition 1.25, we gave an example of a four-form on R8 with stabiliser equal to

Spin(7) and one with stabiliser equal to Spin0(3, 4), namely Φ−1 and Φ1, both de�ned in

Equation (1.5). This leads to the following de�nition.

De�nition 2.58. Let V be a real eight-dimensional vector space. A four-form Φ ∈ Λ4V ∗

is called a Spin(7)-structure if it has model tensor Φ−1 ∈ Λ4
(
R8
)
, Φ−1 as in Equation

(1.5). Φ is called a Spin0(3, 4)-structure if it has model tensor Φ1 ∈ Λ4
(
R8
)
, where Φ1 is

also de�ned in Equation (1.5). We set Spin(7)1 := Spin0(3, 4) and Spin(7)−1 := Spin(7).

Then Φ ∈ Λ4V ∗ is a Spinε(7)-structure for ε ∈ {−1, 1} if and only if there exists an ordered

basis (f1, . . . , f8) of V such that in the dual ordered basis
(
f1, . . . , f8

)
we have

Ψ =− f1238 + ε
(
f1458 + f1678 + f2468 − f2578 − f3478 − f3568

)
+ ε
(
f1247 + f1256 + f1346 − f1357 − f2345 − f2367

)
+ f4567.

(2.37)

Spin(7) is a subgroup of SO(8) and Spin0(3, 4) is a subgroup of SO(4, 4) by Proposition

1.25. Hence, a Spinε(7)-structure on an eight-dimensional vector space V induces a pseudo-

Euclidean metric and a metric volume form on V via the corresponding standard model

tensors. The concrete construction only in terms of Φ is somehow involved and may be

found for the Spin(7)-case in [Kar]. We only give some part of the information in the next

lemma and refer the reader for the proof of this lemma to [Kar] and [Br1].

Lemma 2.59. Let V be an eight-dimensional real vector space and Φ ∈ Λ4V ∗ be a Spinε(7)-

structure on V . Then Φ induces a pseudo-Euclidean metric gΦ which is positive de�nite

if ε = −1 and of signature (4, 4) if ε = 1. An orthonormal basis is in both cases given by

an adapted basis (f1, . . . , f8) where for ε = −1 we have gΦ(fi, fi) = 1 for i = 1, 2, 3, 8 and

gΦ(fj , fj) = −1 for j = 4, 5, 6, 7. Moreover, Φ induces an orientation via volΦ := 1
14Φ2.

volΦ is a metric volume form with respect to gΦ. Moreover, Φ is self-dual with respect to

the induced Hodge star operator ?Φ.

Equation (1.5) shows that a Gε
2-structure on a seven-dimensional real vector space V

induces a Spinε-structure on V ⊕R. More generally, the analogous statement to Proposition

2.51 is true.

Proposition 2.60. Let V be a seven-dimensional real vector space and W ⊇ V be an

eight-dimensional real vector space. Fix v ∈ W\V . For ε ∈ {−1, 1}, there is a one-to-one

correspondence between Gε
2-structures ϕ ∈ Λ3V ∗ on V and Spinε(7)-structures Φ ∈ Λ4W ∗

on W such that V is orthogonal to v with respect to gΦ and gΦ(v, v) = 1.
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The correspondence is given by

Λ3V ∗ 3 ϕ 7→ Φ := α ∧ ϕ+ ?ϕϕ ∈ Λ3W ∗ (2.38)

where α ∈ V 0 with α(v) = 1. The inverse construction is given by

Λ3W ∗ 3 Φ 7→ ϕ := (vyΦ) |V ∈ Λ3V ∗. (2.39)

Proof. A Gε
2-structure on V induces a Spinε(7)-structure on W with orthogonal splitting

W = V ⊕ span(v) in the way given in the statement due to Equation (1.5) and the fact

that adapted bases are orthonormal. Conversely, Spinε(7) acts transitively on the pseudo-

sphere by [Bo] and [Kath1] and so we may always assume that v = f8 and V = v⊥ =

span(f1, . . . , f7) and the statement follows again from Equation (1.5).
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Chapter 3

G-structures on manifolds and Lie

groups

3.1 Basic de�nitions and relations

In this section, we look at G-structures on manifolds and related concepts. We start

in Subsection 3.1.1 by de�ning these structures properly. If G is the common stabiliser

of several tensors on Rn, we show how one can describe G-structures equivalently by a

collection of tensor �elds. In Subsection 3.1.2, we introduce G-connections and use them

to de�ne the intrinsic torsion of a G-structure. We give an alternative description of

the intrinsic torsion via minimal connections if G is a subgroup of O(p, n − p) such that

g ⊆ so(p, n−p) is non-degenerate. In Subsection 3.1.3, we discuss the holonomy of pseudo-

Riemannian manifolds. We remind the reader of certain aspects of the classi�cation of

holonomy groups, in particular Berger's list. Afterwards, we state the well-known holonomy

principle for pseudo-Riemannian manifolds, which relates the vanishing of the intrinsic

torsion of a G-structure to the existence of parallel tensors �elds and to the reduction of

the holonomy group to a subgroup of G. Moreover, we remind the reader of the well-

known theorem of Ambrose-Singer which enables to compute the holonomy algebra via

the curvature.

Throughout the section, we assume that the reader is familiar with G-principal bundles,

G-principal connections, associated vector bundles and related concepts. Nevertheless, we

shortly recall all these concepts and some basic facts and refer for proofs to [Baum]. Other

standard references are [J3],[KN], [Sa2] and [Ste].

3.1.1 G-structures on manifolds

Recall that if G is a Lie group, then a G-principal bundle is a locally trivial �bration

(P, π,M) with �bre G such that P carries a G-right action which preserves the �bres and
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acts simply transitively on each of them. Note that we may arrange the local trivialisations

π−1(U)→ U×G in such a way that they are G-equivariant. We often simplify the notation

and only write P for the triple (P, π,M). Moreover, recall that if H is a Lie subgroup of

G, then a reduction of P (to H) is an H-principal bundle of the form (Q, π|Q,M), where

Q is a submanifold of P invariant under the induced action of H on P . In this situation,

we call (P, π,M) a G-enlargement of Q.

Example 3.4 below shows that reductions do not always exist. However, one can always

enlarge a given H-principal bundle to a bigger group G ⊇ H.

Lemma 3.1. Let G be a Lie group, H be a Lie subgroup of G and (Q, p,M) be an H-

principal bundle. Then H acts on Q × G from the right by (q, g) · h :=
(
q · h, h−1g

)
for

h ∈ H, q ∈ Q, g ∈ G. The triple (P, π,M) with

P := (Q×G) /H

and π : P →M , π([q, g]) := p(q) is a G-enlargement of Q with the obvious right-action of

G when we identify Q with Q× {e} ∼= (Q× {e})/H ⊆ P .

Proof. For a proof, one may consult, e.g., [Baum].

The only concrete examples of G-structures appearing in this thesis are the frame

bundle (of a manifold), which is a GL(n,R)-principal bundle, and its reductions.

De�nition 3.2. Let M be an n-dimensional manifold. Set F(M) :=
⋃
x∈M F(TxM) and

let π : F(M)→M be the natural projection. Then one can endow F(M) with the structure

of a smooth manifold such that π : F(M)→M is a submersion. The triple (F(M), π,M) is

called the frame bundle ofM . We have a natural �bre-preserving GL(n,R)-right action on

F(M) which is simply transitive on the �bres, namely the one induced by the natural right

action of GL(n,R) on TxM de�ned in Equation (1.1). This action makes (F(M), π,M)

into a GL(n,R)-principal bundle. Each section of π is called a (global) frame (on M) and

a local section is called a local frame.

For a closed subgroup G of GL(n,R), a G-structure onM is a reduction P of the frame

bundle F(M) of M to G.

Remark 3.3. If P is a G-structure, then each �bre Px ⊆ F(TxM) is a G-structure on

the vector space TxM . Hence, a G-structure P ⊆ F(M) is nothing but a family {Px}x∈M
of G-structures Px on the vector spaces TxM which "smoothly" depends on x in the sense

made precise in De�nition 3.2.

Example 3.4. • Analogously to Example 1.4, GL+(n,R)-structures are nothing but

orientations on M . If M is oriented, we denote by GL+(M) the corresponding

GL+(n,R)-structure. Since there are non-orientable manifolds, reductions do not

always exist.
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• An {e}-structures is nothing but a global frame on M .

As in Section 1.1, we want to give an alternative description of G-structures via tuples

of tensor �elds of certain kind. Therefore, we generalise the concept of model tensors from

tensors to tensor �elds on manifolds.

De�nition 3.5. Let M be an n-dimensional manifold and Ti ∈ T ri,si be (ri, si)-tensor

�elds on M for i = 1, . . . , k. The k-tuple (T1, . . . , Tk) is said to have the model tensors

(S1, . . . , Sk) ∈ T r1,s1Rn × . . . × T rk,skRn if the k-tuple ((T1)x, . . . , (Tk)x) ∈ T r1,s1TxM ×
. . . × T rk,skTxM has the model tensors (S1, . . . , Sk) for all x ∈ M , i.e. if for all x ∈ M
there exists u ∈ F(TxM) such that

(
u∗(T1)x, . . . , u

∗(Tk)x
)

= (S1, . . . , Sk).

We get the following analogue of Lemma 1.5 on the manifold level.

Proposition 3.6. Let M be an n-dimensional manifold and G ⊆ GL(n,R) be a Lie sub-

group of GL(n,R) which is the common stabiliser of the tensors S1 ∈ T r1,s1Rn, . . . , Sk ∈
T rk,skRn. Then there is a one-to-one correspondence between G-structures and k-tuples

(T1, . . . , Tk) ∈ Γ (T r1,s1M) × . . . × Γ (T rk,skM) which have model tensors (S1, . . . , Sk) ∈
T r1,s1Rn × . . .× T rk,skRn. The correspondence is as follows:

• If P ⊆ F(M) is a G-structure, then the associated k-tuple (T1, . . . , Tk) ∈ Γ (T r1,s1M)

× . . . × Γ (T rk,skM) is given at the point x ∈ M by (Ti)x :=
(
u−1

)∗
Si for u ∈ Px

arbitrary and for i = 1, . . . , k.

• Let (T1, . . . , Tk) ∈ Γ (T r1,s1M) × . . . × Γ (T rk,skM) be a k-tuple with model tensors

(S1, . . . , Sk) ∈ T r1,s1Rn× . . .×T rk,skRn. Then the associated G-structure P ⊆ F(M)

is given by

Px := {u ∈ F(TxM) |u∗(Ti)x = Si for i = 1, . . . , k}

for all x ∈M .

Proof. Regarding Lemma 1.5, only the smoothness of P induced by the tensor �elds

(T1, . . . , Tk) on M with model tensors (S1, . . . , Sk) on Rn is not obvious. Since this is a lo-

cal statement, we may assume M = Rn and consider the smoothness in 0 ∈ Rn. It su�ces

to show that there is a neighbourhood U of 0 ∈ Rn and a smooth map A : U → GL(n,R)

such that (A(x)∗(T1)x, . . . , A(x)∗(Tk)x) = (S1, . . . , Sk). Therefore, denote by O the orbit

of (S1, . . . , Sk) in T r1,s1Rn × . . . × T rk,skRn under the natural action of GL(n,R). By

assumption, there exists A0 ∈ GL(n,R) such that (A∗0(T1)0, . . . , A
∗
0(Tk)0) = (S1, . . . , Sk).

Choose a neighbourhood V of A0G in GL(n,R)/G which admits a smooth local section

s : V → GL(n,R) of GL(n,R) → GL(n,R)/G with s(A0G) = A0. Consider the smooth

map

F : Rn × V → O, F (x,AG) := (s(AG)∗(T1)x, . . . , s(AG)∗(Tk)x)
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for x ∈ Rn and A ∈ GL(n,R) with AG ∈ V . Note that the image of F lands in O
exactly because (T1, . . . , Tk) has model tensors (S1, . . . , Sk). Since V and O have the

same dimension, we may apply the implicit function theorem to get a smooth function

f : U → V de�ned on an open neighbourhood U of 0 with F (x, f(x)) = (S1, . . . , Sk).

Hence, A := s ◦ f : U → GL(n,R) is the desired smooth function.

In the situation of Proposition 3.6, we also call the k-tuple (T1, . . . , Tk) ∈ Γ (T r1,s1M)×
. . . × Γ (T rk,skM) a G-structure on M . Proposition 3.6 applies, e.g., to the cases G =

O(p, n − p), Sp(2m,R), Uε(p,m − p), SUε(p,m − p), Gε
2, (G2)C and Spinε(7) that we dis-

cussed on the vector space level in Chapter 2. All the concepts and de�nitions introduced

in Chapter 2 which are related to particular G-structures on vector spaces can be extended

to the entire manifold by de�ning them pointwise on each tangent space.

As an example, take G = Gε
2. A Gε

2-structure on (a seven-dimensional manifold) M

is a three-form ϕ ∈ Ω3M with model tensor ϕε ∈ Λ3
(
R7
)∗ de�ned in Equation (1.4). ϕ

induces a pseudo-Riemannian metric gϕ ∈ Γ
(
S2T ∗M

)
on M and a metric volume form

φ(ϕ) ∈ Ω7M by de�ning them pointwise on TpM by Equation (2.24) and Equation (2.23),

respectively. Also we get an induced Hodge star operator ?ϕ on the entire manifold.

De�nition 3.7. The O(p, n− p)-structure associated to a pseudo-Riemannian metric g of

signature (p, n−p) on an n-dimensional manifold via the model tensor 〈·, ·〉p,n−p is denoted
by O(M).

3.1.2 G-connections and intrinsic torsion

We brie�y recall some well-known concepts in the theory of G-principal bundles. Therefore,

let (P, π,M) be a �xed G-principal bundle in the following.

If ρ : G→ GL(V ) is a representation of G on a real n-dimensional vector space V , then

the vector bundle E associated to P and ρ is given by

E := (P × V )/G. (3.1)

Here, G acts from the right freely on P×V by (p, v)·g =
(
p · g, ρ

(
g−1
)

(v)
)
. One can check

that E is, in fact, a vector bundle of rank n over M with the obvious �bre-wise addition.

Each G-principal bundle has an associated vector bundle via the adjoint representation.

De�nition 3.8. Let P be a G-principal bundle. The adjoint bundle of P is the vector

bundle associated to P and the adjoint representation of G on the associated Lie algebra g

and is denoted by g(P ).

The next important concept to recall is that of a G-principal connection. Therefore,

�rst note that we have a natural subbundle of TP given by V := ker(dπ). This subbun-

dle is called the vertical bundle. A G-principal connection is a right-invariant horizontal

distribution H on P , where horizontal means that TpP = Vp ⊕Hp for all p ∈ P .

58



3.1. BASIC DEFINITIONS AND RELATIONS 59

If E is an associated vector bundle, then there is a natural map H 7→ ∇H from the set

of all G-principal connections on P to the set of all (a�ne) connections on E. To de�ne this

map, let C∞(P, V )G be the C∞(M)-module of smooth G-equivariant functions f : P → V ,

where G-equivariant means f(p · g) = ρ
(
g−1
)
f(p) for g ∈ G and p ∈ P . The map

s 7→ fs, Γ(E) → C∞(P, V )G with fs(p) ∈ V uniquely de�ned by s(π(p)) = [(p, fs(p))] ∈
(P × V )/G = E can be shown to be a C∞(M)-module isomorphism. Using this map

to identify Γ(E) with C∞(P, V )G, ∇H is given by
(
∇H
)
X
f = df (X∗) ∈ C∞(P, V )G

for X ∈ X(M) and f ∈ C∞(P, V )G. Here, X∗ ∈ X(P ) is the unique horizontal lift of

X ∈ X(M) to P , i.e. X∗p ∈ Hp and dπp(X∗p ) = Xπ(p) for all p ∈ P .
In general, the map H 7→ ∇H is not a bijection between the set of all G-principal

connections on P and the set of all connections on the associated vector bundle E, cf. [J3].

However, for F(M) and the standard representation of GL(n,R) on Rn it is a bijection.

Proposition 3.9. Let F(M) be the frame bundle of an n-dimensional manifold and P

be a G-structure. Then the vector bundle of M associated to the standard representation

of G ⊆ GL(n,R) on Rn is (isomorphic to) the tangent bundle TM . The adjoint bundle

gl(n,R)(F(M)) is (isomorphic) to End(TM) = T ∗M ⊗ TM and the adjoint bundle g(P )

is a subbundle of End(TM) = T ∗M ⊗ TM . Moreover, the above de�ned map H 7→ ∇H

between GL(n,R)-principal connections on F(M) and connections on M is a bijection.

Proof. All assertions are proved in [Baum].

Remark 3.10. More generally than the �rst assertion in Proposition 3.9, it is true that if

P is a G-principal bundle, Q a reduction of P to H and ρ : G→ GL(V ) a representation,

then the vector bundle associated to P and ρ is isomorphic to the vector bundle associated

to Q and ρ|H.

We are interested in connections on M which are compatible with a given G-structure

P in the sense that the corresponding GL(n,R)-principal connection on F(M) is also a

G-principal connection on P .

De�nition 3.11. Let P be a G-structure on an n-dimensional manifold M . We say that a

connection ∇ on TM is a G-connection if the corresponding GL(n,R)-principal connection

H∇ on the frame bundle F(M) reduces to P , i.e. if H∇ is a subbundle of TP . Note that

then H∇ is a G-principal connection on P and that ∇ is an H-connection for all Lie

subgroups H of GL(n,R) with G ⊆ H ⊆ GL(n,R). Note further that to decide if a given

connection ∇ is a G-connection one needs the concrete G-structure P and not only the

abstract group G as the name seems to indicate.

G-connections always exist and may be described as follows.
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Lemma 3.12. Let P be a G-structure onM . ThenM admits a G-connection and the set of

all G-connections on P is an a�ne space modelled on the real vector space Γ (T ∗M ⊗ g(P )).

If P is de�ned in the sense of Proposition 3.6 by the tensor �elds (T1, . . . , Tk) ∈ T r1,s1M ×
. . .× T rk,skM , then a connection ∇ on TM is a G-connection if and only if ∇Ti = 0 for

i = 1, . . . , k.

Proof. The �rst assertion is proved, e.g., in [Baum]. The second also follows easily from

the results in [Baum] but it is not stated directly there. Note however that [Sa2, Lemma

1.3] states the second assertion directly for the case of one tensor �eld, from which the case

with k tensor �elds follows by induction.

Remark 3.13. Let (M, g) be a pseudo-Riemannian manifold of dimension n and signature

(p, n − p). Then Lemma 3.12 states that the metric connections on M are exactly the

O(p, n−p)-connections on M . More generally, if G is a subgroup of O(p, n−p) and P is a

G-structure onM , then each G-connection is metric with respect to the pseudo-Riemannian

metric on M induced by P .

An important invariant of a G-structure P is its intrinsic torsion.

De�nition 3.14. Let P be a G-structure and let σ : T ∗M ⊗ g(P )→ Λ2T ∗M ⊗TM be the

anti-symmetrisation in the �rst two arguments using that T ∗M⊗g(P ) ⊆ T ∗M⊗T ∗M⊗TM
by Proposition 3.9. The intrinsic torsion τ(P ) of P is de�ned by

τ(P ) :=
[
T∇(P )

]
∈ Γ

(
Λ2T ∗M ⊗ TM/im(σ)

)
,

where ∇ is any G-connection on M and T∇ is its torsion. We call P torsion-free if

τ(P ) = 0. Note that by Lemma 3.12, the set of torsion tensors of G-connections is an

a�ne space modelled on the real vector space Γ(im(σ)). Hence, τ(P ) is well-de�ned and P

admits a torsion-free G-connection if and only if P is torsion-free.

In the case when G is a subgroup of O(p, n− p) and g ⊆ so(p, n− p) is non-degenerate
with respect to the Killing form of so(p, n−p), the description can be simpli�ed as follows.

Remark 3.15. Let M be an n-dimensional manifold, G ⊆ O(p, n − p) and g be the Lie

algebra of G. Assume that g is non-degenerate with respect to the Killing form of so(p, n−p)
and denote by g⊥ the orthogonal complement of g in so(p, n− p). Then the adjoint action

of O(p, n−p) on so(p, n−p) induces by restriction an action of G on so(p, n−p) and g⊥ is

a G-submodule of so(p, n− p). We denote by g⊥(P ) the vector bundle associated to P and

the mentioned action of G on g⊥. Since the map σ0 : (Rn)∗⊗so(p, n−p)→ Λ2 (Rn)∗⊗Rn,
de�ned as the anti-symmetrisation in the �rst two arguments, is an isomorphism, we obtain

the following vector bundle isomorphisms.

Λ2T ∗M ⊗ TM/im(σ) ∼= T ∗M ⊗ so(p, n− p)(O(M))/ (T ∗M ⊗ g(P )) ∼= T ∗M ⊗ g⊥(P ).
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De�nition 3.16. Let M be an n-dimensional manifold and G be a subgroup of O(p, n −
p) for some p ∈ {0, 1 . . . , n} such that g ⊆ so(p, n − p) is non-degenerate with respect

to the Killing form of so(p, n − p). Moreover, let P be a G-structure on M , g be the

induced pseudo-Riemannian metric of signature (p, n− p) on M and ∇g be the Levi-Civita
connection of g. Then

∇−∇g ∈ Γ (T ∗M ⊗ so(p, n− p)(O(M))) = Γ
(
T ∗M ⊗ g(P )⊕ T ∗M ⊗ g⊥(P )

)
for all G-connections ∇. Since the set of all G-connections is an a�ne space modelled on

the vector space Γ(T ∗M ⊗ g(P )), there is a unique G-connection ∇ such that ∇−∇g is in
Γ
(
T ∗M ⊗ g⊥(P )

)
. This connection is called the minimal connection (of P ) and using the

vector bundle isomorphism in Remark 3.15, we get

τ(P ) = ∇−∇g. (3.2)

Recall that the vector bundle T ∗M ⊗ g⊥(P ) is the vector bundle associated to G and

the representation (Rn)∗ ⊗ g⊥ of G. Decomposing this G-module into indecomposable G-

submodules, we get a corresponding decomposition of the vector bundle T ∗M ⊗ g⊥(P ) =

V1 ⊕ . . .⊕Vl. This gives us natural classes of G-structures P whose intrinsic torsion τ(P )

at each point is contained in one or a sum of the subbundles Vi. An equivalent way of

describing these natural classes of G-structures is obtained by using the following lemma.

Proposition 3.17. LetM be an n-dimensional manifold and G ⊆ O(p, n−p) be a subgroup
of O(p, n− p) such that g is non-degenerate with respect to the Killing form of so(p, n− p)
and such that G is the common stabiliser of tensors (S1, . . . , Sk) ∈ T r1,s1Rn × T rk,skRn.
There is an injective vector bundle homomorphism

η : T ∗M ⊗ g⊥(P )→ T ∗M ⊗ (T r1,s1M ⊕ . . .⊕ T rk,skM)

such that if P is a G-structure de�ned by the tensor �elds (T1, . . . , Tk) ∈ T r1,s1M × . . .×
T rk,skM with model tensors (S1, . . . , Sk), then η(τ(P )) = − (∇gT1, . . .∇gTk). Here, ∇g is
the Levi-Civita connection of the induced pseudo-Riemannian metric g of signature (p, n−p)
on M .

Proof. We de�ne a G-module homomorphism

η0 : (Rn)∗ ⊗ g⊥ → (Rn)∗ ⊗ (T r1,s1Rn ⊕ . . .⊕ T rk,skRn)

by

η0(α⊗X) := α⊗ (X.S1, . . . , X.Sk) (3.3)

for α ∈ (Rn) and X ∈ g⊥. Since G is the common stabiliser of (S1, . . . , Sk), the kernel of η0

is trivial, i.e. η0 is injective. Hence, η0 induces an injective vector bundle homomorphism

η : T ∗M ⊗ g⊥(P )→ T ∗M ⊗ (T r1,s1M ⊕ . . .⊕ T rk,skM)
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and

η
(
∇−∇g

)
=
(
∇T1 −∇gT1, . . . ,∇Tk −∇gTk

)
= − (∇gT1, . . . ,∇gTk)

due to Lemma 3.12.

Hence, instead of decomposing the G-module (Rn)∗ ⊗ g⊥ into indecomposable G-

modules, we may equivalently decompose the G-module η0

(
(Rn)∗ ⊗ g⊥

)
into indecom-

posable G-modules and get the same natural classes of G-structures as before. We have a

closer look at some examples in Section 3.2.

3.1.3 Holonomy theory

Recall for an n-dimensional pseudo-Riemannian manifold (M, g) of signature (p, n−p) the
holonomy group Holx(g) at the point x ∈M is de�ned as

Holx(g) := {Pγ |γ : [0, 1]→M piecewise smooth, γ(0) = γ(1) = x} ⊆ O(TxM, gx),

where Pγ : TxM → TxM is the parallel transport map along γ with respect to the Levi-

Civita connection ∇g of g. By our convention,M is connected and so the holonomy groups

at di�erent points are conjugate to each other. Hence, for di�erent points the representa-

tions of the holonomy groups on the corresponding tangent spaces are isomorphic. We call

this representation the holonomy representation and denote it by Hol(g). By identifying

O(TxM, gx) with O(p, n − p), Holx(g) becomes a subgroup of O(p, n − p) and the holon-

omy representation is then the standard representation of this group on Rn. We denote

the mentioned subgroup also by Hol(g) and call it the holonomy group of g. Note that

Hol(g) ⊆ O(p, n − p) is only de�ned up to conjugation in O(p, n − p). The restricted

holonomy group Hol0(g) is constructed analogously to the holonomy group of g but in-

stead of considering all loops at a given point we restrict to all contractible loops at the

point. It is a subgroup of SO0(p, n − p), de�ned up to conjugacy in O(p, n − p), and one

can show that it is exactly the identity component of Hol(g). Moreover, if
(
M̃, g̃

)
is the

pseudo-Riemannian universal covering of (M, g), then Hol(g̃) = Hol0(g).

A natural question which arises at this point is which subgroups of SO0(p, n − p)

can occur as holonomy groups of simply-connected pseudo-Riemannian manifolds (M, g).

If (M, g) is simply-connected and additionally complete, then the well-known decompo-

sition theorem of de Rham and Wu, cf. [dR] and [Wu], states that (M, g) is a pseudo-

Riemannian product of indecomposable pseudo-Riemannian manifolds (Mi, gi), i = 1 . . . , k,

and Hol(g) = Hol(g1) × . . . × Hol(gk). Here, an indecomposable pseudo-Riemannian

manifold is a pseudo-Riemannian manifold with indecomposable holonomy representation.

Hence, the classi�cation of the holonomy groups of simply-connected complete pseudo-

Riemannian manifolds reduces to the classi�cation of the holonomy groups of simply-
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connected complete indecomposable pseudo-Riemannian manifolds. We refer the reader to

[Besse, �10.107] for a discussion of non-completeness in the Riemannian case.

An important subclass of simply-connected indecomposable complete pseudo-Riemann-

ian manifolds is given by the class of simply-connected indecomposable pseudo-Riemannian

symmetric spaces. These spaces can be treated completely algebraically. If (M, g) is

even irreducible, i.e. the holonomy representation is irreducible, then a complete list of

theses spaces and their holonomy groups has been obtained by É. Cartan [Car] in the

Riemannian case and by Berger [Ber2] in the pseudo-Riemannian case. We refer the reader

also to [Besse] or [He] for a modern treatment of the Riemannian case. Note that in the

Riemannian case indecomposability is the same as irreducibility, which is not true in the

pseudo-Riemannian due to the existence of invariant degenerate subspaces. Hence, the

results of Berger do not cover all cases. For a nicely written summary of known results on

indecomposable pseudo-Riemannian symmetric spaces we refer the reader to [KO].

For simply-connected indecomposable pseudo-Riemannian manifolds which are not lo-

cally symmetric, a general classi�cation of the holonomy groups seems to be out of reach,

cf. [GL] for a summary of known results. However, in the irreducible case, Berger found

in 1955 [Ber1] an astonishingly short list of candidates for holonomy groups by purely

algebraic methods.

Theorem 3.18 (Berger). (a) Let (M, g) be a simply-connected irreducible n-dimension-

al Riemannian manifold which is not locally symmetric. Then Hol(g) is either equal

to SO(n) or contained in the following list:

Table 3.1: Berger's list in the Riemannian case

n Hol(g) n Hol(g)

2m U(m) 2m SU(m)

4m Sp(m) 4m Sp(m)Sp(1)

7 G2 8 Spin(7)

(b) Let (M, g) be a simply-connected irreducible n-dimensional pseudo-Riemannian man-

ifold of signature (p, n− p), p /∈ {0, n} which is not locally symmetric. Then Hol(g)

is either equal to SO0(p, n− p) or contained in the following list:

Table 3.2: Berger's list in the pseudo-Riemannian case

n, (p, n− p) Hol(g) n, (p, n− p) Hol(g)

2m, (2r, 2m− 2r) U(r,m− r) 2m, (2r, 2m− 2r) SU(r,m− r)
2m, (m,m) SO(m,C) - -

4m, (4r, 4m− 4r) Sp(r,m− r) 4m, (4r, 4m− 4r) Sp(r,m− r)Sp(1)
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Table 3.2: Berger's list in the pseudo-Riemannian case

n, (p, n− p) Hol(g) n, (p, n− p) Hol(g)

4m, (2m, 2m) Sp(2m,R)SL(2,R) 8m, (4m, 4m) Sp(2m,C)SL(2,C)

7, (3, 4) G∗2 8, (4, 4) Spin0(3, 4)

14, (7, 7) (G2)C 16, (8, 8) Spin(7,C)

Remark 3.19. • To be more precise, the subgroup Hol(g) of SO0(p, n − p) given in

Theorem 3.18 is determined only up to conjugation with elements in O(p, n − p).

Stated di�erently, Theorem 3.18 gives us the possible holonomy representations, where

in each case the representation of Hol(g) is the standard one on Rn. For exact

de�nitions of some of the above groups, we refer the reader to [Br3].

• A reduction of the holonomy group of a Riemannian manifold (M, g) to a proper

subgroup of SO(n) has in�uence on the geometry. Namely, if Hol(g) is a subgroup

of Sp(m)Sp(1), then g is Einstein and if Hol(g) is a subgroup of SU(m), Sp(m), G2

or Spin(7), then g is even Ricci-�at, cf. [Sa2].

• A question which arises at this point is if we can say anything about the possible

holonomy groups of arbitrary a�ne connections on manifolds. Astonishingly, Hano

and Ozeki showed in [HO] that any connected Lie subgroup of GL(n,R), n ≥ 2, is

the holonomy group of some a�ne connection on an open ball in Rn.

• A natural restriction of the last problem is to ask for the possible irreducible restricted

holonomies of torsion-free a�ne connections which are not locally symmetric. Berger

also considered this problem in [Ber1]. He wrote down a list of connected Lie sub-

groups of GL(n,R) and claimed that this list contains, up to a �nite number, all pos-

sible irreducible restricted holonomies of torsion-free a�ne connections. This claim

turned out to be wrong, cf. [CMS], where an in�nite family of such holonomies not

contained in the list in [Ber1] has been found. The problem has �nally been solved

by Merkulov and Schwachhöfer [MS1], [MS2]. For a more detailed summary of the

history of the problem, we refer the reader to [MS1] and [Schw]. Note that [Schw]

gives a di�erent proof of the mentioned classi�cation problem using Berger's original

approach to the problem.

We should emphasise that the two lists are not Berger's original lists. In the Riemannian

case, Berger's list also contained the case of holonomy equal to Spin(9) in 16 dimensions.

But Alekseevsky [Al] and, independently, Brown and Gray [BG2] showed that Riemannian

manifolds with holonomy equal to Spin(9) are automatically locally symmetric. A similar

argument may be applied to other real forms of Spin(9,C), which excludes two more
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possible candidates in the pseudo-Riemannian case, cf. [Br1]. Moreover, Bryant excluded

one more case and added two cases of holonomies of simply-connected pseudo-Riemannian

manifolds in [Br3].

Berger's Theorem gives only possible candidates of holonomy groups. In fact, they all

occur as holonomy groups but it had taken some time to give an example for each of the

cases in Table 3.1 and in Table 3.2, cf. [Br2] for a summary in the Riemannian case. For

the last missing cases, namely G2, G∗2, (G2)C, Spin(7), Spin0(3, 4) and Spin(7,C), examples

have been constructed by Bryant in [Br1] over 30 years after Berger published his list. We

say that a pseudo-Riemannian manifold (M, g) has exceptional holonomy if its holonomy is

equal to one of these groups. Note that the exceptional holonomy groups are exactly those

which do not occur in series. For the Riemannian exceptional holonomies G2 and Spin(7),

complete examples have been constructed by Bryant and Salamon in [BrSa]. Finally, the

existence of compact examples with these holonomies has been shown by Joyce in [J1]

and [J2]. However, still not many explicit examples with exceptional holonomy are known

and it is still of interest to �nd new ones. One method, which is one major motivation

for classifying Lie algebras admitting half-�at structure or cocalibrated structures in this

thesis, is the Hitchin �ow [Hi1]. This �ow yields, starting with a half-�at or cocalibrated

structure, a (non-compact, non-complete) pseudo-Riemannian manifold with exceptional

holonomy equal to Gε
2 or Spinε(7), respectively. We discuss the Hitchin �ow in more detail

in Section 7.1.

Bryant's construction of examples of pseudo-Riemannian manifolds with exceptional

holonomy heavily relies on the following theorem, which connects torsion-free G-structures

to reductions of the holonomy group.

Theorem 3.20 (Holonomy principle). Let M be an n-dimensional manifold, P a G-

structure on M with G being a subgroup of O(p, n − p) such that g ⊆ so(p, n − p) is non-

degenerate with respect to the Killing form of so(p, n− p). Assume that P is de�ned by the

tensor �elds (T1, . . . Tk) ∈ T r1,s1M × . . . × T rk,skM and denote by g the induced pseudo-

Riemannian metric of signature (p, n− p) on M and by ∇g the Levi-Civita connection of

g. Then the following are equivalent:

(i) ∇gTi = 0 for all i = 1, . . . , k.

(ii) τ(P ) = 0.

Moreover, both (i) and (ii) imply Hol(g) ⊆ G.

Proof. Proposition 3.17 gives the equivalence of (i) and (ii). Condition (i) impliesHol(g) ⊆
G by [J3, Proposition 2.5.2].

Remark 3.21. Usually, cf. e.g. [Baum], a slightly di�erent and more general assertion is

called holonomy principle. This assertion states that for all x ∈ M there is a one-to-one
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correspondence between Holx(g) invariant tensors S ∈ T r,sTxM and ∇g-parallel tensor
�elds T ∈ T r,sM with Tx = S.

Suppose that G ⊆ O(p, n − p) has the properties as in Theorem 3.20. Then the

construction of a pseudo-Riemannian metric of signature (p, n−p) with holonomy contained
in O(p, n − p) can be done by constructing a torsion-free G-connection P . Equivalently,

one may construct tensor �elds T1, . . . , Tk de�ning a G-structure P with ∇gTi = 0 for i =

1, . . . , k. We will see in Section 3.2 that in many cases the equations ∇gT1 = 0, . . . ,∇gTk =

0 can be simpli�ed a lot by regarding the decomposition of the G-module (Rn)∗ ⊗ g⊥

or, equivalently, of the G-module η0

(
(Rn)∗ ⊗ g⊥

)
into indecomposable G-modules. But

before we discuss concrete examples in more detail, we remind the reader of the Theorem

of Ambrose-Singer which allows to compute the holonomy algebra holx(g) at the point

x ∈ M , i.e. the Lie algebra of the holonomy group Holx(g) at the point x ∈ M , via the

curvature.

Theorem 3.22 (Ambrose-Singer). Let (M, g) be a pseudo-Riemannian manifold and de-

note by Rg its curvature tensor. For a curve γ : [0, 1] → M with γ(0) = x and γ(1) = y

set (γ∗Rg) (v, w) := (Pγ)−1 ◦ (Rg)y
(
Pγ(v), Pγ(w)

)
◦ Pγ for v, w ∈ TxM , where Pγ is the

parallel transport map along γ. Then the holonomy algebra holx(g) of g at the point x ∈M
is given by

holx(g) = span((γ∗Rg) (v, w)| v, w ∈ TxM, γ : [0, 1]→M, γ(0) = x, γ(1) = y, y ∈M).

Remark 3.23. Theorem 3.22 shows that span((Rg)x (v, w)| v, w ∈ TxM) is a subspace

of holx(g). Often it su�ces to compute the dimension of this space at certain points to

compute the holonomy algebra. For example if we know that Hol(g) is a subgroup of a

connected Lie group G and there is one point x ∈ M with dim(span((Rg)x (v, w)| v, w ∈
TxM)) = dim(G), we can deduce that Hol(g) = G.

3.2 Intrinsic torsion of particular G-structures

In this section, we look at the intrinsic torsion of Uε(p,m − p)-, SUε(p,m − p)-, Gε
2- and

Spinε(7)-structures. Recall that all these structures were treated on the vector space level

in some detail in the Sections 2.3 - 2.5. Recall further that the intrinsic torsion of a

G-structure P with G being a subgroup of O(q, n − q) such that g is a non-degenerate

subspace of so(q, n− q) is a section of the vector bundle associated to P and the G-module

(Rn)∗⊗g⊥ and that this G-module is equivalent to the G-module η0

(
(Rn)∗ ⊗ g⊥

)
with η0 as

in Equation (3.3). We use the results obtained in [ChiSa], [Fe], [FG], [GH], [GM], [Kath1],

[MC4] and [SHPhD] and decompose the G-module (Rn)∗ ⊗ g⊥ ∼= η0

(
(Rn)∗ ⊗ g⊥

)
into

a sum of irreducible G-modules for (most of) the groups G mentioned at the beginning
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of this section. We do not give an explicit description of the summands here. Instead,

we present in the relevant cases a description of the intrinsic torsion solely in terms of the

exterior derivatives of the de�ning di�erential forms and other related di�erential forms and

indicate how the di�erent components of the intrinsic torsion appear as certain components

of these derivatives. Some of the results have, to the best of the author's knowledge, only

been written down explicitly in the literature for the Riemannian case. We transfer them

to the pseudo-Riemannian case without going into much detail concerning this transfer

since in all cases one may literally write down the same proof as in the Riemannian case.

Notation 3.24. For a G-structure P on an n-dimensional manifold M with G ⊆ O(p, n−
p) such that g ⊆ so(p, n− p) is non-degenerate with respect to the Killing form of so(p, n−
p), we denote by capital Latin letters (e.g. W ) components of the decomposition of the

G-module (Rn)∗ ⊗ g⊥. The corresponding subbundles of T ∗M ⊗ g⊥(P ) are denoted by

calligraphic letters (e.g. W) as well as the class of G-structures with intrinsic torsion

everywhere in the subbundle W. Finally, we denote by small Latin letters (e.g. w) the part

of the intrinsic torsion lying in W.

Remark 3.25. • All real �nite-dimensional representations of real semisimple Lie

groups are completely reducible, cf. [K]. This applies to SUε(p,m − p), Gε
2 and

Spinε(7).

• The condition that g is a non-degenerate subspace of so(p, n− p) with respect to the

Killing form of so(p, n−p) is ful�lled in the cases g = uε(p,m−p), g = suε(p,m−p),
g = gε2 and g = spinε(7). Therefore, note that the assertion is obviously true for the

Euclidean cases g = u(m), su(m), g2, spin(7). Moreover, for an arbitrary real Lie

subalgebra g of so(p, n − p), g is non-degenerate in so(p, n − p) if and only if the

complexi�cation gC is non-degenerate in so(p, n− p)C = so(n,C)

3.2.1 Intrinsic torsion of SUε(p,m− p)-structures

Before we discuss the intrinsic torsion of SUε(p,m − p)-structures, we summarise what is

known about the intrinsic torsion of Uε(p,m− p)-structures. Recall that an Uε(p,m− p)-
structure may be described by a pair of a two-form ω and a pseudo-Riemannian metric g

satisfying a certain compatibility relation. Hence, its intrinsic torsion can be described by

∇gω according to Proposition 3.17 since ∇gg = 0. By Equation (3.3), the Uε(p,m − p)-
module we want to decompose is given by

W :=
{
α ∈

(
R2m

)∗ ⊗ Λ2
(
R2m

)∗∣∣∣α(u, Jεv, Jεw) = εα(u, v, w)
}

=
(
R2m

)∗ ⊗ [[Λ2,0
(
R2m

)∗]]
with Jε being the standard ε-complex structure on R2m. The decomposition of W into

irreducible summands in the case U(m) is due to Gray and Hervella [GH]. If m ≥ 3,

67



3.2. INTRINSIC TORSION OF PARTICULAR G-STRUCTURES 68

then W = W1 ⊕ W2 ⊕ W3 ⊕ W4 with irreducible non-zero U(m)-submodules Wi. The

classesW1, . . . ,W4 can literally be de�ned, with the obvious sign changes, also in the cases

U(p,m−p) for arbitrary p and U1(p,m−p) ∼= GL(m,R), and againW = W1⊕ . . .⊕W4 as

Uε(p,m − p)-submodules. For ε = −1, the decomposition stays irreducible, cf. [SHPhD],

and for ε = 1, the spaces Wi decompose further into two irreducible U1(p,m − p) ∼=
GL(m,R)-summands, cf. [GM].

We like to mention some of the classes. First of all, the holonomy principle shows that

the class {0} consists exactly of the pseudo-Kähler or para-Kähler manifolds, respectively.

Moreover, the class W1 is the class of nearly pseudo-Kähler or nearly para-Kähler man-

ifolds, respectively, the class W2 are exactly those with dω = 0 and these run under the

name almost pseudo-Kähler manifolds or almost para-Kähler manifolds, respectively, and

the class W3 ⊕W4 consists of those with integrable J , i.e. they are the pseudo-Hermitian

or para-Hermitian manifolds, respectively.

Next, we consider the intrinsic torsion of SUε(p,m− p)-structures. Since
(suε(p, n− p))⊥ = (uε(p, n− p))⊥ ⊕ RJε as SUε(p,m− p)-modules, we get

V :=
(
R2m

)∗ ⊗ (suε(p, n− p))⊥ ∼= W1 ⊕W2 ⊕W3 ⊕W4 ⊕
(
R2m

)∗
=

5∑
i=1

Wi (3.4)

as SUε(p,m− p)-modules with W5 :=
(
R2m

)∗.
Consider �rst the case m = 3. This case has been treated in [ChiSa] and it has been

shown that W1 = W+
1 ⊕W

−
1 and W2 = W+

2 ⊕W
−
2 as irreducible SU(3)-modules and that

W3, W4 and W5 are irreducible. The classes W+
i and W−i , i = 1, 2, can again literally

be de�ned as in the SU(3)-case also for the SU(p, 3 − p)-case and for SU1(p, 3 − p) ∼=
SL(3,R). Moreover, the decomposition V = W+

1 ⊕W
−
1 ⊕W

+
2 ⊕W

−
2 ⊕W3 ⊕W4 ⊕W5 is

irreducible for SU(p, 3− p) with arbitrary p, cf. [SHPhD]. W1 is the real two-dimensional

SUε(p, 3 − p)-module
[[

Λ3,0
(
R6
)∗]] and it decomposes into the two real one-dimensional

trivial SUε(p, 3 − p)-modules R · ρε and R · (Jε)∗ ρε. Hence, we may identify w+
1 and w−1

with functions on M , which we do in the following. The space W2 is a 16-dimensional

SUε(p, 3 − p)-module isomorphic to
[[

Λ3,0
(
R6
)∗]] ⊗ [Λ1,1

0

(
R6
)∗], and so isomorphic to

2
[
Λ1,1

0

(
R6
)∗]. Here,

[
Λ1,1

0

(
R6
)∗] are the real forms of type (1, 1) whose wedge product

with ω2
0 is 0. Thus, w+

2 and w−2 are real two forms on M whose wedge product with ω2 is

0. The 12-dimensional SUε(p, 3− p)-module W3 is equivalent to the SUε(p, 3− p)-module[[
Λ2,1

0

(
R6
)∗]], which are the real forms of type (2, 1) and (1, 2) whose wedge product with

ω0 vanishes. Hence, w3 is a three-form onM such that the wedge product with ω vanishes.

W4 and W5 are both equivalent to the SUε(p, 3− p)-module
(
R6
)∗. Thus, w4 and w5 are

one-forms on M . By [ChiSa] and [SHPhD], we have the following decomposition of the

SUε(p, 3−p)-modules of all three-forms and four-forms on R6 into SUε(p, 3−p)-submodules,
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which is irreducible for ε = −1:

Λ3
(
R6
)∗

=R · ρε ⊕ R · J∗ρερε ⊕
[[

Λ2,1
0

(
R6
)∗]]⊕ (R6

)∗ ∧ ω0

Λ4
(
R6
)∗

=R · ω2
0 ⊕

[
Λ1,1

0

(
R6
)∗] ∧ ω0 ⊕

(
R6
)∗ ∧ ρε.

Using the above mentioned identi�cations of the di�erent components of the intrinsic tor-

sion with certain di�erential forms on M and the just mentioned decompositions of the

three- and four-forms, one can show, cf. [ChiSa] for SU(3) and [SHPhD] for arbitrary

SUε(p, 3 − p), that the components of the intrinsic torsion can be recovered from the the

exterior derivatives of the de�ning forms (ω, ρ) ∈ Ω2M ×Ω3M and of the pullback J∗ρρ as

follows:

dω =
3

2
w−1 ρ−

3

2
w+

1 J
∗
ρρ+ w3 + w4 ∧ ω,

dρ =w+
1 ω

2 + w+
2 ∧ ω + w5 ∧ ρ,

d(J∗ρρ) =w−1 ω
2 + w−2 ∧ ω − ε(J

∗
ρw5) ∧ ρ.

(3.5)

Equation (3.5) gives us the following characterisation of the torsion-free SUε(p, 3 − p)-

structures:

Corollary 3.26. Let (ω, ρ) ∈ Ω2M×Ω3M be an SUε(p, 3−p)-structure on a six-dimension-

al manifold M . Then (ω, ρ) is torsion-free if and only if dω = 0, dρ = 0 and d(J∗ρρ) = 0.

Many interesting classes of SUε(p, 3− p)-structures naturally appear by distinguishing

them via their intrinsic torsion. In this thesis, we are only interested in the following class.

De�nition 3.27. Let (ω, ρ) ∈ Ω2M × Ω3M be an SUε(p, 3 − p)-structure on a six-

dimensional manifold M . (ω, ρ) is called half-�at if the intrinsic torsion lies entirely in

W−1 ⊕W
−
2 ⊕W3, i.e. if w+

1 = w+
2 = w4 = w5 = 0. By Equation (3.5), this is equivalent

to dω2 = 2dω ∧ ω = 0 and dρ = 0. Therefore, note that a direct computation in a basis as

in Lemma 2.1 shows that the wedge-product of a one-form with ω2 vanishes if and only if

the one-form itself is 0.

Remark 3.28. W−1 ⊕W
−
2 ⊕W3 is a 21-dimensional SUε(p, 3 − p)-submodule of the 42-

dimensional SUε(p, 3−p)-module
(
R6
)∗⊕suε(p, 3−p). In this sense half-�at SUε(p, 3−p)-

structures are �half torsion-free�.

For m ≥ 4, we restrict to the SU(m)-case. This case has been considered by Martín

Cabrera in [MC4] and he showed that the decomposition V =
∑5

i=1Wi is a decomposition

into irreducible SU(m)-modules. Moreover, he proves a nice characterisation of torsion-free

SU(m)-structures, which will play an important role in Section 7.2 to prove a reduction

result for the holonomy of the Riemannian manifold obtained via the Hitchin �ow on

almost Abelian Lie algebras.
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Proposition 3.29. Let M be a 2m-dimensional manifold, m ≥ 4 and (ω,Ψ) ∈ Ω2M ×
ΩmM ⊗C be an SU(m)-structure on M . Then (ω,Ψ) is torsion-free if and only if dω = 0

and dRe(Ψ) = 0.

3.2.2 Intrinsic torsion of Gε
2-structures

By Proposition 3.17, the intrinsic torsion of a Gε
2-structure ϕ ∈ Ω3M on a seven-dimension-

al manifoldM is given by ∇gϕϕ, gϕ being the induced pseudo-Riemannian metric. Denote

for A ∈ {O,Os} by F : Im(A) → R7 the linear isomorphism de�ned in De�nition 1.19

and set ×−1 := F ∗×O and ×1 := F ∗×Os , where ×A is the real two-fold cross product

on
(
Im(A), gA|Im(A)

)
. Then ×−1 is a two-fold cross product on

(
R7, 〈·, ·〉7

)
and ×1 is a

two-fold cross product on
(
R7, 〈·, ·〉3,4

)
. The Gε

2-module X := η0

((
R7
)∗ ⊗ (gε2)⊥

)
de�ned

in Equation (3.3) is given by

X :=
{
α ∈

(
R7
)∗ ⊗ Λ3

(
R7
)∗∣∣∣α(u, v, w, v ×ε w) = 0∀u, v, w ∈ R7

}
.

The decomposition of the G2-module X into irreducible submodules has been done by

Fernández and Gray in [FG]. We have X = X1 ⊕ X2 ⊕ X3 ⊕ X4 with irreducible G2-

modules Xi, i = 1, . . . , 4. We can de�ne G∗2-submodules Xi of X literally as the ones in

the G2-case and getX = X1⊕X2⊕X3⊕X4 as G∗2-modules. The dimensions of the modules

are given by dim(X1) = 1, dim(X2) = 14, dim(X3) = 27 and dim(X4) = 7 and they are

also irreducible in the G∗2-case by [Kath1]. Note that there is, up to equivalence, exactly

one irreducible Gε
2-module in each of the dimensions 1, 7, 14 and 27. Hence, X1 is the

trivial representation, X2 is the adjoint representation, X3 is the representation S2
0

(
R7
)
of

trace-free symmetric two-tensors and X4 the standard representation on R7. Thus, x1 is

a function on M and x4 is a one-form on M . To interpret x2 and x3 as di�erential forms,

we recall that by [FG] and [Kath1] we have

Λ2
(
R7
)∗

= Λ2
7 ⊕ Λ2

14, Λ3
(
R7
)∗

= R · ϕε ⊕ Λ3
7 ⊕ Λ3

27

with

Λ2
7 :=

{
ω ∈ Λ2

(
R7
)∗∣∣∣ω ∧ ϕε = 2 ?ϕε ω

}
, Λ2

14 :=
{
ω ∈ Λ2

(
R7
)∗∣∣∣ω ∧ ϕε = − ?ϕε ω

}
,

Λ3
7 :=

{
?ϕε(α ∧ ϕε)

∣∣∣α ∈ (R7
)∗}

, Λ3
27 :=

{
ψ ∈ Λ3

(
R7
)∗∣∣∣ψ ∧ ϕε = 0, ψ ∧ ?ϕεϕε = 0

}
as decompositions of the two- and the three-forms on R7 into irreducible Gε

2-modules.

Hence, x2 may be considered as a two-form on M with x2 ∧ ϕ = − ?ϕ x2 and x3 as a

three-form on M with x3 ∧ ϕ = 0 and x3 ∧ ?ϕϕ = 0. Moreover, by applying the Hodge

star operator, we get corresponding decompositions of the �ve- and four-forms. Using

these decompositions, one can show, cf. [Br5] and [MC2], that the intrinsic torsion of a

G2-structure is encoded in the exterior derivatives of ϕ and ?ϕϕ as follows:

dϕ = x1 ?ϕ ϕ+ 3x4 ∧ ϕ+ ?ϕx3, d ?ϕ ϕ = 4x4 ∧ ?ϕϕ+ x2 ∧ ϕ. (3.6)
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The proof can be transferred one-to-one to the G∗2-case. Thus, Equation (3.6) holds also

for G∗2-structures and we obtain the following result:

Proposition 3.30. A Gε
2-structure ϕ on a seven-dimensional manifold M is torsion-free

if and only if dϕ = 0 and d ?ϕ ϕ = 0.

We have several interesting classes of G2-structures.

De�nition 3.31. Let ϕ ∈ Ω3M be a Gε
2-structure on a seven-dimensional manifold. ϕ

is called calibrated if the intrinsic torsion is contained in X2, i.e. if x1 = x3 = x4 = 0.

By Equation (3.6) this is equivalent to dϕ = 0. ϕ is called nearly parallel if the intrinsic

torsion is contained in X1, i.e. if x2 = x3 = x4 = 0. Equation (3.6) yields that this is

equivalent to dϕ = λ ?ϕ ϕ and d ?ϕ ϕ = 0 for some constant λ ∈ R. Finally, ϕ is called

cocalibrated if the intrinsic torsion is contained in X1 ⊕X3, i.e. if x2 = x4 = 0. Equation

(3.6) shows that this is equivalent to d ?ϕ ϕ = 0.

3.2.3 Intrinsic torsion of Spinε(7)-structures

Here, we shortly review the di�erent classes of Spinε(7)-structures on eight-dimensional

manifolds which appear when one decomposes the Spinε(7)-module
(
R8
)∗ ⊗ (spinε(7))⊥

into irreducible components. All the results for Spin(7) can be found in [Fe] and [MC1] and

we can transfer these results to the Spin0(3, 4)-case similarly to the previous subsections.

The Spinε(7)-module Z :=
(
R8
)∗ ⊗ (spinε(7))⊥ decomposes into a sum Z = Z1 ⊕ Z2

of two irreducible Spinε(7)-modules with dim(Z1) = 48 and dim(Z2) = 8. The class Z1

of Spinε(7)-structures Φ ∈ Ω4M is characterised by ?dΦ ∧ Φ = 0 and the class Z2 is

characterised by dΦ = θ ∧ Φ for the one-form θ ∈ Ω1M de�ned by θ := −1
7 ? (?dΦ ∧ Φ).

Hence, we obtain

Proposition 3.32. Let Φ ∈ Ω4M be a Spinε(7)-structure on an eight-dimensional manifold

M . Then Φ is torsion-free if and only if dΦ = 0.

Remark 3.33. Note that the fact that, in contrast to the Gε
2-case, there only appears one

equation for torsion-freeness in the Spinε(7)-case relies on the self-duality of a Spinε(7)-

structure, cf. Lemma 2.59.

3.3 Geometric structures on Lie algebras

Let G be a Lie group. Then (r, s)-tensors on the Lie algebra g ∼= TeG are in one-to-one

correspondence with left-invariant (r, s)-tensor �elds on G simply by extending them left-

invariantly to G. The same is of course true for k-forms and symmetric k-tensors. Since

the exterior derivative commutes with pullbacks, this correspondence induces a di�erential

on the k-forms on g, called the Chevalley-Eilenberg di�erential. More exactly, we have
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De�nition 3.34. Let g be a real n-dimensional Lie algebra. Then the Chevalley-Eilenberg

di�erential d : Λkg∗ → Λk+1g∗ is the anti-derivation of Λ∗g∗, i.e. d is linear and ful�ls

d(α1 ∧ α2) = d(α1) ∧ α2 + (−1)k1α1 ∧ d(α2) for all α1 ∈ Λk1g∗, α2 ∈ Λk2g∗, which is

uniquely de�ned by d(Λ0g∗) = {0} and by dα(v, w) = −α([v, w]) for α ∈ g∗ and v, w ∈ g.

The complex (Λ∗g∗, d) is called the Chevalley-Eilenberg cochain complex. Note that it is,

in fact, a complex since d2 = 0 is equivalent to the Jacobi identity on g. The corresponding

cohomology classes are denoted by H∗(g) and the dimension of Hk(g) is denoted by hk(g)

and is called the k-th (Lie algebra) Betti number. Note that always h0(g) = 1. Hence, we

normally omit this number and set h∗(g) :=
(
h1(g), . . . , hn(g)

)
.

A left-invariant H-structure P on G is canonically isomorphic as an H-structure to

the trivial H-structure G × Pe. Hence, we may identify P with the H-structure Pe on

g ∼= TeG. Restricting to left-invariant H-structures, the di�erent classes of H-structures

on G obtained in Section 3.2 via the distinction of the intrinsic torsion give us di�erent

classes of H-structures on g. Note that left-invariant connections ∇ on G are one-to-one

to bilinear maps g × g → g by the identi�cations made at the beginning of this section.

In this context, we also call a bilinear map g × g → g a connection on g and denote it

usually also by ∇. Note that ∇X is an endomorphism of g and so we get an induced

bilinear map ∇ : g × T r,sg → T r,sg for all (r, s) ∈ N2
0, which is exactly the one induced

by the left-invariant connection on T r,sG one gets from the left-invariant connection ∇
on G. Note further that the Levi-Civita connection of a left-invariant pseudo-Riemannian

metric on G provides an example of a left-invariant connection on G and we may speak

of the curvature tensor Rg of a pseudo-Euclidean metric g on g. Replacing the Levi-

Civita connection ∇g on G by the corresponding connection ∇g : g × g → g on g and

the exterior di�erential by the Chevalley-Eilenberg di�erential, we can transfer all the

alternative descriptions of the di�erent classes of left-invariant H-structures on G to the

Lie algebra g. For example, a half-�at SUε(p, 3 − p)-structure on (a real six-dimensional

Lie algebra) g is an SUε(p, 3 − p)-structure (ω, ρ) ∈ Λ2g∗ × Λ3g∗ on g with dω2 = 0 and

dρ = 0. Similarly, a cocalibrated Gε
2-structure on (a real seven-dimensional Lie algebra) g

is a Gε
2-structure ϕ ∈ Λ3g∗ on g with d ?ϕ ϕ = 0. Another example is provided by parallel

G2-structures on g, i.e. G2-structures ϕ ∈ Λ3g∗ on g with ∇gϕ = 0. By Proposition 3.30,

these structures can alternatively be described by the equations dϕ = 0 and d ?ϕ ϕ = 0.

Parallel G2-structures on Lie algebras are not particularly interesting.

Proposition 3.35. A parallel G2-structure ϕ ∈ Λ3g∗ on a seven-dimensional Lie algebra

g induces a �at Euclidean metric gϕ on g.

Proof. Let G be a Lie group with Lie algebra g and let gϕ be the induced left-invariant

Riemannian metric on G. The holonomy principle states that Hol(g) is a subgroup of
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G2. We noted in Remark 3.19 that (G, g) is Ricci-�at. By [AK], Ricci-�at Riemannian

homogeneous spaces are �at and the result follows.

Remark 3.36. By Remark 3.19, there is an analogous statement as Proposition 3.35 for

Riemannian manifolds with parallel SU(m)- or Spin(7)-structure. For pseudo-Riemannian

manifolds, the result obtained in [AK] is no longer true. E.g. in [Kath2], Kath gives

examples of pseudo-Riemannian symmetric spaces with parallel G∗2-structure, and so having

holonomy in G∗2, which are Ricci-�at but not �at.

Proposition 2.51 and the fact that we may replace ρ by J∗ρ in the construction given

in Proposition 2.51 due to Proposition 2.33 (b) imply the following relation between half-

�at SUδ(p, 3 − p)-structures on a real six-dimensional Lie algebra g and cocalibrated Gε
2-

structures on the real seven-dimensional Lie algebra g⊕ R.

Proposition 3.37. Let g be a six-dimensional Lie algebra. Then:

(a) g admits a half-�at SU(3)-structure if and only if g ⊕ R admits a cocalibrated G2-

structure such that g is orthogonal to R.

(b) g admits a half-�at SU(1, 2)-structure (resp. a half-�at SL(3,R)-structure) if and

only if g ⊕ R admits a cocalibrated G∗2-structure such that g is non-degenerate of

signature (2, 4) (resp. of signature (3, 3)) and g is orthogonal to R.

If (ω, ρ) is a half-�at SUδ(p, 3− p)-structure on g, then a cocalibrated Gε
2-structure ϕ and

its Hodge dual ?ϕϕ on g⊕ R with the corresponding value of ε and properties as in (a) or

(b) are given by

ϕ := ω ∧ α+ J∗ρρ, ?ϕϕ = −δ
2
ω2 + ρ ∧ α (3.7)

for α ∈ g0\{0} arbitrary. Conversely, if ϕ is a cocalibrated Gε
2-structure on g ⊕ R with

properties as in (a) or (b), then a half-�at SUδ(p, 3 − p)-structure (ω, ρ) on g with the

corresponding values of δ and p is given by

ω := (vyϕ) , ρ := −vy ?ϕ ϕ (3.8)

for arbitrary v ∈ R\{0}.

We end this section by observing that Corollary 2.34 implies the following obstruction

to the existence of half-�at SUε(p, 3− p)-structures on a six-dimensional Lie algebra.

Proposition 3.38. Let g be a six-dimensional Lie algebra and ε ∈ {−1, 1} be �xed. If

ελ(ρ) ≤ 0 for all ρ ∈ Z3(g), then g does not admit any half-�at SUε(p, 3− p)-structure. If
λ(ρ) = 0 for all ρ ∈ Z3(g), then g does not admit any half-�at structure at all.
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Chapter 4

(Co-)calibrated structures on almost

Abelian Lie algebras

In this chapter, we concentrate on almost Abelian Lie algebras, i.e. Lie algebras g which

possess a codimension one Abelian ideal u. We determine the seven-dimensional almost

Abelian Lie algebras g which admit (co-)calibrated Gε
2-/(G2)C-structures. Moreover, we

classify the seven-dimensional almost Abelian Lie algebras possessing a parallel G2- or

G∗2-structure, respectively, where we restrict ourselves in the latter case to those for which

u is non-degenerate. We show that then the induced pseudo-Euclidean metric on g is

�at, a result which is a priori clear in the G2-case due to Proposition 3.35. Since almost

Abelian Lie algebra are fully determined by the endomorphism f := ad(e7)|u ∈ End(u)

for any e7 ∈ g\u, we express the condition of admitting the corresponding type of Gε
2- or

(G2)C-structure in terms of properties of (the complex Jordan normal form of) f .

We start in Section 4.1 by giving a brief review of almost Abelian Lie algebras. In

Section, 4.2 we present and prove the classi�cation results for almost Abelian Lie algebras

admitting calibrated structure. In Section 4.3, we classify the almost Abelian Lie algebras

which possess cocalibrated structures. The classi�cation results on almost Abelian Lie

algebras admitting parallel structures are given in Section 4.4. The results on the exis-

tence of cocalibrated structures are contained in the author's paper [Fre1], the results for

calibrated and parallel structures have not been published yet.

4.1 Almost Abelian Lie algebras

In this section, we consider almost Abelian Lie algebras, i.e. �nite-dimensional Lie algebras

with codimension one Abelian ideals. We show how the exterior di�erential on k-forms

can be described in an easy way and give a description of all closed k-forms on these Lie

algebras. Finally we show how one can classify all such Lie algebras.
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De�nition 4.1. An n-dimensional F-Lie algebra g is called almost Abelian if there exists

an Abelian ideal u of g of dimension n− 1.

Remark 4.2. An n-dimensional F-Lie algebra g is almost Abelian if and only if g ∼=
Fn−1 oϕ F for some linear map ϕ : F → End

(
Fn−1

)
. Since F is one-dimensional, an

almost Abelian Lie algebra is fully determined by one linear endomorphism of Fn−1, e.g.

ϕ(1).

For the next lemma, recall that for an arbitrary F-vector space V we have a natural

action of the Lie group GL(V ) and of Lie algebra gl(V ) on Λ∗V ∗, cf. the paragraph

before Equation (1) and the equation itself on page xvii. We denote by GL(V )ρ the

stabiliser subgroup of a k-form ρ ∈ ΛkV ∗ under this action of GL(V ) and by L(GL(u)ρ)

the associated Lie algebra.

Lemma 4.3. Let g be an n-dimensional almost Abelian F-Lie algebra. Choose en ∈ g\u, set
f := ad(en)|u ∈ gl(u) and let en ∈ u0 be such that en(en) = 1. Identifying the annihilator

en
0 of en in g with u∗ using the decomposition g = u ⊕ span(en), the following assertions

are true:

(a) dρ = en ∧ (f.ρ) and d(en ∧ ρ) = 0 for all ρ ∈ Λku∗.

(b) A k-form ρ ∈ Λku∗ is closed if and only if f ∈ L(GL(u)ρ).

Proof. Let X,Y ∈ g. Then den(X,Y ) = −en([X,Y ]) = 0 since [X,Y ] ∈ u and en ∈ u0.

This shows den = 0. Next, let α ∈ u∗ ∼= en
0. Let X, Y ∈ u. Then [X,Y ] = 0 and so

(dα)(X,Y ) = 0 = (en ∧ f.α)(X,Y ). Since

(dα)(en, Y ) = −α([en, Y ]) = −(α ◦ f)(Y ) = (en ∧ (−α ◦ f))(en, Y ) = (en ∧ f.α)(en, Y ),

we get dα = en ∧ f.α for all α ∈ u∗. But then dρ = en ∧ f.ρ for all ρ ∈ Λku∗ follows

immediately. Moreover, we get

d(en ∧ ρ) = −en ∧ dρ = −en ∧ en ∧ f.ρ = 0

for all ρ ∈ Λku∗ and (a) follows.

Now (a) shows that ρ ∈ Λku∗ ∼= Λken
0 is closed (with respect to the di�erential on g)

if and only if f.ρ = 0 and by standard Lie theory this is equivalent to f ∈ L(GL(u)ρ).

We already remarked that an n-dimensional almost Abelian Lie algebra is fully de-

termined by an element of End
(
Fn−1

)
. However, di�erent endomorphisms of Fn−1 can

lead to isomorphic n-dimensional almost Abelian Lie algebras. The following proposition

investigates this phenomenon in more detail and gives a classi�cation of almost Abelian

Lie algebras:
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Proposition 4.4. Let g = Fn−1 oϕ Fen and g′ = Fn−1 oϕ′ Fe′n be two n-dimensional

almost Abelian F-Lie algebras. Then g ∼= g′ if and only if there exists γ ∈ F\{0} such that

ϕ(en) and γϕ′(e′n) are conjugate in GLn−1(F). Hence, g is isomorphic to g′ if and only if

there exists γ ∈ F\{0} such that for all m ∈ N and all λ ∈ C the number of Jordan blocks

of size m with λ on the diagonal in the complex Jordan normal form of ϕ(en) equals the

number of Jordan blocks of size m with γλ on the diagonal in the complex Jordan normal

form of γϕ′(e′n).

Proof. "⇒":

Let g be isomorphic to g′. If both g and g′ are Abelian, there is nothing to show. Hence,

we may assume for the rest of the proof that g and g′ are both not Abelian.

We consider �rst the case that g admits a codimension one Abelian ideal u di�erent

from Fn−1. Then V := u ∩ Fn−1 is an (n − 2)-dimensional subspace of Fn−1. Since

[g, g] ⊆ u ∩ Fn−1 = V , we have ϕ(en)(Fn−1) ⊆ V . Moreover, u 6= Fn−1 implies the

existence of λ 6= 0 and w ∈ Fn−1 such that u := w + λen ∈ u. Then, for all v ∈ V , the
identities

ϕ(en)(v) = [en, v]g =
1

λ
[λen, v]g =

1

λ
[u− w, v]g =

1

λ
[u, v]g = 0,

are true, where the last two identities follow from the fact that Fn−1 and u are Abelian.

Hence ϕ(en)|V = 0 and a Jordan normal form of ϕ(en) is given by diag(J2(0), 0, . . . , 0),

where J2(0) is the Jordan block of size two with 0 on the diagonal. The same is of course

true for g′ and the statement follows for this case (note that then g = h3 ⊕ Fn−3 with the

three-dimensional Heisenberg algebra h3).

So we may assume that the unique Abelian ideal of codimension one in g and g′ is

Fn−1. Then each Lie algebra isomorphism Ψ : g → g′ maps Fn−1 isomorphically onto

Fn−1 and there has to be F 3 γ 6= 0 and w ∈ Fn−1 such that Ψ(en) = γe′n + w. So, for

ψ := Ψ|Fn−1 ∈ GLn−1(F) and all v ∈ Fn−1 we get

(ψ ◦ ϕ(en))(v) = Ψ([en, v]g) = [Ψ(en),Ψ(v)]g′ = [γe′n + w,ψ(v)]g′

= γ(ϕ′(e′n) ◦ ψ)(v),

which implies the statement.

"⇐":

Assume that there exists ψ ∈ GLn−1(F) and γ ∈ F\{0} such that ϕ(en) = ψ−1◦(γϕ′(e′n))◦
ψ. Inverting the above computation, we get that the map Ψ : g → g′, de�ned by Ψ(v +

αen) := ψ(v) + αγe′n for v ∈ Fn−1, α ∈ F, is a Lie algebra isomorphism.

Remark 4.5. • For F = R not all complex Jordan normal forms are possible for

ϕ(en). It is well-known that exactly those complex Jordan normal forms are possible

in which for all m ∈ N and all λ ∈ C the number of complex Jordan blocks of size

m with λ on the diagonal is the same as the number of complex Jordan blocks of size
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m with λ on the diagonal. Hence, not all complex almost Abelian Lie algebras are

complexi�cations of real almost Abelian Lie algebras.

• Proposition 4.4 gives us a classi�cation of the real and the complex almost Abelian

Lie algebras. One may, in principal, write down a complete list in each dimension

as follows. One considers, step-by-step, all possible sizes of the Jordan blocks in

the complex Jordan form for ϕ(en), chooses the diagonal elements in each Jordan

blocks as parameters and restricts these parameters in such a way that they are non-

isomorphic for di�erent parameter values but still give all isomorphism classes using

the conditions given in Proposition 4.4.

• Proposition 4.4 may be reformulated in the way that the isomorphism classes of n-

dimensional almost Abelian F-Lie algebras which are not Abelian are in one-to-one

correspondence to the orbits of PGL(n− 1,F) on the projective space P(End(Fn−1)).

This is a strati�ed space with the largest strata having codimension (n− 2).

4.2 Classi�cation results for calibrated structures

In this section, we give a classi�cation of the seven-dimensional almost Abelian Lie alge-

bras g which admit calibrated Gε
2- or (G2)C-structures, respectively. Proposition 4.4 gives

a classi�cation of almost Abelian Lie algebras g via the complex Jordan normal form of

ad(e7)|u, where u is an Abelian ideal in g of codimension one and e7 ∈ g\u. Except for

the case of degenerate u, we express the condition that g possesses a calibrated structure

in terms of properties of the complex Jordan normal form of ad(e7)|u. For the admittance

of a calibrated G∗2- or (G2)C-structure with degenerate u we only give an alternative de-

scription in terms of certain properties of ad(e7)|u. One can, in principle, obtain from that

description also a description in terms of properties of the complex Jordan normal form

of ad(e7)|u, but it is rather involved and not of that much help. Hence, we leave it out

and end this section by giving an explicit list of all nilpotent almost Abelian Lie algebras

admitting calibrated G2-, G∗2- or (G2)C-structures, respectively.

To treat the case of degenerate u, we need the following lemma.

Lemma 4.6. Let ρ0 = e126 − e135 + e234 ∈ Λ3
(
F6
)∗
. Then

GL(6,F)ρ0 =

{(
B 0

CB B
det(B)

)∣∣∣∣∣B ∈ GL(3,F), C ∈ sl(3,F)

}

and

L(GL(6,F)ρ0) =

{(
B 0

C B − tr(B)I3

)∣∣∣∣∣B ∈ gl(3,F), C ∈ sl(3,F)

}
.
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Proof. The group GL(6,R)ρ0 for F = R has been determined in [V]. We repeat the

arguments to determine also the complex stabiliser of ρ0. We do the computation for the

real and complex case in parallel. A short computation shows that V0 := span(e4, e5, e6) ={
v ∈ F6

∣∣∣(vy ρ0)2 = 0
}
. Moreover, if A ∈ GL(6,F)ρ0 and v ∈ V0, we get

A(v)y ρ0 = ρ0(A(v), ·, ·) = (A.ρ0)(A(v), ·, ·) = A. (vy ρ0)

and so A(v) ∈ V0. Hence, we may write the dual map A∗ :
(
F6
)∗ → (

F6
)∗ as At =

A∗ =

(
B BC

0 D

)
for B,D ∈ GL(3,F) and C ∈ gl(3,F) with respect to the ordered basis

(e1, . . . , e6). Applying A∗ to ρ we get

e126 − e135 + e234 = A∗
(
e126 − e135 + e234

)
= Be12 ∧De6 −Be13 ∧De5 +Be23 ∧De6 + tr(C)Be123

= Be12 ∧De6 −Be13 ∧De5 +Be23 ∧De6 + tr(C) det(B)e123

and so tr(C) = 0. We set V1 := span(e1, e2, e3). We have an isomorphism F : Λ2V ∗1 ∧V ∗0 →
End (V0, V1) given by F (ω ∧ α)(v) = α(v) · ωy (e123) for ω ∈ Λ2V ∗1 , α ∈ V ∗0 and v ∈ V0.

We identify End (V0, V1) with gl(3,R) via the basis (e4, e5, e6) of V0 and (e1, e2, e3) of V1.

Then the identities F (ρ0) = I3 and

F
(
Be12 ∧De6 −Be13 ∧De5 +Be23 ∧De6

)
= det(B)B−tDt

are true. Thus, D = B
det(B) and so

GL(6,F)ρ0 ⊆

{(
A 0

BA A
det(A)

)∣∣∣∣∣A ∈ GL(3,F), B ∈ sl(3,F)

}

The converse inclusion follows by inverting the above calculations. The computation of

the associated Lie algebra L(GL(6,F)ρ0) is straightforward.

We are now able to prove

Theorem 4.7. Let g be a seven-dimensional real almost Abelian Lie algebra and u be a

six-dimensional Abelian ideal in g.

(a) The following are equivalent:

(i) g admits a calibrated G2-structure.

(ii) g admits a calibrated G∗2-structure such that u has signature (2, 4) with respect

to the induced pseudo-Euclidean metric on g.

78



4.2. CLASSIFICATION RESULTS FOR CALIBRATED STRUCTURES 79

(iii) For any e7 ∈ g\u, there exist A, B ∈ sl(3,R) and an ordered basis (e1, . . . , e6)

of u such that the transformation matrix of ad(e7)|u with respect to (e1, . . . , e6)

is given by (
A B

−B A

)

(iv) For any e7 ∈ g\u, the complex Jordan normal form of ad(e7)|u is given, up to

a permutation of the complex Jordan blocks, by diag
(
J, J

)
for some trace-free

matrix J ∈ C3×3 in complex Jordan normal form.

(b) The following are equivalent:

(i) g admits a calibrated G∗2-structure such that u has signature (3, 3) with respect

to the induced pseudo-Euclidean metric on g.

(ii) For any e7 ∈ g\u, there exists a vector space decomposition g = V ⊕W of g

into three-dimensional subspaces V , W such that

ad(e7)|u ∈ {f ∈ gl(g) |f |V = fV , f |W = fW , fV ∈ sl(V ), fW ∈ sl(W )}

(iii) For any e7 ∈ g\u, the complex Jordan normal form of ad(e7)u is given, up

to a permutation of the complex Jordan blocks, by diag (J1, J2) for trace-free

matrices J1, J2 ∈ C3×3 which are complex Jordan normals form of real three-

by-three matrices. That means, for i = 1, 2, Ji contains no Jordan block with a

non-real number on the diagonal or exactly two Jordan blocks of size 1 with a

non-real number and its complex conjugate on the diagonal, respectively.

(c) The following are equivalent:

(i) g admits a calibrated G∗2-structure such that u is degenerate with respect to the

induced pseudo-Euclidean metric on g.

(ii) For any e7 ∈ g\u, there exists an ordered basis (e1, . . . , e6) of u, A ∈ gl(3,R)

and B ∈ sl(3,R) such that the transformation matrix of ad(e7)|u with respect to

(e1, . . . , e6) is given by (
A 0

B A− tr(A)I3

)

Proof. Choose e7 ∈ g\u. Let e7 ∈ u0 with e7(e7) = 1 and identify Λke7
0 with Λku∗ using

the decomposition g = u⊕ span(e7). If we say in the following that an element of Λku∗ is

closed, we always mean that the corresponding form in Λke7
0 is closed with respect to the

di�erential of g.
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Let ϕ ∈ Λ3g∗ be a calibrated Gε
2-structure. There are unique ω ∈ Λ2u∗, ρ ∈ Λ3u∗ with

ϕ = ω ∧ e7 + ρ. Lemma 4.3 implies

0 = dϕ = d(ω ∧ e7 + ρ) = dρ.

Proposition 2.48 tells us that the model tensor of ρ is ρ−1 if ε = 1 and u has signature

(2, 4) or if ε = −1, that ρ has model tensor ρ1 if ε = 1 and u has signature (3, 3) and that

ρ has model tensor ρ0 if u is degenerate.

Conversely, let ρ ∈ Λ3e7
0 ∼= Λ3u∗ be closed with model tensor ρ−1. Choose an arbitrary

G2-structure ϕ̃ ∈ Λ3g∗ and an arbitrary G∗2-structure ϕ̌ ∈ Λ3g∗ such that u has signature

(2, 4) with respect to the induced pseudo-Euclidean metric. We decompose ϕ̃ = ω̃∧ e7 + ρ̃,

ϕ̌ = ω̌ ∧ e7 + ρ̌ with ω̃, ω̌ ∈ Λ2u∗ and ρ̃, ρ̌ ∈ Λ3u∗. By Proposition 2.48, both ρ̃ and ρ̌

have model tensor ρ−1. Hence, there are isomorphisms F̃ , F̌ : u→ u with F̃ ∗ρ̃ = ρ = F̌ ∗ρ̌.

We de�ne isomorphisms G̃, Ǧ : g → g by G̃|u := F̃ , Ǧu := F̌ and G̃(e7) := e7 =: Ǧ(e7).

Then G̃∗ϕ̃ is a G2-structure with G̃∗ϕ̃|u = ρ and the closure of ρ and Lemma 4.3 show that

G̃∗ϕ̃ is closed. Moreover, by the same arguments Ǧ∗ϕ̌ is a calibrated G∗2-structure with

Ǧ∗ϕ̌|u = ρ. Since Ǧ is an isometry between (g, gǦ∗ϕ̌) and (g, gϕ̌), the signature of u is (2, 4)

with respect to gǦ∗ϕ̌. Similarly, we see that for each closed ρ ∈ Λ3u∗ with model tensor

ρ1 there exists a calibrated G∗2-structure ϕ̂ ∈ Λ3g∗ with ϕ̂|u = ρ and u having signature

(3, 3) with respect to gϕ̂ and the analogous statement for closed ρ with model tensor ρ0

and calibrated G∗2-structures with degenerate u is true.

Summarizing, the existence of a calibrated Gε
2-structure such that u has the desired

property is equivalent to the existence of a closed three-form ρ ∈ Λ3e7
0 ∼= Λ3u∗ with the

corresponding model tensor mentioned above. By Lemma 4.3, the closure of ρ is equivalent

to ad(e7)|u ∈ L(GL(V )ρ). The identity component of the stabiliser of ρε, ε ∈ {−1, 1}, is,
according to Lemma 2.19, equal to SL(3,Cε) ⊆ GL(6,R). This gives us the equivalence of

(i)-(iii) in (a) and of (i) and (ii) in (b). The stabiliser of ρ0 is given in Lemma 4.6 and we get

the equivalence of (i) and (ii) in (c). The equivalence of (iii) and (iv) in (a) follows from

the fact that L(GL(6,R)ρ−1) = i(sl(3,C)) for some injective R-algebra homomorphism

i : gl(3,C)→ gl(6,C) and that if J is a complex Jordan normal form for A ∈ gl(3,C), then

diag
(
J, J

)
is a complex Jordan normal form for i(A). The equivalence of (ii) and (iii) in

(b) is obvious.

Remark 4.8. In Section 4.3 we show that a seven-dimensional almost Abelian Lie algebra

g with codimension one Abelian ideal u admits a cocalibrated G∗2-structures such that u has

signature (2, 4) if and only if g admits a cocalibrated G∗2-structure such that u has signature

(3, 3). Moreover, the existence of a cocalibrated G∗2-structure with non-degenerate u implies

the existence of a cocalibrated G∗2-structure with degenerate u. The corresponding relations

do not hold for calibrated G∗2-structures:
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• If the complex Jordan normal form of ad(e7)|u is given by diag(1 + i, 1− i, 2 + 2i, 2−
2i,−3− 3i,−3 + 3i), then Theorem 4.7 shows that g admits a calibrated G∗2-structure

such that u has signature (2, 4) but neither one such that u has signature (3, 3) nor

one such that u is degenerate.

• If the complex Jordan normal form of ad(e7)|u is given by diag(1, 2,−3, 4, 5,−9), then

Theorem 4.7 shows that g admits a calibrated G∗2-structure such that u has signature

(3, 3) but neither one such that u has signature (2, 4) nor one such that u is degenerate.

• If the complex Jordan normal form of ad(e7)|u is given by diag(1, 2, 3,−5,−4,−3),

then Theorem 4.7 shows that g admits a calibrated G∗2-structure with degenerate u but

neither one where u has signature (2, 4) nor one where u has signature (3, 3).

Remark 4.9. Recently, results on the existence of calibrated G2-structures on Lie algebras

have been obtained. Namely, [CF] gives a full classi�cation of the seven-dimensional nilpo-

tent Lie algebras admitting a calibrated G2-structure. Moreover, [FMOU] determines all

the six-dimensional solvable Lie algebras h admitting a so-called symplectic half-�at SU(3)-

structure. There is an analogous relation between symplectic half-�at SU(3)-structures on

h and calibrated G2-structures on h ⊕ R as between half-�at SU(3)-structures on h and

cocalibrated G2-structures on h ⊕ R, cf. [FMOU]. Thus, the results obtained in [FMOU]

give us a full list of the seven-dimensional solvable Lie algebras of the form h ⊕ R ad-

mitting a calibrated G2-structure such that the splitting h ⊕ R is orthogonal. The results

in [FMOU] show that a six-dimensional almost Abelian Lie algebra h admits a symplectic

half-�at SU(3)-structure if and only if h⊕R admits a calibrated G2-structure. Analogously

to the proof of Theorem 6.7, one may give a direct proof of this assertion.

For (G2)C-structures we obtain the following result:

Theorem 4.10. Let g be a complex seven-dimensional almost Abelian Lie algebra and u

be a six-dimensional Abelian ideal in g.

(a) The following are equivalent:

(i) g admits a calibrated (G2)C-structure such that u is non-degenerate with respect

to the induced non-degenerate symmetric complex bilinear form on g.

(ii) For any e7 ∈ g\u, there exists a vector space decomposition g = V ⊕W into

three-dimensional subspaces V and W such that

ad(e7)|u ∈ {f ∈ gl(u) |f |V = fV , f |W = fW , fV ∈ sl(V ), fW ∈ sl(W )} .

(iii) For any e7 ∈ g\u, the complex Jordan normal form of ad(e7)u is given, up to a

permutation of the complex Jordan blocks, by diag (J1, J2) for trace-free matrices

J1, J2 ∈ C3×3 in complex Jordan normal form.
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(b) The following are equivalent:

(i) g admits a calibrated (G2)C-structure such that u is degenerate with respect to

the induced non-degenerate symmetric complex bilinear form on g.

(ii) For any e7 ∈ g\u, there exists an ordered basis (e1, . . . , e6) of u, A ∈ gl(3,C)

and B ∈ sl(3,C) such that the transformation matrix of ad(e7)|u with respect to

(e1, . . . , e6) is given by (
A 0

B A− tr(A)I3

)

Proof. The proof is completely analogous to the proof of Theorem 4.7. Using Proposition

2.49 and Lemma 4.3 we see as in the proof of Theorem 4.7 that the existence of a calibrated

(G2)C-structure with non-degenerate u (resp. degenerate u) is equivalent to the existence

of a closed three-form ρ ∈ Λ3e7
0 ∼= Λ3u∗ with model tensor ρ1 (resp. ρ0), e7 ∈ g\u, and

that this is equivalent to ad(e7)|u ∈ L(GL(u)ρ). The stabiliser of ρ1 is given in Proposition

2.19 and the one of ρ0 in Lemma 4.6. This establishes the equivalence of (i) and (ii) both

in (a) and (b). The equivalence of (ii) and (iii) in (a) is obvious.

We �nish this section and use our results to determine the seven-dimensional nilpotent

almost Abelian Lie algebra admitting calibrated Gε
2-/(G2)C-structures. Note that the

classi�cation for the G2-case already has been done in [CF]. Note further that a seven-

dimensional almost Abelian F-Lie algebra with six-dimensional Abelian ideal u is nilpotent

if and only if ad(e7)|u is nilpotent for e7 ∈ g\u and this is the case if and only if the

diagonal elements in the complex Jordan normal form are all 0. Thus, for each partition

n1 + . . . + nk = 6 of 6 with n1, . . . , nk ∈ {1, . . . , 6}, n1 ≥ . . . ≥ nk, there is exactly one

nilpotent almost Abelian Lie algebra, namely that one whose complex Jordan normal form

has Jordan blocks of sizes n1, . . . , nk, and these are all nilpotent seven-dimensional almost

Abelian F-Lie algebras. Therefore, in total we have 11 such nilpotent Lie algebras for both

F = R and F = C. All of them have rational structure constants so each of them admits

a co-compact lattice. Hence, if g admits a calibrated Gε
2-structure, we get a compact

nilmanifold with calibrated Gε
2-structure.

We obtain the following result, where we refer to the appendix for the names of the

appearing Lie algebras.

Corollary 4.11. Let g be a seven-dimensional nilpotent almost Abelian F-Lie algebra.

Then:

(a) If F = R, then g admits a calibrated G2-structure if and only if g ∈ {R7, A5,1 ⊕
R2, n7,2}.

(b) If F = R, then g admits a calibrated G∗2-structure.
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(c) If F = C, then g admits a calibrated (G2)C-structure.

Proof. Theorem 4.7 shows that g admits a calibrated G2-structure if and only if the Jordan

blocks of ad(e7)|u have the sizes (1, 1, 1, 1, 1, 1), (2, 2, 1, 1) or (3, 3). Hence, (a) follows. The

proof of (c) is analogous to the one of (b) and we only show (b). Theorem 4.7 (a) and (b)

show that g admits a calibrated G∗2-structure with non-degenerate u if and only if the sizes

of the Jordan blocks in the complex Jordan normal form are (1, 1, 1, 1, 1, 1), (2, 1, 1, 1, 1),

(2, 2, 1, 1), (3, 1, 1, 1), (3, 2, 1) or (3, 3). To prove the assertion, it su�ces, according to

Theorem 4.7 (c), to give examples of A ∈ gl(3,R) and B ∈ sl(3,R) such that

(
A 0

B A

)
has

complex Jordan normal form with only zeros on the diagonal and with Jordan blocks of

sizes (2, 2, 2), (4, 1, 1), (4, 2), (5, 1) and (6). Recall that by our convention, Jm(λ) denotes

a complex Jordan block of size m with λ ∈ C on the diagonal and further that the 1s in

Jm(λ) are on the superdiagonal. A complex Jordan normal form with Jordan blocks of

sizes (2, 2, 2) and only zeros on the diagonal may be achieved with A = 0 and B ∈ sl(3,R)

of rank three. Those where the blocks have the sizes (4, 1, 1) or (4, 2) may be achieved with

A = diag(J2(0), 0) and B = diag

((
1 0

1 b

)
,−1− b

)
with b = −1 or b = 1, respectively.

The sizes (5, 1) or (6) may be achieved with A = J3(0) and B ∈ sl(3,R) with bij = 0

except b21 = 1 or b31 = 1, respectively.

4.3 Classi�cation results for cocalibrated structures

In this section, we identify those seven-dimensional almost Abelian Lie algebras g which

admit cocalibrated structures. Analogous to Section 4.2, we express the condition of ad-

mitting such a structure entirely in terms of properties of the complex Jordan normal form

of ad(e7)|u, where u is an Abelian ideal of dimension six in g and e7 ∈ g\u. Moreover, also

the proof follows the same lines as the determination of the Lie algebras admitting cali-

brated structures. In particular, we �rst express the condition of admitting a cocalibrated

structure in terms of properties of ad(e7)|u and later transfer this into properties of the

complex Jordan normal form. Since we do the transfer also for the degenerate case, this

transfer requires more work than in the calibrated case. Hence, we postpone it and �rst

prove the following proposition.

Proposition 4.12. Let g be a seven-dimensional almost Abelian F-Lie algebra and u be a

six-dimensional Abelian ideal. Then:

(a) If F = R, then g admits a cocalibrated G∗2-structure such that u has signature (2, 4)

if and only if g admits a cocalibrated G∗2-structure such that u has signature (3, 3).

83



4.3. CLASSIFICATION RESULTS FOR COCALIBRATED STRUCTURES 84

(b) If F = R, then g admits a cocalibrated G2-structure if and only if g admits a cocali-

brated G∗2-structure such that u is non-degenerate and this is the case if and only if

there exists a non-degenerate ω ∈ Λ2u∗ such that ad(e7)|u ∈ sp(u, ω).

(c) If F = C, then g admits a cocalibrated (G2)C-structure such that u is non-degenerate

if and only if there exists a non-degenerate ω ∈ Λ2u∗ such that ad(e7)|u ∈ sp(u, ω).

(d) If F = R (resp. F = C), then g admits a cocalibrated G∗2-structure (resp. (G2)C-

structure) such that u is degenerate if and only if there exists a two-dimensional

subspace V2, a complementary four-dimensional subspace V4 and a non-degenerate

two-form ω ∈ Λ2V ∗4 on V4 such that

ad(e7)|u ∈
{
f ∈ gl(u)

∣∣∣∣f |V2 = f2 + h, f |V4 = −tr(f2)

2
idV4 + f4,

f2 ∈ gl(V2), h ∈ hom(V2, V4), f4 ∈ sp(V4, ω)} .

Proof. Fix e7 ∈ g\u, let e7 ∈ u0 be that element with e7(e7) = 1 and identify as usual

Λke7
0 with Λku∗ using the decomposition g = u⊕span(e7). Let ϕ ∈ Λ3g∗ be a cocalibrated

Gε
2-structure (resp. cocalibrated (G2)C-structure). There exists ρ ∈ Λ3u∗ and Ω ∈ Λ4u∗

with ?ϕϕ = ρ ∧ e7 + Ω. Using Lemma 4.3 we get, as in the proof of Theorem 4.7, that

Ω ∈ Λ4e7
0 ∼= Λ4u∗ is closed. Proposition 2.48 and Proposition 2.49 tell us that the

model tensor of Ω is 1
2ω

2
0 ∈ Λ4

(
F6
)∗ or −1

2ω
2
0 ∈ Λ4

(
F6
)∗ if u is not degenerate and

e1234 + e1256 ∈ Λ4
(
F6
)∗ if u is degenerate. So the existence of a cocalibrated Gε

2-structure

(resp. cocalibrated (G2)C-structure) with non-degenerate u implies the existence of a

closed four-form Ω ∈ Λ4e7
0 ∼= Λ4u∗ with model tensor 1

2ω
2
0 ∈ Λ4

(
F6
)∗. With the use of

Proposition 2.48, we can argue, similarly as in the proof of Theorem 4.7, that the existence

of a cocalibrated Gε
2-structure (resp. cocalibrated (G2)C-structure) with non-degenerate

u is even equivalent to the existence of a closed four-form Ω ∈ Λ4e7
0 ∼= Λ4u∗ with model

tensor 1
2ω

2
0 ∈ Λ4

(
F6
)∗. In particular, (a) follows. Analogously, we get that the existence

of a cocalibrated G∗2-structure (resp. cocalibrated (G2)C-structure) with degenerate u is

equivalent to the existence of a closed four-form Ω̃ ∈ Λ4e7
0 ∼= Λ4u∗ with model tensor

e1234 + e1256 ∈ Λ4
(
F6
)∗. Using Lemma 4.3 we see that, both in the non-degenerate as in

the degenerate case, the four-form Ω is closed if and only if ad(e7)|u ∈ L(GL(u)Ω). By

Lemma 2.4, Ω ∈ Λ4u∗ has model tensor 1
2ω

2
0 ∈ Λ4

(
F6
)∗ if and only if there exits a non-

degenerate ω ∈ Λ2u∗ with Ω = 1
2ω

2. By Proposition 2.5, the stabiliser group GL(u)Ω of Ω

is then equal to Sp(u, ω) and (b) and (c) follow. (d) follows form the concrete form of the

stabiliser of e1234 + e1256 ∈ Λ4
(
F6
)∗, which is given in Proposition 2.5.

Remark 4.13. Regarding Proposition 4.12, it might be of interest to know whether or not

the existence of a cocalibrated G2-structure always implies the existence of a cocalibrated

G∗2-structure. We suppose not, but cannot provide a concrete counterexample.
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To transfer the conditions on ad(e7)|u in Proposition 4.12, which are equivalent to

the existence of a cocalibrated structure, in terms of the complex Jordan normal form of

ad(e7)|u, we need to recall some well-known results, see e.g. [DPWZ], on the complex

Jordan normal forms of elements in sp(2n,F) ⊆ gl(2n,F):

Proposition 4.14. Let (V, ω) be a F-symplectic vector space. Then a linear transformation

f ∈ GL(V ) is conjugate under the action of GL(V ) to an element in sp(V, ω) if and only

if the complex Jordan normal form of f has the property that for all m ∈ N and all 0 6= λ

the number of Jordan blocks of size m with λ on the diagonal equals the number of Jordan

blocks of size m with −λ on the diagonal and the number of Jordan blocks of size 2m− 1

with 0 on the diagonal is even.

Proposition 4.12 and Proposition 4.14 allow us to prove

Theorem 4.15. Let g be a seven-dimensional almost Abelian F-Lie algebra and u be a

codimension one Abelian ideal.

(a) If F = R, then the following are equivalent:

(i) g admits a cocalibrated G2-structure.

(ii) g admits a cocalibrated G∗2-structure such that the subspace u is non-degenerate

with respect to the induced pseudo-Euclidean metric on g.

(iii) For any e7 ∈ g\u, ad(e7)|u ∈ gl(u) is in sp(u, ω), ω ∈ Λ2u∗ being a non-

degenerate two-form on u.

(iv) For any e7 ∈ g\u, the complex Jordan normal form of ad(e7)|u has the property
that for all m ∈ N and all λ 6= 0 the number of Jordan blocks of size m with λ

on the diagonal is the same as the number of Jordan blocks of size m with −λ
on the diagonal and the number of Jordan blocks of size 2m − 1 with 0 on the

diagonal is even.

(b) If F = C, then the following are equivalent

(i) g admits a cocalibrated (G2)C-structure such that the subspace u is non-degener-

ate with respect to the induced non-degenerate complex symmetric bilinear form

on g.

(ii) For any e7 ∈ g\u, ad(e7)|u ∈ gl(u) is in sp(u, ω), ω ∈ Λ2u∗ being a non-

degenerate two-form on u.

(iii) For any e7 ∈ g\u, the complex Jordan normal form of ad(e7)|u has the property
that for all m ∈ N and all λ 6= 0 the number of Jordan blocks of size m with λ

on the diagonal is the same as the number of Jordan blocks of size m with −λ
on the diagonal and the number of Jordan blocks of size 2m − 1 with 0 on the

diagonal is even.
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(c) If F = R (resp. F = C), then the following are equivalent:

(i) g admits a cocalibrated G∗2-structure (resp. cocalibrated (G2)C-structure).

(ii) For any e7 ∈ g\u, there exists a two-dimensional subspace V2, a complementary

four-dimensional subspace V4 and a non-degenerate two-form ω ∈ Λ2V ∗4 on V4

such that ad(e7)|u ∈ gl(u) is in

{f ∈ gl(u) |f |V2 = f2 + h, f2 ∈ gl(V2), h ∈ hom(V2, V4),

f |V4 = −tr(f2)

2
idV4 + f4, f4 ∈ sp(V4, ω)

}
.

(iii) For any e7 ∈ g\u the complex Jordan normal form of ad(e7)|u ∈ gl(u) has the

property that there exists a partition of {1, . . . , 6} into three subsets I1, I2, I3,

each of cardinality two, such that the following is true:

(1)
∑

i∈I1 λi =
∑

i∈I2 λi = −
∑

i∈I3 λi.

(2) If there are i1 ∈ I1, i2 ∈ I2 such that JB(i1) = JB(i2) then λi1 = λi2 =

−
∑
i∈I3

λi

2 or JB(j1) = JB(j2) for the uniquely determined jk ∈ Ik such that

{ik, jk} = Ik, k = 1, 2.

(3) If there exists i2 ∈ I2 such that JB(j) = JB(i2) for all j ∈ I1 or if there

exists i1 ∈ I1 such that JB(j) = JB(i1) for all j ∈ I2, then λj = −
∑
i∈I3

λi

2

for all j ∈ I1 ∪ I2 and JB(j) = JB(k) for all j, k ∈ I1 ∪ I2.

Proof. (a) and (b) follow directly from Proposition 4.12 and Proposition 4.14. For the proof

of (c), note that Proposition 4.12 shows that (ii) implies (i) Moreover, by Proposition

4.12, the implication "(i)⇒ (ii)" follows if we are able to show that the existence of a

cocalibrated G∗2-structure (resp. cocalibrated (G2)C-structure) with non-degenerate u on

g ,implies condition (ii). Since (a) (resp. (b)) is already proved, we may also proceed as

follows to �nish the entire proof:

• First step: Show that condition (iv) in (a) (resp. (iii) in (b)) implies condition (iii)

in (c).

• Second step: Show that the conditions (ii) and (iii) in (c) are equivalent.

First step:

Let A ∈ C6×6 be a matrix in complex Jordan normal form such that for all m ∈ N and

all 0 6= λ ∈ C the number of Jordan blocks of size m with λ on the diagonal is the same as

the number of Jordan blocks of size m with −λ on the diagonal and the number of Jordan

blocks of size 2m − 1 with 0 on the diagonal is even. Number consecutively the diagonal

elements of the complex Jordan normal form by λ1, . . . , λ6. The assumptions on A imply

that we can portion {1, . . . , 6} as follows into three subsets I1, I2, I3 of cardinality two:
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• We can group the Jordan blocks with non-zero diagonal elements into pairs of Jordan

blocks of the same size with λ and −λ, λ 6= 0 on the diagonal. Construct now subsets

I1, . . . , Ir of cardinality two by going successively through all these pairs of Jordan

blocks and putting successively the two indices corresponding to the �rst,. . ., l-th, . . .

diagonal element in the two Jordan blocks in one Ik. By the index i corresponding

to the l-th diagonal element in a certain Jordan block we mean that i ∈ {1, . . . , 6}
such the i-th diagonal element of the big matrix A is the l-th diagonal element in

the Jordan block.

• Similarly, we can group the Jordan blocks with zero on the diagonal and of odd size

into pairs of the same size and construct subsets Ir+1, . . . , Is taking successively all

these pairs of Jordan blocks and putting again the two indices corresponding to the

�rst,. . ., l-th, . . . diagonal element in the two Jordan block in one Ik.

• Finally, we construct subsets Is+1, . . . , I3 by taking successively the Jordan blocks

with 0 in the diagonal of even size and putting together the two indices corresponding

to the (2l − 1)-th and 2l-th diagonal element.

By construction,
∑

i∈Ik λi = 0 for all k = 1, 2, 3 and so condition (1) in Theorem 4.15

(c) (iii) is ful�lled. Moreover, if i1 ∈ I1, i2 ∈ I2 are such that JB(i1) = JB(i2), then

by construction also JB(j1) = JB(j2) for the unique jk ∈ Ik such that Ik = {ik, jk} for
k = 1, 2. This show that condition (2) in Theorem 4.15 (c) (iii) is ful�lled. Finally, we argue

that also condition (3) in Theorem 4.15 (c) (iii) is satis�ed. Therefore, assume, without

loss of generality, that there is i2 ∈ I2 such that JB(i1) = JB(j1) = JB(i2), {i1, j1} = I1.

Then λi1 + λj1 = 0 and λi1 = λj1 = λi2 imply 0 = λi1 = λj1 = λi2 . By construction, the

identity JB(i1) = JB(j1) = JB(i2) implies that JB(j2) = JB(i2) for j2 ∈ I2, j2 6= i2. But

then also λj2 = 0 and the �rst part is proved.

Second step:

For this part of the proof, we remind the reader that we follow that standard convention

on the form of Jordan blocks which puts the 1s on the superdiagonal. We �rst show that

condition (ii) implies condition (iii) in Theorem 4.15 (c). Let f := ad(e7)|u, e7 ∈ g\u. By
assumption, we have a four-dimensional invariant subspace V4 ⊆ u and a two-dimensional

complementary subspace V2 ⊆ u such that f |V2 = f2 +h, f2 ∈ gl(V2), h ∈ hom(V2, V4) and

f |V4 = f4 − tr(f2)
2 idV4 with f4 ∈ sp(V4, ω) for some non-degenerate two-form ω on V4. To

simplify the way of speaking, we say in the following that certain vectors u1, . . . , us are a

Jordan basis of a linear map if there is a permutation making them into a Jordan basis.

Choose a Jordan basis v1, . . . , v4 of f4 and denote by µ1, . . . , µ4 the corresponding diagonal

elements. Then Proposition 4.14 tells us that, without loss of generality, µ1 = −µ2 and

µ3 = −µ4. Set λi := µi − tr(f2)
2 . The vectors v1, . . . , v4 are also a Jordan basis of f |V4 .

Moreover, vi and vj are in one Jordan block for f4 with µi on the diagonal if and only if
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vi and vj are in one Jordan block for f4 − tr(f2)
2 idV4 with λi on the diagonal. By [GLR,

Theorem 4.1.4], there is a Jordan basis w1, . . . , w6 of f such that for all i, j ∈ {1, . . . , 4} the
vectors vi and vj are in the same Jordan block for f4 − tr(f2)

2 idV4 with λi on the diagonal

if and only if wi and wj are in the same Jordan block for f with λi on the diagonal.

Since the characteristic polynomial of f is the product of the characteristic polynomials of

f4− tr(f2)
2 idV4 and f2, the Jordan basis vectors w5 or w6 are in Jordan blocks with λ5 or λ6

on the diagonal, respectively, where λ5, λ6 are the roots of the characteristic polynomial

of f2. In particular, tr(f2) = λ5 + λ6. This allows us now to prove that the conditions (1)

- (3) in Theorem 4.15 (c) are ful�lled for the sets Ik := {2k − 1, 2k}, k = 1, 2, 3:

• We get

λ1 + λ2 = µ1 + µ2 − tr(f2) = −λ5 − λ6, λ3 + λ4 = µ3 + µ4 − tr(f2) = −λ5 − λ6,

which is exactly condition (1).

• If wi1 and wi2 are in one Jordan block for f with λi1 = λi2 on the diagonal for

i1 ∈ {1, 2}, i2 ∈ {3, 4}, then vi1 and vi2 are in one Jordan block for f4 with µi1 =

λi1 + λ5+λ6
2 on the diagonal. We may have µi1 = µi2 = 0 and so λi1 = λi2 = −λ5+λ6

2 .

If this is not the case, Proposition 4.14 implies that f4 has to contain two Jordan

blocks of size two, one with µi1 and the other with −µi1 on the diagonal and so

vj1 , vj2 are in one Jordan block, j1, j2 such that {i1, j1} = {1, 2}, {i2, j2} = {3, 4}.
Hence, wj1 , wj2 are in one Jordan block. Thus, condition (2) is satis�ed.

• If w1, w2 and wi2 for some i2 ∈ {3, 4} or wi1 , w3 and w4 for some i1 ∈ {1, 2} are in
one Jordan block for f with λ on the diagonal, then v1, v2 and vi2 or vi1 , v3 and v4

are in one Jordan block for f4 with λ+ λ5+λ6
2 on the diagonal. But then Proposition

4.14 tells us that v1, v2, v3 and v4 are in one Jordan block for f4 with 0 on the

diagonal. Hence, w1, w2, w3, w4 are in one Jordan block for f with −λ5+λ6
2 on the

diagonal. This is condition (3).

Finally, we show that condition (iii) implies condition (ii) in Theorem 4.15 (c). Let

A ∈ C6×6 be in complex Jordan normal form and assume that it ful�ls all the conditions

in Theorem 4.15 (c) (iii). Let I1, I2 and I3 be a partition of {1, . . . , 6} as in condition

(iii). We may assume that JB(ik) = JB(i3) for ik ∈ Ik, k = 1, 2, i3 ∈ I3 implies ik < i3

simply by rede�ning Ik and I3 if this is not the case (note therefore that λik = λi3). Set

V2 := span(ei|i ∈ I3) and V4 := span(ej |j ∈ I1 ∪ I2). Due to our assumption, V4 is

an invariant subspace for A. That means there are A2 ∈ gl(V2), H ∈ hom(V2, V4) and

A4 ∈ gl(V4) such that A|V2 = A2 +H and A|V4 = A4. Moreover, A4 is in complex Jordan

normal form and so B := A4 + tr(A2)
2 I4 is also in complex Jordan normal form. We claim

that B is conjugate to an element in sp(4,F). Therefore, we have to check that B ful�ls
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all the conditions in Proposition 4.14. We use the conditions (1) - (3) in Theorem 4.15 (c)

(iii) to get information on the structure of B. First, the identity tr(A2) =
∑

i∈I3 λi shows

that the diagonal elements of B are given by µj = λj +

∑
i∈I3

λi

2 , j ∈ I1 ∪ I2. Hence, we get

the following properties of B:

(A) Condition (1) states that
∑

j∈Ik µj =
∑

j∈Ik λj +
∑

i∈I3 λi = 0 for k = 1, 2.

(B) Condition (2) implies that if B contains a Jordan block of size 2 with µ = λ+

∑
i∈I3

λi

2

on the diagonal, then λ = −
∑
i∈I3

λi

2 , i.e. µ = 0, or µ 6= 0 and there is a di�erent

Jordan block of size 2. Property (A) implies that the value on the diagonal in this

other Jordan block of size 2 has then to be equal to −µ.

(C) Condition (3) states that there cannot be any Jordan block of size 3 in B and there

can only be a Jordan block of size 4 in B if the diagonal elements are equal to 0.

Regarding (A) - (C), the Jordan blocks of size greater than one in B obviously ful�l all

conditions in Proposition 4.14. To discuss those of size one, note that if there is at least

one Jordan block of size one with µ 6= 0 on the diagonal, then (B) and (C) directly imply

that all the Jordan blocks in B with non-zero value on the diagonal must be of size one.

Hence, (A) implies that the number of Jordan blocks of size one with µ 6= 0 on the diagonal

equals the number of Jordan blocks of size one with −µ on the diagonal.

Thus, we are left with the Jordan blocks of size one with 0 on the diagonal and have to

show that their number is even. Suppose that their number is odd, i.e. it is one or three.

If it was one, then (A) and (C) show that there is a Jordan block of size two with 0 on the

diagonal. But then there has to be exactly one Jordan block of size one with a non-zero

value on the diagonal, which we just excluded. If the number of Jordan blocks of size one

with 0 on the diagonal was three, we again get that there is exactly one Jordan block of

size one with a non-zero value on the diagonal. Thus, the number of Jordan blocks of size

one with 0 on the diagonal has to be even and the statement is proved.

Remark 4.16. • Theorem 4.15 (a) implies that seven-dimensional almost Abelian Lie

algebras admitting a cocalibrated G2-structure are necessarily unimodular. This is

not true for arbitrary seven-dimensional Lie algebras, cf. Theorem 5.18.

• The admittance of a cocalibrated G2-structure on an almost Abelian Lie algebra puts

restrictions on the Lie algebra Betti numbers hi(g). Since g is unimodular, we have

h7(g) = 1. Moreover, Theorem 4.15 (a) implies the existence of a closed two-form

ω ∈ Λ2e7
0 of length three. Hence, h2i(g) > 0 for i = 1, 2, 3. A more thorough

discussion of condition (iv) in Theorem 4.15 (a) implies the existence of three linearly

independent closed two-forms in Λ2e7
0. Hence, h2(g) ≥ 3 and also h3(g) ≥ 3 since

there have to be three linearly independent non-exact closed two-forms in Λ2e7
0.
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• However, whether a seven-dimensional almost Abelian Lie algebra admits a cocali-

brated G2-structure or not cannot be decided solely by the Lie algebra cohomology.

Therefore, note that the seven-dimensional almost Abelian Lie algebra g = R6 oRe7

with ad(e7)|u = diag(1,−1, 2,−2, 4,−4) has the same Lie algebra cohomology as the

one with ad(e7)|u = diag(1,−1,−1,−1, 4,−2), namely(
h1(g), h2(g), h3(g), h4(g), h5(g), h6(g), h7(g)

)
= (1, 3, 3, 3, 3, 1, 1) .

Theorem 4.15 (a) implies that the �rst Lie algebra admits a cocalibrated G2-structure

while the second does not.

We like to note the following consequences of Theorem 4.15 and Proposition 4.12.

Corollary 4.17. Let g be a real seven-dimensional almost Abelian Lie algebra and u be a

codimension one Abelian ideal.

(a) If g admits a cocalibrated G∗2-structure with non-degenerate u, then it also admits a

cocalibrated G∗2-structure with degenerate u.

(b) g admits a cocalibrated G∗2-structure if and only if gC admits a cocalibrated (G2)C-

structure.

Remark 4.18. An interesting open question one may ask is if the analogue of Corollary

4.17 (b) holds for all real seven-dimensional Lie algebras. We do not think so but cannot

give a concrete counterexample.

We end this section by noting what Theorem 4.15 implies for the nilpotent almost

Abelian Lie algebras. As in the case of a calibrated Gε
2-structure, the interest stems from

the fact that we get compact nilmanifolds with cocalibrated Gε
2-structures.

Corollary 4.19. Let g be a nilpotent F-Lie algebra of dimension seven with six-dimensional

Abelian ideal u. Then:

(a) If F = R, then g admits a cocalibrated G2-structure if and only if

g /∈
{

A4,1 ⊕ R3, n6,1 ⊕ R, n6,2 ⊕ R
}
.

(b) If F = R, then g admits a cocalibrated G∗2-structure.

(c) If F = C, then g admits a cocalibrated (G2)C-structure.

4.4 Classi�cation results for parallel structures

In the �nal section of this chapter, we restrict ourselves to the real case. We determine

the seven-dimensional almost Abelian Lie algebras g admitting parallel Gε
2-structures. For
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simplicity, we consider only G∗2-structures with non-degenerate six-dimensional Abelian

ideal. We use the fact that the holonomy principle and Proposition 3.30 imply that a

Gε
2-structure ϕ ∈ Λ3g∗ is parallel with respect to the induced pseudo-Euclidean metric if

and only if ϕ is calibrated and cocalibrated. For the formulation of the statement, recall

that we use the notation Ma,b for the real two-by-two matrix

(
a b

−b a

)
.

Theorem 4.20. Let g be a seven-dimensional real almost Abelian Lie algebra with six-

dimensional Abelian ideal u.

(a) g admits a parallel G2-structure if and only if g admits a basis (e1, . . . , e7) such that

(e1, . . . , e6) is a basis of u and there exist a, b ∈ R such that the transformation matrix

of ad(e7)|u with respect to (e1, . . . , e6) is given by diag(M0,a,M0,b,M0,−a−b).

(b) g admits a parallel G∗2-structure such that u has signature (2, 4) if and only if g

admits a basis (e1, . . . , e7) such that (e1, . . . , e6) is a basis of u and such that the

transformation matrix of ad(e7)|u with respect to (e1, . . . , e6) is given by one of the

following matrices for certain a ∈ R∗, b, c, d, e ∈ R:

diag(Ma,b,M−a,b,M0,−2b), diag
(
M0,c,M0,d,M0,−(c+d)

)
,


M0,e I2

M0,e

M0,−2e

 ,


0 I2

0 I2

0

 .

(c) g admits a parallel G∗2-structure such that u has signature (3, 3) if and only if for any

e7 ∈ g\u, the complex Jordan normal form of ad(e7)|u has the property that there is

a partition {1, . . . , 6} = I ∪ J with subsets I, J of cardinality three and a bijection

G : I → J with

(i)
∑

i∈I λi = 0,

(ii) λG(i) = −λi for all i ∈ I,

(iii) JB(i1) = JB(i2) if and only if JB(G(i1)) = JB(G(i2)) for all i1, i2 ∈ I,

(iv) JB(i) 6= JB(j) for all i ∈ I, j ∈ J .

(d) Parallel G2-structures and parallel G∗2-structure with non-degenerate u are �at.

Proof. The proof follows the same lines as the determination of the Lie algebras admitting

calibrated or cocalibrated structures in the last two sections.

Let ϕ ∈ Λ3g∗ be a parallel Gε
2-structure with u being non-degenerate. We may choose

e7 ∈ g\u with e7 ⊥gϕ u and gϕ(e7, e7) = −δ ∈ {−1, 1}. Here, δ = 1 if ε = 1 and u has
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signature (3, 3). In all other case, δ = −1. Let e7 ∈ u0 with e7(e7) = 1 and identify as

usual Λke7
0 with Λku∗. Proposition 2.51 tells us that we have a SUδ(p, 3 − p)-structure

(ω, ρ) ∈ Λ2u∗ × Λ3u∗ such that

ϕ = ω ∧ e7 + ρ, ?ϕϕ = −δ
2
ω2 + δJ∗ρρ ∧ e7.

Here, (δ, ε) = (−1,−1) implies p = 3 and (δ, ε) = (−1, 1) implies p = 1. Moreover,

Lemma 4.3 shows that 1
2ω

2 and ρ are closed and so ad(e7)|u ∈ L
(

GL(u) 1
2
ω2 ∩GL(u)ρ

)
.

By Proposition 2.5, L(GL(u) 1
2
ω2) = L(GL(u)ω) and so ad(e7)|u ∈ L

(
GL(u) 1

2
ω2 ∩GL(u)ρ

)
∼= suδ(p, 3− p).

In particular, we have an orthogonal decomposition g = u ⊕ span(e7) into an Abelian

ideal u of g and an Abelian subalgebra span(e7) which acts skew-symmetric on the Abelian

ideal u. Hence, in the G2-case, the Euclidean metrics on g are in Milnor's [Mi] class of �at

Euclidean metrics on Lie algebras. However, one can show, doing the same calculations

as in the Euclidean case, that the analogous class in the pseudo-Euclidean setting also

consists solely of �at metrics. This shows (d). Note that the result in the Euclidean case

also follows from Proposition 3.35, which has been proved using the result that Ricci-�at

homogeneous spaces are �at [AK].

Conversely, assume that f := ad(e7)|u is contained for some, and hence for all, e7 ∈ g\u
in a Lie subalgebra h of gl(u) which is conjugate via an isomorphism u ∼= R6 to suδ(p, 3−p)
for some (δ, p) ∈ {(−1, 3), (−1, 1), (1, 3)}. Using the mentioned isomorphism, we may

construct an SUδ(p, 3− p)-structure (ω, ρ) ∈ Λ2u∗ × Λ3u∗ on u with f.ω = 0 and f.ρ = 0.

By Proposition 2.51, ϕ := ω∧e7+ρ is a Gε
2-structure with Hodge dual ?ϕϕ = − δ

2ω
2+δJ∗ρρ.

Here, ε = −1 if (δ, p) = (−1, 3). Otherwise, ε = 1. Lemma 4.3 tells us that ϕ and ?ϕϕ are

both closed and hence ϕ is parallel.

Thus, g admits a parallel Gε
2-structure with u being non-degenerate if and only if for

any e7 ∈ g\u the linear endomorphism ad(e7)|u is contained in a Lie subalgebra h of gl(u)

which is conjugate via an isomorphism u ∼= R6 to suδ(p, 3 − p), where ε = −1 if and

only if (δ, p) = (−1, 3), ε = 1 and u has signature (2, 4) if and only if (δ, p) = (−1, 1)

and ε = 1 and u has signature (3, 3) if and only if δ = 1. Hence, (a) follows since the

given matrices in the assertion are exactly the real Jordan normal forms of elements in

su(3) ⊆ gl(6,R). For (b), note that in [DPWZ], all the complex Jordan normal forms of

elements in u(1, 2) ⊆ gl(3,C) are determined. To get all the complex Jordan normal forms

of elements in su(1, 2) ⊆ gl(3,C), we only have to require additionally that they are trace-

free. Hence, the possible complex Jordan normal forms of elements in su(1, 2) ⊆ gl(3,C)

are

diag(a+ ib,−a+ ib,−2ib), diag(ic, id,−i(c+ d)), diag(J2(ie),−2ie), J3(0)

for a ∈ R∗ and b, c, d, e ∈ R and we get the claimed real Jordan normal forms for elements
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in su(1, 2) considered as a subset of gl(6,R). (c) follows from the fact that su1(p, 3− p) ={
diag

(
A,−At

)
∈ gl(6,R)

∣∣A ∈ sl(3,R)
}
, cf. De�nition 2.32.

Remark 4.21. There are seven-dimensional almost Abelian Lie algebras which admit both

a calibrated and a cocalibrated G2-structures but no parallel G2-structure. An example is

provided by the nilpotent Lie algebra n7,2.

We look again at the nilpotent case. By [Mi, Theorem 2.4], a nilpotent Lie algebra g

admits a �at Riemannian metric if and only if g is Abelian and so Proposition 3.35 shows

that a nilpotent Lie algebra g admits a parallel G2-structure if and only if g is Abelian.

This is in accordance with Theorem 4.20. For the G∗2-case with non-degenerate u we get

from Theorem 4.20:

Corollary 4.22. Let g be a seven-dimensional real nilpotent almost Abelian Lie algebra

and let u be a six-dimensional Abelian ideal in g. Then g admits a parallel G∗2-structure

with non-degenerate u if and only if g ∈
{
R7, A5,1 ⊕ R2, n7,2

}
.
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Chapter 5

Cocalibrated structures on direct

sums

In this chapter, we give the classi�cation of the direct sums of four- and three-dimensional

Lie algebras which admit cocalibrated G2-structures. The results are all contained in the

author's paper [Fre2]. We start by recalling basic facts about three- and four-dimensional

Lie algebras in Sections 5.1 and 5.2, respectively. In Section 5.3 we use the results obtained

at the end of Section 2.4 to prove a general existence result for cocalibrated G2-structure

on manifolds. We apply this general result to our particular case of cocalibrated G2-

structures on direct sums g4 ⊕ g3 of four- and three-dimensional Lie algebras using the

structure theory of these Lie algebras obtained in the previous sections. In Section 5.4, we

use Proposition 2.48 and again the structure theory to obtain obstructions to the existence

of cocalibrated G2-structures on the mentioned class of Lie algebras. Section 5.5 starts by

presenting the main theorem of this chapter, which tells us exactly which sums of four-

and three-dimensional Lie algebras admit cocalibrated G2-structures. In the preceding, we

give the proof of the main theorem using all previous results. We deal separately with the

four cases which naturally appear by distinguishing whether g4 or g3 is unimodular or not.

5.1 Three-dimensional Lie algebras

The classi�cation of three-dimensional Lie algebras is well-known for a long time [Bi] and

given in the appendix in Table 7.1. We highlight some aspects of the classi�cation.

Lemma 5.1. Let g be a three-dimensional unimodular Lie algebra.

(a) There exists a basis e1, e2, e3 of g and τ1, τ2, τ3 ∈
{
−1

2 , 0,
1
2

}
such that

dei = τi
∑3

j,k=1 εijke
jk for i = 1, 2, 3.

(b) d(g∗) ∧ ker d|g∗ = {0}.
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(c) There exists a linear map g : Λ2g∗ → ker d|g∗ such that for the map G : Λ2g∗ → Λ3g∗,

G(ω) := ω ∧ g(ω) for ω ∈ Λ2g∗, the identity G−1(0) = d(g∗) is true.

(d) If τiτj ≥ 0 for all i, j ∈ {1, 2, 3}, i.e. g /∈ {e(1, 1), so(2, 1)}, then F−1(0) = ker d|g∗,
where F : g∗ → Λ3g∗ is de�ned by F (α) := d(α) ∧ α for α ∈ g∗.

Proof. We use the well-known part (a) [Bi] to show (b)-(d).

(b) Let ω = dα, α =
∑3

i=1 aie
i ∈ g∗ and β =

∑3
i=1 bie

i ∈ g∗. Then

ω =

3∑
i,j,k=1

τiaiεijke
jk (5.1)

and so

ω ∧ β =

3∑
i,j,k,l=1

τiaiblεijke
jkl =

3∑
i,j,k,l=1

τiaiblεijkεjkle
123

=

(
3∑
i=1

2τiaibi

)
e123.

(5.2)

If dβ =
∑3

i,j,k=1 τibiεijke
jk = 0, then τibi = 0 for all i = 1, 2, 3 and so ω ∧ β = 0.

This shows (b).

(c) Let ω ∈ Λ2g∗. Then ω =
∑3

i,j,k=1 aiεijke
jk for unique a1, a2, a3 ∈ R. Set g(ω) :=∑3

i=1,τi=0 aie
i. Then Equation (5.1) shows that g(ω) ∈ ker d|g∗ . Moreover,

ω ∧ g(ω) =

3∑
i,j,k,l=1,τl=0

aialεijke
jkl =

 3∑
i,j,k,l=1,τl=0

aialεjkiεjkl

 e123

=

 3∑
i,l=1,τl=0

2aialδil

 e123 =

 3∑
l=1,τl=0

2a2
l

 e123 = 0

if and only if τl = 0 implies al = 0 for l = 1, 2, 3. But Equation (5.1) shows that this

is equivalent to ω ∈ d(g∗).

(d) The signs of the non-zero τi are all the same due to the assertion. Let α =
∑3

i=1 aie
i ∈

g∗, a1, a2, a3 ∈ R. Then Equation (5.2) implies that dα ∧ α = 0 if and only if∑3
i=1 τia

2
i = 0 and this is the case if and only if τiai = 0 for all i = 1, 2, 3. But

Equation (5.1) states that this is equivalent to α ∈ ker d|g∗ .

The only two non-solvable three-dimensional Lie algebras are the simple ones, namely

so(3) and so(2, 1). All other three-dimensional Lie algebras are almost Abelian: If g is

solvable and unimodular, then, by elementary Lie theory, there exists a codimension one

ideal, which then has to be unimodular and so Abelian. If g is not unimodular, then the

unimodular kernel gives a codimension one Abelian ideal. Hence, Lemma 4.3 shows

95
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Lemma 5.2. Let g be a three-dimensional solvable Lie algebra. Then g∗ admits a vector

space decomposition g∗ = W2 ⊕ span(e3) with W2 two-dimensional and de3 = 0 such that

there exists a linear map f : W2 → W2 with dα = f(α) ∧ e3 for all α ∈ W2. If tr(f) 6= 0,
det(f)
tr(f)2

only depends on the Lie algebra g. Moreover, tr(f) = 0 exactly when g is unimodular.

As we will see in Section 5.3, the existence of a contact form on the three-dimensional

part g3, i.e. of a one-form α ∈ g∗3 with d(α) ∧ α 6= 0, in a direct sum g = g4 ⊕ g3 ensures

the existence of a cocalibrated G2-structure on g for certain four-dimensional Lie algebras

g4. Therefore, we recall the well-known classi�cation of three-dimensional Lie algebras

admitting contact forms, see e.g. [Di]

Lemma 5.3. A three-dimensional Lie algebra does not admit a contact form if and only if

g is solvable and f as in Lemma 5.2 is a multiple of the identity. So g admits a contact-form

if and only if g /∈ {R3, r3,1}.

5.2 Four-dimensional Lie algebras

A classi�cation of all four-dimensional Lie algebra has �rst been obtained in [Mu4d] by

Mubarakzyanov. We give a complete list in the Tables 7.2 and 7.3.

In [ABDO] it is proved that each four-dimensional solvable Lie algebra admits a codi-

mension one unimodular ideal. Since the only simple Lie algebras up to dimension four are

so(3) and so(2, 1), it is an immediate consequence of Levi's decomposition theorem that

the non-solvable four-dimensional Lie algebras are exactly so(3)⊕R and so(2, 1)⊕R. This
shows the �rst part of

Lemma 5.4. Let g be a four-dimensional Lie algebra. Then g admits a codimension one

unimodular ideal u. u is unique if and only if dim([g, g]) = 3 or g is not unimodular. In

these cases, u the commutator ideal [g, g] or the unimodular kernel of g, respectively.

Proof. If g is not unimodular, then the unimodular kernel has codimension one and each

unimodular ideal of g is an ideal of the unimodular kernel. Thus, a codimension one

unimodular ideal has to coincide with the unimodular kernel. The commutator ideal [g, g]

is a unimodular ideal and contained in each codimension one ideal. Thus, the uniqueness

statement follows also if dim([g, g]) = 3.

If g is unimodular and dim([g, g]) < 3, then each three-dimensional subspace of g

containing [g, g] is a unimodular ideal of g. In particular, there is more than one such

ideal.

In Lemma 4.3 we saw that the exterior derivative has a particular nice form for Lie

algebras admitting a codimension one Abelian ideal. More generally, if a Lie algebra admits

a codimension one unimodular ideal we have
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Lemma 5.5. Let g be an n-dimensional Lie algebra which admits a codimension one

unimodular ideal u ⊆ g. Let en ∈ g\u and en ∈ u0, en(en) = 1. Identifying as usual

Λ∗en
0 ∼= Λ∗u∗ via the decomposition g = u⊕ span(en), the following statements are true:

(a) dge
n = 0 and there exists f ∈ gl (u∗) such that dgα = duα+ f(α)∧ en for all α ∈ u∗.

(b) dg(ω ∧ en) = du(ω) ∧ en for all ω ∈ Λ∗u∗.

(c) dg(Λ
n−2u∗) ⊆ Λn−2u∗ ∧ en.

(d) dg(Λ
n−2u∗ ∧ en) = {0}. Moreover, dg(Λ

n−1u∗) = {0} exactly when g is unimodular.

Proof. (a) For arbitrary X,Y ∈ g, the commutator [X,Y ] is in u. Hence dgen(X,Y ) =

−en([X,Y ]) = 0 and so dgen = 0. It is clear that there are linear maps f : u∗ → u∗

and g : u∗ → Λ2u∗ such that dg(α) = g(α) + f(α) ∧ en for all α ∈ u∗. For Z,W ∈ u

we have [Z,W ] ∈ u and

g(α)(Z,W ) = (dgα)(Z,W ) = −α([Z,W ]) = (duα)(Z,W ).

From our identi�cations, we get g(α) = du(α) and so (a).

(b) Part (a) implies that dgω = duω + f.ω ∧ en for all ω ∈ Λku∗, where (f, ω) 7→ f.ω

is the natural action of f ∈ gl (u∗) on ω ∈ Λku∗. Then (a) implies dg(ω ∧ en) =

dg(ω) ∧ en = du(ω) ∧ en as claimed.

(c) We have dgω = duω + f.ω ∧ en for all ω ∈ Λn−2u∗. But u is unimodular, which

is equivalent to the fact that all (n − 2)-forms on u are du-closed. Hence, dgω =

f.ω ∧ en ∈ Λn−2u∗ ∧ en as claimed.

(d) Part (a) and (c) directly imply dg(Λn−2u∗∧en) = {0}. Since g is unimodular exactly

when all (n − 1)-forms are dg-closed, the �rst part implies that dg(Λn−1u∗) = {0}
exactly when g is unimodular.

In Section 5.3, we relate the existence of cocalibrated G2-structures on direct sums

g4⊕ g3 to the existence of subspaces of Λ2g∗4 in which each non-zero element is symplectic.

The next lemma shows that almost all four-dimensional Lie algebras g4 admit a, possibly

trivial, subspace of Λ2g∗4 of the mentioned kind whose dimension solely depends on the

Lie algebra Betti numbers of g4 and of a codimension one unimodular ideal u in g4. Note

that Ovando classi�ed in [Ov] the symplectic four-dimensional Lie algebras and also all

symplectic two-forms on them. The assertion of the next lemma is not stated in [Ov] but

may be obtained from the explicit lists there. We do not use at all the results of [Ov] and

instead give a direct proof.
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Lemma 5.6. Let g be a four-dimensional Lie algebra and assume that

(i) g is almost Abelian with codimension one Abelian ideal u or

(ii) g is not unimodular and the unimodular kernel u is not isomorphic to e(1, 1).

Then g admits a subspace of Λ2g∗ of dimension

D := h2(g)− h1(g)− h1(u) + 4

in which each non-zero element is symplectic.

Proof. Fix a norm ‖·‖ on g∗⊕Λ2g∗ and identify Λ4g∗ ∼= R for the rest of the proof. Choose

an element e4 ∈ g\u and let e4 ∈ u0 be such that e4(e4) = 1. As usual, we identify e4
0 ∼= u∗

via the decomposition g = u⊕ span(e7). By Lemma 5.5, there exists f ∈ gl (u∗) such that

dgβ = duβ + f(β) ∧ e4 for all β ∈ u∗. We �x a complement V of ker du|u∗ in u∗ and set

Wλ :=
{
ω + λg(ω) ∧ e4

∣∣ω ∈ ker dg|Λ2u∗
}
⊆ ker dg|Λ2u∗ ⊕ ker du|u∗ ∧ e4

for λ 6= 0 with g : Λ2u∗ → ker du|u∗ as in Lemma 5.1 (c), i.e. g(ω)∧ω = 0 if and only if ω ∈
du(u

∗). We claim that there is λ 6= 0 such that each non-zero element in U := dg(V ) +Wλ

is symplectic and that the dimension of U is equal to D = h2(g)− h1(g)− h1(u) + 4. Note

that the closure of all elements in U is clear. We divide the proof into six steps.

Step I: All non-zero elements in dg(V ) are symplectic and dg|V : V → dg(V ) is an

isomorphism:

If V = {0}, then there is nothing to show. Otherwise our assumptions imply that g is

not unimodular and so dg(Λ3u∗) 6= {0} by Lemma 5.5. Let α ∈ V \{0}. By de�nition of

V , duα 6= 0 and so Lemma 5.1 (d) tells us that Λ3u∗ 3 duα∧α 6= 0. Hence dg(duα∧α) 6= 0

and so

dgα ∧ dgα = dg(α ∧ dgα) = dg(α ∧ duα+ α ∧ f(α) ∧ e4) = dg(α ∧ duα) 6= 0.

So dgα is non-degenerate and, in particular, dgα 6= 0. This proves Step I.

Step II: f(V ) is a complement of ker du|u∗ in u∗ and dg(V ) ∩Wλ =

dg(V ) ∩
(
ker dg|Λ2u∗ ⊕ ker du|u∗ ∧ e4

)
= {0} for all λ 6= 0:

The inequality 0 6= dgα ∧ dgα = 2duα ∧ f(α) ∧ e4 for α ∈ V \{0} implies that f |V is

injective and so dim(V ) = dim(f(V )). By Lemma 5.1 (b), ker du|u∗ ∧ du(u∗) = {0}. Thus,
f(V ) is a complement of ker du|u∗ in u∗. Let ω ∈ dg(V ) ∩

(
ker dg|Λ2u∗ ⊕ ker du|u∗ ∧ e4

)
.

Then there are α ∈ V, ω1 ∈ ker dg|Λ2u∗ and β ∈ ker du|u∗ such that

ω = duα+ f(α) ∧ e4 = ω1 + β ∧ e4.

This implies f(α) = β ∈ ker du|u∗ and so, since f(V ) is a complement of ker du|u∗ in u∗,

β = 0. Now f |V is injective and so we must have α = 0, which ultimately implies ω = 0.

This �nishes the proof of Step II.
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Step III: dim(dg(V )⊕Wλ) = h2(g)− h1(g)− h1(u) + 4:

Note that the dimension of Wλ is equal to the dimension of ker dg|Λ2u∗ and that the

dimension of ker dg|Λ2g∗ is h2(g) + 4− h1(g). Therefore it su�ces to show

ker dg|Λ2g∗ = ker dg|Λ2u∗ ⊕ ker du|u∗ ∧ e4 ⊕ dg(V )

to get the statement about the dimension of dg(V ) ⊕Wλ. The inclusion "⊇" is obvious.

For the other inclusion, let ω ∈ ker dg|Λ2g∗ . Then there exists ω1 ∈ Λ2u∗ and β ∈ u∗ such

that ω = ω1 + β ∧ e4. Since f(V ) is a complement of ker du|u∗ in u∗, there exists α ∈ V
with β − f(α) ∈ ker du|u∗ . Then

ω−(β−f(α))∧e4−dgα = ω1 +β∧e4−(β−f(α))∧e4−duα−f(α)∧e4 = ω1−duα ∈ Λ2u∗

and ω− (β − f(α))∧ e4− dgα is dg-closed. Hence, ω ∈ ker dg|Λ2u∗ ⊕ ker du|u∗ ∧ e4⊕ dg(V ).

Step IV: ker dg|Λ2u∗ ∩ du(u∗) = {0}:
Let ω ∈ ker dg|Λ2u∗ ∩ du(u∗). Then ω = duβ for some β ∈ u∗ and dgω = 0. We may

assume that β ∈ V . But then

0 = dgω = dg(dgβ − f(β) ∧ e4) = −du(f(β)) ∧ e4.

Since f(V ) is a complement of ker du|u∗ in u∗ and f |V is injective we get β = 0 and so

ω = 0 as claimed.

Step V: Norm estimates:

Note �rst that the identity

(dgα)2 = 2duα ∧ f(α) ∧ e4

and the fact that f |V and du|V are injective imply the existence of a constant A > 0 such

that

|(dgα)2| ≥ A ‖α‖2 . (5.3)

Note further the sign of (dgα)2 ∈ Λ4g∗ ∼= R for α 6= 0 does not depend on α. Namely,

let F : V → R, F (α) := (dgα)2. For dim(V ) > 1 the set V \{0} is connected, while

F (V \{0}) is disconnected if the sign depends on α 6= 0, contradicting the continuity of F .

If dim(V ) = 1 then the statement follows from the fact that F is homogeneous of degree

two in α.

Next we consider the space Wλ for arbitrary λ 6= 0. Lemma 5.1 (c) tells us that

(ω + λg(ω) ∧ e4)2 = 2λω ∧ g(ω) ∧ e4 = 0

for ω ∈ ker dg|Λ2u∗ implies ω ∈ du(u∗). But Step IV tells us that then ω = 0. Thus, there

exists C > 0, independent of λ, such that

|(ω + λg(ω) ∧ e4)2| ≥ C|λ| ‖ω‖2 (5.4)
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for all ω ∈ ker dg|Λ2u∗ . Note that for �xed λ 6= 0, arguing as above, we see that the sign of

(ω+ λg(ω)∧ e4)2 ∈ R does not depend on ω. But it gets reversed if we reverse the sign of

λ. Hence, we may assume that it is chosen such that ω2
1 · ω2

2 > 0 for all ω1 ∈ dg(V )\{0},
ω2 ∈ Wλ\{0}. By Lemma 5.1 (b), the identity duα ∧ g(ω) = 0 is true for all α ∈ V and

ω ∈ ker dg|Λ2u∗ . Thus,

2dgα ∧ (ω + λg(ω) ∧ e4) = 2(duα+ f(α) ∧ e4) ∧ (ω + λg(ω) ∧ e4) = 2f(α) ∧ e4 ∧ ω

and there exists a constant B > 0 such that

|2dgα ∧ (ω + λg(ω) ∧ e4)| ≤ B ‖α‖ ‖ω‖ . (5.5)

Step VI: All non-zero elements in dg(V )⊕Wλ are symplectic for appropriate λ 6= 0:

Let 0 6= ω0 = ω1 + ω2 ∈ dg(V ) ⊕Wλ with ω1 = dgα ∈ dg(V ) for some α ∈ V and

ω2 = ω + λg(ω) ∧ e4 ∈ Wλ for some ω ∈ ker dg|Λ2u∗ . By the previous steps, we only

have to consider the case when ω1 6= 0 and ω2 6= 0. Then both α and ω are not zero by

the Equations (5.3) and (5.4). The discriminant of the polynomial ω2
0 = (ω1 + Xω2)2 =

ω2
2 + 2X ω1 ∧ ω2 +X2 ω2

1 is given by

(2ω1 ∧ ω2)2 − 4ω2
1 · ω2

2 ≤ B2 ‖α‖2 ‖ω‖2 − 4|λ|AC ‖α‖2 ‖ω‖2 = (B2 − 4|λ|AC) ‖α‖2 ‖ω‖2 ,

where we used Equations (5.3), (5.4) and (5.5) and the fact that the sign of ω2
1 · ω2

2 may

be assumed to be positive. But for su�ciently large |λ|, independent of α and ω, this is

negative and the quadratic polynomial in X does not have a real root. In particular, X = 1

is not a real root and so ω0 = ω1 + ω2 is non-degenerate. This �nishes the proof.

Remark 5.7. • Let g, u and D be as in Lemma 5.6. Then D is, in fact, the maximal

dimension of a subspace of Λ2g∗ in which each non-zero element is symplectic. In

the almost Abelian case, the maximality can easily be deduced using that d has a

particular nice form by Lemma 4.3. If g is not unimodular, the maximality can be

deduced from Proposition 5.12 (a) and Theorem 5.18 (a) below.

• Lemma 5.6 applies to all but �ve Lie algebras:

� The only non-unimodular four-dimensional Lie algebra with unimodular kernel

u isomorphic to e(1, 1) is r2 ⊕ r2. In the basis given in Table 7.3, the two-

form e14 + e23 is symplectic. One is the maximal dimension of a subspace of

Λ2 (r2 ⊕ r2)∗ in which each non-zero element is symplectic, cf. [Ov].

� The unimodular four-dimensional Lie algebras which do not admit a codimension

one Abelian ideal are the two non-solvable ones so(3)⊕R and so(2, 1)⊕R and two

other Lie algebras, namely A4,8 and A4,10. All four do not admit any symplectic

two-form.
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In Lemma 5.5, we gave a description of the exterior derivative of n-dimensional Lie

algebras having a codimension one unimodular ideal u. If n = 4 and u = h3, the next

lemma shows that we can do better. For a proof, we refer the reader to [ABDO].

Lemma 5.8. If g is a four-dimensional Lie algebra g which possesses an ideal u isomorphic

to h3, then there exist an element e4 ∈ g\u, an element e1 ∈ u∗ ∼= e4
0, a two-dimensional

subspace V2 ⊆ u∗ with span(e1) ⊕ V2 = u∗, a linear map F : V2 → V2 and a non-zero

two-form ν ∈ Λ2V2\{0} such that de1 = tr(F )e14 + ν, dα = F (α) ∧ e4 for all α ∈ V2 and

de4 = 0. Here, e4 is the element in u0 with e4(e4) = 1. In this case, tr(F ) = 0 if and only

if g is unimodular.

5.3 Existence

In this section, we state di�erent existence results which are used in Section 5.5 to prove our

main theorem. We �rst prove a general proposition which is true on any seven-manifold.

This proposition is used afterwards to derive di�erent more speci�c existence results for

cocalibrated G2-structures on Lie algebras.

For this purpose, we generalise the concept of adapted splittings to manifolds.

De�nition 5.9. Let M be a seven-dimensional manifold and ϕ ∈ Ω3M be a G2-structure

on M . We say that a vector bundle decomposition TM = E4 ⊕E3 is an adapted splitting

(for ϕ) if for all p ∈M the vector space decomposition TpM = (E4)p⊕ (E3)p is an adapted

splitting for ϕp ∈ Λ3TpM
∗ in the sense of De�nition 2.52.

Proposition 5.10. Let M be a seven-dimensional manifold. Assume that there exists a

G2-structure ϕ on M which admits an adapted splitting TM = E4 ⊕ E3 such that the

following is true:

(i) Ω1 := (?ϕϕ)|E4 ∈ Γ
(
Λ4E∗4

) ∼= Γ
(
Λ4E3

0
)
⊆ Γ(Λ4T ∗M) is closed.

(ii) There exists a bounded four-form Φ ∈ Γ
(
Λ3E3

0 ∧ E4
0
)
(i.e. ‖Φ‖C0

< ∞) with

dΦ = dΩ2 for the four-form Ω2 := ?ϕϕ− Ω1 ∈ Γ
(
Λ2E3

0 ∧ Λ2E4
0
)
.

Then M admits a cocalibrated G2-structure, e.g. each G2-structure ϕλ ∈ Ω3(M) whose

Hodge dual is given by

Ψλ := λ4Ω1 + λ2Ω2 − λ2Φ

for λ ∈ R with |λ| >
‖Φ‖C0
ε0

. Here, ε0 is the constant in Lemma 2.57

Proof. Let p ∈M . By Lemma 2.53, (Ω2)p ∈ Λ2(E3)p
0∧Λ2(E4)p

0, σλ := λ4(Ω1)p+λ2(Ω2)p

is the Hodge-Dual of a G2-structure on TpM for all λ 6= 0 and
∥∥λ3Φp

∥∥
λ

= ‖Φp‖1 = ‖Φp‖ϕp
for all λ 6= 0, where ‖·‖λ is the norm on TpM induced by σλ. Thus,

‖(Ψλ)p − σλ‖λ =
∥∥λ2Φp

∥∥
λ

=
‖Φp‖ϕp
|λ|

≤
‖Φ‖C0

|λ|
< ε0
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for all |λ| > ‖Φ‖C0

ε0
. Hence, Lemma 2.57 shows that Ψλ is then the Hodge dual of a

G2-structure on M . The assertion follows since Ψλ is closed by construction.

Remark 5.11. • The condition on the boundedness of Φ is trivially ful�lled if Φ is

left-invariant or M is compact. Moreover, if the initial G2-structure ϕ, the splitting

E4 ⊕ E3 and Φ are left-invariant, so is the induced cocalibrated G2-structure.

• To prove an analogue of Proposition 5.10 in the left-invariant case for G2- and also for

G∗2-structures we do not need at all a metric. We only need that the orbit of all Hodge

duals is open in both cases. For the proof, let g be a seven-dimensional Lie algebra

g. The openness of the orbit implies that for any sequence (An)n, An ∈ GL(g),

any Hodge dual Ψ ∈ Λ4g∗ and any sequence (Φn)n, Φn ∈ Λ4g∗ with lim
n→∞

Φn = 0

there is N ∈ N such that for all n ≥ N the four-form Ψ + Φn and so also the

four-form A∗n(Ψ + Φn) is a Hodge dual of the same type. Let now ϕ ∈ Λ3g∗ be a

Gε
2-structure and g = E4⊕E3 be a splitting into a four-dimensional subspace E4 and

a three-dimensional subspace E3 such that Ψ := ?ϕϕ = Ω1 + Ω2 with Ω1 ∈ Λ4E∗4 ,

Ω2 ∈ Λ2E∗4 ∧ Λ2E∗3 , dΩ1 = 0 and such that there exists Φ ∈ Λ3E∗4 ∧ E∗3 with dΩ2 =

dΦ. Here, we identify, as usual, E∗4
∼= E3

0 and E∗3
∼= E4

0 via the decomposition

g = E4 ⊕ E3. De�ne An ∈ GL(g) such that it acts by multiplication with n on E4

and by the identity map on E3 and set Φn := −Φ
n ∈ Λ3E∗4 ∧ E∗3 . Then our previous

considerations show that

Ψn := A∗n(?ϕϕ+ Φn) = A∗n

(
Ω1 + Ω2 −

Φ

n

)
= n4Ω1 + n2Ω2 − n2Φ

is, for n large enough, a Hodge dual of the same type as Ψ. Moreover, our assumptions

imply that it is closed and so de�nes a cocalibrated Gε
2-structure on g.

We apply Proposition 5.10 to the left-invariant case:

Proposition 5.12. Let g = g4 ⊕ g3 be a seven-dimensional Lie algebra which is the Lie

algebra direct sum of a four-dimensional Lie algebra g4 and of a three-dimensional Lie

algebra g3.

(a) If g3 is unimodular and there exists a D := h2(g3)-dimensional subspace W of Λ2g∗4

such that each non-zero element in W is a symplectic two-form, then g admits a

cocalibrated G2-structure.

(b) Let g4 ∈ {A4,12, r2⊕ r2}. If g3 admits a contact-form α, then g admits a cocalibrated

G2-structure.

(c) If g4 is unimodular, admits a codimension one ideal u isomorphic to h3, g3 is not

unimodular and h1(g4) + h1(g3) − h2(g4) ≥ 2, then g admits a cocalibrated G2-

structure.
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Proof. (a) Choose a basis ν1, ν2, ν3 of Λ2g∗3 such that νD+1 = dαD+1, . . . , ν3 = dα3 is

a basis of d(g∗3), αD+1, . . . , α3 ∈ g∗3. Note that there are 3 − D exact two-forms on

g3 since the unimodularity of g3 is equivalent to the closure of all two-forms on g3.

Furthermore, choose a basis ω1, . . . , ωD ofW . Then Lemma 2.2 and Proposition 2.55

imply that there exist two-forms ωD+1, . . . , ω3 ∈ Λ2g∗4 such that

Ψ :=

3∑
i=1

ωi ∧ νi +
1

2
ω2

1

is the Hodge dual of a G2-structure with adapted splitting g = g4 ⊕ g3. Since

d(Λ2g∗3) = 0, the identity d(
∑3

i=1 ωi ∧ νi) = d(−
∑3

i=D+1 dωi ∧ αi) is true and∑3
i=D+1 dωi ∧ αi ∈ Λ3g∗4 ∧ g∗3. Hence, Proposition 5.10 implies the result.

(b) Let e1, e2, e3, e4 be a basis of g∗4 ∈ {A∗4,12, (r2⊕r2)∗} as in Table 7.3, i.e. de1 = e14+e23,

de2 = e24− εe13, de3 = 0 = de4, where ε = 1 if g4 = A4,12 and ε = −1 if g4 = r2⊕ r2.

Set V ∗4 := span(e4) ⊕ g∗3, V
∗

3 := span(e1, e2, e3). Let α1 ∈ g∗3 be a contact form and

set ω1 := 2e4 ∧ α1 − dα1 ∈ Λ2V ∗4 . Then ω2
1 6= 0 and d

(
1
2ω

2
1

)
= 0. Hence, if we set

ν1 := e12, ν2 := e13, ν3 := e23, Proposition 2.55 implies the existence of two-forms

ω2, ω3 ∈ Λ2V ∗4 such that

Ψ :=
3∑
i=1

ωi ∧ νi +
1

2
ω2

1

is the Hodge dual of a G2-structure with adapted splitting g = V4 ⊕ V3. Decompose

ωi = e4 ∧αi + θi with αi ∈ g∗3, θi ∈ Λ2g∗3 for i = 2, 3. Then d(ω1 ∧ ν1) = d(2e4 ∧α1 ∧
e12 − dα1 ∧ e12) = 0 and so the di�erential of the four-form

∑3
i=1 ωi ∧ νi is given by

d

(
3∑
i=1

ωi ∧ νi

)
= 0 + d(e134 ∧ α2 + e234 ∧ α3) + d(e13 ∧ θ2 + e23 ∧ θ3)

= d(εe24 ∧ dα2 − e14 ∧ dα3)

+ d(ε(e24 ∧ θ2 − e2 ∧ dθ2)− e14 ∧ θ3 + e1 ∧ dθ3)

= d(e1 ∧ ρ1 − εe2 ∧ ρ2).

with ρ1 := −e4 ∧ (dα3 + θ3) + dθ3 ∈ Λ3V ∗4 , ρ2 := −e4 ∧ (dα2 + θ2) + dθ2 ∈ Λ3V ∗4 .

Since e1 ∧ ρ1 − εe2 ∧ ρ2 is in V ∗3 ∧ Λ3V ∗4 , Proposition 5.10 implies the result.

(c) By Lemma 5.8 we may decompose g∗4 into span(e1) ⊕ V2 ⊕ span(e4) for e1, e4 ∈ g∗4

and a two-dimensional subspace V2 such that 0 6= de1 ∈ Λ2V2, dα = F (α)∧ e4 for all

α ∈ V2, F : V2 → V2 a trace-free linear map, and de4 = 0. Moreover, by Lemma 5.2

we may decompose g∗3 = W2⊕ span(e7) with e7 ∈ g∗3 and a two-dimensional subspace

W2 such that dβ = G(β) ∧ e7 for all β ∈ W2, G : W2 → W2 a linear map which is

not trace-free, and de7 = 0. By rescaling e7 we may assume that tr(G) = 1.
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We have ker d|Λ2g∗4
= Λ2V2 ⊕ V2 ∧ e4 ⊕ ker(F ) ∧ e1. Thus, the identity

2− rk(F ) + 3 = dim(ker(F )) + 3 = dim(ker d|Λ2g∗4
) = h2(g4) + 4− h1(g4)

is true. Moreover, dim(kerG) = h1(g3) − 1 and so the condition in the statement

is equivalent to dim(kerG) ≥ 2 − rk(F ). Hence, we may choose a basis α1, α2 of

V2, elements γi ∈ V2, 1 ≤ i ≤ rk(F ), and a basis β1, β2 of W2 such that de1 =

α1 ∧ α2, such that αi = F (γi), 1 ≤ i ≤ rk(F ), is a basis of F (V2) and such that

span(βj |rk(F )+1 ≤ j ≤ 2) is a subspace of kerG. Set V ∗4 := span(e1)⊕V2⊕span(e7),

V ∗3 := W2 ⊕ span(e4) and

ν1 :=β1 ∧ β2, ν2 := β1 ∧ e4, ν3 := −β2 ∧ e4,

ω1 :=e71 − de1 = e71 − α1 ∧ α2, ω2 := e7 ∧ α2 − e1 ∧ α1,

ω3 :=e7 ∧ α1 + e1 ∧ α2.

Since ν1, ν2, ν3 is a basis of Λ2V ∗3 , Proposition 2.55 implies that

Ψ :=
3∑
i=1

ωi ∧ νi +
1

2
ω2

1

is the Hodge dual of a G2-structure with adapted splitting V4 ⊕ V3. Moreover,

d(ω1 ∧ ν1) = d(e71 ∧ β1 ∧ β2 − de1 ∧ β1 ∧ β2)

= −e7 ∧ de1 ∧ β1 ∧ β2 + tr(G)de1 ∧ β1 ∧ β2 ∧ e7 = 0

and so

d

(
3∑
i=1

ωi ∧ νi

)
= d

(
−

2∑
i=1

e1 ∧ αi ∧ βi ∧ e4

)
= −

rk(F )∑
i=1

F (γi) ∧ e4 ∧ e1 ∧G(βi) ∧ e7

= d

− rk(F )∑
i=1

γi ∧ e1 ∧G(βi) ∧ e7

 .

But −
∑rk(F )

i=1 γi∧e1∧G(βi)∧e7 is in V ∗3 ∧Λ3V ∗4 . Since F is trace-free, d(Λ4V ∗4 ) = {0}
and again Proposition 5.10 implies the result.

Remark 5.13. The following generalisation of Proposition 5.12 (a) follows from Proposi-

tion 5.10 using Lemma 2.2:

Let M = N ×G be a seven-dimensional manifold such that N is a four-dimensional com-

pact Riemannian manifold with trivial bundle of self-dual two-forms and such that G is a

unimodular three-dimensional Lie group. If N admits D := h2(g) (g being the Lie algebra

of G) self-dual, closed two-forms ωi ∈ Ω2N such that ωi ∧ ωj = 0 and ω2
i = ω2

j for i 6= j,

then M admits a cocalibrated G2-structure which is invariant under the left-action of G on

M = N ×G given by left-translation on the second factor.
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D = 0 is allowed in Proposition 5.12 (a). Since each non-solvable four-dimensional Lie

algebra g is a Lie algebra direct sum g = h ⊕ R with h ∈ {so(3), so(2, 1)}, h2(so(3)) =

h2(so(2, 1)) = 0 and so(3), so(2, 1) are the only three-dimensional non-solvable Lie algebras,

we get

Corollary 5.14. Let g = g4 ⊕ g3 be a seven-dimensional Lie algebra which is the Lie

algebra direct sum of a four-dimensional Lie algebra g4 and of a three-dimensional Lie

algebra g3. If g is not solvable, then g admits a cocalibrated G2-structure.

5.4 Obstructions

In this section, we derive obstructions to the existence of cocalibrated G2-structures on Lie

algebras, which we use in subsections 5.5.1 - 5.5.4 to prove Theorem 5.18.

We �rst need the following technical lemma.

Lemma 5.15. Let V be a six-dimensional vector space.

(a) Let V = V3⊕W3 be a decomposition into two vector spaces of dimension three and let

Ω = Ω1 + Ω2 ∈ Λ4V ∗ with Ω1 ∈ Λ2V ∗3 ∧ Λ2W ∗3 and Ω2 ∈ V ∗3 ∧ Λ3W ∗3 be a four-form

of length three. Then the length of Ω1 is also three.

(b) Let V = V4 ⊕ V2 be a decomposition into a vector space V4 of dimension four and

a vector space V2 of dimension two. Let ρ be a three-form with model tensor ρ−1 ∈
Λ3
(
R6
)∗

such that ρ ∈ Λ2V ∗4 ∧ V ∗2 ⊕ V ∗4 ∧ Λ2V ∗2 . Then, for any basis α1, α2 of V ∗2 ,

the unique two-forms ω1, ω2 ∈ Λ2V ∗4 such that ρ−
∑2

i=1 ωi ∧αi ∈ V ∗4 ∧Λ2V ∗2 span a

two-dimensional subspace in Λ2V ∗4 in which each non-zero element is of length two.

Proof. (a) Choose an arbitrary dual isomorphism δ : Λ4V ∗ → Λ2V . Then δ(Ω1) ∈
V3 ∧W3 and δ(Ω2) ∈ Λ2V3. By Lemma 1.43, the length of δ(Ω) is three and Lemma

2.1 implies 0 6= δ(Ω)3 = (δ(Ω1) + δ(Ω2))3 = δ(Ω1)3. Thus, δ(Ω1) and so Ω1 has

length three.

(b) There is β ∈ V ∗4 such that ρ = ω1∧α1 +ω2∧α2 +β ∧α1∧α2. We have to show that

l(aω1 + bω2) = 2 for all (a, b) 6= (0, 0). Without loss of generality, we may assume

a 6= 0 and then even a = 1. We rewrite ρ as

ρ = (ω2 + β ∧ α1) ∧ (α2 − bα1) + (ω1 + bω2) ∧ α1.

Note that (ω1+bω2)∧α1 ∈ Λ3(V ∗4 ⊕span(α1)) and (ω2+β∧α1) ∈ Λ2(V ∗4 ⊕span(α1)).

By Proposition 1.45, r(ρ) = 2. Hence, l((ω1 + bω2) ∧ α1) ≥ 2 (consider V ∗ =

(V ∗4 ⊕ span(α1))⊕ span(α2− bα1)) and so l(ω1 + bω2) ≥ 2. Since the maximal length

of a two-form in four dimensions is two, we actually have l(ω1 + bω2) = 2.
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We are now ready to prove

Proposition 5.16. Let g = g4 ⊕ g3 be a seven-dimensional Lie algebra which is the Lie

algebra direct sum of a four-dimensional Lie algebra g4 and of a three-dimensional unimod-

ular Lie algebra g3 such that g4 admits a unique unimodular ideal u of codimension one.

If g admits a cocalibrated G2-structure, then

h1(g4) + h1(u)− h2(g4) + h2(g3) ≤ 4.

Proof. Let Ψ be the Hodge dual of a cocalibrated G2-structure. Fix an element e4 ∈ g\u
and let e4 ∈ u0 be such that e4(e4) = 1. We set

Λi,j,k := Λiu∗ ∧ Λjg∗3 ∧ Λkspan(e4)

and denote by θi,j,k the projection of θ into Λi,j,k for all i, j, k ∈ N0 and all (i+j+k)-forms

θ ∈ Λi+j+kg∗. For the proof, we denote by d the exterior di�erential on g and by du the

one on u. Lemma 5.5 implies the inclusions

d(Λi,j,0) ⊆ Λi+1,j,0 ⊕ Λi,j,1 ⊕ Λi,j+1,0, d(Λi,j,1) ⊆ Λi+1,j,1 ⊕ Λi,j+1,1

for all i, j ∈ N0 and the unimodularity of u and g3 imply that for all i ∈ N0:

d(Λ2,i,0) ⊆ Λ2,i,1 ⊕ Λ2,i+1,0, d(Λ2,i,1) ⊆ Λ2,i+1,1,

d(Λi,2,0) ⊆ Λi+1,2,0 ⊕ Λi,2,1, d(Λi,2,1) ⊆ Λi+1,2,1.

We show that there areD := h2(g3) linearly independent closed two-forms ω1, . . . , ωD ∈
Λ2g∗4 such that span(ω1, . . . , ωD) ∩ Λ1,0,1 = {0}. Note that dim(ker d|Λ1,0,1) = h1(u) since

ker d|Λ1,0,1 = ker du|u∗ ∧ e4 by Lemma 5.5. Hence, the existence of such ω1, . . . , ωD ∈ Λ2g∗4

implies

h2(g4) + 4− h1(g4) = dim(ker d|Λ2g∗) ≥ D + h1(u) = h2(g3) + h1(u)

⇔ h1(g4) + h1(u) + h2(g3)− h2(g4) ≤ 4.

The two-forms ω1, . . . , ωD ∈ Λ2g∗4 will be certain parts of Ψ2,2,0 + Ψ1,2,1. Therefore, we

decompose Ψ as

Ψ = Ω + ρ ∧ e4

with Ω ∈ Λ4(u∗ ⊕ g∗3), ρ ∈ Λ3(u∗ ⊕ g∗3).

The �rst step of the proof is to show that the length of Ω2,2,0 is three. For that purpose,

note that the identities

0 = (dΨ)3,1,1 + (dΨ)3,2,0 = d(Ω3,1,0), 0 = (dΨ)1,3,1 + (dΨ)2,3,0 = d(Ω1,3,0)

are true. If g4 is not unimodular, then d(Λ3,0,0) = Λ3,0,1. Hence, Ω3,1,0 = 0 in this case.

If dim([g4, g4]) = 3, then d|Λ1,0,0 and so d|Λ1,3,0 is injective and Ω1,3,0 = 0 follows. We
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know from Lemma 5.4 that the uniqueness of the unimodular ideal u implies that g4 is not

unimodular or dim([g4, g4]) = 3. In both cases, Lemma 5.15 and the just obtained results

show that then l(Ω2,2,0) = 3.

Next, we look at the (2, 2, 1)-component of dΨ. This component is given by

0 = (dΨ)2,2,1 = d(Ω2,2,0) + d(ρ2,1,0 ∧ e4) + d(ρ1,2,0 ∧ e4)

Hence, d(Ω2,2,0 +ρ1,2,0∧ e4) = −d(ρ2,1,0∧ e4) ∈ Λ3g∗4∧d(g∗3) and so d(Ω2,2,0 +ρ1,2,0∧ e4) ∈
d(Λ2g∗4) ∧ d(g∗3). Let

πk : Λkg∗4 ∧ Λ2g∗3 → (Λkg∗4 ∧ Λ2g∗3)/(Λkg∗4 ∧ d(g∗3)) ∼= Λkg∗4 ⊗H2(g3)

be the natural projection for k ∈ N, where the last canonical isomorphism holds since g3 is

unimodular and so all two-forms on g3 are closed. Moreover, the identity π3◦d = (d⊗id)◦π2

is true. If we set Φ := π2(Ω2,2,0 + ρ1,2,0 ∧ e4), we get the identity

(d⊗ id)(Φ) = π3(d(Ω2,2,0 + ρ1,2,0 ∧ e4)) = 0.

Write

Φ =
D∑
i=1

ωi ⊗ νi

for ω1, . . . , ωD ∈ Λ2g∗4 and some basis ν1, . . . , νD of H2(g3). Then ω1, . . . , ωD are all closed.

By choosing a complement V of d(g∗3) in Λ2g∗3, we may identify ν1, . . . , νD with elements

in V and get

Ω2,2,0 = ψ +

D∑
i=1

ω2,0,0
i ∧ νi

with ψ ∈ Λ2u∗ ∧ d(g∗3). Since the length of Ω2,2,0 is three and the length of ψ is at

most dim(d(g∗3)), the length of
∑D

i=1 ω
2,0,0
i ∧ νi has to be 3 − dim(d(g∗3)) = D and so

ω2,0,0
1 , . . . , ω2,0,0

D have to be linearly independent. Thus, ω1, . . . , ωD are linearly independent

and span(ω1, . . . , ωD) ∩ Λ1,0,1 = {0}. This �nishes the proof.

Proposition 5.16 gives us an obstruction if the three-dimensional part is unimodular,

whereas the next proposition gives us an obstruction if the three-dimensional part is not

unimodular.

Proposition 5.17. (a) Let g = g4 ⊕ g3 be a seven-dimensional Lie algebra which is

the Lie algebra direct sum of an almost Abelian four-dimensional Lie algebra g4 and

of a three-dimensional non-unimodular Lie algebra g3. If g admits a cocalibrated

G2-structure, then g4 is unimodular and g3 = r2 ⊕ R.

(b) Let g = g5⊕r2 be a Lie algebra direct sum of a �ve-dimensional real almost Abelian Lie

algebra g5 which admits a codimension one Abelian ideal u and of the two-dimensional

real Lie algebra r2. If g admits a cocalibrated G2-structure, then g5 is unimodular.
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Proof. (a) Let u3 be an Abelian ideal in g4. Choose an element e4 ∈ g4\u3 and an element

e7 ∈ g3\u2, where u2 is a codimension one Abelian ideal in g3. Let e4 ∈ u3
0 ⊆ g∗4,

e4(e4) = 1 and e7 ∈ u2
0 ⊆ g∗3, e

7(e7) = 1. Let Ψ ∈ Λ4g∗ be the Hodge dual of a

cocalibrated G2-structure, set Λi,j,k,l := Λiu∗3 ∧ Λju∗2 ∧ Λkspan(e4) ∧ Λlspan(e7) and

denote by θi,j,k,l for each s := (i+ j + k + l)-form θ ∈ Λsg∗ the projection of θ onto

Λi,j,k,l. By Lemma 5.5,

d(Λi,j,k,l) ⊆ Λi,j,k+1,l + Λi,j,k,l+1

for all i, j, k, l ∈ N0. Let Ω be the part of Ψ in Λ4
(
u∗3 ⊕ u∗2 ⊕ span(e4)

)
, i.e.

Ω = Ψ2,2,0,0 + Ψ3,1,0,0 + Ψ3,0,1,0 + Ψ2,1,1,0 + Ψ1,2,1,0.

By Proposition 2.48, r(Ω) = 1. Hence, l(Ψ2,2,0,0 + Ψ3,1,0,0) ≥ 1 and so Ψ2,2,0,0 +

Ψ3,1,0,0 6= 0. Moreover, the closure of Ψ implies

0 = (dΨ)2,2,0,1 = d(Ψ2,2,0,0)2,2,0,1, 0 = (dΨ)3,1,1,0 = d(Ψ3,1,0,0)3,1,1,0,

0 = (dΨ)3,1,0,1 = d(Ψ3,1,0,0)3,1,0,1.

Since g3 is not unimodular, d(Λ2u∗2) = Λ3g∗3 and so d(Ψ2,2,0,0)2,2,0,1 = 0 implies

Ψ2,2,0,0 = 0. Thus, Ψ3,1,0,0 6= 0. If g4 is non-unimodular, then d(Λ3u∗3) = Λ4g∗4 and

so d(Ψ3,1,0,0)3,1,1,0 6= 0, a contradiction. Hence, g4 is unimodular. Similarly, if d|u∗2 is

injective, then d(Ψ3,1,0,0)3,1,0,1 6= 0, a contradiction. Thus, d|u∗2 is not injective and

so g3 = r2 ⊕ R.

(b) The proof of part (b) is completely analogous to (a). Therefore, let Ψ ∈ Λ4g∗ be the

Hodge dual of a cocalibrated G2-structure, let u be an Abelian ideal of dimension

four in g5, e5 ∈ g5\u, e5 ∈ u0 ⊆ g∗5 with e5(e5) = 1 and e6, e7 a basis of r∗2 such that

de6 = e67 and de7 = 0. Similarly to (a), we set

Λi,j,k,l := Λiu∗ ∧ Λjspan(e6) ∧ Λkspan(e5) ∧ Λlspan(e7)

and denote for all s := (i+ j + k + l)-forms θ ∈ Λsg∗ the projection of θ onto Λi,j,k,l

by θi,j,k,l. Then d(Λi,j,k,l) ⊆ Λi,j,k+1,l + Λi,j,k,l+1 as in (a). Moreover, arguing as in

(a), we get Ψ4,0,0,0 + Ψ3,1,0,0 6= 0. Since de6 6= 0, the identity

0 = (dΨ)3,1,0,1 = d(Ψ3,1,0,0)3,1,0,1

is true only if Ψ3,1,0,0 = 0. Thus, Ψ4,0,0,0 6= 0. But then

0 = (dΨ)4,0,1,0 = d(Ψ4,0,0,0)

implies that g5 is unimodular by Lemma 5.5.
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5.5 Main Results

We start this section by presenting the main result of this chapter, namely the classi�cation

of those direct sums g = g4 ⊕ g3 of a four-dimensional real Lie algebra g4 and of a three-

dimensional real Lie algebra g3 which admit cocalibrated G2-structures. The following

four subsections are devoted to the proof of the main theorem using the results obtained

in Section 5.3 and Section 5.4. Each of the four Subsections 5.5.1 - 5.5.4 treats exactly one

of the four cases obtained by distinguishing whether g4 or g3 is unimodular or not.

The mentioned classi�cation reads as follows.

Theorem 5.18. Let g = g4⊕g3 be a seven-dimensional Lie algebra which is the Lie algebra

direct sum of a four-dimensional Lie algebra g4 and of a three-dimensional Lie algebra g3.

Then g admits a cocalibrated G2-structure if and only if one of the following four conditions

is ful�lled:

(a) g4 is not unimodular, g3 is unimodular and h1(g4) + h1(u) − h2(g4) + h2(g3) ≤ 4,

where u is the unimodular kernel of g4.

(b) g4 is unimodular, g3 is unimodular and at least one of the following conditions is

true:

(i) g3 ∈ {so(3), so(2, 1)}

(ii) g4 = h⊕ R for a three-dimensional unimodular Lie algebra h.

(iii) g ∈ {A4,1 ⊕ e(2), A4,1 ⊕ e(1, 1), A4,8 ⊕ e(1, 1)}.

(c) g4 is unimodular, g3 is not unimodular and at least one of the following conditions

is true:

(i) g4 ∈ {so(3)⊕ R, so(2, 1)⊕ R}.

(ii) g4 is almost Abelian, g4 /∈ {R4, h3 ⊕ R} and g3 = r2 ⊕ R.

(iii) The commutator ideal [g4, g4] of g4 is isomorphic to h3.

(d) g4 is not unimodular, g3 is not unimodular and at least one of the following conditions

is true:

(i) g4 ∈ {A4,12, r2 ⊕ r2}

(ii) g = A
− 1

2
4,9 ⊕ r2 ⊕ R.

(iii) The unimodular kernel u of g4 is isomorphic to h3, g3 6= r2 ⊕ R and

g /∈
{
A1

4,9 ⊕ r3,µ, A
α
4,9 ⊕ r3,1

∣∣∣µ ∈ [−1
3 , 0
)
, α ∈

(
−1,−1

3

]}
.
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5.5.1 g4 not unimodular, g3 unimodular

In this subsection we prove Theorem 5.18 (a). In the following, g = g4⊕g3 always denotes

a seven-dimensional Lie algebra which is the Lie algebra direct sum of a four-dimensional

non-unimodular Lie algebra g4 and of a three-dimensional unimodular Lie algebra g3.

Furthermore, u denotes the unimodular ideal of g4.

Proposition 5.16 shows that if h1(g4) + h1(u) + h2(g3) − h2(g4) > 4, then g does not

admit a cocalibrated G2-structure, giving us one direction of Theorem 5.18 (a).

For the other direction, Lemma 5.6 and Proposition 5.12 (a) tell us that if h1(g4) +

h1(u)+h2(g3)−h2(g4) ≤ 4 and u 6= e(1, 1), then g does admit a cocalibrated G2-structure.

By the Tables 7.2 and 7.3 or by Remark 5.7, the only four-dimensional non-unimodular

Lie algebra g4 with unimodular ideal u = e(1, 1) is g4 = r2 ⊕ r2. For g4 = r2 ⊕ r2, Lemma

5.3 and Proposition 5.12 (b) imply that g4 ⊕ g3 = r2 ⊕ r2 ⊕ g3 does admit a cocalibrated

G2-structure if g3 6= R3, i.e. if h2(g3) ≤ 2. But h1(r2 ⊕ r2) + h1(e(1, 1)) − h2(r2 ⊕ r2) =

2. Hence, also in this case, g4 ⊕ g3 admits a cocalibrated G2-structure if and only if

h1(g4) + h1(u) + h2(g3)− h2(g4) ≤ 4. This proves Theorem 5.18 (a).

5.5.2 g4 unimodular, g3 unimodular

Here, we prove Theorem 5.18 (b) and denote by g = g4⊕g3 always a seven-dimensional Lie

algebra which is the Lie algebra direct sum of a four-dimensional unimodular Lie algebra

g4 and of a three-dimensional unimodular Lie algebra g3.

We begin with the case that g4 is indecomposable. If [g4, g4] = R3, then Lemma 5.6,

Proposition 5.12 (a) and Proposition 5.16 tell us that g admits a cocalibrated G2-structure

if and only if

h1(g4) + 3− h2(g4) + h2(g3) = h1(g4) + h1(R3)− h2(g4) + h2(g3) ≤ 4.

Table 7.3 tells us that always h1(g4) − h2(g4) = 1 in the considered cases. Hence, g

admits for these cases a cocalibrated G2-structure exactly when h2(g3) = 0, i.e. when

g3 ∈ {so(3), so(2, 1)}.
Next, we assume that g4 is indecomposable but [g4, g4] 6= R3. By inspection of Table

7.3, g4 ∈ {A4,1, A4,8, A4,10}.
Let us begin with g4 ∈ {A4,8, A4,10}. Then, in both cases, h1(g4) + h1(u)− h2(g4) = 3,

where u is the unique unimodular ideal in g4 which is isomorphic to h3. Thus, Proposition

5.16 yields that g does not admit a cocalibrated G2-structure if h2(g3) ≥ 2. Conversely,

Corollary 5.14 tells us that if h2(g3) = 0, i.e. g3 is not solvable, then g does admit

a cocalibrated G2-structure. So we are left with the case that h2(g3) = 1, i.e. g3 ∈
{e(2), e(1, 1)}. For g = A4,8 ⊕ e(1, 1), a cocalibrated G2-structure is given in Table 7.13.

All other cases do not admit a cocalibrated G2-structure:
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Lemma 5.19. Let g ∈ {A4,8 ⊕ e(2), A4,10 ⊕ e(2), A4,10 ⊕ e(1, 1)}. Then g does not admit

a cocalibrated G2-structure.

Proof. Let e1, e2, e3, e4 be the basis of g∗4, g4 ∈ {A4,8, A4,10} as in Table 7.3. Then there

exists a linear, trace-free, invertible map F : span(e2, e3) → span(e2, e3) such that de1 =

e23, dα = F (α) ∧ e4, de4 = 0 for all α ∈ span(e2, e3). For g4 = A4,8 we have F (e2) = e2,

F (e3) = −e3 whereas for g4 = A4,10 we have F (e2) = e3 and F (e3) = −e2. In particular,

det(F ) = −1 if g4 = A4,8 and det(F ) = 1 if g4 = A4,10.

Let e5, e6, e7 be a basis of g∗3, g3 ∈ {e(2), e(1, 1)} as in Table 7.1. Then there exists a

linear, trace-free, invertible map G : span(e5, e6)→ span(e5, e6) such that dβ = G(β)∧ e7,

de7 = 0 for all β ∈ span(e5, e6). In both cases we have G(e5) = e6, whereas G(e6) = e5 if

g3 = e(1, 1) and G(e6) = −e5 if g3 = e(2). In particular, det(G) = −1 if g3 = e(1, 1) and

det(G) = 1 if g3 = e(2).

Let us now assume that Ψ ∈ Λ4g∗ is a (closed) Hodge dual of a cocalibrated G2-

structure ϕ ∈ Λ3g∗. We decompose Ψ uniquely into

Ψ = ρ ∧ e1 + Ω

with ρ ∈ Λ3(span(e2, e3, e4)⊕ g∗3), Ω ∈ Λ4(span(e2, e3, e4)⊕ g∗3). Then

0 = dΨ = dρ ∧ e1 − ρ ∧ e23 + dΩ,

dΩ ∈ Λ3span(e2, e3, e5, e6) ∧ e47 (note that de2356 = 0) and dρ ∈ Λ4(span(e2, e3, e4) ⊕ g∗3)

imply dρ = 0 and prspan(e456,e567)(ρ) = 0. Moreover, kerF = {0} = kerG and dρ = 0 imply

prΛ3span(e2,e3,e5,e6)(ρ) = 0.

Thus, ρ = (ω1 +ae23)∧ e4 + (ω2 + be23)∧ e7 +β ∧ e47 for certain ω1, ω2 ∈ span(e2, e3)∧
span(e5, e6), a, b ∈ R and β ∈ span(e2, e3, e5, e6). Now Proposition 2.48 tells us that ρ has

model tensor ρ−1 ∈ Λ3
(
R6
)∗ and so Lemma 5.15 (b) yields that ω1 + ae23 and ω2 + be23

span a two-dimensional subspace in Λ2span(e2, e3, e5, e6) in which each non-zero element

has length two. This is equivalent to the requirement that ω1 and ω2 span such a two-

dimensional subspace of Λ2span(e2, e3, e5, e6) and Lemma 2.2 shows that this is equivalent

to ω2
1 6= 0 and C−B2 > 0 for the numbers B,C ∈ R de�ned by ω1∧ω2 = Bω2

2, ω
2
2 = Cω2

1.

By Lemma 2.1, there exists a basis α1, α2 of span(e2, e3) and α3, α4 of span(e5, e6) such

that ω1 = α1 ∧ α4 + α2 ∧ α3. Since d(ω1 ∧ e4 + ω2 ∧ e7) = dρ = 0, we must have ω2 =

F−1(α1)∧G(α4)+F−1(α2)∧G(α3). Thus, C = det(G)
det(F ) . If g ∈ {A4,8⊕e(2), A4,10⊕e(1, 1)},

then C < 0 leading to C−B2 < 0. Thus, for these cases, there cannot exist a cocalibrated

G2-structure.

For the missing case g = A4,10 ⊕ e(2), let ω1 := c1e
25 + c2e

26 + c3e
35 + c4e

36 be a

general two-form in span(e2, e3) ∧ span(e5, e6) of length two, i.e. with c1c4 − c2c3 6= 0.
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Then ω2 = −c4e
25 + c3e

26 + c2e
35 − c1e

36, B = − c21+c22+c23+c24
2(c1c4−c2c3) , C = 1 and so

C −B2 =
4(c1c4 − c2c3)2 − (c2

1 + c2
2 + c2

3 + c2
4)2

4(c1c4 − c2c3)2

= −((c1 − c4)2 + (c2 + c3)2)((c1 + c4)2 + (c2 − c3)2)

4(c1c4 − c2c3)2
< 0.

Thus, A4,10 ⊕ e(2) does not admit a cocalibrated G2-structure.

Next we consider direct sums with A4,1. The Lie algebra A4,1 is almost Abelian and

admits a symplectic two-form, e.g. ω = e14 + e23 in the basis e1, e2, e3, e4 given in Table

7.3. Hence, Proposition 5.12 (a) shows that A4,1 ⊕ g3 admits a cocalibrated G2-structure

if h2(g3) ≤ 1, i.e. if g3 /∈ {R3, h3}. The Lie algebra g = A4,1 ⊕ R3 is almost Abelian and

by Theorem 4.15 there does not exist a cocalibrated G2-structure on g. Also g = A4,1⊕ h3

does not admit a cocalibrated G2-structure.

Lemma 5.20. Let g = A4,1 ⊕ h3. Then g does not admit a cocalibrated G2-structure.

Proof. Choose a basis e1, e2, e3, e4, e5, e6, e7 of A4,1 ⊕ h3 as in Table 7.3 and Table 7.1, i.e.

de1 = e24, de2 = e34, de3 = 0, de4 = 0, de5 = e67 de6 = 0, de7 = 0,

Assume that there exists a cocalibrated G2-structure and let

Ψ =
∑

1≤i<j<k<l≤7

aijkle
ijkl

be its (closed) Hodge dual. Then a short computation shows that a1567 = a2567 = a1256 =

a1356 = a1257 = a1357 = a1235 = 0. If we decompose Ψ uniquely into

Ψ = Ω + e1 ∧ ν + e14 ∧ ω,

with Ω ∈ Λ4span(e2, e3, e4, e5, e6, e7), ν ∈ Λ3span(e2, e3, e5, e6, e7) and

ω ∈ Λ2span(e2, e3, e5, e6, e7), then ν actually is in Λ3span(e2, e3, e6, e7) and so of length at

most one. If we consider the decomposition
(
span(e2, e3, e5, e6, e7)⊕span(e4)

)
⊕span(e1) =

g∗, Proposition 2.48 implies that the length of ν has to be at least two, a contradiction.

So we are left with the case that g4 is decomposable. Then g4 is the Lie algebra

direct sum of a three-dimensional unimodular Lie algebra h and R and g always admits a

cocalibrated G2-structure.

Proposition 5.21. Let g = g4 ⊕ g3 be a Lie algebra direct sum of a four-dimensional

unimodular Lie algebra g4 and of a three-dimensional unimodular Lie algebra g3. Moreover,

let g4 = h⊕R be a Lie algebra direct sum of a three-dimensional unimodular Lie algebra h

and R. Then g admits a cocalibrated G2-structure.
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Proof. We may assume that h2(h) ≥ h2(g3). Moreover, we may assume that g4 = h ⊕ R
does admit an Abelian ideal u of codimension 1 since otherwise h ∈ {so(3), so(2, 1)} and
Corollary 5.14 gives us the a�rmative answer. By Künneth's formula, h1(h⊕R) = h1(h)+1

and h2(h⊕ R) = h2(h) + h1(h). Thus

h1(h⊕ R) + h1(u) + h2(g3)− h2(h⊕ R) = h1(h) + 1 + 3 + h2(g3)− h2(h)− h1(h)

= h2(g3)− h2(h) + 4 ≤ 4,

and Proposition 5.12 (a) implies the statement.

5.5.3 g4 unimodular, g3 not unimodular

In this subsection, we prove Theorem 5.18 (c). In the following, g = g4⊕g3 always denotes

a seven-dimensional Lie algebra which is the Lie algebra direct sum of a four-dimensional

unimodular Lie algebra g4 and of a three-dimensional non-unimodular Lie algebra g3.

We start with the case that g4 is almost Abelian. Then Proposition 5.17 (a) implies

that if g3 6= r2 ⊕R, then g does not admit a cocalibrated G2-structure. So, in this case, it

remains to consider sums of the form g4⊕ r2⊕R. This is done in Theorem 5.23 which tells

us more generally when a direct sum of the form g = h⊕ r2 where h is a �ve-dimensional

almost Abelian Lie algebra possesses a cocalibrated G2-structure. For the proof of this

theorem, we need the following

Lemma 5.22. Let g = g5⊕r2 be a Lie algebra direct sum of a �ve-dimensional unimodular

almost Abelian Lie algebra g5 and r2. Let a be an Abelian ideal of dimension four in

g5. Choose e5 ∈ g5\a and let e5 ∈ a0 ⊆ g∗5 be such that e5(e5) = 1. Then g admits

a cocalibrated G2-structure if and only if there exist two linearly independent two-forms

ω1, ω2 ∈ Λ2a∗ ∼= Λ2e5
0 such that each non-zero linear combination is of length two and

such that dω1 = ω2 ∧ e5.

Proof. Let e6, e7 be a basis of r∗2 such that de6 = e67, de7 = 0. Assume �rst that g admits

a cocalibrated G2-structure ϕ ∈ Λ3g∗ with (closed) Hodge dual Ψ ∈ Λ4g∗. Decompose Ψ

uniquely into

Ψ = Ω + ρ ∧ e6

with Ω ∈ Λ4(g∗5 ⊕ span(e7)), ρ ∈ Λ3(g∗5 ⊕ span(e7)). Since dΩ ∈ Λ5(g∗5 ⊕ span(e7)) and

d(ρ ∧ e6) ∈ Λ4(g∗5 ⊕ span(e7)) ∧ e6, the identities dΩ = 0 = d(ρ ∧ e6) are true.

Set Λi,j,k := Λia∗ ∧Λjspan(e5) ∧Λkspan(e7). For an s := (i+ j + k)-form θ ∈ Λs(g∗5 ⊕
span(e7)) let θi,j,k be the projection of θ onto Λi,j,k. Lemma 5.5 implies d(Λi,0,k) ⊆ Λi,1,k

and d(Λi,1,k) = 0 for all i, k ∈ N0.

The closure of ρ ∧ e6 implies 0 = d(ρ ∧ e6) = dρ ∧ e6 − ρ ∧ e67 and so 0 = dρ+ ρ ∧ e7.

Then the identities

0 = (dρ+ ρ ∧ e7)3,0,1 = ρ3,0,0 ∧ e7, 0 = (dρ+ ρ ∧ e7)2,1,1 = d(ρ2,0,1) + ρ2,1,0 ∧ e7
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are true. Thus, ρ3,0,0 = 0 and d(ρ2,0,1) = −ρ2,1,0 ∧ e7. This shows that

ρ = ω1 ∧ e7 − ω2 ∧ e5 + α ∧ e57

for ω1, ω2 ∈ Λ2,0,0, α ∈ Λ1,0,0 and that

ω2 ∧ e57 = −ρ2,1,0 ∧ e7 = d(ρ2,0,1) = d(ω1 ∧ e7) = dω1 ∧ e7 ⇔ dω1 = ω2 ∧ e5.

By Proposition 2.48, ρ has model tensor ρ−1 ∈ Λ3
(
R6
)∗ and Lemma 5.15 (b) yields that

V := span(ω1, ω2) is two-dimensional and each non-zero element in V has length two.

Conversely, let ω1, ω2 ∈ Λ2a∗ be such that dω1 = ω2 ∧ e5 and such that ω1, ω2 are

linearly independent and each non-zero linear combination of them is of length two. Set

V4 := a∗, V3 := span(e5) ⊕ r∗2, ν1 := e67 ∈ Λ2V3, ν2 := e56 ∈ Λ2V3, ν3 := e57 ∈ Λ2V3. By

Lemma 2.2 and Proposition 2.55, there exists a two-form ω3 ∈ Λ2a∗ such that

Ψ :=

3∑
i=1

ωi ∧ νi +
1

2
ω2

1

is the Hodge dual of a G2-structure. By Lemma 5.5, d(Λ4a∗) = 0 and d(Λka∗ ∧ e5) = 0 for

all k ∈ N0. Using these properties of d, a short computation shows that Ψ is closed.

Lemma 5.22 allows us to prove

Theorem 5.23. Let g = h ⊕ r2 be a Lie algebra direct sum of a �ve-dimensional almost

Abelian Lie algebra h and of r2. Then g admits a cocalibrated G2-structure if and only if h

is unimodular and h /∈
{
R5, h3 ⊕ R2, A

− 1
3
,− 1

3
,− 1

3
5,7

}
.

Proof. By Proposition 5.17 (b), h has to be unimodular if g admits a cocalibrated G2-

structure. So, for the rest we assume that h is unimodular and let e5 ∈ h\a, e5 ∈ a0 ⊆ h∗,

e5(e5) = 1. By Lemma 5.5, there exists a linear trace-free map H : a∗ → a∗ such that

dα = H(α)∧ e5, de5 = 0 for all α ∈ a∗. Let e6, e7 be a basis of r∗2 with de6 = e67, de7 = 0.

Then Lemma 5.22 tells us that g admits a cocalibrated G2-structure if and only if there

are two linearly independent two-forms ω1, ω2 ∈ Λ2a∗ such that dω1 = ω2 ∧ e5 and such

that each non-zero linear combination is of length two.

We �rst prove that such a pair of two-forms always exists if there is a vector decom-

position a∗ = V2 ⊕ W2 into two two-dimensional H-invariant subspaces such that the

restrictions of H to V2 and to W2 are both not a multiple of the identity. In this case,

we may choose for each λ 6= 0 a basis e1, e2 of V2 and a basis e3, e4 of W2 such that the

restrictions of H to V2 and W2 with respect to the corresponding bases are given by(
0 −det(H|V2 )

λ

λ tr(H|V2)

)
and

(
tr(H|W2) −λ
det(H|W2

)

λ 0

)
,
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respectively. Set ω1 := e14 +e23. Then ω1 is of length two and dω1 =
(
λ(e13−e24)+ω3

)
∧e5

with ω3 := de23 ∈ Λ2a∗. Set ω2 := λ(e13 − e24) + ω3 and observe that dω1 = ω2 ∧ e5 and

ω1 ∧ ω2 = e5y (ω1 ∧ dω1) = e5y

(
d

(
1

2
ω2

1

))
= 0

since g5 is unimodular. Furthermore, observe that C(λ), de�ned by

ω2
2 = λ2e1234 + 2λ(e13 − e24) ∧ ω3 + ω2

3 = C(λ)ω2
1,

ful�ls C(λ) = λ2 +O(λ) as λ→∞. Thus, for |λ| su�ciently large, C(λ) > 0 and Lemma

2.2 tells us that ω1, ω2 span a two-dimensional subspace in which each non-zero element

is of length two. So all considered Lie algebras which admit such a splitting do admit a

cocalibrated G2-structure.

Next, we assume that a∗ does not admit a splitting as above and look at the possible

real Jordan normal forms of H. Therefore, we remind the reader that by our convention,

Jm(a) denotes a Jordan block of size m with a ∈ R on the diagonal, where the 1s are on

the superdiagonal, and Mb,c denotes the real two-by-two matrix

(
b c

−c b

)
. We get, after

rescaling e5, that there is a basis e1, e2, e3, e4 of a∗ such that H acts with respect to this

basis as one of the following matrices:(
J3(a) A

0 −3a

)
,

(
M0,1 I2

0 M0,1

)
, diag(Mb,1,−b,−b), diag(J2(c),−c,−c),

diag

(
f,−f

3
,−f

3
,−f

3

)
, a, c, f, A ∈ {0, 1}, b ∈ R+.

In the �rst case, ω1 := e12 +e34−5e23 and ω2 := −e24 +2a(−e12 +e34)+10ae23 +5e13 ful�l

all desired conditions. In the second case, we may choose ω1 := e12−e34 and ω2 := e14−e23

and in the third case, ω1 := e13 − e24 and ω2 := e14 + e23 do the job. In the fourth case,

we start with c = 1. Then ω1 := e13 − e24 − 1
2

(
e12 − e34

)
, ω2 := e12 + e34 + e14 ful�l

all desired conditions. If c = 0, then h = h3 ⊕ R2 and we already know by Proposition

5.16 that g = r2 ⊕R2 ⊕ h3 does not admit a cocalibrated G2-structure. However, this also

follows easily from the fact that in this case d(Λ2a∗) = span(e135, e145). In the last case, let

ω1 ∈ Λ2a∗ be of length two. Then there exist α ∈ span(e2, e3, e4) and ω ∈ Λ2span(e2, e3, e4)

such that ω1 = ω+α∧ e1. But then dω1 = 2
3f
(
ω − α ∧ e1

)
∧ e5, i.e. ω2 = 2

3f
(
ω − α ∧ e1

)
and so 2

3fω1 + ω2 = 4
3fω is of length one. Thus, g does not admit a cocalibrated G2-

structure in this case, i.e. if h ∈
{
R5, A

− 1
3
,− 1

3
,− 1

3
5,7

}
.

The only unimodular four-dimensional Lie algebras which are not almost Abelian

are the two non-solvable ones so(3) ⊕ R, so(2, 1) ⊕ R and the two whose commutator

ideal u is isomorphic to h3, namely A4,8, A4,10. Direct sums with the non-solvable four-

dimensional Lie algebras admit cocalibrated G2-structures by Corollary 5.14. Direct sums
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with A4,8, A4,10 admit cocalibrated G2-structures by Proposition 5.12 (c) if h1(g3) ≥ 1

(note that h1(g4) − h2(g4) = 1 for g4 ∈ {A4,8, A4,10} by Table 7.3) and by Corollary 5.14

if h1(g3) = 0, i.e. g3 ∈ {so(3), so(2, 1)}. This �nishes the proof of Theorem 5.18 (c).

5.5.4 g4 not unimodular, g3 not unimodular

In this subsection, we prove Theorem 5.18 (d). In the following, g = g4⊕g3 always denotes

a seven-dimensional Lie algebra which is the Lie algebra direct sum of a four-dimensional

non-unimodular Lie algebra g4 and of a three-dimensional non-unimodular Lie algebra g3.

Furthermore, u should always denote the unimodular kernel of g4

By Proposition 5.17 (a), g does not admit a cocalibrated G2-structure if g4 is almost

Abelian, i.e. if u is Abelian. If u ∈ {e(2), e(1, 1)}, then g4 ∈ {A4,12, r2⊕r2} and Proposition

5.12 (b) and Lemma 5.3 imply that g admits a cocalibrated G2-structure unless g3 = r3,1.

But for g = A4,12 ⊕ r3,1 and g = r2 ⊕ r2 ⊕ r3,1 cocalibrated G2-structures can be found in

Table 7.13.

Therefore, it remains to consider the case when the unimodular ideal u is isomorphic to

h3. Then Lemma 5.8 tells us that we may decompose g∗4 = span(e1)⊕ V2 ⊕ span(e4) with

e1, e4 6= 0 and dim(V2) = 2 such that de1 = tr(F )e14 +ν for 0 6= ν ∈ Λ2V2, such that for all

α ∈ V2 the identity dα = F (α)∧e4 for some linear map F : V2 → V2 with tr(F ) 6= 0 is true

and such that de4 = 0. Moreover, by Lemma 5.2, we may decompose g∗3 = W2 ⊕ span(e7)

with 0 6= e7 and W2 two-dimensional such that for all β ∈W2 the identity dβ = G(β)∧ e7

for some linear map G : W2 →W2 with tr(G) 6= 0 is true and such that de7 = 0.

Proposition 5.24. Let g, g4, g3, u, e
1, e4 ∈ g∗4\{0}, e7 ∈ g∗3\{0}, V2 ⊆ g∗4, W2 ⊆ g∗3 and

ν ∈ Λ2V2 as above. Then g admits a cocalibrated G2-structure if and only if there are two

linearly independent two-forms ω1, ω2 ∈ V2∧W2, a non-zero two-form ν̂ ∈ Λ2W2 and some

λ ∈ R such that the following conditions are ful�lled:

(i) d(ω1 ∧ e71 + ω2 ∧ e41) = 0.

(ii) The two-forms ω̃1 := ν̂ + ω1, ω̃2 := tr(F )
tr(G) ν̂ + λν + ω2 are linearly independent and

each non-zero linear combination is of length two.

Proof. "⇒":

We set

Λi,j,k,l := ΛiV2 ∧ ΛjW2 ∧ Λkspan(e4) ∧ Λlspan(e7)

and denote, for an s := (i + j + k + l)-form Φ ∈ Λs(V2 ⊕ span(e4) ⊕ g∗3), by Φi,j,k,l the

projection of Φ into Λi,j,k,l. Then we have

d(Λi,j,0,0) ⊆ Λi,j,1,0 + Λi,j,0,1, d(Λi,j,1,0) ⊆ Λi,j,1,1, d(Λi,j,0,1) ⊆ Λi,j,1,1, d(Λi,j,1,1) = {0}
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for all i, j ∈ N0. Moreover, d(µ̂) = −tr(F )µ̂∧e4 for all µ̂ ∈ Λ2,0,0,0 and d(µ̃) = −tr(G)µ̃∧e7

for all µ̃ ∈ Λ0,2,0,0.

Let Ψ ∈ Λ4(g4⊕ g3)∗ be the Hodge dual of a cocalibrated G2-structure. Decompose Ψ

into

Ψ = Ω + e1 ∧ ρ

with Ω ∈ Λ4(V2 ⊕ span(e4)⊕ g∗3), ρ ∈ Λ3(V2 ⊕ span(e4)⊕ g∗3). Then

0 = dΨ = dΩ + (tr(F )e14 + ν) ∧ ρ− e1 ∧ dρ = e1 ∧ (tr(F )e4 ∧ ρ− dρ) + dΩ + ν ∧ ρ (5.6)

implies Φ := tr(F )e4 ∧ ρ − dρ = 0. We look at di�erent components of Φ. We have the

identities

0 = Φ2,1,1,0 = tr(F )e4 ∧ ρ2,1,0,0 − d(ρ2,1,0,0)2,1,1,0 = tr(F )e4 ∧ ρ2,1,0,0 − tr(F )ρ2,1,0,0 ∧ e4,

= 2tr(F )e4 ∧ ρ2,1,0,0,

0 = Φ1,2,0,1 = −d(ρ1,2,0,0)1,2,0,1 = −tr(G)ρ1,2,0,0 ∧ e7,

0 = Φ2,0,1,1 = tr(F )e4 ∧ ρ2,0,0,1 − d(ρ2,0,0,1) = 2tr(F )e4 ∧ ρ2,0,0,1,

which imply ρ2,1,0,0 = ρ1,2,0,0 = ρ2,0,0,1 = 0. Moreover,

0 = Φ0,2,1,1 = tr(F )e4 ∧ ρ0,2,0,1 − d(ρ0,2,1,0) = tr(F )e4 ∧ ρ0,2,0,1 + tr(G)e7 ∧ ρ0,2,1,0,

i.e. tr(F )
tr(G)e

4 ∧ ρ0,2,0,1 = −e7 ∧ ρ0,2,1,0. Thus, ρ decomposes as

ρ = e7 ∧ (ω1 + ν̂) + e4 ∧
(
ω2 +

tr(F )

tr(G)
ν̂ + λν

)
+ e47 ∧ α

with ω1, ω2 ∈ Λ1,1,0,0, ν̂ ∈ Λ0,2,0,0, λ ∈ R, α ∈ Λ1,0,0,0 ⊕ Λ0,1,0,0. Proposition 2.49 and

Lemma 5.15 (b) imply that ω̃1 := ω1 + ν̂ and ω̃2 := ω2 + tr(F )
tr(G) ν̂+λν span a two-dimensional

subspace in which each non-zero element is of length two. Moreover,

0 = Φ1,1,1,1 = tr(F )e4 ∧ ρ1,1,0,1 − d(ρ1,1,1,0)− d(ρ1,1,0,1)

which shows that

d(e1 ∧ (ρ1,1,1,0 + ρ1,1,0,1)) =(ν + tr(F )e14) ∧ (ρ1,1,1,0 + ρ1,1,0,1)− e1 ∧ d(ρ1,1,1,0 + ρ1,1,0,1)

=tr(F )e14 ∧ ρ1,1,0,1 − e1 ∧ d(ρ1,1,1,0)− e1 ∧ d(ρ1,1,0,1)

=e1 ∧ Φ1,1,1,1 = 0.

Since ρ1,1,1,0 = e4 ∧ ω2 and ρ1,1,0,1 = e7 ∧ ω1, we get d(ω1 ∧ e71 + ω2 ∧ e41) = 0.

What is left to show is that ν̂ 6= 0. Therefore, let Ω̃ be the projection of Ψ onto the

subspace Λ4(span(e1)⊕V2⊕W2) (along
∑2

i=1 Λi(span(e1)⊕V2⊕W2)∧Λ2−ispan(e4, e7)).

By Proposition 2.48, l(Ω̃) ≥ 1, i.e. Ω̃ 6= 0. We may write Ω̃ in terms of the components of

ρ and Ω as

Ω̃ = e1 ∧ ρ2,1,0,0 + e1 ∧ ρ1,2,0,0 + Ω2,2,0,0 = Ω2,2,0,0
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and get Ω2,2,0,0 6= 0. Equation (5.6) gives us

0 = (dΩ + ν ∧ ρ)2,2,0,1 = d
(
Ω2,2,0,0

)2,2,0,1
+ ν ∧ ρ0,2,0,1 = −tr(G)Ω2,2,0,0 ∧ e7 + ν ∧ ρ0,2,0,1

and so e7 ∧ ν̂ = ρ0,2,0,1 6= 0, i.e. ν̂ 6= 0.

"⇐":

Assume that there exist two-forms ω1, ω2 ∈ V2 ∧W2, 0 6= ν̂ ∈ Λ2W2 and λ ∈ R ful�lling

all the conditions. Then ω̃1 as in the statement ful�ls 0 6= ω̃2
1 ∈ Λ2V2 ∧ Λ2W2. Hence,

there exists 0 6= λ̃ ∈ R such that λ̃
2 ω̃

2
1 = − 1

tr(G)ν ∧ ν̂. Set now θ1 := 1
λ̃
e71, θ2 := 1

λ̃
e41,

θ3 := e74 ∈ Λ2span(e1, e4, e7). By assumption, ω̃1, ω̃2 as in the statement span a two-

dimensional space in which each non-zero element has length two. Thus, we may apply

Lemma 2.2 and Proposition 2.55 to V ∗4 := V2 ⊕W2, V ∗3 := span(e1, e4, e7) and get the

existence of a two-form ω̃3 ∈ Λ2V ∗4 such that

Ψ :=
3∑
i=1

ω̃i ∧ θi +
1

2
ω̃2

1

is the Hodge dual of a G2-structure. Using dν = −tr(F )ν ∧ e4, dν̂ = −tr(G)ν̂ ∧ e7, we

compute

dΨ =
1

λ̃
d
(
ω̃1 ∧ e71 + ω̃2 ∧ e41

)
+ d

(
ω̃3 ∧ e74

)
− 1

λ̃ · tr(G)
d(ν ∧ ν̂)

=
1

λ̃
d
(
ω1 ∧ e71 + ω2 ∧ e41

)
+

1

λ̃
d
(
ν̂ ∧ e71

)
+

1

λ̃
d

(
tr(F )

tr(G)
ν̂ ∧ e41 + λν ∧ e41

)
+

tr(F )

λ̃ · tr(G)
ν ∧ ν̂ ∧ e4 +

1

λ̃
ν ∧ ν̂ ∧ e7

= 0− tr(F )

λ̃
ν̂ ∧ e714 − 1

λ̃
ν̂ ∧ e7 ∧ ν − tr(F )

λ̃
ν̂ ∧ e741 − tr(F )

λ̃ · tr(G)
ν̂ ∧ e4 ∧ ν

+
tr(F )

λ̃ · tr(G)
ν ∧ ν̂ ∧ e4 +

1

λ̃
ν ∧ ν̂ ∧ e7

= 0.

Remark 5.25. The two-form ω1 ∈ V2∧W2 in Proposition 5.24 has to be of length two since

ω̃1 = ω1+ν̂ is of length two. By Lemma 2.2, there exists a basis e2, e3 of V2 and a basis e
5, e6

of W2 such that ω1 = e26 +e35. If det(G) 6= 0, then the condition d(ω1∧e71 +ω2∧e41) = 0

implies that ω2 = (F + tr(F )id)(e2) ∧G−1(e6) + (F + tr(F )id)(e3) ∧G−1(e5).

Let us, nevertheless, start with det(G) = 0.

Lemma 5.26. Let g, g4, g3, e
1, e4 ∈ g∗4, e

7 ∈ g∗3, V2, F : V2 → V2, W2 and G : W2 → W2

as in Proposition 5.24. Assume further that det(G) = 0, i.e. g3 = r2 ⊕ R. Then g admits

a cocalibrated G2-structure if and only if det(F + tr(F )id) = 0, i.e. g4 = A
− 1

2
4,9 .
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Proof. "⇒:"

Assume that g admits a cocalibrated G2-structure. By Proposition 5.24 and Remark 5.25,

there exists a basis e2, e3 of V2 and a basis e5, e6 of W2 such that ω1 := e26 + e35 ful�ls

d(ω1 ∧ e71) ∈ d(V2 ∧W2 ∧ e41) = V2 ∧G(W2) ∧ e741. Each element in V2 ∧G(W2) ∧ e741 is

of length at most one due to det(G) = 0. But

d(ω1 ∧ e71) = ((F + tr(F )id)(e2) ∧ e6 + (F + tr(F )id)(e3) ∧ e5) ∧ e741

is of length less than two if and only if det(F + tr(F )id) = 0. Thus, det(F + tr(F )id) = 0.

"⇐:"

We have det(F+tr(F )id) = 0 = det(G) and tr(F+tr(F )id) = 3tr(F ) 6= 0, tr(G) 6= 0. Since

both F+tr(F )id and G are linear endomorphisms in two dimensions, this implies that they

diagonalisable over the reals with one zero eigenvalue and one non-zero eigenvalue. We

may, after rescaling e4 and e7, assume that the non-zero eigenvalue is equal to one in both

cases and so tr(F ) = 1
3 and tr(G) = 1. Since d(e1∧α) = −e1∧ (F +tr(F )id)(α)∧e4 for all

α ∈ V2, there exists a basis e2, e3 of V2 such that de12 = 0 and de13 = −e134. Moreover, we

may choose a basis e5, e6 of W2 with de5 = 0 and de6 = e67. Then the following two-forms

ful�l all the conditions in Proposition 5.24:

ω1 := e25 − e36 + e26, ω2 := e25 − e36 − 2e35, ω̃1 := e56 + ω1, ω̃2 :=
1

3
e56 + ω2.

If det(G) 6= 0 and F and G are both not multiples of the identity, we get:

Lemma 5.27. Let g, g4, g3, e
1, e4 ∈ g∗4, e

7 ∈ g∗3, V2, F : V2 → V2, W2 and G : W2 → W2

as in Proposition 5.24. Assume further that F and G are both not multiples of the identity,

i.e. g4 6= A1
4,9 and g3 6= r3,1. Then g admits a cocalibrated G2-structure.

Proof. Set H := −(F + tr(F )id). Then also H : V2 → V2 is not a multiple of the identity,

not trace-free and d(e1 ∧α) = e1 ∧H(α)∧ e4 for all α ∈ V2. By rescaling e4 appropriately,

we may assume that tr(H) = −3, i.e. tr(F ) = 1. Hence, we may choose a basis e2, e3 of

V2 such that the transformation matrix of H with respect to this basis is given by(
0 det(H)

det(G)

−det(G) −3

)
.

Moreover, by rescaling e7 appropriately, we may assume that tr(G) = 1. Hence, for all

a ∈ R\{0}, we may choose a basis e5, e6 of W2 such that the transformation matrix of G

with respect to this basis is given by(
0 −det(G)

a

a 1

)
.
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Set

ω1 := e25+e36, ω2 := − det(H)

det(G)a
e25+

3 + a

a
e35−a e36, ω̃1 := e56+ω1, ω̃2 := e56−a e23+ω2.

A short computation shows d(ω1 ∧ e71 + ω2 ∧ e41) = 0. Moreover, ω̃2
1 = 2e2536 6= 0 and

ω̃1 ∧ ω̃2 = Bω̃2
1, ω̃

2
2 = Cω̃2

1 with B = − det(H)
2a det(G) and C = a+ det(H)

det(G) . Hence,

C −B2 = a+
det(H)

det(G)
− det(H)2

4a2 det(G)2
> 0

for a > 0 large enough and so ω̃1, ω̃2 span a two-dimensional space in which each non-zero

element has length two by Lemma 2.2. Thus, g admits a cocalibrated G2-structure by

Proposition 5.24

Therefore, it remains to consider the cases when at least one of the maps F and G is

(a multiple of) the identity:

Lemma 5.28. Let g, g4, g3, e
1, e4 ∈ g∗4, e

7 ∈ g∗3, V2, F : V2 → V2, W2 and G : W2 → W2

as in Proposition 5.24.

(a) If F is a multiple of the identity, i.e. g4 = A1
4,9, then g admits a cocalibrated G2-

structure if and only if −3
4tr(G)2 > det(G) or det(G) > 0.

(b) If G is a multiple of the identity, i.e. g3 = r3,1, then g admits a cocalibrated G2-

structure if and only if det(F ) > −3
4tr(F )2.

Remark 5.29. Note that a real two-by-two matrix with negative determinant is always

diagonalisable over the reals. The determinant of G is negative if the condition in Lemma

5.28 (a) is not ful�lled and the determinant of F is negative if the condition in Lemma

5.28 (b) is not ful�lled. Hence, it is easily checked that the condition on g3 in Lemma 5.28

(a) is not ful�lled exactly when g3 ∈
{
r3,µ

∣∣µ ∈ [−1
3 , 0
)}

and that the condition on g4 in

Lemma 5.28 (b) is not ful�lled exactly when g4 ∈
{
Aα4,9

∣∣α ∈ (−1,−1
3

]}
. Hence, proving

Lemma 5.28 �nishes the proof of Theorem 5.18.

Proof. (a) By rescaling e4 we may assume that tr(F ) = 2, i.e. F = id. Hence, Proposi-

tion 5.24 and Remark 5.25 tell us that g admits a cocalibrated G2-structure if and

only if there exists a basis e2, e3 of V2, a basis e5, e6 of W2, λ, α ∈ R, α 6= 0 such that

each non-zero linear combination of

ω̃1,α,λ := αe56 +e26 +e35, ω̃2,α,λ :=
2

tr(G)
αe56 +λe23 +3e2∧G−1(e6)+3e3∧G−1(e5)

is of length two. A short computation shows

ω̃2
1,α,λ = 2e2356, ω̃1,α,λ ∧ ω̃2,α,λ =

(
αλ+

3tr(G)

det(G)

)
e2356,

ω̃2
2,α,λ =

(
4
αλ

tr(G)
+ 18

1

det(G)

)
e2356
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since for an invertible two-by-two matrix tr
(
G−1

)
= tr(G)

det(G) . Set X := αλ. Then

Lemma 2.2 tells us that each non-zero linear combination of ω̃1,α,λ and ω̃2,α,λ is of

length two if and only if the quadratic polynomial

8
X

tr(G)
+ 36

1

det(G)
−
(
X +

3tr(G)

det(G)

)2

= −X2 +

(
8

tr(G)
− 6

tr(G)

det(G)

)
X + 36

1

det(G)
− 9

tr(G)2

det(G)2

in X with leading negative coe�cient is positive for some X ∈ R. Note that this

expression does not depend on the basis we have chosen. Hence, g admits a cocal-

ibrated G2-structure if and only if this quadratic polynomial is positive for some

X ∈ R and this is true if and only if its discriminant is positive. The discriminant is

given by(
6

tr(G)

det(G)
− 8

1

tr(G)

)2

− 4 ·
(

9
tr(G)2

det(G)2
− 36

1

det(G)

)
=

16(3tr(G)2 + 4 det(G))

det(G)tr(G)2
,

and it is positive if and only if

−3

4
tr(G)2 > det(G) or det(G) > 0.

(b) By rescaling e7 we may assume tr(G) = 2, i.e. G = id. Then we see similarly as in

the proof of part (a) that g admits a cocalibrated G2-structure if and only if there

exists a basis e2, e3 of V2, a basis e5, e6 ofW2, λ, α ∈ R, α 6= 0 such that each non-zero

linear combination of

ω̃1,α,λ := αe56 + e26 + e35,

ω̃2,α,λ :=
tr(F )

2
αe56 + λe23 + (F + tr(F )id)(e2) ∧ e6 + (F + tr(F )id)(e3) ∧ e5

is of length two. If we set X := αλ as before, we �nd, analogously to the proof

of (a), that the existence of a cocalibrated G2-structure on g is equivalent to the

existence of X ∈ R such that −X2 − 4tr(F )X − tr(F )2 + 4 det(F ) is positive. Note

therefore that for a two-by-two matrix A ∈ R2×2 we generally have det(A+tr(A)I2) =

det(A)+2tr(A)2. Now −X2−4tr(F )X−tr(F )2+4 det(F ) is positive for some X ∈ R
exactly when the discriminant of this quadratic polynomial in X, which is given by

12tr(F )2 + 16 det(F ), is positive. And this is the case if and only if

det(F ) > −3

4
tr(F )2.
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Chapter 6

Half-�at structures on Lie algebras

In this chapter, we present the classi�cation results for half-�at SU(3)-structures on certain

classes of Lie algebras the author obtained together with Fabian Schulte-Hengesbach in

the two papers [FS1] and [FS2]. Moreover, we present also some partial results on the

classi�cation of six-dimensional Lie algebras admitting other types of half-�at structures.

Apart from one result on certain six-dimensional almost Abelian Lie algebras admitting

half-�at structures of other types, also these results are joint work with Schulte-Hengesbach

and already published in [FS1].

More exactly, we �nish the classi�cation of the decomposable six-dimensional Lie alge-

bras which admit a half-�at SU(3)-structure. Therefore, we determine the direct sums of a

four-dimensional Lie algebra and of a two-dimensional Lie algebra and the direct sums of a

�ve-dimensional Lie algebra and R possessing a half-�at SU(3)-structure. These results are

all contained in [FS1] and we also present the non-existence results on stable three-forms

of certain type and on half-�at SU(1, 2)- and half-�at SL(3,R)-structures on some of the

considered decomposable Lie algebras given in [FS1]. Note that the direct sums of two

three-dimensional Lie algebras which admit a half-�at SU(3)-structure have been deter-

mined before by Schulte-Hengesbach in [SH]. The analogous classi�cation has been done

by Conti [C1] for the class of six-dimensional nilpotent Lie algebras. We basically use a

re�nement of Conti's and Schulte-Hengesbach's obstructions to prove the non-existence of

half-�at SU(3)-structures on the mentioned decomposable Lie algebras. Our obstruction

has the advantage that it is easy to check using a computer algebra system. In fact, we use

Maple, in particular the packages �di�orms� and �di�orms2�, to check the obstruction. Ex-

istence is proved in most cases by giving an explicit example of a half-�at SU(3)-structure.

We changed parts of the proofs given in [FS1] and use also the relation between half-

�at SU(3)-structures on six-dimensional Lie algebras g and cocalibrated G2-structures on

g⊕ R. We give a direct proof that a six-dimensional almost Abelian Lie algebra g admits

a half-�at SU(3)-structure if and only if g ⊕ R admits a cocalibrated G2-structure and
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so get a full classi�cation of the six-dimensional almost Abelian Lie algebras admitting

a half-�at SU(3)-structure by Theorem 5.18. Moreover, we prove that in this case the

six-dimensional almost Abelian Lie algebra g admits half-�at structures of any type, a

result not contained in [FS1] or [FS2]. We also apply the classi�cation of the direct sums

of four- and three-dimensional Lie algebras admitting a cocalibrated G2-structure given

in Theorem 5.18 to show that on certain decomposable six-dimensional Lie algebras there

cannot exist a half-�at SU(3)-structure.

Moreover, we classify the indecomposable solvable six-dimensional Lie algebras with

�ve-dimensional nilradical which admit a half-�at SU(3)-structure and show that all non-

solvable six-dimensional Lie algebras possess such a structure. These results are all con-

tained in [FS2]. The proofs are completely analogous to the paper [FS2]. We use again our

re�nement of Conti's obstruction but also apply some obstruction obtained by the relation

between half-�at SU(3)-structures on a six-dimensional Lie algebra g and cocalibrated G2-

structures on g⊕R. Existence is again proved by giving concrete examples. Note that by

a result of Mubarakzyanov [Mu6d], a six-dimensional solvable indecomposable Lie algebra

is nilpotent or the nilradical has dimension �ve or four. Hence, only the question which in-

decomposable solvable six-dimensional Lie algebras with four-dimensional nilradical admit

a half-�at SU(3)-structure remains open. We emphasise that we re�ned the classi�cation

of indecomposable �ve-dimensional Lie algebras given in [Mu5d] and also the classi�cation

of six-dimensional Lie algebras with �ve-dimensional non-Abelian nilradical in [Mu6d] in

order to obtain the mentioned classi�cation results. This re�nement is interesting in its

own. We give an application of this re�nement to the classi�cation of six-dimensional

(2, 3)-trivial Lie algebras which is also contained in [FS2].

We start in Section 6.1 by giving a brief history of the results known before and also

of the obstructions used by Conti in [C1] and by Schulte-Hengesbach in [SH] to obtain

their results. Section 6.2 presents our re�nement of these obstructions and also the above-

mentioned obstruction obtained by the relation between half-�at SU(3)-structures on a

six-dimensional Lie algebra g and cocalibrated G2-structures on g⊕ R. In Section 6.3, we

prove the classi�cation results on six-dimensional Lie algebras admitting half-�at SU(3)-

structures. Finally, Section 6.4 gives the result on the classi�cation of six-dimensional

(2, 3)-trivial Lie algebras. Moreover, also the non-existence results on stable forms of

certain kind and on half-�at SU(1, 2)- or SL(3,R)-structures in the decomposable case are

presented in this section.

6.1 Known results and obstructions

The �rst steps towards a classi�cation of the Lie algebras which admit half-�at SU(3)-

structures have been done in [ChiSw], [ChiFi], [CT]. In these papers, a classi�cation of the
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nilpotent six-dimensional Lie algebras admitting special kinds of half-�at SU(3)-structures

has been given. The next step has been the following classi�cation of the nilpotent Lie

algebras admitting an arbitrary half-�at SU(3)-structures [C1] by Conti. For the names of

the appearing Lie algebras, we refer the reader to the appendix.

Theorem 6.1 (Conti). Let g be a six-dimensional nilpotent Lie algebra. Then g admits a

half-�at SU(3)-structure if and only if

(i) g is decomposable and g ∈
{
R6, h3 ⊕ R3, h3 ⊕ h3, A5,i ⊕ R

∣∣ i = 1, 2, 4, 5, 6} or

(ii) g is indecomposable and g = n6,j for j /∈ {1, 2, 8, 9, 10, 19, 21, 22}.

To prove Theorem 6.1, he introduces the concept of a coherent splitting on an arbitrary

six-dimensional Lie algebra g, which is a splitting g∗ = V2 ⊕ V4 into a two-dimensional

subspace V2 and a four-dimensional subspace V4 with d (V2) = Λ2V2 and d (V4) = Λ2V2 ⊕
V2∧V4. This splitting can be used to de�ne a double complex (Λp,qg∗, δ1, δ2). Conti shows

that the triviality of the cohomology classes H0,3 and H0,4 implies that on g there cannot

exist a half-�at SU(3)-structure. He applies this obstruction then to eight nilpotent Lie

algebras to exclude half-�at SU(3)-structures on them. The existence is proved by giving

a concrete example of a half-�at SU(3)-structure in each case. There are two nilpotent Lie

algebras, namely n6,21 and n6,22, which do not admit a coherent splitting and existence of

half-�at SU(3)-structures on them is excluded by re�ning the methods. Basically, Conti

uses Equation (2.16) and Equation (2.17). More exactly, he shows that the existence of a

half-�at SU(3)-structure (ω, ρ) ∈ Λ2g∗ × Λ3g∗ implies in both cases that the basis vector

e1 in the basis given in Table 7.6 ful�ls J∗ρe
1 ∈ span(e1, e2, e3). For that purpose he uses

Equation (2.16), which states that

e1 ∧ (vy ρ) ∧ ρ = J∗ρe
1(v)φ(ρ)

for all v ∈ g, and shows that e1 ∧ (wyψ) ∧ ψ = 0 for all closed three-forms ψ and all

w ∈ span(e4, e5, e6). Afterwards, he computes that then the identity e1 ∧ J∗ρe1 ∧ σ = 0 for

all closed four-forms σ ∈ Λ4g∗, and so also for ω2, is true. But this is a contradiction to

Equation (2.17), which states that

β ∧ J∗ρβ ∧ ω2 =
1

3
g(β, β)ω3 6= 0

for all β ∈ g∗\{0}.
Our obstruction given in Proposition 6.5 resembles this argumentation. It gives a direct

obstruction for which one has to compute all closed three-forms and all closed four-forms

on g and can then easily check the obstruction. The obtained obstruction is built up in

such a way that all computations can be done using a computer algebra system like Maple.
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The next class of Lie algebras considered was the direct sums of two three-dimensional

Lie algebras by Schulte-Hengesbach in [SH]. He gets an obstruction without introducing

the double complex above by looking at the decisive steps in Conti's proof. He applies this

obstruction to all but two cases of direct sums g = g1 ⊕ g2 of two three-dimensional Lie

algebras g1, g2 which do not admit a half-�at SU(3)-structure. Existence is again proved

by giving concrete examples of half-�at SU(3)-structures. The missing two cases r2 ⊕ R4

and h3 ⊕ r2 ⊕ R are treated separately. The �rst case is excluded by showing that all

closed three-forms ρ ∈ Λ3
(
r2 ⊕ R4

)∗ ful�l λ(ρ) ≥ 0 and so r2⊕R4 cannot admit a half-�at

SU(3)-structure by Proposition 3.38. The second case uses directly our main obstruction

given below in Proposition 6.5 without stating it concretely.

The result obtained by Schulte-Hengesbach is given in Theorem 6.2. We rephrase it to

make connection to the existence of cocalibrated G2-structures on direct sums g1⊕ g2⊕R
with dim(gi) = 3 for i = 1, 2.

Theorem 6.2 (Schulte-Hengesbach). A direct sum g1 ⊕ g2 of two three-dimensional Lie

algebras g1, g2 admits a half-�at SU(3)-structure if and only if both g1 and g2 are unimod-

ular or exactly one of the Lie algebras is unimodular, say gi1 for some i1 ∈ {1, 2}, and
h2(gi1) ≤ h2(gi2), where i2 ∈ {1, 2} is such that {i1, i2} = {1, 2}.

Remark 6.3. Theorem 6.2 and Theorem 5.18 imply that a direct sum g1⊕g2 of two three-

dimensional Lie algebras g1, g2 admits a half-�at SU(3)-structure if and only if g1⊕g2⊕R
admits a cocalibrated G2-structure. By Proposition 3.37, the existence of a half-�at SU(3)-

structure on a six-dimensional Lie algebra g is equivalent to the existence of a cocalibrated

G2-structure on g⊕R such that g is orthogonal to R. Hence, the non-existence of half-�at
SU(3)-structure in all cases in Theorem 6.2 follows independently also by our Theorem

5.18. However, the existence of half-�at SU(3)-structures on the Lie algebras in Theorem

6.2 does not follow by Theorem 5.18 since we cannot ensure the existence of a cocalibrated

G2-structure such that g1 ⊕ g2 is orthogonal to R. In fact, in Remark 6.10 we present

an example of a direct sum g = g4 ⊕ g2 of a four-dimensional Lie algebra g4 and a two-

dimensional Lie algebra g2 which does not admit a half-�at SU(3)-structure but for which

g4 ⊕ g2 ⊕ R admits a cocalibrated G2-structure.

Schulte-Hengesbach also classi�ed the direct sums g1⊕ g2 of two three-dimensional Lie

algebras admitting a half-�at SU(3)-structure such that the decomposition is orthogonal.

Moreover, he also classi�ed the direct sums g1⊕g2 admitting a half-�at SL(3,R)-structure

for which the decomposition is orthogonal and each summand is de�nite and did the

same under the condition that the summands are the ±1-eigenspaces of the para-complex

structure. We do not give these classi�cations here. Instead, we mention his results

that certain direct sums do not admit any half-�at SU(1, 2)-structure. He achieved this

result by showing λ(ρ) ≥ 0 for all closed three-forms using Maple for the calculations.
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The non-existence then follows by Proposition 3.38. Note that there is always a closed

three-form with λ(ρ) > 0, i.e. with model tensor Re(Ψ1), on direct sum g1 ⊕ g2 of two

three-dimensional Lie algebras, e.g. ρ = ν1 + ν2 for arbitrary νi ∈ Λ3g∗i \{0}. Hence, one

cannot get non-existence results for half-�at SL(3,R)-structure via Proposition 3.38 on the

considered direct sums.

Proposition 6.4. Let g = g1 ⊕ g2 with g1 ∈ {R3, h3, r2 ⊕ R} and g2 be three-dimensional

non-unimodular and g2 6= r2⊕R. Then all closed three-forms ρ ∈ Λ3g∗ on g ful�l λ(ρ) ≥ 0

and g does not admit a half-�at SU(1, 2)-structure.

6.2 New obstructions

We begin the new section by stating our main obstruction.

Proposition 6.5. Let g be a six-dimensional Lie algebra with a volume form ν ∈ Λ6g∗\{0}.
If there is a non-zero one-form α ∈ g∗ satisfying

α ∧ J̃∗ρα ∧ σ = 0 (6.1)

for all closed three-forms ρ ∈ Λ3g∗ and all closed four-forms σ ∈ Λ4g∗, where J̃∗ρα is de�ned

for X ∈ g by

J̃∗ρα(X) ν = α ∧ (Xy ρ) ∧ ρ, (6.2)

then g does not admit a half-�at SU(3)-structure.

Proof. Suppose that α ∈ g∗ is a non-zero one-form as in the statement and that, nev-

ertheless, (ω, ρ) ∈ Λ2g∗ × Λ3g∗ is a half-�at SU(3)-structure on g. Then ρ ∈ Λ3g∗ and
1
2ω

2 ∈ Λ4g∗ are closed. Moreover, by Equation (2.16) there exists µ ∈ R\{0} such that

J̃∗ρα = µJ∗ρα. Hence, Equation (2.17) implies

α ∧ J̃∗ρα ∧
1

2
ω2 =

µ

6
g(α, α)ω3 6= 0,

a contradiction. This shows the statement.

By Proposition 3.37 the non-existence of a cocalibrated G2-structure on a direct sum

g6⊕R of a six-dimensional Lie algebra g6 and of R implies the non-existence of a half-�at

SU(3)-structure on g6. Hence, we get obstructions to the existence of half-�at SU(3)-

structures on certain classes of six-dimensional Lie algebras by the classi�cation results for

cocalibrated G2-structures obtained in Theorem 4.15 and in Theorem 5.18. Moreover, the

mentioned relation gives us also the following obstruction.

Proposition 6.6. Let g6 be a six-dimensional Lie algebra and set g7 := g6 ⊕ R. Choose

a non-zero one-form α ∈ g6
0 in the annihilator g6

0 of g6 in g7. For each pair (ρ, σ) ∈
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Z3(g6)×Z4(g6) of a closed three-form and a closed four-form on g6, we de�ne a four-form

Ω(ρ, σ) ∈ Λ4g∗7 on g7 as follows:

Ω(ρ, σ) := ρ ∧ α+ σ.

If there exists a non-zero element X ∈ g7 and a complement W of span(X) in g7 such that

for all pairs (ρ, σ) ∈ Z3(g6)×Z4(g6) the three-form ρ̃(ρ, σ) := (XyΩ(ρ, σ)) |W ∈ Λ3W ∗ on

W ful�ls λ(ρ̃) ≥ 0, then g6 does not admit any half-�at SU(3)-structure.

Proof. Let g6, g7, α ∈ g6
0 be as in the statement. Assume that X ∈ g7 and W ⊆ g7

as in the statement exist and that, nevertheless, g6 admits a half-�at SU(3)-structure

(ω, ρ) ∈ Λ2g∗6 × Λ3g∗6. Set σ := 1
2ω

2. Then (ρ, σ) ∈ Z3(g6)× Z4(g6). By Proposition 3.37,

the half-�at SU(3)-structure (ω, ρ) induces a cocalibrated G2-structure ϕ on g7 whose

Hodge dual is given by

?ϕϕ = ρ ∧ α+ σ = Ω(ρ, σ).

By Proposition 2.48, the three-form ρ̃(ρ, σ) = (Xy ?ϕ ϕ)|W = (XyΩ(ρ, σ))|W ∈ Λ3W ∗

on W has model tensor ρ−1 ∈ Λ3
(
R6
)∗ and so ful�ls λ(ρ̃) < 0 by Proposition 2.21, a

contradiction. Hence, g6 does not admit a half-�at SU(3)-structure.

6.3 Results for half-�at structures

We �rst discuss the existence problem of half-�at SU(3)-structures on six-dimensional

almost Abelian Lie algebras. This problem has completely been solved case-by-case for

decomposable Lie algebras in [C1], [SH] and [FS1]. In [FS2], we excluded the existence of

half-�at SU(3)-structures on indecomposable six-dimensional almost Abelian Lie algebras

g as follows. Theorem 4.15 shows that g ⊕ R does not admit a cocalibrated G2-structure

if g is an indecomposable six-dimensional almost Abelian Lie algebra. Thus, Proposition

3.37 implies the non-existence result. One observes that a six-dimensional almost Abelian

Lie algebra g admits a half-�at SU(3)-structure if and only if g⊕R admits a cocalibrated

G2-structure. We give a direct proof of this statement below and also show that if one of

these two equivalent conditions is ful�lled, then g admits any kind of half-�at structure.

Note that both the direct proof and the existence of other kinds of half-�at structures are

not contained in [FS1], [FS2].

Theorem 6.7. Let g be a six-dimensional almost Abelian Lie algebra. Then the following

are equivalent:

(i) g⊕ R admits a cocalibrated G2-structure.

(ii) g admits a half-�at SU(3)-structure.
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If the equivalent conditions (i) and (ii) are ful�lled, then g also admits a half-�at SU(1, 2)-

structure and a half-�at SL(3,R)-structure. The six-dimensional almost Abelian Lie algebra

g ful�lling (i) and (ii) are:

• g = g3 ⊕ R3 with an arbitrary three-dimensional almost Abelian unimodular Lie

algebra g3 and

• g = g5 ⊕R with g5 = A5,1, A5,2, A
−1,α,−α
5,7 with α ∈ {−1} ∪ (0, 1), A−1

5,8, A
−1,0,β
5,13 with

β > 0, A0
5,14, A

−1
5,15, A

γ,−γ,1
5,17 with γ > 0, A0,0,δ

5,17 with 0 < δ ≤ 1 or A0
5,18.

Proof. (ii) implies (i) by Proposition 3.37. Next, we assume that (i) holds, i.e. that g⊕R
admits a cocalibrated G2-structure ϕ ∈ Λ3 (g⊕ R)∗. Let u be an Abelian ideal of dimension

�ve in g. Choose f6 ∈ g\u and let f6 ∈ g∗ ⊆ g∗ ⊕ R∗ = (g⊕ R)∗ be the element in the

annihilator of u in g⊕ R with f6(f6) = 1. By Proposition 4.12 and Lemma 4.3 (b), there

exists a closed two-form ω ∈ Λ2 (u∗ ⊕ R∗) of length three, where closed means here and for

the rest of the proof that it is dg-closed. Let α ∈ R∗\{0}. We may decompose ω as

ω = α ∧ f5 + ω0

with f5 ∈ u∗\{0} and ω0 ∈ Λ2u∗. The length of ω0 has to be two. Hence, Lemma 2.1 implies

the existence of linearly independent elements f1, . . . , f4 ∈ u∗ such that ω0 = f12 + f34.

Since 0 6= ω3, the one-forms f1, . . . , f5 form a basis of u∗. Since ω and α are closed, also

f5 and ω0 are closed. By Lemma 4.3, d
(
ν ∧ f6

)
for all k-forms ν ∈ Λkg∗. Thus, the pair

(ω1, ρ1) ∈ Λ2g∗ × Λ3g∗, de�ned by

ω1 := f56 + f14 + f23, ρ1 := f512 − f543 − f613 − f642 = f5 ∧ ω0 − f136 + f246,

is a half-�at SU(3)-structure on g, the pair (ω2, ρ2) ∈ Λ2g∗ × Λ3g∗, de�ned by

ω2 := f56 − f14 − f23, ρ2 := ρ1,

is a half-�at SU(1, 2)-structure on g and the pair (ω3, ρ3) ∈ Λ2g∗ × Λ3g∗, de�ned by

ω3 := f56 + f13 + f24, ρ3 := f512 + f534 + f614 + f632 = f5 ∧ ω0 + f146 − f236,

is a half-�at SL(3,R)-structure on g. The list of the six-dimensional Lie algebras g ful�lling

the equivalent conditions (i) and (ii) is obtained from Theorem 4.15.

Remark 6.8. Schulte-Hengesbach showed in [SH] that direct sums of the form g3 ⊕ R3

with unimodular g3 admit half-�at SL(3,R)-structures.

Theorem 6.9. Let g4 be a four-dimensional Lie algebra.

(a) The direct sum g4 ⊕ R2 admits a half-�at SU(3)-structure if and only if g4 = g3 ⊕ R
for a unimodular three-dimensional Lie algebra g3.
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(b) The direct sum g4 ⊕ r2 admits a half-�at SU(3)-structure if and only if

(i) g4 is unimodular and not in

{
A
− 1

2
,− 1

2
4,5 , h3 ⊕ R,R4

}
or

(ii) g4 is in

{
A
− 1

2
4,9 , A4,12, r2 ⊕ r2

}
.

Proof. The following proof does not coincide with the one given in [FS1] where in most

cases the obstruction given in Proposition 6.5 has been applied to show the non-existence

of half-�at SU(3)-structures. We do not apply Proposition 6.5 directly at all in our proof.

(a) By Theorem 5.18, a direct sum of the form g4 ⊕ R3 with a four-dimensional Lie

algebra g4 admits a cocalibrated G2-structure exactly when g4 = g3 ⊕ R with g3

being unimodular and three-dimensional. Hence, Proposition 3.37 shows that only

the direct sums g4⊕R2 = g3⊕R3, g4 = g3⊕R, with g3 being three-dimensional and

unimodular may admit half-�at SU(3)-structures. The existence of half-�at SU(3)-

structures on these Lie algebras is proved in [SH], c.f. also the cited Theorem 6.2.

(b) By Theorem 5.18 and Proposition 3.37, only the sums g4 ⊕ r2 with g4 = A
− 1

2
4,9 , A4,12,

r2 ⊕ r2 or g4 being unimodular and g4 /∈
{
h3 ⊕ R,R4

}
may admit a half-�at SU(3)-

structure. For all these Lie algebras, except g4 = A
− 1

2
,− 1

2
4,5 , the existence of a half-�at

SU(3)-structure either follows from [SH], cf. Theorem 6.2, or a concrete example of a

half-�at SU(3)-structure is given in Table 7.9. For g := A
− 1

2
,− 1

2
4,5 ⊕ r2, the obstruction

given in Proposition 6.5 cannot be applied directly. However, a di�erent obstruction

can be established as follows. Let
(
e1, . . . , e6

)
be a basis of

(
A
− 1

2
,− 1

2
4,5 ⊕ r2

)∗
∼=(

A
− 1

2
,− 1

2
4,5

)∗
⊕ r∗2 such that

(
e1, . . . , e4

)
is the standard basis of

(
A
− 1

2
,− 1

2
4,5

)∗
given

in Table 7.3 and
(
e5, e6

)
is a basis of r∗2 which ful�ls de5 = 0, de6 = e56. We set

ν := e123456 ∈ Λ6g∗ and de�ne J̃ρ ∈ End(g) for a three-form ρ ∈ Λ3g∗ by Equation

(6.2). Then a straightforward calculation yields the identity

e5 ∧ J̃∗ρe4 ∧ σ = −e4 ∧ J̃∗ρe5 ∧ σ = (e4 +
√

2e5) ∧ J̃∗ρ (e4 +
√

2e5) ∧ σ

for all closed three-forms ρ on g and all closed four-forms σ on g. Suppose that g

admits a half-�at SU(3)-structure (ρ0, ω0). In particular, the forms ρ0 and σ0 := 1
2ω

2
0

are closed and ful�l the previous identity. Hence, if g0 denotes the induced Euclidean

metric, Equation (2.17) and the fact that J̃ρ0 is a non-zero multiple of Jρ0 show

g0

(
e5, e4

)
= −g0

(
e4, e5

)
= g0

(
e4 +

√
2e5, e4 +

√
2e5
)
.

Since g0 is symmetric, this implies that e4 +
√

2e5 is a null-vector, a contradiction.

Hence, there cannot exist a half-�at SU(3)-structure on g = A
− 1

2
,− 1

2
4,5 ⊕ r2.
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Remark 6.10. We like to note an interesting consequence of Theorem 6.9. It provides, to

the best of the author's knowledge, the �rst example in the literature of a six-dimensional

Lie algebra g which does not admit a half-�at SU(3)-structure but for which g⊕ R admits

a cocalibrated G2-structure. Namely, A
− 1

2
,− 1

2
4,5 ⊕ r2 ⊕ R admits a cocalibrated G2-structure

due to Theorem 5.18 but Theorem 6.9 shows that A
− 1

2
,− 1

2
4,5 ⊕ r2 does not admit a half-�at

SU(3)-structure. Note that this shows that A
− 1

2
,− 1

2
4,5 ⊕r2⊕R cannot admit a cocalibrated G2-

structure such that A
− 1

2
,− 1

2
4,5 ⊕r2 and R are orthogonal by Proposition 3.37. Note further that

Theorem 6.9 and Theorem 5.18 show that A
− 1

2
,− 1

2
4,5 ⊕r2 is the only such example in the class

of direct sums g = g4 ⊕ g2 of a four-dimensional Lie algebra g4 and of a two-dimensional

Lie algebra g2.

The missing decomposable cases are those which are direct sums g = g5⊕R of an inde-

composable �ve-dimensional Lie algebra g5, which is neither almost Abelian nor nilpotent,

and of R. For this class of Lie algebras, we obtain

Theorem 6.11. Let g = g5 ⊕ R be a direct sum of a �ve-dimensional indecomposable Lie

algebra, which is neither almost Abelian nor nilpotent, and of R. Then g admits a half-�at

SU(3)-structure if and only if

g5 ∈
{
A−1,2

5,19 , A
−1,3
5,19 , A

2,−3
5,19 , A

0
5,30, A

−1,−1
5,33 , A0,−2

5,35 , A5,36, A5,37, A5,40

}
Proof. For all direct sums admitting a half-�at SU(3)-structure, an explicit example can be

found in Table 7.10. For the remaining direct sums g5⊕R, we apply Proposition 6.5 for all

cases separately according to Table 7.4. Therefore, let (e1, . . . , e6) be a basis of (g5 ⊕ R)∗ =

g∗5⊕R∗ such that (e1, . . . , e5) is the standard basis of g∗ given in Table 7.4 and e6 spans R∗.
We claim that α = e5 is for all cases a one-form satisfying the obstruction condition (6.1).

In fact, the equation can be e�ciently veri�ed by the computer algebra system Maple as

follows. Let ρ be a three-form and σ a four-form involving altogether 35 coe�cients when

expressed with respect to the induced basis on forms. Due to our distinction of the Lie

algebra classes in Table 7.4, the coe�cient equations of dρ = dσ = 0 can be solved in a

closed form, independently of the parameters in the Lie bracket. Thus, the computer can

almost instantaneously provide us with explicit expressions for the general closed three-

form ρ ∈ Z3(g) and also for the general closed four-form σ ∈ Z4(g) by eliminating a

number of parameters. Now, it is straightforward to compute J̃ρ via (6.2) with respect to

the basis. The result allows us to verify Equation (6.1) for α = e5 and all ρ ∈ Z3(g) and

all σ ∈ Z4(g) for each of the remaining Lie algebras.

Remark 6.12. In [CS] and [CFS] the �ve-dimensional solvable Lie algebras g admitting

a hypo SU(2)-structure are classi�ed. There is a similar relation between hypo SU(2)-

structures on g and half-�at SU(3)-structures on g ⊕ R as the one in Proposition 3.37
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between half-�at SU(3)-structures and cocalibrated G2-structures. Namely, g admits a hypo

SU(2)-structure if and only if g ⊕ R admits a half-�at SU(3)-structure with orthogonal

splitting g ⊕ R. For all �ve-dimensional solvable non-nilpotent Lie algebras g admitting a

hypo SU(2)-structure we (or Schulte-Hengesbach in [SH]) independently found a half-�at

SU(3)-structure on g⊕ R. However, for two indecomposable �ve-dimensional Lie algebras

which do not admit a hypo SU(2)-structure, namely A−1,3
5,19 and A5,37, we were able to �nd a

half-�at SU(3)-structure on the corresponding six-dimensional Lie algebras A−1,3
5,19 ⊕ R and

A5,37 ⊕ R such that the summands are not orthogonal, cf. Table 7.10.

Next we consider the non-solvable case. We show that all non-solvable indecomposable

six-dimensional Lie algebras admit a half-�at SU(3)-structure. By our previous results, we

even get the following result.

Theorem 6.13. Let g be a six-dimensional non-solvable Lie algebra. Then g admits a

half-�at SU(3)-structure.

Proof. By [Tu1], the indecomposable non-solvable Lie algebras of dimension less than six

are so(3), so(2, 1) and A5,40. Direct sums with so(3) and so(2, 1) admit a half-�at SU(3)-

structure by Theorem 6.2, whereas the direct sum g5,40 ⊕ R admits a half-�at SU(3)-

structure by Theorem 6.11. The indecomposable six-dimensional non-solvable Lie algebras

have also been determined in [Tu1] and are given in Table 7.5. They all admit a half-�at

SU(3)-structure, where a concrete example in each case is given in Table 7.11.

Finally, we attack the class of indecomposable solvable non-nilpotent six-dimensional

Lie algebras. By a result of Mubarakzyanov [Mu6d], the nilradical of such a Lie algebra has

either dimension �ve or four. Due to the complexity of the problem, see the classi�cation

of the mentioned Lie algebras with �ve-dimensional nilradical given in [Mu6d] (resp. with

four-dimensional nilradical given in [Tu2]), we restrict ourselves to the case with �ve-

dimensional nilradical and leave the other case open. Since the indecomposable solvable

Lie algebras with �ve-dimensional nilradical admitting a half-�at SU(3)-structure have

hardly anything in common, a simple characterisation seems not possible and we have to

state our classi�cation result in the following form.

Theorem 6.14. An indecomposable solvable six-dimensional Lie algebra with �ve-dimen-

sional nilradical admits a half-�at SU(3)-structure if and only if it is contained in Table

7.12.

Proof. First of all, Theorem 6.7 yields that all almost Abelian Lie algebras in our class,

i.e. those with Abelian nilradical, do not admit a half-�at SU(3)-structure. As Table

7.7 contains all indecomposable Lie algebras with non-Abelian �ve-dimensional nilradical

according to the classi�cation of Mubarakzyanov [Mu6d] and Shabanskaya [Sha], it su�ces
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to prove existence or non-existence in each case contained in the list. The existence problem

is completely solved by the explicit examples given in Table 7.12. In the following, we prove

the non-existence for the remaining Lie algebras.

For all these remaining Lie algebras, except A−1,−1
6,39 , A−1

6,41 A
−1
6,76, A6,78, B0

6,3, B
1
6,4 and

B−1
6,4 , we apply Proposition 6.5. In each case, we work in the basis (e1, . . . , e6) of g∗ given

in Table 7.7. Analogously to the proof of Theorem 6.11, we show that α = e6 is a one-form

ful�lling Equation (6.1) for all ρ ∈ Z3(g) and all σ ∈ Z4(g). That means, we start with a

pair (ρ, σ) ∈ Λ3g∗×Λ4g∗ of a three-form ρ and a four-form σ expressed with respect to the

induced basis on forms using 35 coe�cients in total. The classes in Table 7.7 are separated

such that the space of closed forms has a �xed form. Thus, the general solution of the

equations dρ = 0 and dσ = 0 can be obtained by eliminating a certain amount of coe�cients

for each class. The computation of J̃ρ with respect to the given basis by Equation (6.2)

allows us to verify equation Equation (6.1) for α = e6 and all (ρ, σ) ∈ Z3(g)× Z4(g). All

calculations can be executed conveniently in the computer algebra system Maple.

Unfortunately, Proposition 6.5 cannot be applied to the Lie algebras A−1,−1
6,39 , A−1

6,41

A−1
6,76, A6,78, B0

6,3, B
1
6,4 and B−1

6,4 . The following proof uses Proposition 6.6. Again, we

compute the general closed three-form ρ ∈ Z3(g) and the general closed four-form σ ∈
Z4(g) with respect to the basis (e1, . . . , e6) given in Table 7.7. We choose e7 ∈ (g ⊕ R)∗

with de7 = 0 such that (e1, . . . , e7) is a basis of (g⊕R)∗ ∼= g∗⊕R∗ and compute Ω(ρ, σ) :=

ρ ∧ e7 + σ ∈ Λ4(g ⊕ R)∗. Afterwards, we compute for each of the seven Lie algebras the

three-form ρ̃(ρ, σ) = e3yΩ(ρ, σ) ∈ Λ3e3
0. When we compute λ(ρ̃(ρ, σ)), it turns out that it

is in each case the square of a polynomial in the coe�cients of the general closed three-form

ρ ∈ Z3(g) and of the general closed four-form σ ∈ Z4(g) and so always non-negative. Thus,

none of the seven Lie algebras admits a half-�at SU(3)-structure according to Proposition

6.6.

Remark 6.15. We like to remark that almost all the examples of half-�at SU(3)-structures

on six-dimensional Lie algebras g have been constructed case-by-case using Proposition

3.37. That means we �rst constructed a cocalibrated G2-structure with orthogonal splitting

on g⊕R and then got an induced half-�at SU(3)-structure on g. The construction used the

fact that the Chevalley-Eilenberg di�erential is, in most of the cases, particularly simple

since g⊕ R is almost nilpotent, i.e. g⊕ R admits a nilpotent codimension one ideal.

6.4 Other Results

The �rst aim of this section is to give some results on the non-existence of closed stable

three-forms of certain kind on decomposable Lie algebras. In Proposition 6.4, we cited

Schulte-Hengesbach's result [SH] on the non-existence of closed stable forms ρ with λ(ρ) < 0
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on some direct sums of two three-dimensional Lie algebras. Moreover, we argued directly

above Proposition 6.4 that there always is a closed stable form with λ(ρ) > 0 on the direct

sum of two three-dimensional Lie algebras. We consider the same problem for the missing

decomposable Lie algebras. In contrast to Schulte-Hengesbach's results, Proposition 6.16

shows that there are decomposable Lie algebras with λ(ρ) = 0 for all closed three-forms, i.e.

there are decomposable Lie algebras which do not admit at all a closed stable three-form.

Proposition 6.16. Let g = g4 ⊕ g2 be a six-dimensional Lie algebra which is the direct

sum of an indecomposable four-dimensional Lie algebra g4 and of a two-dimensional Lie

algebra g2.

(i) If g2 = R2 and g4 not in

{
A4,1, A

−1,1
4,5 , A

− 1
2

4,9 , A4,12

}
, then λ(ρ) ≥ 0 for all ρ ∈ Z3(g)

and g does not admit a half-�at SU(1, 2)-structure.

(ii) If g2 = r2, the nilradical of g4 is isomorphic to R3 and h∗(g4) = (1, 0, 0, 0), then

λ(ρ) ≥ 0 for all ρ ∈ Z3(g) and g does not admit a half-�at SU(1, 2)-structure.

(iii) If g2 = R2 and h∗(g4) = (1, 0, 0, 0), then λ(ρ) = 0 for all ρ ∈ Z3(g). Then g does not

admit at all a closed stable three-form and a half-�at structure of any kind.

Proof. The Lie algebras g4 appearing in the statement may be identi�ed when looking at

Table 7.3. In the proof of Theorem 6.11, we explained that the general closed three-form

ρ on each of the direct sums g = g4 ⊕ g2 appearing in Proposition 6.16 is determined

straightforwardly with computer support. Using Maple to calculate the quartic invariant

λ(ρ) of the general closed three-form ρ on each of the considered Lie algebras with the help

ofMaple, those with λ = 0 are easily identi�ed. The cases with λ ≥ 0 have been determined

by applying the useful Maple function factor to λ(ρ). The non-existence statements about

closed stable forms of any kind and about half-�at structures of certain kind follow from

Proposition 2.22 and Proposition 3.38, respectively.

Analogously, we can prove the following proposition.

Proposition 6.17. Let g = g5 ⊕R be a six-dimensional Lie algebra which is a direct sum

of an indecomposable �ve-dimensional Lie algebra g5 and R.

(i) If the column λ ≥ 0 in Table 7.4 is checked for g5, then λ(ρ) ≥ 0 for all ρ ∈ Z3(g)

and g does not admit a half-�at SU(1, 2)-structure.

(ii) If the nilradical of g5 is isomorphic to R4 and h3(g5) = 0, then λ(ρ) = 0 for all

ρ ∈ Z3(g). Then g does not admit at all a closed stable three-form and a half-�at

structure of any kind.
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Remark 6.18. Unfortunately, there seems to be no consistent pattern for the direct sums

g = g5⊕R of an indecomposable �ve-dimensional Lie algebra g5 and R such that λ(ρ) ≥ 0

for all ρ ∈ Λ3g∗ except that the nilradical has to be either R4 or h3⊕R. Note that also the

patterns we observed in the other cases may be just a simple coincidence.

We �nish this chapter by pointing out an interesting application of Table 7.7 to the

classi�cation of six-dimensional Lie algebras which are (k−1, k)-trivial, i.e. whose (k−1)-th

and k-th Lie algebra cohomology vanishes. These Lie algebras play an analogous role for the

study of multi-moment maps associated to closed geometries of degree k as semisimple Lie

algebras do for the study of moment maps in symplectic geometry, see [MaSw1], [MaSw2]

and [MaSw3]. For general k, one can read o� the Tables 7.1 - 7.7 given in the appendix

all (k − 1, k)-trivial Lie algebras in the corresponding class. The most interesting case

is the one of (2, 3)-trivial Lie algebras. A classi�cation of (2, 3)-trivial Lie algebras up

to dimension �ve has been established by Madsen and Swann in [MaSw1]. Using Table

7.7, one can get a full classi�cation of (2, 3)-trivial Lie algebras in dimension six using the

following theorem proved in [MaSw2].

Theorem 6.19 (Madsen, Swann). A Lie algebra g is (2, 3)-trivial if and only if g is

solvable, the derived Lie algebra n = [g, g] is nilpotent of codimension one in g and H i(n)g =

{0} for i = 1, 2, 3.

In particular, (2, 3)-trivial Lie algebras are indecomposable and they are either almost

Abelian or can be found in Table 7.7. Thus, we obtain

Corollary 6.20. A six-dimensional Lie algebra g is (2, 3)-trivial if and only if it is one of

the Lie algebras in Table 7.7 with h2(g) = h3(g) = 0 or if the nilradical n of g is isomorphic

to R5 and the induced endomorphism ad(v) |Λin∗ for an arbitrary v ∈ g\n has trivial kernel

for i = 1, 2, 3.
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Chapter 7

Hitchin �ow on almost Abelian Lie

algebras

In this chapter, we look at Hitchin's �ow equations whose solutions de�ne pseudo-Riemann-

ian metrics with holonomy contained in the exceptional holonomy groups Gε
2 and Spinε(7).

The starting value of this �ow is a half-�at structure SUδ(p, 3 − p)-structure or a co-

calibrated Gε
2-structure, respectively. We present some results on the Hitchin �ow for

G2-structures on almost Abelian Lie algebras. Most importantly, we show that in this case

the holonomy of the Riemannian manifold obtained by the Hitchin �ow always reduces

further to a subgroup of SU(4). Moreover, we compute the Hitchin �ow explicitly for cer-

tain initial cocalibrated G2-structures on h3 ⊕ R4 and n7,1. In the latter case, we obtain

an explicit two-parameter family of non-compact, non-complete Calabi-Yau four-folds of

cohomogeneity one. Note that these results are the �rst results of an ongoing investigation

of the Hitchin �ow on seven-dimensional Lie algebras and so many interesting questions

remain unanswered in this chapter.

We start in Section 7.1 by giving a short review of the Hitchin �ow on arbitrary six- or

seven-dimensional manifolds. In Section 7.2 we look at the Hitchin �ow for G2-structures

on real seven-dimensional almost Abelian Lie algebras and prove the mentioned reduction

result of the holonomy of the induced eight-dimensional Riemannian manifold to a sub-

group of SU(4). The moduli space of cocalibrated G2-structures on the nilpotent almost

Abelian Lie algebras h3 ⊕ R4 and n7,1, i.e. all cocalibrated G2-structures on these Lie

algebras up to Lie algebra automorphisms and scalings, are determined in Section 7.3. Fi-

nally, the Hitchin �ow and the holonomy of the induced Riemannian metrics for the entire

moduli space on h3 ⊕ R4 and for a two-parameter family in the moduli space on n7,1 is

computed in Section 7.4.
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7.1 Hitchin's �ow equations

Manifolds admitting a parallel Gε
2-structure (resp. a parallel Spinε(7)-structure) and so

having holonomy contained in the exceptional holonomy group Gε
2 (resp. in the excep-

tional holonomy group Spinε(7)) naturally induce on hypersurfaces with the right signature

half-�at SUδ(p, 3−p)-structures (resp. cocalibrated Gε
2-structures) using pointwise the con-

structions given in Proposition 2.51 (resp. Proposition 2.60). The proof is easy and given

below. Note that in [MC5] the intrinsic torsion of the induced SU(3)-structure is computed

in terms of the intrinsic torsion of an arbitrary G2-structure. Similar computations are

done for Spin(7)-structures in [MC3].

Proposition 7.1. (a) If (p, δ, ε) ∈ {(1,−1, 1), (3, 1, 1), (3,−1,−1)}, ϕ ∈ Ω3M is a par-

allel Gε
2-structure on a seven-dimensional manifold M and N is an oriented hy-

persurface in M such that there exists a unit normal vector �eld n ∈ X(M) with

gϕ(n, n) = −δ, then the pair (ω, ρ) ∈ Ω2N × Ω3N , de�ned by ω := i∗(nyϕ) and

ρ := i∗ϕ, is a half-�at SUδ(p, 3 − p)-structure on N . Here, i : N → M is the

inclusion map.

(b) If Φ ∈ Ω4M is a parallel Spinε(7)-structure on an eight-dimensional manifold M

and N is an oriented hypersurface in M with a space-like unit normal vector �eld

n ∈ X(M), then ϕ := i∗(nyΦ) ∈ Ω3N is a cocalibrated Gε
2-structure on N . Here,

again i : N →M is the inclusion map.

Proof. (a) By Proposition 2.51, (ω, ρ) ∈ Ω2N × Ω3N de�ned as in the statement is, in

fact, an SUδ(p, 3 − p)-structure. Moreover, Proposition 2.51 shows that i∗ (?ϕϕ) =

− δ
2ω

2. Hence, the closure of ϕ and ?ϕϕ imply the closure of ρ = i∗ϕ and 1
2ω

2. Thus,

(ω, ρ) is half-�at.

(b) Proposition 2.60 shows that ϕ ∈ Ω3N de�ned as in the assertion is, in fact, a Gε
2-

structure and we get i∗Φ = ?ϕϕ. Hence, the closure of Φ implies the closure of

?ϕϕ = 0 and so ϕ is cocalibrated.

Conversely to Proposition 7.1, the Hitchin �ow embeds a six-dimensional manifold with

a half-�at SUδ(p, 3− p)-structure (resp. a seven-dimensional manifold with a cocalibrated

Gε
2-structure) into a seven-dimensional manifold with a parallel Gε

2-structure (resp. into

an eight-dimensional manifold with a parallel Spinε(7)-structure).

The Hitchin �ow has been introduced by Hitchin [Hi1] on compact six-dimensional

manifolds M and compact seven-dimensional manifolds N . In the six-dimensional case, it

is a Hamilton �ow on the product of the cohomology classes
[

1
2ω

2
0

]
× [ρ0], where (ω0, ρ0) ∈

Ω2M × Ω3M is a half-�at SU(3)-structure on M . Here, one uses a natural symplectic
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two-form on the a�ne space
[

1
2ω

2
0

]
× [ρ0]. The Hamilton function is constructed via a

Z-combination of the functionals on stable four-forms σ ∈ Ω4M and stable three-forms

ρ ∈ Ω3M one gets by integrating the associated volume forms φ(σ), φ(ρ), cf. Proposition

1.37, over the entire manifold M . The solution with initial value (ω0, ρ0) on an interval I

de�nes then a parallel G2-structure on M × I and so a Riemannian metric with holonomy

contained in G2 on M × I. In the seven-dimensional case, it is a gradient �ow on the

cohomology class [?ϕ0ϕ0] of the Hodge dual of a cocalibrated G2-structure ϕ0 ∈ Ω3N on

N . Here, one uses a natural non-degenerate symmetric bilinear form on [?ϕ0ϕ0] and the

functional on the stable four-forms Ψ ∈ Ω4N obtained by integrating the associated volume

form φ (Ψ) ∈ Ω7M over the entire manifold N . Analogously to the six-dimensional case,

the solution with initial value ϕ0 on an interval I de�nes then a parallel Spin(7)-structure

on N × I and so a Riemannian metric with holonomy contained in Spin(7) on N × I.
In [CLSS], the results of Hitchin are reproved by direct calculations without using any

Hamilton or gradient �ows. In particular, the compactness assumption can be dropped and

the results generalise also to non-compact manifolds in a suitable way. Moreover, [CLSS]

also generalises the Hitchin �ow to half-�at SU(1, 2)- and SL(3,R)-structures and to cocali-

brated G∗2-structures leading to pseudo-Riemannian manifolds with holonomy contained in

the exceptional holonomy groups G∗2 or Spin0(3, 4)-structures, respectively. Furthermore,

[CLSS] gives an existence and uniqueness result in the real analytic category. Note that

[Br6] shows that such a result is not valid in the smooth category. In the remainder of this

section, we review all these results brie�y and refer for proofs to the two mentioned papers

[Hi1] and [CLSS]. We begin with the six-dimensional case.

Theorem 7.2. Let (p, δ, ε) ∈ {(1,−1, 1), (3, 1, 1), (3,−1,−1)} and (ω0, ρ0) ∈ Ω2M ×Ω3M

be a half-�at SUδ(p, 3− p)-structure on a six-dimensional manifold M . Assume that there

exists a smooth 1-parameter family I → Ω2M × Ω3M , t 7→ (ω(t), ρ(t)) of stable forms, I

being an open interval around 0, such that the identity (ω(0), ρ(0)) = (ω0, ρ0) is true and

such that (ω, ρ) ful�ls the following partial di�erential equations on I, called Hitchin's �ow

equations:

ρ̇ = dω,
d

dt

(
1

2
ω2

)
= dJ∗ρρ. (7.1)

Then (ω(t), ρ(t)) is for all t ∈ I a half-�at SUδ(p, 3− p)-structure and the three-form

ϕ := ω ∧ dt+ ρ (7.2)

is a parallel Gε
2-structure on M × I. The induced pseudo-Riemannian metric gϕ on M × I

with holonomy contained in Gε
2 is given by

gϕ = g(ω(t),ρ(t)) − δ dt2. (7.3)
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Remark 7.3. • If (ω(t), ρ(t)) is a solution of Hitchin's �ow equations, then the ori-

entation induced by ω(t) is the same for all t ∈ I. Hence, if we �x an orienta-

tion on M , we may recover ω(t) uniquely from 1
2ω(t)2 by Remark 2.7. Thus, we

may consider Hitchin's �ow equations also as equations for a one-parameter family

(σ(t), ρ(t)) ∈ Ω4M×Ω3M of stable four-forms σ(t) and stable three-forms ρ(t) on an

oriented six-dimensional manifoldM such that (σ(0), ρ(0)) =
(

1
2ω

2
0, ρ0

)
for a half-�at

SUδ(p, 3− p)-structure (ω0, ρ0) on M inducing the given orientation.

• Since for all p ∈ M the curve I 3 t 7→ (p, t) is a geodesic, (M × I, g) can only be

complete if I = R. In the Riemannian case, the Cheeger-Gromoll splitting theorem,

cf. [ChGr], shows then that (M × I, g) ∼= (M, g(ω0,ρ0)) × (R, dt2) as Riemannian

manifolds and we cannot have full holonomy G2.

• The proof of Theorem 7.2 given in [CLSS] shows even more. Namely, ifM is a seven-

dimensional manifold with parallel Gε
2-structure ϕ and (M, gϕ) ∼= (N×I, h(t)−δ dt2)

for a smooth one-parameter-family I 3 t 7→ h(t) of pseudo-Riemannian metrics on

N , then the one-parameter family of SUδ(p, 3 − p)-structures induced on N ful�ls

Hitchin's �ow equation.

As already mentioned at the beginning of this section, on real analytic manifolds a

solution of Hitchin's �ow equations exists and is unique.

Theorem 7.4. Let M be a real-analytic six-dimensional manifold, (p, δ, ε) ∈ {(1,−1, 1),

(3, 1, 1), (3,−1,−1)} and (ω0, ρ0) be a real-analytic half-�at SUδ(p, 3− p)-structure on M .

(a) There exists a unique maximal solution of Hitchin's �ow equations with initial value

(ω0, ρ0) which is de�ned on an open neighbourhood U of M ×{0} in M ×R. Hence,
there is a parallel Gε

2-structure ϕ on U and so induced the pseudo-Riemannian metric

gϕ on U has holonomy contained in Gε
2.

(b) Let f be a di�eomorphism of M and µ ∈ R∗. If (ω, ρ) is a solution of Hitchin's

�ow equations with initial value (ω0, ρ0), then (f∗ω, f∗ρ) is a solution of Hitchin's

�ow equations with initial value (f∗ω0, f
∗ρ0) and

(
1
µ2
ω(µt), 1

µ3
ρ(µt)

)
is a solution of

Hitchin's �ow equations with initial value
(

1
µ2
ω0,

1
µ3
ρ0

)
.

(c) If M is compact or a homogeneous space, then U as in (a) is of the form U = M × I
for some open interval I around 0.

In seven dimensions the result is as follows.

Theorem 7.5. Let ε ∈ {−1, 1} and ϕ ∈ Ω3M be a cocalibrated Gε
2-structure on a seven-

dimensional manifold M . Assume that there exists an open interval I around 0 and a
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smooth 1-parameter family I → Ω3M , t 7→ ϕ(t), of stable three-forms with ϕ(0) = ϕ0 and

such that ϕ ful�ls the following partial di�erential equations on I, called Hitchin's �ow

equations:
d

dt
?ϕ ϕ = dϕ. (7.4)

Then ϕ(t) is a cocalibrated Gε
2-structure for all t ∈ I and the four-form

Φ := ?ϕϕ+ dt ∧ ϕ (7.5)

is a parallel Spinε(7)-structure on M × I. The induced pseudo-Riemannian metric gΦ on

M × I with holonomy contained in Spinε(7) is given by

gΦ = gϕ(t) + dt2. (7.6)

Remark 7.6. The analogous statements of Remark 7.3 are also true for the Hitchin �ow

for Gε
2-structures. That means, the Hitchin �ow preserves again the orientation on M and

we may alternatively see Hitchin's �ow equations on an oriented manifold M as equations

for a one-parameter family of stable four-forms Ψ(t) with Ψ(0) = ?ϕ0ϕ0, where ϕ0 ∈ Ω3M

is a cocalibrated Gε
2-structure on M which induces the given orientation. Furthermore, if

(M × I, g) is complete, then we must have I = R and in the Riemannian case the Cheeger-

Gromoll Splitting Theorem [ChGr] again implies then (M × R, g) ∼= (M, gϕ0) × (R, dt2)

as Riemannian manifolds and so we cannot get full holonomy Spin(7). Note that in [Sto,

Theorem 3.3], Stock gives an argument that I = R and M compact implies the triviality of

the Hitchin �ow and so that ϕ0 is parallel. Finally, if M is an eight-dimensional manifold

M with parallel Spinε(7)-structure Φ such that (M, gΦ) is isometric to (N × I, h(t) + dt2)

for a seven-dimensional manifold N and a one-parameter-family I 3 t 7→ h(t) of pseudo-

Riemannian metrics on N , then the induced one-parameter family of Gε
2-structures on N

ful�ls Hitchin's �ow equations.

Again we have the following results in the real analytic category.

Theorem 7.7. Let M be a real-analytic seven-dimensional manifold, ε ∈ {−1, 1} and ϕ0

be a real-analytic cocalibrated Gε
2-structure on M .

(a) There exists a unique maximal solution of Hitchin's �ow equations with initial value

ϕ0 which is de�ned on an open neighbourhood U of M ×{0} in M ×R. Hence, there
is a parallel Spinε(7)-structure Φ on U and so the pseudo-Riemannian metric gΦ on

U has holonomy contained in Spinε(7).

(b) Let f be a di�eomorphism of M and µ ∈ R∗. If ϕ is a solution of Hitchin's �ow

equations with initial value ϕ0, then f∗ϕ is a solution of Hitchin's �ow equations

with initial value f∗ϕ0 and 1
µ3
ϕ(µt) is a solution of Hitchin's �ow equations with

initial value 1
µ3
ϕ0.
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(c) If M is compact or a homogeneous space, then U as in (a) is of the form U = M × I
for some open interval I around 0.

Remark 7.8. Both in dimension six and seven, the Hitchin �ow on a Lie group G preserves

left-invariance if we start with a left-invariant initial value. Hence, Hitchin's �ow equations

are a system of ordinary di�erential equations on the associated Lie algebra g. Analogously

to Theorem 7.4 (b) (resp. to Theorem 7.7 (b)), one gets the following property. If f is

any Lie algebra automorphism of g, µ ∈ R∗ and (ω(t), ρ(t)) ∈ Λ2g∗ × Λ3g∗ a solution of

Hitchin's �ow equations in six dimensions with initial value (ω0, ρ0) ∈ Λ2g∗ × Λ3g∗ (resp.

ϕ(t) ∈ Λ3g∗ a solution of Hitchin's �ow equations in seven dimensions with initial value

ϕ0 ∈ Λ3g∗), then
(

1
µ2
f∗ω(µt), 1

µ3
f∗ρ(µt)

)
is a solution of Hitchin's �ow equations in six

dimensions with initial value
(

1
µ2
f∗ω0,

1
µ3
f∗ρ0

)
(resp. 1

µ3
f∗ϕ(µt) is a solution of Hitchin's

�ow equations in seven dimensions with initial value 1
µ3
f∗ϕ0). Assume that G is connected

and simply-connected. Then each Lie algebra automorphism of g lifts to a unique Lie group

automorphism of G and the pseudo-Riemannian manifolds obtained from the Hitchin �ow

with initial values (ω0, ρ0) and
(

1
µ2
f∗ω0,

1
µ3
f∗ρ0

)
(resp. ϕ0 and 1

µ3
f∗ϕ0) are homothetic.

In particular, their holonomy groups are the same.

7.2 Reduction of the holonomy

In this section, we look at the Hitchin �ow on real seven-dimensional almost Abelian Lie

algebras g restricting to the G2-case. From Theorem 7.5 we know that the solution of the

Hitchin �ow yields a Riemannian metric with holonomy contained in Spin(7). We prove

that in the particular case of an almost Abelian Lie algebra the holonomy reduces further

to a subgroup of SU(4). We do this by �rst showing that the Hitchin �ow can alternatively

be described by a certain system of algebraic and ordinary di�erential equations on a

codimension one Abelian ideal u in g. To prove this alternative description, we need to

show the invariance of a particular subspace of the three-forms on u under the action of

ad(e7)|u, e7 ∈ g\u. Therefore, we introduce the following notation.

Notation 7.9. Let V be a six-dimensional vector space. For a two-form ω ∈ Λ2V ∗ we

de�ne the subspace Vω of Λ3V ∗ by

Vω := {ρ ∈ Λ3V ∗|ω ∧ ρ = 0}.

We are interested in the following situation.

Lemma 7.10. Let g be a seven-dimensional Lie algebra with six-dimensional Abelian ideal

u. Let e7 ∈ g\u and denote by F ∈ End
(
Λ3u∗

)
the endomorphism of Λ3u∗ induced by

ad(e7)|u. If ω ∈ Λ2u∗ ∼= Λ2span(e7)0 is a dg-closed two-form, then Vω is an F -invariant

subspace of Λ3u∗.
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Proof. Let ρ ∈ Vω. By de�nition, ω ∧ ρ = 0 and so Lemma 4.3 implies

0 = d(ω ∧ ρ) = ω ∧ dρ = −ω ∧ F (ρ) ∧ e7.

Thus, ω ∧ F (ρ) = 0 and so F (ρ) ∈ Vω.

This allows us now to prove the mentioned alternative description of Hitchin's �ow

equations on g by algebraic and ordinary di�erential equations on u.

Proposition 7.11. Let g be an almost Abelian seven-dimensional Lie algebra and (a, b)→
Λ3g∗, t 7→ ϕ(t) ∈ Λ3g∗ be a smooth family of G2-structures on g with 0 ∈ (a, b) such that

ϕ(0) is cocalibrated. Let u be a codimension one Abelian ideal in g and e7 ∈ g\u be such

that e7 ⊥gϕ(0) u and gϕ(0)(e7, e7) = 1. Moreover, let e7 ∈ u0 with e7(e7) = 1 and identify

u∗ with e7
0 via the decomposition g = u⊕ span(e7). Let Ω(t) ∈ Λ4u∗, ρ(t), ρ̃(t) ∈ Λ3u∗ and

ω(t) ∈ Λ2u∗ be the unique elements with

?ϕ(t)ϕ(t) = Ω(t) + ρ(t) ∧ e7, ϕ(t) = ω(t) ∧ e7 + ρ̃(t).

Finally, denote by F ∈ End
(
Λ3u∗

)
the linear map induced by ad(e7)|u ∈ End(u) on Λ3u∗.

Then ϕ(t) solves Hitchin's �ow equation

d

dt
?ϕ(t) ϕ(t) = dϕ(t)

if and only if for all t ∈ I the three-form ρ(t) is in D :=
{
ρ ∈ Vω(0) |φ(ρ) 6= 0

}
and the

following is true:

(i) d
dtρ(t) = −F

(
µ(ρ(t))J∗ρ(t)ρ(t)

)
.

(ii) ρ̃(t) = µ(ρ(t))J∗ρ(t)ρ(t).

(iii) Ω(t) = Ω(0) = 1
2ω(0)2.

(iv) ω(t) = ω(0)
µ(ρ(t)) .

Here, µ(ρ) :=
√

2φ(ω(0))
φ(ρ) ∈ R for ρ ∈ Λ3u∗ with φ(ρ) 6= 0 and the orientation on u we use

to compute φ(ρ) is the one induced by φ(ω(0)).

Proof. We �rst assume that ϕ(t) is a solution of Hitchin's �ow equation. Note that D is

open in Vω(0) and each element in D is stable. By Lemma 7.10, F maps Vω(0) into Vω(0)

and so

ν̇(t) = −F
(
µ(ν(t))J∗ν(t)ν(t)

)
, ν(0) = ρ(0)

is an initial value problem onD. Let ν(t) be a solution on a maximal interval (a′, b′) in (a, b).

The pair (ω(0), ν(0)) = (ω(0), ρ(0)) is an SU(3)-structure on u by Proposition 2.51 and

Proposition 2.33. Hence, the pair (ω(0), µ(ν(t))ν(t)) is an SU(3)-structure on u for all t ∈
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(a′, b′) by Corollary 2.34. Proposition 2.33 implies that also
(
ω(0), J∗µ(ν(t))ν(t) (µ(ν(t))ν(t))

)
=
(
ω(0), µ(ν(t))J∗ν(t)ν(t)

)
is an SU(3)-structure on u and that JJ∗

ν(t)
ν(t) = Jν(t) for all

t ∈ (a′, b′). Hence, Proposition 2.51 shows that

ϕ̃(t) :=
1

µ(ν(t))
ω(0) ∧ e7 + µ(ν(t))J∗ν(t)ν(t)

=ω(0) ∧
(

1

µ(ν(t))
e7

)
+ J∗µ(ν(t))ν(t) (µ(ν(t))ν(t))

is a G2-structure for all t ∈ (a′, b′) with Hodge dual given by

?ϕ̃(t)ϕ̃(t) =
1

2
ω(0)2 + µ(ν(t))ν(t) ∧

(
1

µ(ν(t))
e7

)
=

1

2
ω(0)2 + ν(t) ∧ e7−

(ω(0), ρ̃(0)) is an SU(3)-structure by Proposition 2.51 with ρ(0) = −J∗ρ̃(0)ρ̃(0). Thus,

ρ̃(0) = J∗ρ̃(0)ρ(0) = J∗ρ(0)ρ(0) by Proposition 2.33. Hence, ϕ̃(0) = ω(0) ∧ e7 + J∗ρ(0)ρ(0) =

ω(0) ∧ e7 + ρ̃(0) = ϕ(0). Moreover,

d

dt
?ϕ̃(t) ϕ̃(t) = ν̇(t) ∧ e7 = −F

(
µ(ν(t))J∗ν(t)ν(t)

)
∧ e7 = d

(
µ(ν(t))J∗ν(t)ν(t)

)
= d

(
1

µ(ν(t))
ω(0) ∧ e7 + µ(ν(t))J∗ν(t)ν(t)

)
= dϕ̃(t)

and so also ϕ̃(t) solves Hitchin's �ow equations with initial value ϕ(0). Hence, the unique-

ness result in Theorem 7.7 gives us ϕ̃(t) = ϕ(t) and so also ν(t) = ρ(t) for all t ∈ (a′, b′).

Hence, the conditions (i)-(iv) as in the statement hold on (a′, b′). What is left to show is

that (a, b) is equal to the maximal interval of existence (a′, b′) of ν(t). Therefore, it su�ces

to show that lim
t→a′

ν(t) = lim
t→a′

ρ(t) = ρ(a′) is in D and that also lim
t→b′

ν(t) = lim
t→b′

ρ(t) = ρ(b′)

is in D. But this is clear since obviously ρ(a′) and ρ(b′) are in Vω(0) and ρ(a′) and ρ(b′)

are stable by Proposition 2.48.

Conversely, if ρ(t) is in D for all t ∈ (a, b) and ρ(t), ρ̃(t), ω(t) and Ω(t) ful�l (i)-(iv),

then the above calculations show that d
dt ?ϕ(t) ϕ(t) = dϕ(t).

Proposition 7.11 allows us to prove the main theorem of this section.

Theorem 7.12. Let g be an almost Abelian seven-dimensional Lie algebra, ϕ(0) be a

cocalibrated G2-structure on g and 0 ∈ (a, b) 3 t 7→ ϕ(t) be the solution of Hitchin's �ow

equations with initial value ϕ(0). Then

g := gϕ(t) + dt2

de�nes a Riemannian metric on G× I with holonomy contained in SU(4). Here, G is any

Lie group with Lie algebra g.

Proof. Let u be an Abelian ideal of codimension one in g and e7 ∈ g\u be the unique element

with gϕ(0)(e7, e7) = 1 and e7 ⊥gϕ(0) u. We decompose ϕ(t), ?ϕ(t)ϕ(t) as in Proposition 7.11

into

ϕ(t) = ω(t) ∧ e7 + ρ̃(t), ψ(t) = Ω(t) + ερ(t) ∧ e7
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with ω(t) ∈ Λ2u∗, ρ̃(t), ρ(t) ∈ Λ3u∗ and Ω(t) ∈ Λ4u∗. We de�ne a two-form ω and a

complex-valued four-form Ψ on G× I by

ω := ω(0) + dt ∧ e7

µ(ρ(t))
, Ψ := (ρ̃(t)− iµ(ρ(t))ρ(t)) ∧

(
dt− i e7

µ(ρ(t))

)
, (7.7)

where, as in Proposition 7.11, µ(ρ) :=
√

2φ(ω(0))
φ(ρ) for ρ ∈ Λ3u∗ with φ(ρ) 6= 0 and we choose

the orientation on u induced by φ(ω(0)). By Proposition 7.11, ρ̃(t) = µ(ρ(t))J∗ρ(t)ρ(t) and

ρ̃(t) ∈ Vω(0) for all t ∈ (a, b). Moreover,

φ(ρ̃(t)) = φ
(
µ(ρ(t))J∗ρ(t)ρ(t)

)
= µ(ρ(t))2φ

(
J∗ρ(t)ρ(t)

)
= 2

φ(ω(0))

φ(ρ)
φ(ρ) = 2φ(ω(0)).

Hence, the pair (ω(0), ρ̃(t)) is an SU(3)-structure on u for all t ∈ (a, b). By Proposition

2.21,

ψ(t) := ρ̃(t) + iJ∗ρ̃(t)ρ̃(t) = µ(ρ(t))J∗ρ(t)ρ(t) + iJ∗µ(ρ(t))J∗
ρ(t)

ρ(t)

(
µ(ρ(t))J∗ρ(t)ρ(t)

)
=µ(ρ(t))J∗ρ(t)ρ(t)− iµ(ρ(t))ρ(t) = ρ̃(t)− iµ(ρ(t))ρ(t)

(7.8)

is a complex volume form with respect to Jρ̃(t) = Jρ(t) and (ω(0), ψ(t)) is an SU(3)-structure

on u for all t ∈ (a, b). Thus, (ω,Ψ) is an SU(4)-structure on G× (a, b), invariant under the

natural left-action of G on G× (a, b). The induced metric g(ω,Ψ) is given by

g(ω,Ψ) = g(ω(0),ρ̃(t)) +
e7

µ(ρ(t))
⊗ e7

µ(ρ(t))
+ dt2,

where g(ω(0),ρ̃(t)) is the metric on u induced by the SU(3)-structure (ω(0), ρ̃(t)). Since

ϕ(t) = ω(0)∧ e7

µ(ρ(t)) + ρ̃(t), we get gϕ(t) = g(ω(0),ρ̃(t)) + e7

µ(ρ(t)) ⊗
e7

µ(ρ(t)) by Proposition 2.51.

Hence, g(ω,Ψ) = gϕ(t) + dt2 = g.

To show that the holonomy of g is contained in SU(4), it su�ces by Theorem 3.20 to

show that (ω,Ψ) is torsion-free. By Proposition 3.29, the torsion vanishes if and only if

dω = 0 and dRe(Ψ) = 0. For the computations, we denote by d7 the exterior derivative

on G. By Theorem 4.15, we know that f := ad(e7)|u has to be in sp(u, ω(0)) if ϕ(0) is

cocalibrated. Thus, d7(ω(0)) = 0 by Lemma 4.3 and so d(ω(0)) = 0. Moreover, d7e
7 = 0

by Lemma 4.3 and so de7 = 0. Hence

dω = d(ω(0))− dt ∧ d
(
− e7

µ(ρ(t))

)
= 0.

By Equation (7.7) and Equation (7.8),

Re(Ψ) = µ(ρ(t))J∗ρ(t)ρ(t) ∧ dt− ρ(t) ∧ e7.

Denote by F ∈ End
(
Λ3u∗

)
the endomorphism of Λ3u∗ induced by f ∈ End(u). Proposition

7.11 states that d
dtρ(t) = −F

(
µ(ρ(t))J∗ρ(t)ρ(t)

)
. But then Lemma 4.3 implies

d7

(
µ(ρ(t))J∗ρ(t)ρ(t)

)
= −F

(
µ(ρ(t))J∗ρ(t)ρ(t)

)
∧ e7 =

d

dt
ρ(t) ∧ e7
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and so

dRe(Ψ) = d
(
µ(ρ(t))J∗ρ(t)ρ(t)

)
∧ dt− d(ρ(t)) ∧ e7

= d7

(
µ(ρ(t))J∗ρ(t)ρ(t)

)
∧ dt− dt ∧ d

dt
ρ(t) ∧ e7 = 0.

Thus, the holonomy of g is contained in SU(4).

Remark 7.13. We conjecture that an analogous holonomy reduction result is true in the

G∗2-case if the subspace u is non-degenerate with respect to gϕ(0), ϕ(0) being the initial

cocalibrated G∗2-structure. One easily sees that, analogously to Proposition 7.11, the Hitchin

�ow reduces to a set of algebraic and ordinary di�erential equations for the induced forms

on u. One can use these equations as in the proof of Theorem 7.12 to de�ne an SU(2, 2)-

structure (ω,Ψ) on G × I with dω = 0 and dRe(Ψ) = 0 if the signature of gϕ|u is (2, 4)

or an SL(4,R)-structure (ω,Ψ) on G × I with dω = 0 and dRe(Ψ) = 0 if the signature

of gϕ|u is (3, 3), respectively. We suppose that this implies a holonomy reduction to a

subgroup of SU(2, 2) or to a subgroup of SL(4,R), respectively. To complete the proof,

only an appropriate analogue of Proposition 3.29 is missing. Note that Cabrera's proof of

Proposition 3.29 in [MC4] uses mainly representation theoretic arguments. So it should be

possible to transfer the proof to the pseudo-Riemannian cases.

7.3 Moduli spaces

In this section, we consider the moduli spaces of cocalibrated G2-structure on seven-dimen-

sional almost Abelian Lie algebras g. This space is by de�nition the set of all cocalibrated

G2-structures up to automorphisms of the Lie algebra and up to a scaling factor. Remark

7.8 shows that we may easily compute the Hitchin �ow for an arbitrary initial value if we

solve it for all initial values in the moduli space. We prove a result which simpli�es the

determination of the moduli space if the codimension one Abelian ideal u in g is unique and

apply it to compute the moduli space on n7,1. If u is not unique, the proof of Proposition

4.4 shows that g ∈
{
R7, h3 ⊕ R4

}
. Obviously, the moduli space on R7 consists of only one

point. We prove that the same is true on h3 ⊕ R4.

We start with a proper de�nition of the mentioned moduli space.

De�nition 7.14. Let g be a seven-dimensional Lie algebra. We set

M3
G2

(g) :=
{
ϕ ∈ Λ3g∗

∣∣ϕ is a cocalibrated G2-structure
}

and

M4
G2

(g) :=
{

Ψ ∈ Λ4g∗
∣∣ dΨ = 0, Ψ is the Hodge dual of a G2-structure

}
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Let R∗ ⊆ GL(g) be the subgroup given by {a idg |a ∈ R∗ }. Using the natural left action of

elements in GL(g) on Λ3g∗, we set

MG2(g) := M3
G2

(g)/ (Aut(g)× R∗)

with the induced left-action of Aut(g) × R∗ on M3
G2

(g) and call MG2 the moduli space

of cocalibrated G2-structures. Let (Aut(g)× R∗)+ be those elements in Aut(g)× R∗ with
positive determinant and note thatMG2(g) is naturally bijective to

M4
G2

(g)/ (Aut(g)× R∗)+

via the map induced by the GL(g)-equivariant map M3
G2

(g) 3 ϕ 7→ ?ϕϕ ∈M4(G2)(g) since

GL(g)?ϕϕ = GL(g)ϕ × {−I7, I7} for all G2-structures ϕ ∈ Λ3g∗, cf. Lemma 2.43. We do

not distinguish in the following between these descriptions.

Remark 7.15. In general, we do not endow MG2(g) with the quotient topology in this

thesis since we only need the moduli space as a minimal set of initial values for the Hitchin

�ow on g and do not consider topological issues like compacti�cations of the moduli space.

Note however that if M4
G2

(g) is non-empty, then it is a non-empty open subset of the

subspace ker d|Λ4g∗ of Λ4g∗. Hence, M4
G2

(g) is an embedded smooth submanifold of Λ4g∗

and so also M3
G2

(g) is an embedded smooth submanifold of Λ3g∗. Both have dimension

dim(ker d|Λ4g∗). Moreover, Aut(g)× R∗ is an embedded Lie subgroup of GL(g) which acts

smoothly on M3
G2

(g).

The next proposition simpli�es the computation of the moduli space.

Proposition 7.16. Let g be an oriented seven-dimensional almost Abelian Lie algebra and

u be a six-dimensional Abelian ideal of g. Choose e7 ∈ g\u and set f := ad(e7)|u. Set

MON
G2

(g) :=
{

Ψ ∈M4
G2

(g)
∣∣ gΨ(u, e7) = 0, gΨ(e7, e7) = 1

}
.

Then each (Aut(g)× R∗)+-orbit of an element in M4
G2

(g) intersects MON
G2

(g). If u is the

unique codimension one Abelian ideal in g, i.e. if g 6= h3⊕R4,R7, thenMG2(g) is bijective

to

MON
G2

(g)/H(g),

where H(g) is the subgroup of (Aut(g)× R∗)+ given, with respect to the decomposition

g = u⊕ span(e7), by

H(g) :=

{(
g 0

0 sgn(det(g))

)∣∣∣∣∣ g ◦ f =
sgn(det(g))

λ
f ◦ g, g ∈ GL(u), λ ∈ R∗

}
(7.9)
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Proof. Let Ψ ∈ M4
G2

(g). By Lemma 2.45 and Lemma 2.41, the stabiliser of Ψ in GL(g)

acts transitively on the set of six-dimensional subspaces of g. Hence, we may assume that

there is a basis e1, . . . , e6 ∈ u of u, λ ∈ R\{0} and v ∈ u such that e1, . . . , e6, λe7 + v is

an adapted basis for Ψ. De�ne a linear isomorphism F ∈ GL(g) of g by F (ei) := ei for

i = 1, . . . , 6 and F (e7) := e7− 1
λv. Then F is an automorphism of g, 1

|λ|F ∈ (Aut(g)× R∗)+

and
(

1
|λ|F

)
.Ψ has the adapted basis 1

|λ|e1, . . . ,
1
|λ|e6, sgn(λ)e7. Since adapted bases are

orthonormal,
(

1
|λ|F

)
.Ψ is in MON

G2
(g).

Assume for the rest of the proof that u is the unique codimension one Abelian ideal

in g. By the proof of Proposition 4.4, we have g 6= R7, h3 ⊕ R4. Let G = λH with

H ∈ Aut(g) and λ ∈ R∗ be an element in (Aut(g)× R∗)+ which �xes MON
G2

(g). Since

G ∈ (Aut(g)× R∗)+, we get G(u) = u and G(e7) = µe7 + v for certain µ ∈ R∗ and v ∈ u.

Using that G �xes MON
G2

(g) and that it is a linear isometry between (g, gΨ) and (g, gG.Ψ),

we get

gG.Ψ(v, v) = gG.Ψ(v, v)− gG.Ψ(v,G(e7)) + gG.Ψ(v,G(e7))

= gG.Ψ(v, v)− gG.Ψ(v, v)− µ gG.Ψ(v, e7) + gΨ

(
G−1(v), e7

)
= 0.

Thus, v = 0. Moreover,

1 = gG.Ψ(e7, e7) =
1

µ2
gG.Ψ(µe7, µe7) =

1

µ2
gG.Ψ(G(e7), G(e7)) =

1

µ2
gΨ(e7, e7) =

1

µ2

and so µ = ±1. Set g := G|u. Then µ has to be equal to sgn(det(g)) and so H(e7) =
G(e7)
λ = sgn(det(g))

λ e7. Thus

(g ◦ f)(w) =λH([e7, w]) = λ[H(e7), H(w)] = sgn(det(g))[e7, H(w)]

=
sgn(det(g))

λ
(f ◦ g)(w).

Hence, each element in (Aut(g)× R∗)+ which stabilises MON
G2

(g) is contained in H(g) and

conversely a short computation shows that H(g) is a subgroup of (Aut(g)× R∗)+ and each

element in it stabilises MON
G2

(g). This proves the statement.

Obviously,MG2

(
R7
)
consists of only one point. The same is true for g = h3 ⊕ R4:

Proposition 7.17. Let e1, . . . , e7 be a basis of h3 ⊕ R4 such that e1, e2, e3 is a basis of

h3 with [e1, e2] = e3, [e1, e3] = [e2, e3] = 0 and e4, . . . , e7 be a basis of R4. Then {ϕ0} is
bijective toMG2

(
h3 ⊕ R4

)
via π : M3

G2

(
h3 ⊕ R4

)
→MG2

(
h3 ⊕ R4

)
for

ϕ0 := e123 + e145 + e167 + e246 − e257 − e347 − e356 ∈M3
G2

(
h3 ⊕ R4

)
Proof. Set g := h3⊕R4 and let ϕ ∈ Λ3g∗ be a cocalibrated G2-structure. By [Br1], the sta-

biliser of ϕ acts transitively on the two-planes of g and so also on the �ve-dimensional sub-

spaces of g. Hence, we obtain an adapted basis (f1, . . . , f7) for ϕ such that f3, f4, f5, f6, f7
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is a basis of V := span(e3)⊕R4. Then f1 = a11e1 + a12e2 + v1, f2 = a21e1 + a22e2 + v2 for

A = (aij)ij ∈ GL(2,R) and v1, v2 ∈ V . Moreover, fj = λje3 +wj with λj ∈ R and wj ∈ R4

for j = 3, . . . , 7. There exist 3 ≤ j1 < j2 < j3 < j4 ≤ 7 such that wj1 , wj2 , wj3 , wj4 are

linearly independent. The linear automorphism F1 ∈ GL(g), de�ned by F1(ei) := fi for

i = 1, 2, F1(e3) := det(A)e3 and F1(ek) := fjk−3
for k = 4, . . . , 7 is an automorphism of

g. Let j5 ∈ {3, 4, 5, 6, 7} be the element di�erent from j1, . . . , j4. Then ϕ̃ :=
(
F−1

1

)
.ϕ has

an adapted basis (E1, . . . , E7) with Ei = ei for i = 1, 2, Ejk = ek+3 for k = 1, 2, 3, 4 and

Ej5 ∈ V . Hence, the dual basis (E1, . . . , E7) ful�ls Ei = ei for i = 1, 2, Ejk = ek+3 + ake
3

for certain ak ∈ R, k = 1, 2, 3, 4, and Ej5 = λe3 for some λ ∈ R∗. We show that j5 = 3. If

this is not the case, then the concrete form of the Hodge dual in terms of the dual adapted

basis
(
E1, . . . , E7

)
given in Equation (2.26) shows that

?ϕϕ = Ω0 − λe3 ∧ ρ.

for certain Ω0 ∈ span(e1, e2)∧Λ3g∗ and ρ ∈ Λ3
(
R4
)∗ with ρ 6= 0. But ?ϕϕ cannot be closed

since Ω0 is closed and d
(
e3 ∧ ρ

)
= −e12 ∧ ρ 6= 0. Hence, j5 = 3. Using again Equation

(2.26) to write down ?ϕϕ concretely, we see that d (?ϕϕ) = 0 forces a1 = a2 = a3 = a4 = 0.

By applying an appropriate automorphism of g = h3⊕R4 which respects the decomposition

and acts trivially on h3, we see that(
e1, e2,

1

λ
e3, e4, e5, e6, e7

)
is an adapted basis for ϕ̃. The linear isomorphism F2 ∈ GL(g) of g de�ned by F2(ei) := λei

for i 6= 3 and F2(e3) := λ2e3 is an automorphism of g and
(
F2,

1
λ

)
.ϕ̃ has the adapted basis

(e1, e2, e3, e4, e5, e6, e7)

Hence,
(
F2,

1
λ

)
.ϕ̃ = ϕ0 and the statement follows.

Finally, we determine MG2(n7,1) with the use of Proposition 7.16. This case is par-

ticularly interesting since n7,1 is nilpotent and admits a co-compact lattice. Moreover, as

we will see in Proposition 7.22, the Hitchin �ow yields full holonomy SU(4) for certain

elements inMG2(n7,1).

Lemma 7.18. Let e1, . . . , e7 be the basis of n7,1 given in Table 7.8. Denote by u =

span(e1, . . . , e6) the unique codimension one Abelian ideal in n7,1. Let H(n7,1) be the sub-

group of (Aut(n7,1)× R∗)+ de�ned by Equation (7.9) and H(n7,1, u) := H(n7,1) ∩GL(u) ⊆
GL(u). The action of H(n7,1, u) on{

Ω ∈ Λ4u∗
∣∣∣∣dΩ = 0, Ω =

1

2
ω2, ω ∈ Λ2u∗ non-degenerate

}
has exactly two orbits represented by Ω± := −e2356 ∓

(
e1346 + e1245

)
.
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Proof. Set V1 := span(e1, e2, e3) and V2 := span(e4, e5, e6). A short computation shows

H(n7,1, u) =

{(
A λBA

0 λA

)∣∣∣∣∣A ∈ GL(3,R), B ∈ R3×3, λ ∈ R∗
}

= (GL(3,R)× R∗)oR3×3,

where GL(3,R) × R∗ is the subgroup

{(
A 0

0 λA

)∣∣∣∣∣A ∈ GL(3,R), λ ∈ R∗
}

of H(n7,1, u)

and R3×3 is the normal subgroup

{(
I3 B

0 I3

)∣∣∣∣∣B ∈ R3×3

}
of H(n7,1, u). The most general

closed four-form can be computed to be Ω = Ω1 + Ω2 with

Ω1 = c11e
2356 + c22e

3164 + c33e
1245 + c12

(
e2364 + e3156

)
+ c23

(
e3145 + e1264

)
+ c31

(
e2345 + e1256

)
∈ Λ2V ∗1 ∧ Λ2V ∗2 = Λ2V ∗1 ⊗ Λ2V ∗2

Ω2 = d23e
1456 − d13e

2456 + d12e
3456 ∈ V ∗1 ∧ Λ3V ∗2 = V ∗1 ⊗ Λ3V ∗2

where all coe�cients are arbitrary real numbers. We arrange them in a symmetric matrix

C = (cij)ij ∈ R3×3 and an anti-symmetric matrix D = (dij)ij ∈ R3×3 by setting c21 :=

c12, c31 := c13, c32 := c23 and d21 := −d12, d31 := −d13 d32 := −d23. Hence, we may

describe the most general closed four-form by a pair (C,D) ∈ Sym(3)×so(3) of a symmetric

matrix C and an anti-symmetric matrix D in three dimensions. The subgroup GL(3,R)×
R∗ acts on (C,D) by

(GL(3,R)× R∗)× (Sym(3)× so(3)) 3 ((A, λ), (C,D)) 7→(
1

λ2 det(A)2
ACAt,

1

λ3 det(A)2
ADAt

)
=

(
adj(A−1)

λ
C

(
adj(A−1)

λ

)t
,

1

λ3 det(A)2
ADAt

)

This can be seen by looking at the isomorphisms Λ2V ∗1 ⊗Λ2V ∗2 → V1⊗V1 and V ∗1 ⊗Λ3V ∗2 →
Λ2V1 given by

Λ2V ∗1 ⊗ Λ2V
∗

2 3 (ω1 ⊗ ω2)→ω1y e123 ⊗ F∗(ω2y e456),

V ∗1 ⊗ Λ3V
∗

2 3 (α⊗ ν)→ (νy e456) · (αy e123)

where F : V2 → V1 is the isomorphism given by F (ei) := ei−3 for i = 4, 5, 6. By Sylvester's

law of inertia, there exists Ã ∈ GL(3,R) such that ÃCÃt = diag(δ1, δ2, δ3) with δ1, δ2, δ3 ∈
{1, 0,−1} and δ1 ≥ δ2 ≥ δ3. By multiplying Ã with −I3, we may assume that Ã ∈
GL+(3,R). Setting A := Ã√

det(Ã)
and λ := 1, we get adj(A−1)

λ = A
det(A) = Ã. Thus, each

H+(n7,1)-orbit of an element (C,D) ∈ Sym(3) × so(3) contains an element of the form

(diag(δ1, δ2, δ3), D̃) with δ1, δ2, δ3 ∈ {1, 0,−1} and δ1 ≤ δ2 ≤ δ3.

Let Ω ∈ Λ4u∗, Ω = Ω1 + Ω2 with Ω1 ∈ Λ2V ∗1 ∧ Λ2V ∗2 and Ω2 ∈ V ∗1 ∧ Λ3V ∗2 , be a four-

form as in the statement and assume that the corresponding element in Sym(3) × so(3)

is given by (diag(δ1, δ2, δ3), D̃) with δ1, δ2, δ3 ∈ {1, 0,−1} and δ1 ≤ δ2 ≤ δ3. Moreover,

let ω ∈ Λ2u∗ be non-degenerate with Ω = 1
2ω

2. By Lemma 2.4 and Lemma 5.15, the
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length of Ω1 = δ1e
2356 + δ2e

1346 + δ3e
1245 is three and so δi 6= 0 for i = 1, 2, 3. Moreover,

Lemma 2.4 asserts that δ1δ2δ3 = −1 and so (δ1, δ2, δ3) = (−1,−1,−1) or (δ1, δ2, δ3) =

(−1, 1, 1). Generally, an element B ∈ R3×3 acts on (C,D) ∈ Sym(3) × so(3) such that

B.(C,D) = (C,D + G(B,C)) for some bilinear map G : R3×3 × Sym(3) → so(3). In our

case, i.e. for C = diag(δ1, δ2, δ3), we obtain G(B,C) = (gij)ij ∈ so(3), g12 = δ1b21 − δ2b12,

g13 = δ1b31 − δ3b13 and g23 = δ2b32 − δ3b23. Thus, we are able to �nd B̃ ∈ R3×3 such that

B̃.(diag(δ1, δ2, δ3), D̃) = (diag(δ1, δ2, δ3), 0). Hence, each H(n7,1, u)-orbit in{
Ω ∈ Λ4u∗

∣∣∣∣dΩ = 0, Ω =
1

2
ω2, ω ∈ Λ2u∗ non-degenerate

}
contains Ω+ = −e2356 − e1346 − e1245 or Ω− = −e2356 + e1346 + e1245. That one H(n7,1, u)-

orbit cannot contain both follows by the uniqueness of (δ1, δ2, δ3) in Sylvester's law of

inertia.

Lemma 7.18 allows us to compute the moduli space of n7,1.

Proposition 7.19. Let e1, . . . , e7 ∈ n7,1 be the basis of n7,1 given in Table 7.8. Then the
subset{
−e2356 + sgn(b)

(
e1245 + e1346

)
+ ae1237 −

a2b2 + 4

4bµ
e2347 − µe1357 + e1267 + be4567

∣∣∣∣µ ∈ (0, 1], a ≥ 0, b ∈ R∗,

a ≤
2

|b|
, µ2 ≥ −

a2b2 + 4

4b

}

of Λ4n∗7,1 is bijective to MG2(n7,1) via π : M4
G2

(n7,1)→MG2(n7,1). The cocalibrated G2-

structure ϕa,b,µ having the above four-form with the same parameters as Hodge dual and

inducing the orientation in which (e1, e4, e2, e5, e3, e6, e7) is oriented is given by

ϕa,b,µ = e147 − sgn(b)
(
e257 + e367

)
+
a2b2 − 4

4b
e123 − a(a2b2 + 4)

8µ
e234 − abµ

2
e135

+
ab

2
e126 + bµe156 +

a2b2 + 4

4µ
e246 − a2b2 + 4

4
e345 − ab2

2
e456.

So MG2(n7,1) is also bijective to
{
ϕa,b,µ

∣∣∣µ ∈ (0, 1], b ∈ R∗, 0 ≤ a ≤ 2
|b| , µ

2 ≥ −a2b2+4
4b

}
via π : M3

G2
(n7,1)→MG2(n7,1).

Proof. Let u = span(e1, . . . , e6) be the unique codimension one Abelian ideal in n7,1 and �x

the orientation on u in which the ordered basis (e1, e4, e2, e5, e3, e6) is oriented. We remind

the reader that 1
2ω

2
1 = 1

2ω
2
2 for non-degenerate two-forms ω1, ω2 ∈ Λ2V ∗ on a real six-

dimensional vector space V exactly when ω1 = ±ω2, cf. Remark 2.7. Hence, Proposition

2.51 and Proposition 2.33 (c) show that

(ω, ρ) 7→ Ψ :=
1

2
ω2 + ρ ∧ e7.

de�nes a one-to-one correspondence between SU(3)-structures (ω, ρ) ∈ Λ2u∗ × Λ3u∗ on

u such that the orientation induced by ω on u coincides with the �xed one and Hodge
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duals Ψ ∈ Λ4g∗ of G2-structures on g such that gΨ(u, e7) = 0 and gΨ(e7, e7) = 1. The

induced action of an element diag(g, sgn(det(g))) ∈ H(n7,1) on the pair (ω, ρ) is given by

sgn(det(g))(g.ω, g.ρ). Since g ∈ H(n7,1, u), Lemma 7.18 shows that each H(n7,1)-orbit of

an element in MON
G2

(n7,1) contains an element Ψ ∈ Λ4n∗7,1 such that the corresponding

ω ∈ Λ2u∗ is equal to ω+ := e14 + e25 + e36 or to ω− := e14 − e25 − e36 and that there is no

H(n7,1)-orbit containing elements Ψ1 ∈ Λ4n∗7,1 and Ψ2 ∈ Λ4n∗7,1 such that the corresponding

ω1 ∈ Λ2u∗ and ω2 ∈ Λ2u∗ are equal to ω+ and ω−, respectively. Thus, to determine

MON
G2

(n7,1), we have to determine, for i = +,−, the set of all ρ ∈ Λ3u∗ such that (ωi, ρ) ∈
Λ2u∗ × Λ3u∗ is an SU(3)-structure modulo the subgroup Hi of H(n7,1, u) which consists of

the elements with positive determinant in H(n7,1, u) which stabilise ωi and those of negative

determinant which map ωi onto −ωi. One obtains

H+ =

{(
1
µC µDC

0 δµC

)∣∣∣∣∣C ∈ O(3), D ∈ Sym(3), µ ∈ R+, δ ∈ {−1, 1}

}
= (O(3)× R+ × Z2) o Sym(3),

H− =

{(
1
µC µDC

0 δµC

)∣∣∣∣∣C ∈ O(1, 2), D ∈ Sym(1, 2), µ ∈ R+, δ ∈ {−1, 1}

}
= (O(1, 2)× R+ × Z2) o Sym(1, 2),

where Sym(1, 2) :=
{
A ∈ R3×3

∣∣ (I1,2A)t = I1,2A
}
.

Set fi := ei+3 for i = 1, 2, 3, V1 := span(e1, e2, e3) and V2 := span(f1, f2, f3). The most

general three-form ρ ∈ Λ3n∗7,1 is given by

ρ = a e123 +
3∑

i,j=1

aije
i+1 i+2 ∧ f j +

3∑
i,j=1

bije
i ∧ f j+1 j+2 + b f123

with (a,A = (aij)ij , B = (bij)ij , b) ∈ R×R3×3 ×R3×3 ×R, where we compute the super-

and subscripts modulo three. It is easy to check that ρ ∈ Vω+ , i.e. ρ ∧ ω+ = 0, exactly

when A, B ∈ Sym(3) and that ρ ∈ Vω− if and only if A, B ∈ Sym(1, 2). Note that this is

a necessary condition for the pair (ω, ρ) ∈ Λ2u∗ × Λ3u∗ being an SU(3)-structure.

Let now (ω, ρ) ∈ Λ2u∗ ×Λ3u∗ be an SU(3)-structure on u with ω = ω+ or ω = ω− and

describe it equivalently by (a,A,B, b) ∈ R×Sym(3)2×R or (a,A,B, b) ∈ R×Sym(1, 2)2×R,
respectively. First, we show that then a 6= 0 or det(A) 6= 0. Assume the contrary, i.e. that

a = 0 and det(A) = 0. Then there exists v ∈ V2 such that vy
∑3

i,j=1 aije
i+1 i+2 ∧ f j = 0.

Denote by v0 ⊆ V ∗2 the annihilator of v in V2 and consider it then as a subset of V ∗. Let

α ∈ v0\{0} and w ∈ V1. Then α∧ρ ∈ Λ2V ∗1 ∧Λ2v0⊕V ∗1 ∧Λ3V ∗2 and wy ρ ∈ V ∗1 ∧v0⊕Λ2V ∗2 .

Thus, α ∧ (wy ρ) ∧ ρ = 0 and Equation (2.16) shows that J∗ρα ∈ V 0
1
∼= V ∗2 . Since ω2

± ∈
Λ2V ∗1 ∧ Λ2V ∗2 , we obtain

α ∧ J∗ρα ∧ ω2
± = 0,
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and Equation (2.17) gives us g(ω,ρ)(α, α) = 0, a contradiction. Hence, a 6= 0 or det(A) 6= 0.

The action of an element (C, µ, δ) ∈ O(p, 3−p)×R+×Z2 on a quadruple (a,A,B, b) ∈
R× Sym(p, 3− p)2 × R is easily computed to be

(C, µ, δ).(a,A,B, b) =

(
µ3a

det(C)
, δµ adj(C−1)A

(
C−t

)t
,

1

µ
C−tB adj(C−1)t,

δb

µ3 det(C)

)
=

(
µ3a

det(C)
,
δµCAC−1

det(C)
,
C−tBCt

µ det(C)
,

δb

µ3 det(C)

)
.

The action of the subgroup Sym(p, 3−p) is more involved and not nicely described in terms

of (a,A,B, b). However, for (a,A,B, b) ∈ R × Sym(p, 3 − p)2 × R and D ∈ Sym(p, 3 − p)
we get

D.(a, 0, 0, 0) = (a,−aD, a adj(D),−a det(D))

and D.(0, A,B, b) = (0, A,B′, b′) for certain B′ ∈ Sym(p, 3− p) and b′ ∈ R. In particular,

we see that H± acts in such a way that it maps quadruples (a,A,B, b) where the �rst entry

does not vanish (resp. vanishes) again to quadruples where the �rst entry does not vanish

(resp. vanishes). We distinguish the cases a = 0 and a 6= 0.

First case a 6= 0:

Let (a,A,B, b) ∈ R×Sym(p, 3−p)2×R be given with a 6= 0. By the properties of the action

of the group Sym(p, 3− p) on R× Sym(p, 3− p)2×R given above, we see that there exists

D ∈ Sym(p, 3 − p) such that D.(a,A,B, b) = (a, 0, B′, b′) for certain B′ ∈ Sym(p, 3 − p)
and b′ ∈ R.

Assume �rst that B′ is diagonalisable over the reals by conjugating with an element

in O(p, 3 − p). Note that this is always possible for p = 3. Then the H+-/H−-orbit of

(a,A,B, b) contains an element of the form (a, 0, diag(λ1, λ2, λ3), b′) for certain λ1, λ2, λ3 ∈
R. A short computation shows that

λ(ρ) =
(
a2d2 + 4aλ1λ2λ3

) (
e142536

)⊗2

and so we must have aλ1λ2λ3 = adet(diag(λ1, λ2, λ3)) < 0. Hence, for appropriate

µ1, µ2, µ3 ∈ R∗, we get

diag
(
−µ1

a
,−µ2

a
,−µ3

a

)
.(a, 0, diag(λ1, λ2, λ3), b′) = (a,diag(µ1, µ2, µ3), 0, b′′)

for a certain b′′ ∈ R∗. Obviously, µi 6= 0 for some i ∈ {1, 2, 3}. Thus, the explicit

description of the action of O(p, 3 − p) × R+ × Z2 on (a,diag(µ1, µ2, µ3), 0, b′′) given

above shows that there is exactly one element in the (O(p, 3− p)× R+ × Z2)-orbit of

(a,diag(µ1, µ2, µ3), 0, b′′) which is of the form (g,diag(τ, µ, 1), 0, h) with g > 0, µ ≤ 1

and additionally µ ≥ 0 and τ ≤ µ if p = 3. In fact, to get uniqueness, we need in the

case p = 3 that µτ 6= 0 and for p = 1 we need µ > 0. But these conditions will follow

from the computations given below. So suppose now that we have ρ ∈ Λ3g∗ given by
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(g,diag(τ, µ, 1), 0, h) with the above properties. Since (ω, ρ) is an SU(p, 3 − p)-structure,
we must have φ(ρ) = 2φ(ω) by Corollary 2.34 and this is equivalent to

−4 = g2h2 + 4µhτ ⇔ τ = −g
2h2 + 4

4µh
.

Imposing this condition, the principal minors of the induced metric are given by

µ,
ε(g2h2 + 4)

4h
,

(g2h2 + 4)2

16h2
,

(g2h2 + 4)2

16µh2
,
ε(g2h2 + 4)

4h
, 1

with ε = −1 if p = 3 and ε = 1 if p = 1. All these minors are positive if and only if µ > 0

and εh > 0. Hence, (g,diag(τ, µ, 1), 0, h) =
(
g,diag

(
−g2h2+4

4µh , µ, 1
)
, 0, h

)
with g > 0,

µ > 0 and εh > 0. Note that

(−1).

(
D1.

(
g,diag

(
−g

2h2 + 4

4µh
, µ, 1

)
, 0, h

))
=

(
g,diag

(
−g

2h2 + 4

4µh
, µ, 1

)
, 0,

4

g2h

)
with −1 ∈ Z2 ⊆ H+/H− and D1 := diag

(
−2(g2h2+4)

4µhg , 2µ
g ,

2
g

)
∈ Sym(p, 3− p). Hence, we

may additionally assume that g ≤ 2
|h| . Moreover, if p = 3, we must have −g2h2+4

4µh ≤ µ and

this is equivalent to µ2 ≥ −g2h2+4
4h . This inequality is also true if p = 1 since then h > 0.

Hence, there is an element
(
g,diag

(
−g2h2+4

4µh , µ, 1
)
, 0, h

)
with 0 < µ ≤ 1, εh > 0,

0 < g ≤ 2
|h| and µ

2 ≥ −g2h2+4
4h in each H+-/H−-orbit of an element (a,A,B, b) with a 6= 0.

We claim that there is exactly one. Therefore, let E ∈ H+/H− be such that it maps(
g,diag

(
−g2h2+4

4µh , µ, 1
)
, 0, h

)
again to an element of the same form and with the same

relations for the parameters. Write E = CD with unique C ∈ O(p, 3− p)× R+ × Z2 and

D ∈ Sym(p, 3− p). The exact form of the action of C on elements in R× Sym(p, 3− p)2×
R requires that D acts in such a way that the third entry of D.(g,diag(τ, µ, 1), 0, h),

which lies in Sym(p, 3 − p), is 0. This is a quadratic equation in the components of

D and can be solved by the Maple function solve. The two solutions are D = 0 and

D = D1, D1 as above. The uniqueness now follows by looking at the explicit form of

D1.
(
g,diag

(
−g2h2+4

4µh , µ, 1
)
, 0, h

)
computed above and taking into account our remark

above that in each (O(p, 3− p)× R+ × Z2)-orbit of an element of the form (g′, diag(τ ′, µ′,

1), 0, h′) with g′ > 0, 0 < µ′ ≤ 1, τ ′ 6= 0 and additionally τ ′ ≤ µ′ if p = 3, there is only the

element itself which is of the same form and which ful�ls the same relations.

Next, we have to consider (a, 0, B′, b′) such that B′ is not diagonalisable over the reals

by conjugating with an element in O(p, 3−p). Then p = 1. Moreover, by [DPWZ], cf. also

[MX], B′ is then not diagonalisable over the reals at all and either B′ can be brought by an

element of O(1, 2) into a block diagonal matrix with a two-by-two block and a one-by-one

block or the Jordan normal form of B′ consists of one block of size three. Hence, B′ is

conjugate to 
c1 c3

−c3 c2

c4

 or


σ 0 1√

2

0 σ 1√
2

− 1√
2

1√
2

σ


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for certain c1, c2, c3, c4, σ ∈ R under the action of O(1, 2). In the �rst case, the sub-block(
c1 c3

−c3 c2

)
is not diagonalisable over the reals and so the determinant of it, given by

c1c2 + c2
3, has to be non-negative. Corollary 2.34 yields the identity c4 = − a2b′2+4

4a(c1c2+c23)
.

Imposing this relation, the second principal minor is given −a2(c1c2 + c2
3) and so not

positive. Hence, this case cannot occur. The second case can be excluded analogously.

Corollary 2.34 yields −4 = a2b′2 + 4aσ3 and imposing this relation, the second principal

minor is given by −a2σ2 and is negative, a contradiction.

Second case a = 0:

Then A ∈ GL(3,R). We �rst show that there is exactly one element in the Sym(p, 3− p)-
orbit of (0, A,B, b) which is of the form (0, A, 0, c). It su�ces to show that the linear map

Sym(p, 3 − p) 3 D 7→ G(D) ∈ Sym(p, 3 − p), de�ned by D.(0, A, 0, 0) = (0, A,G(D), g)

with g ∈ R, is a linear isomorphism for which we only have to show that its kernel is {0}.
The three-form ρ ∈ Λ2V ∗1 ∧ V ∗2 corresponding to (0, A, 0, 0) is given by

ρ =

3∑
i,j=1

aije
i+1 i+2 ∧ f j ∈ Λ2V ∗1 ∧ V ∗2 .

Denote by ρ̃ the part of D.ρ which is in V ∗1 ∧ Λ2V ∗2 , i.e. the one corresponding to G(D).

Then we have

ρ̃ =

3∑
i,j,k=1

aij di+1 k e
i+2 ∧ fkj −

3∑
i,j,k=1

aij di+2 k e
i+1 ∧ fkj

=
3∑

i,m,r,j,k=1

εimr aij dmk e
r ∧ fkj = −

3∑
i,m,r,j,k,s=1

εimr εjks aij dmk e
r ∧ fs+1 s+2

=−
3∑

i,m,r,s=1

εimr (ai × dm)s e
r ∧ fs+1 s+2,

where ai := (ai1, ai2, ai3)t ∈ R3 for i = 1, 2, 3, dm := (dm1, dm2, dm3)t ∈ R3 for m = 1, 2, 3,

× is the standard cross product on R3 given in Example 1.12 (a) and the subscript s

denotes the s-th entry. This is 0 exactly when

a1 × d2 = a2 × d1, a1 × d3 = a3 × d1, a2 × d3 = a3 × d2.

Hence, (a1 × a2) × (a1 × d2) = (a1 × a2) × (a2 × d1). Using the Grassmann identity

v1× (v2× v3) = 〈v1, v3〉v2−〈v1, v2〉v3 and the fact that a1 and a2 are linearly independent

since A ∈ GL(3,R), we get that d1 and d2 are orthogonal to span(a1 × a2). Doing the

same for the other two equations, we get that for all i, j ∈ {1, 2, 3}, di is orthogonal to
span(ai×aj) and so to a⊥i . Hence, di = αiai for certain αi ∈ R, i = 1, 2, 3. Using again the

above equations, we see that α2 = −α1, α3 = −α1 and α3 = −α2. Thus, α1 = α2 = α3 = 0
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and the map G is a linear isomorphism. Thus, we may �nd D ∈ Sym(p, 3 − p) such that

D.(0, A,B, b) = (0, A, 0, b′) for some b′ ∈ R.
Analogously to the �rst case, we can exclude the case that A is not diagonalisable over

the reals by conjugating with an element in O(p, 3 − p). Then we may apply the same

computations as in the �rst case and see that (0, A, 0, b′) contains a unique element of the

form
(

0, diag
(
− 1
µh , µ, 1

)
, 0, h

)
with 1 ≥ µ > 0, εh > 0 and µ2 ≥ − 1

h , where again ε = −1

if p = 3 and ε = 1 if p = 1. This �nishes the proof since the corresponding G2-structures

are easily computed.

7.4 Hitchin �ow on some examples

In this section, we consider the Hitchin �ow on the Lie algebras h3 ⊕ R4 and n7,1. We

show that the Hitchin �ow on h3 ⊕ R4 yields for all initial values a Riemannian metric

with holonomy equal to SU(2). Moreover, we show that the Hitchin �ow on n7,1 with

initial value ϕ0,b,µ ∈ Λ3n∗7,1 as in Proposition 7.19 yields for �generic� parameters b, µ a

Riemannian metric with holonomy equal to the maximal possible one, namely SU(4).

We begin with the Hitchin �ow on h3 ⊕ R4.

Proposition 7.20. Set f :
(
−∞, 2

3

)
→ R, f(t) :=

(
−3

2 t+ 1
) 2

3 and let H3 be the simply-

connected Lie group with Lie algebra h3. The maximal solution ϕ(t) :
(
−∞, 2

3

)
→ Λ3g∗ of

the Hitchin �ow on g := h3⊕R4 with starting value ϕ(0) = ϕ0, ϕ0 as in Proposition 7.17,

is given by

ϕ(t) =
√
f(t)

(
e123 + e145 + e167 + e246 − e257

)
− 1√

f(t)

(
e347 + e356

)
and the induced Riemannian metric on H3 × R4 ×

(
−∞, 2

3

)
is given by

g = f(t)
(
e1 ⊗ e1 + e2 ⊗ e2

)
+

1

f(t)
e3 ⊗ e3 +

7∑
i=4

ei ⊗ ei + dt2,

where e1, . . . , e7 is a basis of the left-invariant one-forms on H3 with de
3 = −e12 and dei = 0

for i 6= 3. Moreover, if ϕ̃0 ∈ Λ3
(
h3 ⊕ R4

)∗
is an arbitrary cocalibrated G2-structure on

h3⊕R4 and ϕ̃(t) : I → Λ3
(
h3 ⊕ R4

)∗
is the solution of Hitchin's �ow equations with initial

value ϕ̃(0) = ϕ̃0, then the induced Riemannian metric g := gϕ̃(t) + dt2 on H3×R4× I has

holonomy equal to SU(2).

Proof. Obviously, ϕ(0) = ϕ0. Moreover, one can compute that

?ϕ(t)ϕ(t) = −f(t)
(
e1247 + e1256

)
− e1346 + e1357 + e2345 + e2367 + e4567.

Note that the explicit form of ?ϕ(t)ϕ(t) also follows from the fact that(
1√
f(t)

e1,
1√
f(t)

e2,
√
f(t)e3, e4, e5, e6, e7

)
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is an adapted basis for ϕ(t). Since de3 = −e12, dei = 0 for i 6= 3 and ḟ(t) = − 1√
f(t)

, ϕ(t)

ful�ls Hitchin's �ow equation, i.e. d
dt ?ϕ(t) ϕ(t) = dϕ(t).

The adapted basis given above shows that the Riemannian manifold (H3 ×
(
−∞, 2

3

)
,

g := gϕ(t)+dt
2
)
is the direct product of the Riemannian manifold (H3×

(
−∞, 2

3

)
, h(t)+dt2)

and of the Riemannian manifold R4 endowed with the standard metric. Here, the metric

h(t) is given in the above left-invariant frame e1, e2, e3 of H3 by diag
(
f(t), f(t), 1

f(t)

)
∈

GL(3,R). By Theorem 7.12, the holonomy is a subgroup of SU(4) which acts trivially on a

four-dimensional subspace. Thus, Hol(g) = {e} or Hol(g) = SU(2), cf. also [J3, Theorem

10.5.7]. A short computation shows that the Riemann curvature tensor does not vanish.

Therefore, Hol(g) = SU(2) for the initial value ϕ0 ∈ Λ3
(
h3 ⊕ R4

)∗. By Proposition 7.17, all
cocalibrated G2-structure ϕ̃0 on h3 ⊕R4 lie in the

(
Aut

(
h3 ⊕ R4

)
× R

)
-orbit of ϕ0. Since

H3 is simply-connected, all Lie algebra automorphisms lift to Lie group automorphisms

and, by Remark 7.8, the Riemannian manifold obtained by the Hitchin �ow with initial

value ϕ̃0 has also holonomy equal to SU(2). This �nishes the proof.

Remark 7.21. The explicit Riemannian metric of holonomy SU(2) obtained in Proposition

7.20 is the Riemannian product of the Riemannian metric obtained in [ChiFi] by the Hitchin

�ow for some SU(3)-structure on h3 ⊕ R3 and of R with the standard metric. This is no

surprise since, more generally, if g is any six-dimensional Lie algebra and (ω(t), ρ(t)) is a

solution of the Hitchin �ow on g with initial half-�at SU(3)-structure (ω0, ρ0), then, for any

non-zero α ∈ (g⊕ R)∗ lying in the annihilator of g in g ⊕ R, ϕ(t) := ω(t) ∧ α + J∗ρ(t)ρ(t)

is a solution of the Hitchin �ow on g ⊕ R with initial cocalibrated G2-structure ϕ0 :=

ω0 ∧ α+ J∗ρ0ρ0, cf. Proposition 3.37 and [Sto].

Next we consider the Hitchin �ow on n7,1. In Proposition 7.19, we described the moduli

space of all cocalibrated G2-structures by a set of three-forms ϕa,b,µ ∈ Λ3n∗7,1 depending

on three parameters a, b and µ. The solution of the Hitchin �ow with arbitrary initial

value ϕa,b,µ seems to be very hard to obtain. One reason for the di�culties is that the

Euclidean metric gϕa,b,µ is, in general, not diagonal in the basis e1, . . . , e7 of n7,1 given in

Table 7.8. However, if a = 0, it is diagonal and it possible to explicitly solve the Hitchin

�ow. One gets that the Euclidean metric gϕ(t) stays diagonal and the Hitchin �ow yields,

for �generic� b and µ, a Riemannian metric with holonomy equal to SU(4), which is the

maximal possible one by Theorem 7.12.

Proposition 7.22. Let

P :=

{
(a, b, µ) ∈ R3

∣∣∣∣b 6= 0, 0 ≤ a ≤ 2

|b|
, 0 < µ ≤ 1, µ2 ≥ −a

2b2 + 4

4b

}
⊆ R3, (7.10)

be the space of parameter values for the moduli space of cocalibrated G2-structures on n7,1

and denote for (a, b, µ) ∈ P by ϕa,b,µ ∈ Λ3n∗7,1 the cocalibrated G2-structure on n7,1 given

in Proposition 7.19. Moreover, let N7,1 be a Lie group with Lie algebra n7,1.
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(a) Let (0, b, µ) ∈ P be given. De�ne functions fi : R → R for i = 1, 2, 3 by f1(x) :=

−x+ 1
bµ , f2(x) := x+µ and f3(x) := x+1. Set I1 :=

(
−µ, 1

bµ

)
and I−1 :=

(
1
bµ ,∞

)
.

Let x : Imax → R be the maximal solution of the initial value problem

dx

dt
= − 1

b
√
bf1(x)f2(x)f3(x)

, x(0) = 0. (7.11)

Then the maximal solution ϕ(t) of the Hitchin �ow on n7,1 with initial value ϕ(0) =

ϕ0,b,µ is de�ned on the interval Imax, x(Imax) = Isgn(b) and ϕ̃(x) : Isgn(b) → Λ3n∗7,1,

de�ned by ϕ̃(x(t)) := ϕ(t) for all t ∈ Imax, is given by

ϕ̃(x) =
√
bf1(x)f2(x)f3(x)

(
e147 − sgn(b)

(
e257 + e367

))
− 1

b
√
bf1(x)f2(x)f3(x)

e123

+ sgn(b)

√
bf2(x)f3(x)

f1(x)
e156 +

√
bf1(x)f3(x)

f2(x)
e246 −

√
bf1(x)f2(x)

f3(x)
e345.

(7.12)

The induced Riemannian metric g on N7,1 × Isgn(b) is given in the variable x by

g =

3∑
i=1

1

|bfi(x)|
ei ⊗ ei +

6∑
j=4

|bfj−3(x)| ej ⊗ ej + b f1(x)f2(x)f3(x) e7 ⊗ e7

+ b3f1(x)f2(x)f3(x) dx⊗ dx.

(7.13)

For an open and dense subset of P0 := P ∩ {0} × R2, the holonomy of g is equal to

SU(4).

(b) There exists an open neighbourhood U ⊆ P of
(
0, 1, 1

2

)
in P such that for all (a, b, µ) ∈

U any solution ϕ : Ia,b,µ → Λ3n∗7,1 of Hitchin's �ow equations with initial value

ϕ(0) = ϕa,b,µ induces a Riemannian metric ga,b,µ on N7,1 × I(a,b,µ) with holonomy

equal to SU(4).

Proof. Let (0, b, µ) ∈ P . Note that Isgn(b) is the maximal interval around x = 0 for which

b
√
bf1(x)f2(x)f3(x) 6= 0. Hence, by separation of variables, the unique maximal solution

x : Imax → R of the initial value problem

dx

dt
= − 1

b
√
bf1(x)f2(x)f3(x)

, x(0) = 0

ful�ls x(Imax) = Isgn(b) and x is a strictly monotone di�eomorphism from Imax to Isgn(b).

We de�ne ϕ : Imax → Λ3n∗7,1 by ϕ(t) := ϕ̃(x(t)), where ϕ̃ : Isgn(b) → Λ3n∗7,1 is de�ned by

Equation (7.12), and check that it is a solution of the Hitchin �ow with initial value ϕ0,b,µ.

Note that obviously the three-form ϕ : Imax → Λ3n∗7,1 cannot be extended to the boundary

of Imax since ϕ̃ cannot be extended to the boundary and so Imax is the maximal existence

interval if ϕ is a solution of the mentioned initial value problem.
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Obviously, we have ϕ(0) = ϕ̃(x(0)) = ϕ̃(0) = ϕ0,b,µ since x(0) = 0. A dual adapted

basis of ϕ̃(x) is given by

(
−
√
bf1(x)f2(x)f3(x)e7, sgn(b)

√
|bf1(x)|e4,

sgn(b)√
|bf1(x)|

e1,
√
|bf2(x)|e5,

−sgn(b)√
|bf2(x)|

e2,
−sgn(b)√
|bf3(x)|

e3,−
√
|bf3(x)|e6

)
and so we obtain the identity

?ϕ̃(x)ϕ̃(x) =− e2356 + sgn(b)
(
e1245 + e1346

)
− f1(x)e2347 − f2(x)e1357

+ f3(x)e1267 + b2f1(x)f2(x)f3(x)e4567

for the Hodge dual. Using dx
dt = − 1

b
√
bf1(x)f2(x)f3(x)

, f ′1(x) = −1, f ′2(x) = f ′3(x) = 1 and

f2(x), f3(x) > 0, bf1(x) > 0 for all x ∈ Isgn(b), one obtains the identity

d

dt

(
?ϕ(t)ϕ(t)

)
=
d

dt

(
?ϕ̃(x(t))ϕ̃(x(t))

)
= − 1

b
√
bf1f2f3

(x(t)) e2347 +
1

b
√
bf1f2f3

(x(t)) e1357

− 1

b
√
bf1f2f3

(x(t)) e1267 + b

(
f2f3 − f1f3 − f1f2√

bf1f2f3

)
(x(t)) e4567

= d(ϕ̃(x(t))) = d(ϕ(t)).

Hence, ϕ(t) is a solution of Hitchin's �ow equations with initial value ϕ0,b,µ. Since adapted

bases are orthonormal and dx
dt = − 1

b
√
bf1(x)f2(x)f3(x)

, the induced Riemannian metric g =

gϕ̃(x)+
1

( dtdx)
2 dx

2 has the claimed form onM := N7,1×Isgn(b). To determine the holonomy of

g, we use Maple to compute the components of the Riemann curvature tensor Rg ∈ Ω2M⊗
End(TM) with respect to the global frame

(
e1, . . . , e7,

∂
∂x

)
. Note that the components

depend only on x ∈ Isgn(b). By the theorem of Ambrose-Singer, cf. Theorem 3.22, Vp :=

span(Rgp(v, w)| v, w ∈ TpM) is a subspace of the holonomy algebra holp(g) for all p ∈
M . For arbitrary (0, b, µ) ∈ P , we compute dim(V(e,0)) = 15 with the use of Maple by

determining the rank of Rg(e,0) ∈ End
(
Λ2T(e,0)M

)
. However, Maple assumes �generic�

parameter values b, µ, i.e. it ignores that certain polynomial combinations of b and µ can

get zero. So we can only ensure dim(V(e,0)) = 15 for an open and dense subset of P0. For

this subset of P0, we get that dim(Hol(g)) ≥ 15 and so Hol(g) = SU(4) since by Theorem

7.12 Hol(g) is a Lie subgroup of the connected 15-dimensional Lie group SU(4). For the

concrete values (0, b, µ) =
(
0, 1, 1

2

)
, we calculate dim(V(e,0)) = 15 and so dim(V(e,0)) = 15 is

also true for any solution of the Hitchin �ow with initial value ϕa,b,µ ∈ Λ3n∗7,1 and (a, b, µ)

in a small open neighbourhood U of
(
0, 1, 1

2

)
in P . Hence, (b) follows.

Remark 7.23. By Theorem 7.12, the Hitchin �ow on an almost Abelian Lie algebra yields

Riemannian metrics with holonomy contained in SU(4). We saw that SU(4) can be achieved

and that the holonomy can also be a proper non-trival subgroup of SU(4), cf. Proposition

7.22 and Proposition 7.20, respectively. The holonomy group can also be trivial, which is

the case when the initial value is one of the �at G2-structures given in Theorem 4.20.
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Outlook

We encountered in this thesis several problems which remain unanswered and may be

considered in future research. We remarked at the beginning of Chapter 7 that the inves-

tigation of the Hitchin �ow for cocalibrated Gε
2-structures on Lie algebras is an ongoing

project. Hence, many of the open problems are related to the Hitchin �ow. Neverthe-

less, there are still some interesting open questions related to the classi�cation of certain

structures on six- and seven-dimensional Lie algebras which remained unsolved in this

thesis.

• In Remark 6.15 we already noted that for the construction of half-�at SU(3)-struc-

tures on certain six-dimensional almost nilpotent Lie algebras h, we constructed

case-by-case cocalibrated G2-structures on h⊕R using that the Chevalley-Eilenberg

di�erential on these Lie algebras is not too complicated. Hence, there is some hope

to generalise our methods from the almost Abelian case to other types of almost

nilpotent Lie algebras and get analogous classi�cation results for these types.

• Another missing classi�cation is the one of almost Abelian Lie algebras g with codi-

mension one Abelian ideal u admitting a parallel G∗2-structure with degenerate u.

In Section 4.4, we saw that a parallel G∗2-structure on such a Lie algebra with non-

degenerate u is �at. After the submission of this thesis, the author found examples

of parallel G∗2-structures on almost Abelian Lie algebras with degenerate u which

are not �at, similarly to the pseudo-Riemannian symmetric spaces found by Kath

in [Kath2]. A further investigation of this phenomenon seems to be worthwhile in

future work.

• In Chapter 5, we obtained a classi�cation of the direct sums g = g4 ⊕ g3 of four-

dimensional Lie algebras g4 and three-dimensional Lie algebras g3 admitting a co-

calibrated G2-structure. One possible direction for future work is to classify also

the direct sums of four- and three-dimensional Lie algebras admitting cocalibrated

G∗2-structures. In Remark 5.11, we already showed that an analogue of Proposition

5.10 is true for left-invariant G∗2-structures on Lie groups. Using this analogue, one

obtains, analogously to the proof of Proposition 5.12, that direct sums g4 ⊕ g3 with
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g3 ∈ {so(3), so(2, 1), e(2), e(1, 1)} always admit cocalibrated G∗2-structures and that

direct sums g4 ⊕ h3 admit cocalibrated G∗2-structures if g4 admits a symplectic two-

form. Similarly, one can generalise the proof of Proposition 5.16 to get an analogue

obstruction to the existence of cocalibrated G∗2-structures as the one in Proposition

5.16 for the G2-case. Besides, one may also try to adapt our methods to calibrated

Gε
2-structures to get a classi�cation of the direct sums g = g4⊕ g3 which admit such

structures.

• Cocalibrated G2-structures on arbitrary seven-dimensional manifolds admit a unique

G2-connection ∇c such that the corresponding torsion tensor T c is skew-symmetric,

cf. [FI]. An investigation of this characteristic connection for cocalibrated G2-

structures on Lie algebras may turn out fruitful. For example, one may �nd non-�at

cocalibrated G2-structure with harmonic torsion tensor T c on Lie algebras. Cocal-

ibrated G2-structures of this kind on arbitrary manifolds are partial solutions of

Strominger's equations [Str] in type II superstring theory with constant dilaton, cf.

[FI]. Examples of such structures have been found in [Fri1] and, very recently, have

been further investigated in [Fri2].

• As already stated in Chapter 6, the existence problem of half-�at SU(3)-structures on

Lie algebras remains unsolved only for the class of six-dimensional indecomposable

solvable Lie algebras with four-dimensional nilradical. A classi�cation of all such

Lie algebras has been obtained by Turkowski in [Tu2] and so one may try to �nish

the classi�cation using this list. One major obstacle in this case is that these Lie

algebras are not almost nilpotent and so the Chevalley-Eilenberg di�erential is more

involved. In particular, the construction of examples is much harder, cf. Remark

6.15. Note that also the application of our obstruction may be more di�cult since

the exceptional case A
− 1

2
,− 1

2
4,5 ⊕ r2 in Theorem 6.9 has four-dimensional nilradical.

For the Hitchin �ow there are several interesting future research directions:

• First, one may try to prove the conjecture given in Remark 7.13. Namely, that the

Hitchin �ow on an almost Abelian Lie algebra g with initial value a cocalibrated

G∗2-structure such that a codimension one Abelian ideal u has signature (2, 4) or

(3, 3) yields a pseudo-Riemannian manifold with holonomy contained in SU(2, 2) or

SL(4,R), respectively. Also the the Hitchin �ow on g with degenerate u may be of

interest.

• One may consider the moduli space of and then the Hitchin �ow for cocalibrated G∗2-

structures on n7,1. A subspace of this moduli space is given by three-forms of the form

ϕ0,b,µ with di�erent values of b and µ as in the G2-case. For these initial values, we

conjecture that the outcome for �generic� parameter values is a pseudo-Riemannian
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manifold with holonomy equal to SU(2, 2) or SL(4,R), respectively, depending on

the signature of a codimension one Abelian ideal u.

• Similarly, one may look at the moduli spaces of and the Hitchin �ow for cocalibrated

G2-structures on other almost Abelian Lie algebras. An interesting question is if one

can characterise the cocalibrated G2-structures on almost Abelian Lie algebras for

which the Hitchin �ow yields the maximal possible holonomy SU(4).

• There are examples of Lie algebras where the Hitchin �ow for cocalibrated G2-

structures yields full holonomy Spin(7), cf. [AFISUV]. One may try to �nd more such

examples and therefore consider also the moduli space of cocalibrated G2-structures

on Lie algebras which are not almost Abelian. Similarly, it is of interest to �nd also

examples of cocalibrated G∗2-structures where the Hitchin �ow yields full holonomy

Spin0(3, 4). In contrast, one may try to prove analogous holonomy reduction results

for particular classes of Lie algebras as the one for seven-dimensional almost Abelian

Lie algebras.

The most interesting future project is the investigation which of the incomplete pseudo-

Riemannian manifolds (G × I, g) with parallel Gε
2-/Spinε(7)-structure Φ obtained by the

Hitchin �ow with left-invariant initial value on a Lie group G can be extended to a complete

pseudo-Riemannian manifold. One natural assumption is that the extension is given by

a complete manifold N with parallel Gε
2-/Spinε(7)-structure ΦN which admits a cohomo-

geneity one action of G preserving the Gε
2-/Spinε(7)-structure on N and containing G× I

as an open dense subset such that ΦN is a smooth extension of Φ to N . Note that the �rst

complete Riemannian examples with exceptional holonomies given by Bryant and Salamon

[BrSa] are of this form as well as many other explicit complete examples with parallel G2-

or Spin(7)-structure, cf. e.g. [BGGG], [Cal], [CCGLPW], [ClSw], [CGLP1]-[CGLP4], [GS],

[R2] and [R3]. Some of these explicit complete examples of G2-holonomy manifolds arise

as above from the Lie group S3×S3, cf. [MaSa] for a uni�ed treatment of these examples.

The related problem for the �ow of so-called hypo SU(2)-structures on nilpotent �ve-

dimensional Lie groups N leading to six-dimensional Riemanian manifolds (N × I, g) with

Hol(g) ⊆ SU(3) is considered in [C2]. It has been shown that Riemannian metrics obtained

by the hypo �ow cannot be extended to a complete Riemannian manifold in the above way

unless they are a Riemannian product of N and R. There is an ongoing project together

with Florin Belgun and Oliver Goertsches which investigates the analogue question for the

Hitchin �ow for half-�at SU(3)-structures and cocalibrated G2-structures on nilpotent and

split-solvable Lie algebras. Note that the explicit solutions of the Hitchin �ow given in

Section 7.4 cannot be extended in the above way to a complete Riemannian manifold since

in all cases there is a fundamental vector �eld on G × I whose length tends to in�nity at

the boundary of I.

160



Appendix

In the appendix, we solely consider real Lie algebras without mentioning this in the follow-

ing explicitly. Some lists of Lie algebras appearing in the appendix are further subdivided

into unimodular and non-unimodular Lie algebras. If there is no such subdivision, one

may, nevertheless, easily identify the unimodular ones since an obvious characterisation is

that the top-dimensional cohomology group does not vanish. To emphasise the unimodular

Lie algebras in this case, the non-zero hdim(g)(g) are written bold and underlined.

Table 7.1 contains all Lie algebras up to dimension three. The three-dimensional Lie

algebras are further subdivided into the unimodular and the non-unimodular ones. The

names for the non-unimodular Lie algebras in the �rst column have been adopted from

[GOV]. In the second column, the Lie bracket is encoded dually. Here,
(
e1, . . . , edim(g)

)
is a basis of g∗ and we write down the vector

(
de1, . . . , dedim(g)

)
. The column labelled

z contains the dimension of the centre of g. In the last column, the vector h∗(g) of the

dimensions of the corresponding Lie algebra cohomology groups is given. Note that h∗(g) =(
h1(g), . . . , hdim(g)(g)

)
by De�nition 3.34.

Table 7.2 contains all four-dimensional Lie algebras which are the direct sum of a

three-dimensional Lie algebra and R. Again, we have further subdived the list into the

unimodular Lie algebras and the non-unimodular Lie algebras. In the second column, the

Lie bracket is encoded dually for a basis e1, e2, e3, e4 of g∗ in the same way as in Table

7.1. The next column contains the vector h∗(g) of the dimensions of the corresponding

Lie algebra cohomology groups. The column labeled u contains all isomorphism classes of

unimodular codimension one ideals in g. If there are di�erent isomorphic codimension one

unimodular ideals, we remark it in a footnote. The next column, labeled [g, g], contains

the commutator ideal of g. Finally, in the last column, the integer h1(g) + h1(u) − h2(g)

is computed. If there is more than one isomorphism class of codimension one unimodular

ideals u, then the di�erent numbers are written next to each other, ordered according to

the order in the column �u�.

Table 7.3 contains all indecomposable four-dimensional Lie algebras and the Lie algebra

r2 ⊕ r2 ordered by nilradical. The �rst six columns are build up completely analogous to

the ones in Table 7.2 and the names for the appearing Lie algebras are taken from [PSWZ].
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However, in contrast to Table 7.2, there are four more columns which contain our results

on the (non-)existence of half-�at SU(3)-structures and closed stable three-forms. Namely,

the seventh column labeled hf⊕ r2 is checked if and only if g⊕ r2 admits a half-�at SU(3)-

structure. Recall that g⊕R2 never admits a half-�at SU(3)-structure. The column labeled

λ ≥ 0⊕ r2/λ ≥ 0⊕R2 is checked if λ(ρ) ≥ 0 for all closed three-forms ρ on g⊕ r2/g⊕R2.

Similarly, the column �λ = 0 ⊕ R2� is checked if λ(ρ) = 0 for all closed three-forms ρ on

g⊕ R2. None of the Lie algebras g⊕ r2 satis�es λ(ρ) = 0 for all closed three-forms ρ.

In Table 7.4, we listed all indecomposable �ve-dimensional Lie algebras ordered accord-

ing to their nilradical. The names for the Lie algebras in the �rst column are taken from

[PSWZ] and the second column again encodes the Lie bracket dually for a basis e1, . . . , e5

of g∗. The column labeled z contains the dimension of the center of g and the next one

the vector h∗(g). The column �hf� is checked if and only if g⊕R admits a half-�at SU(3)-

structure. Analogously, the columns �λ ≥ 0� and �λ = 0� are checked if λ(ρ) ≥ 0 or

λ(ρ) = 0, respectively, for all closed three-forms ρ on g⊕ R.
Table 7.5 contains all non-solvable indecomposable six-dimensional Lie algebras, Table

7.6 contains all nilpotent indecomposable six-dimensional Lie algebras and Table 7.7 con-

tains all indecomposable six-dimensional Lie algebras with �ve-dimensional, non-Abelian

nilradical. Table 7.6 is further subdivided into almost Abelian Lie algebras and those which

are not almost Abelian and Table 7.7 is further subdivided by the di�erent non-Abelian

nilradicals which appear.

The notation and the Lie brackets in Table 7.5 are taken literally from [Tu1]. The Lie

brackets in Table 7.6 are taken from [Mag]. In [Mag], the Lie algebras are only labeled

by numbers from 1 to 22. We use the class symbol n and the numbers given in [Mag] as

index. Table 7.7 is based on the original list by Mubarakzyanov [Mu6d] and, apart from

the obvious subdivision according to the number of free parameters and the Lie algebra

cohomology, the list is modi�ed as follows. On the one hand, some of Mubarakzyanov's

classes g6,n are redundant since there is an isomorphism to one of the other classes for cer-

tain parameter values. On the other hand, Shabanskaya [Sha] found 6 new classes which

are �tted in Table 7.7 according to their nilradical and denoted by B6,i, i = 1, . . . , 6. More-

over, a large number of isomorphisms for certain parameter values have been discovered by

Shabanskaya [Sha] and by Schulte-Hengesbach and the author [FS2] resulting in a range

restriction or vanishing of certain parameters. It turns out to be hard to assure that no fur-

ther isomorphisms are possible due to the complexity and large amount of data. Lastly, a

few parameter values are excluded because the corresponding Lie algebra is decomposable

or nilpotent. Note that the reason for excluding parameter values is usually obvious when

considering the matrix representing ade6 whereas non-obvious modi�cations are explained

in footnotes. The names of the classes are modi�ed such that the remaining parameters

are written as exponents of the class symbol A and are denoted by a, b, c if continuous
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and by ε if discrete.

The Lie brackets in the Tables 7.5 - 7.7 are written as before in the well-known dual

notation. In the column labeled z the dimension of the center of the corresponding Lie

algebra is given. The column labeled h∗(g) contains the dimensions of the Lie algebra

cohomology groups. The last column, labeled half-�at, is checked if and only if the Lie

algebra under consideration admits a half-�at SU(3)-structure. Note that, in contrast to

Table 7.5 and Table 7.7, the results on the existence of half-�at SU(3)-structures given in

Table 7.6 have been obtained by Conti in [C1] and so are not results the author obtained

together with Schulte-Hengesbach. Note further that all Lie algebras in Table 7.5 admit

half-�at SU(3)-structures.

In Table 7.8, we give a list of all indecomposable nilpotent almost Abelian seven-

dimensional Lie algebras. We introduce our own notation and give in the second column

the names used in [Gong] for the corresponding Lie algebras. The Lie brackets, which

are as usual encoded dually, are given, with the exception of n7,1, in such a way that

ad(e7)|span(e1,...,e6) is in Jordan normal form. Again the column �z� contains the dimension

of the center and the column �h∗(g)� the vector h∗(g). The column �cocalibrated� is checked

exactly when the Lie algebra admits a cocalibrated G2-structure. Similarly, the column

�calibrated� is checked if and only if g admits a calibrated G2-structure.

Table 7.9, Table 7.10, Table 7.11 and Table 7.12 contains one example (ω, ρ) ∈ Λ2g∗ ×
Λ3g∗ of a half-�at SU(3)-structure for each Lie algebra which admits such a structure in the

class of direct sums of a four-dimensional and a two-dimensional Lie algebra not contained

in [SH], in the class of direct sums of indecomposable �ve-dimensional Lie algebras with R,
in the class of non-solvable indecomposable six-dimensional Lie algebra and in the class of

indecomposable six-dimensional Lie algebra with �ve-dimensional nilradical, respectively.

The examples of half-�at SU(3)-structures in the Tables 7.9 - 7.12 are given with respect

to a basis (e1, . . . , e6) of g∗, where the choice of the basis for the Tables 7.9 and 7.10 is

explained in a footnote and for Table 7.11 and Table 7.12, the basis is the one given in

Table 7.5 and Table 7.7, respectively.

Moreover, in all the Tables 7.9 - 7.12 the Euclidean metric induced by the half-�at

SU(3)-structure (ω, ρ) on g is added. The label ONB indicates that the considered basis is

orthonormal. Similarly, OB indicates that the considered basis is orthogonal. In this case,

the norms of the non-unit basis vectors are given explicitly.

Finally, Table 7.13 contains (the dual bases of) adapted bases for cocalibrated G2-

structures on three di�erent seven-dimensional Lie algebras g which are Lie algebra direct

sums of a four and a three-dimensional Lie algebra. These three cases are exceptional in

the sense that they do not ful�l any of the di�erent conditions we obtained in Chapter 5

which ensure the existence of a cocalibrated G2-structure.
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Table 7.1: Lie algebras up to dimension three

g Lie bracket z h∗(g)

one-dimensional

R (0) 1 (1)

two-dimensional

r2
(
0, e12

)
0 (1, 0)

R2 (0, 0) 2 (2, 1)

three-dimensional unimodular

so(3) (e67,−e57, e56) 0 (0, 0, 1)

so(2, 1) (e67, e57, e56) 0 (0, 0, 1)

e(2) (e67,−e57, 0) 0 (1, 1, 1)

e(1, 1) (e67, e57, 0) 0 (1, 1, 1)

h3 (e67, 0, 0) 1 (2, 2, 1)

R3 (0, 0, 0) 3 (3, 3, 1)

three-dimensional non-unimodular

r2 ⊕ R (e57, 0, 0) 1 (2, 1, 0)

r3 (e57 + e67, e67, 0) 0 (1, 0, 0)

r3,µ (e57, µe67, 0), −1 < µ ≤ 1, µ 6= 0 0 (1, 0, 0)

r′3,µ (µe57 + e67, µe67 − e57, 0), µ > 0 0 (1, 0, 0)

Table 7.2: Four-dimensional Lie algebras which are a sum of a three-

dimensional Lie algebra with R

g Lie bracket h∗(g) u [g, g] h1(g) + h1(u)− h2(g)

unimodular

so(3)⊕ R (e23,−e13, e12, 0) (1, 0, 1, 1) so(3) so(3) 1

so(2, 1)⊕ R (e23, e13, e12, 0) (1, 0, 1, 1) so(2, 1) so(2, 1) 1

e(2)⊕ R (e23,−e13, 0, 0) (2, 2, 2, 1) R3, e(2) R2 3, 1

e(1, 1)⊕ R (e23, e13, 0, 0) (2, 2, 2, 1) R3, e(1, 1) R2 3, 1

h3 ⊕ R (e23, 0, 0, 0) (3, 4, 3, 1) R3†, h3 R 2, 1

R4 (0, 0, 0, 0) (4, 6, 4, 1) R3 ‡ {0} 1

non-unimodular

r2 ⊕ R2 (e14, 0, 0, 0) (3, 3, 1, 0) R3 R 3

r3 ⊕ R (e14 + e24, e24, 0, 0) (2, 1, 0, 0) R3 R2 4

r3,µ ⊕ R
(e14, µe24, 0, 0),

−1 < µ ≤ 1, µ 6= 0
(2, 1, 0, 0) R3 R2 4

r′3,µ ⊕ R
(µe14 + e24,−e14 +
µe24, 0, 0), µ > 0

(2, 1, 0, 0) R3 R2 4

†There are several Abelian codimension one ideals, namely for all (a, b) 6= 0, span(e1, ae2 + be3, e4) is

one.
‡Although all codimension one unimodular ideals are isomorphic, there are of course di�erent ones.

Namely, all three-dimensional subspaces.
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Table 7.3: Indecomposable four-dimensional Lie algebras and the Lie

algebra r2 ⊕ r2

g Lie bracket h∗(g) u [g, g] h1(g) hf λ≥0 λ=0

+h1(u) ⊕r2 ⊕r2 ⊕R2 ⊕R2

−h2(g)

nilpotent, almost Abelian

A4,1 (e24, e34, 0, 0) (2,2,2,1) R3, h3 R2 3,2 X � � �

not nilpotent, almost Abelian, i.e. Nilradical R3

Aα4,2 (αe14, e24 + e34, e34, 0)

α /∈ {−2,−1, 0} (1,0,0,0) R3 R3 4 � X X X

α = −2 (1,0,1,1) R3 R3 4 X � X �

α = −1 (1,1,1,0) R3 R3 3 � � X �

A4,3 (e14, e34, 0, 0) (2,2,1,0) R3 R2 3 � � X �

A4,4 (e14 + e24, e24 + e34, e34, 0) (1,0,0,0) R3 R3 4 � X X X

Aα,β4,5 (e14, αe24, βe34, 0)

1
−1 < α ≤ β ≤ 1, αβ 6= 0,

β /∈ {−α,−(α+ 1)}
(1,0,0,0) R3 R3 4 � X X X

β = −(α+ 1),

−1 < α < − 1
2

(1,0,1,1) R3 R3 4 X � X �

(α, β) = (− 1
2
,− 1

2
) (1,0,1,1) R3 R3 4 � � X �

α = −1, β > 0, β 6= 1 (1,1,1,0) R3 R3 3 � � X �

(α, β) = (−1, 1) (1,2,2,0) R3 R3 2 � � � �

Aα,β4,6

(αe14, βe24 + e34, e42 +

βe34, 0)

α > 0, β /∈ {0,− 1
2
α} (1,0,0,0) R3 R3 4 � X X X

β = − 1
2
α, α > 0 (1,0,1,1) R3 R3 4 X � X �

β = 0, α > 0 (1,1,1,0) R3 R3 3 � � X �

Nilradical h3

A4,7 (2e14+e23, e24+e34, e34, 0) (1,0,0,0) h3 h3 3 � � X X

A4,8 (e23, e24, e43, 0) (1,0,1,1) h3 h3 3 X � X �

Aα4,9
((α+ 1)e14 +

e23, e24, αe34, 0)

−1 < α ≤ 1, α /∈ {− 1
2
, 0} (1,0,0,0) h3 h3 3 � � X X

α = − 1
2

(1,1,1,0) h3 h3 2 X � � �

α = 0 (2,1,0,0) h3 R2 3 � � X �

A4,10 (e23, e34, e42, 0) (1,0,1,1) h3 h3 3 X � X �

Aα4,11
(2αe14 + e23, αe24 +

e34, e42 + αe34, 0), α > 0
(1,0,0,0) h3 h3 3 � � X X

Nilradical R2

A4,12

(
e14 + e23, e24 − e13, 0, 0

)
(2,1,0,0) e(2) R2 2 X � � �

1Aα,−α4,5
∼= A

−1,1/α
4,5 for α 6= 0 and A−1,β

4,5
∼= A−1,−β

4,5 .
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Table 7.3: Indecomposable four-dimensional Lie algebras and the Lie

algebra r2 ⊕ r2

g Lie bracket h∗(g) u [g, g] h1(g) hf λ≥0 λ=0

+h1(u) ⊕r2 ⊕r2 ⊕R2 ⊕R2

−h2(g)

r2 ⊕ r2
(
e14 + e23, e24 + e13, 0, 0

)
2 (2,1,0,0) e(1, 1) R2 2 X � � �

Table 7.4: Indecomposable �ve-dimensional Lie algebras

g Lie bracket z h∗(g) hf λ≥0 λ=0

nilpotent, almost Abelian

A5,1 (e35, e45, 0, 0, 0) 2 (3,6,6,3,1) X � �

A5,2 (e25, e35, e45, 0, 0) 1 (2,3,3,2,1) X � �

nilpotent, not almost Abelian

A5,3 (e35, e34, e45, 0, 0) 2 (2,3,3,2,1) � � �

A5,4 (e24 + e35, 0, 0, 0, 0) 1 (4,5,5,4,1) X � �

A5,5 (e25 + e34, e35, 0, 0, 0) 1 (3,4,4,3,1) X � �

A5,6 (e25 + e34, e35, e45, 0, 0) 1 (2,3,3,2,1) X � �

not nilpotent, almost Abelian, i.e. nilradical R4

Aα,β,γ5,7 (e15, αe25, βe35, γe45, 0)

3

−1 < α ≤ β ≤ γ ≤ 1, αβγ 6= 0,

β /∈ {−α,−(α+ 1)}, γ /∈ {−α,−(α+ 1),

−β,−(β + 1), −(α+ β),−(α+ β + 1)}
0 (1,0,0,0,0) � X X

α = −1, −1 < β ≤ γ, βγ 6= 0,

γ /∈ {−β,−β + 1,−(β + 1)}
0 (1,1,1,0,0) � X �

(α, β) = (−1,−1), γ /∈ {−1, 0, 1, 2} 0 (1,2,2,0,0) � X �

(α, β, γ) = (−1,−1,−1) 0 (1,3,3,0,0) � X �

(α, β, γ) = (−1,−1, 1) 0 (1,4,4,1,1) X � �

(α, β, γ) = (−1,−1, 2) 0 (1,2,3,1,0) � � �

(α, γ) = (−1,−β), 0 < β < 1 0 (1,2,2,1,1) X � �

(α, γ) = (−1,−β − 1), β /∈ {0, 1} 0 (1,1,2,1,0) � � �

(α, β, γ) = (1, 1,−2) 0 (1,0,3,3,0) � X �

γ = −(α+ β + 1), −1 < α ≤ β ≤ γ ≤ 1,

αβγ 6= 0, β 6= −α
0 (1,0,0,1,1) � X X

γ = −(β + 1), α /∈ {−1, 0, 1,±β,±γ},
−1 < β ≤ − 1

2

0 (1,0,1,1,0) � X �

(α, γ) = (1,−β − 1), β ≤ − 1
2
, β /∈ {−2,−1} 0 (1,0,2,2,0) � X �

Aα5,8 (e25, 0, e35, αe45, 0)

−1 < α ≤ 1, α 6= 0 1 (2,2,1,0,0) � X �

2A relation of the standard basis f1, f2, f3, f4 of r∗2 ⊕ r∗2 with (df1, df2, df3, df4) = (0, f12, 0, f34) to

our basis e1, e2, e3, e4 is given by e1 = f2 + f4, e2 = f2 − f4, e3 = − 1
2

(
f1 − f3

)
, e4 = − 1

2

(
f1 + f3

)
.

3Aα,−α,γ5,7
∼= A

−1,1/α,γ/α
5,7 , A

α,β,−(α+β)
5,7

∼= A
1/α,β/α,−(β/α+1)
5,7 , A

α,β,−(β+1)
5,7

∼= A
α/β,1/β,−(1/β+1)
5,7

166



Table 7.4: Indecomposable �ve-dimensional Lie algebras � continued

g Lie bracket z h∗(g) hf λ≥0 λ=0

α = −1 1 (2,3,3,2,1) X � �

Aα,β5,9 (e15 + e25, e25, αe35, βe45, 0)

4
α ≤ β, α /∈ {−2,−1, 0},
β /∈ {−2,−1, 0,−α,−(α+ 1),−(α+ 2)}

0 (1,0,0,0,0) � X X

α = −2, β /∈ {−2,−1, 0, 1, 2} 0 (1,0,1,1,0) � X �

(α, β) ∈ {(−2,−2), (−2, 1)} 0 (1,0,2,2,0) � X �

(α, β) ∈ {(−2,−1), (−2, 2)} 0 (1,1,2,1,0) � � �

α = −1, β /∈ {−2,−1, 0, 1} 0 (1,1,1,0,0) � X �

(α, β) = (−1,−1) 0 (1,2,2,1,1) � X �

(α, β) = (−1, 1) 0 (1,2,2,0,0) � X �

β = −α, α < 0, α /∈ {−2,−1} 0 (1,1,1,0,0) � X �

β = −(α+ 1), α ≤ − 1
2
, α /∈ {−2,−1} 0 (1,0,1,1,0) � X �

β = −(α+ 2), α < −1, α 6= −2 0 (1,0,0,1,1) � X X

A5,10 (e25, e35, 0, e45, 0) 1 (2,2,2,1,0) � X �

Aα5,11 (e15 + e25, e25 + e35, e35, αe45, 0)

α /∈ {−3,−2,−1, 0} 0 (1,0,0,0,0) � X X

α = −3 0 (1,0,0,1,1) � X X

α = −2 0 (1,0,1,1,0) � X �

α = −1 0 (1,1,1,0,0) � X �

A5,12 (e15 + e25, e25 + e35, e35 + e45, e45, 0) 0 (1,0,0,0,0) � X X

Aα,β,γ5,13 (e15, αe25, βe35 + γe45,−γe35 + βe45, 0)

5
−1 < α ≤ 1, α 6= 0,

β /∈ {− 1
2
, 0,− 1

2
α,− 1

2
(α+ 1)}, γ > 0

0 (1,0,0,0,0) � X X

α = −1, β > 0, β /∈ {0, 1
2
}, γ > 0 0 (1,1,1,0,0) � X �

(α, β) = (−1, 0), γ > 0 0 (1,2,2,1,1) X � �

(α, β) = (−1, 1
2
), γ > 0 0 (1,1,2,1,0) � � �

β = 0, −1 < α ≤ 1, α 6= 0, γ > 0 0 (1,1,1,0,0) � X �

β = − 1
2
, α /∈ {−1, 0, 1}, γ > 0 0 (1,0,1,1,0) � X �

(α, β) = (1,− 1
2
), γ > 0 0 (1,0,2,2,0) � X �

β = − 1
2
(α+ 1), −1 < α ≤ 1, α 6= 0, γ > 0 0 (1,0,0,1,1) � X X

Aα5,14 (e25, 0, αe35 + e45,−e35 + αe45, 0)

α 6= 0 1 (2,2,1,0,0) � X �

α = 0 1 (2,3,3,2,1) X � �

Aα5,15 (e15 + e25, e25, αe35 + e45, αe45, 0)

0 < |α| ≤ 1, α /∈ {−1,− 1
2
} 0 (1,0,0,0,0) � X X

α = −1 0 (1,2,2,1,1) X � �

α = − 1
2

0 (1,0,1,1,0) � X �

α = 0 1 (2,2,1,0,0) � X �

Aα,β5,16 (e15 + e25, e25, αe35 + βe45,−βe35 + αe45, 0)

4Aα,β5,9
∼= Aβ,α5,9 , A

α,0
5,9 is decomposable.

5Aα,β,05,13 = Aα,β,β5,7 , Aα,β,γ5,13
∼= Aα,β,−γ5,13 , A−1,β,γ

5,13
∼= A−1,−β,−γ

5,13 , A0,α,β
5,13 is decomposable.
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Table 7.4: Indecomposable �ve-dimensional Lie algebras � continued

g Lie bracket z h∗(g) hf λ≥0 λ=0

6 α /∈ {−1,− 1
2
, 0}, β > 0 0 (1,0,0,0,0) � X X

α = −1, β > 0 0 (1,0,0,1,1) � X X

α = − 1
2
, β > 0 0 (1,0,1,1,0) � X �

α = 0, β > 0 0 (1,1,1,0,0) � X �

Aα,β,γ5,17

(αe15 + e25,−e15 + αe25, βe35 + γe45,

−γe35 + βe45, 0)
7 α > 0, β /∈ {0,−α}, 0 < γ ≤ 1 0 (1,0,0,0,0) � X X

β = −α, α > 0, 0 < γ < 1 0 (1,0,0,1,1) � X X

(β, γ) = (−α, 1), α > 0 0 (1,2,2,1,1) X � �

α = 0, β > 0, γ > 0 0 (1,1,1,0,0) � X �

(α, β) = (0, 0), 0 < γ < 1 0 (1,2,2,1,1) X � �

(α, β, γ) = (0, 0, 1) 0 (1,4,4,1,1) X � �

Aα5,18
(αe15 + e25 + e35,−e15 + αe25 + e45, αe35 +

e45,−e35 + αe45, 0)

α > 0 0 (1,0,0,0,0) � X X

α = 0 0 (1,2,2,1,1) X � �

Nilradical h3 ⊕ R

Aα,β5,19 (αe15 + e23, e25, (α− 1)e35, βe45, 0)

8
0 < α ≤ 2, α /∈ { 1

2
, 1},

β /∈ {−1, 0,−2α,−2α+ 1,−(α+ 1),−α+ 1}
0 (1,0,0,0,0) � X �

α = −1, β /∈ {0,−1, 2, 3} 0 (1,1,1,0,0) � � �

(α, β) = (−1,−1) 0 (1,2,2,0,0) � � �

(α, β) = (−1, 2) 0 (1,2,2,1,1) X � �

(α, β) = (−1, 3) 0 (1,1,2,1,0) X � �

α = 0, β > 0 1 (1,0,1,1,0) � X �

(α, β) = (0, 1) 1 (1,1,3,2,0) � � �

α = 1, β /∈ {−2,−1, 0} 0 (2,1,0,0,0) � X �

(α, β) = (1,−2) 0 (2,1,1,2,1) � � �

(α, β) = (1,−1) 0 (2,2,2,1,0) � � �

β = −1, α /∈ {−1, 0, 1, 1
2
, 2} 0 (1,1,1,0,0) � X �

(α, β) = (2,−1) 0 (1,2,2,0,0) � X �

β = −(α+ 1), α /∈ {−1, 0, 1, 1
2
, 2} 0 (1,0,1,1,0) � � �

(α, β) = (2,−3) 0 (1,0,2,2,0) X � �

β = −2α, 0 < α ≤ 2, α /∈ { 1
2
, 1} 0 (1,0,0,1,1) � X �

Aα5,20 (αe15 + e23 + e45, e25, (α− 1)e35, αe45, 0)

α /∈ {−1,− 1
2
, 0, 1

3
, 1
2
, 1} 0 (1,0,0,0,0) � X �

α ∈ {−1, 1
2
} 0 (1,1,1,0,0) � X �

6Aα,β5,16
∼= Aα,−β5,16 , Aα,05,16 = Aα,α5,9

7Aα,β,05,17
∼= A

1,α/β,1/β
5,13 for β 6= 0, Aα,β,γ5,17

∼= Aα,β,−γ5,17
∼= A−α,−β,γ5,17

∼= A
β/γ,α/γ,1/γ
5,17 for γ 6= 0, Aα,0,05,17 is

decomposable.
8Aα,β5,19

∼= A
α/(α−1),β/(α−1)
5,19 for α 6= 1, A0,β

5,19
∼= A0,−β

5,19 , Aα,05,19 is decomposable.
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Table 7.4: Indecomposable �ve-dimensional Lie algebras � continued

g Lie bracket z h∗(g) hf λ≥0 λ=0

α ∈ {− 1
2
, 1
3
} 0 (1,0,1,1,0) � � �

α = 0 1 (2,1,1,2,1) � � �

α = 1 0 (2,1,0,0,0) � X �

A5,21 (2e15 + e23, e25, e25 + e35, e35 + e45, 0) 0 (1,0,0,0,0) � X �

A5,22 (e23, 0, e25, e45, 0) 1 (2,2,2,1,0) � � �

Aα5,23 (2e15 + e23, e25, e25 + e35, αe45, 0)

α /∈ {−4,−3,−1, 0} 0 (1,0,0,0,0) � X �

α = −4 0 (1,0,0,1,1) � X �

α = −3 0 (1,0,1,1,0) � � �

α = −1 0 (1,1,1,0,0) � X �

A5,24
9 (2e15 + e23 + e45, e25, e25 + e35, 2e45, 0) 0 (1,0,0,0,0) � X �

Aα,β5,25 (2βe15 + e23, βe25 − e35, e25 + βe35, αe45, 0)

α 6= 0, β /∈ {0,− 1
4
α} 0 (1,0,0,0,0) � X �

β = 0, α 6= 0 1 (1,0,1,1,0) � X �

β = − 1
4
α, α 6= 0 0 (1,0,0,1,1) � X �

Aα,ε5,26

(2αe15 + e23 + εe45, αe25 − e35, e25 +

αe35, 2αe45, 0)

α 6= 0, ε = ±1 0 (1,0,0,0,0) � X �

α = 0, ε = ±1 1 (2,1,1,2,1) � X �

A5,27 (e15 + e23 + e45, 0, e35, e35 + e45, 0) 0 (2,1,0,0,0) � X �

Aα5,28 (αe15 + e23, (α− 1)e25, e35, e35 + e45, 0)

α /∈ {−2,−1,− 1
2
, 0, 1

2
, 1} 0 (1,0,0,0,0) � X �

α = −2 0 (1,0,1,1,0) � � �

α ∈ {−1, 1
2
} 0 (1,1,1,0,0) � � �

α = − 1
2

0 (1,0,0,1,1) � X �

α = 0 1 (1,1,2,1,0) � � �

α = 1 0 (2,1,0,0,0) � X �

A5,29 (e15 + e24, e25, e45, 0, 0) 1 (2,2,1,0,0) � X �

Nilradical A4,1

Aα5,30 ((α+ 1)e15 + e24, αe25 + e34, (α− 1)e35, e45, 0)

α /∈ {−2,−1,− 1
3
, 0, 1

2
, 1} 0 (1,0,0,0,0) � � �

α ∈ {−2, 1
2
} 0 (1,1,1,0,0) � � �

α = −1 1 (1,0,1,1,0) � � �

α = − 1
3

0 (1,0,0,1,1) � � �

α = 0 0 (1,0,1,1,0) X � �

α = 1 0 (2,1,0,0,0) � � �

A5,31 (3e15 + e24, 2e25 + e34, e35 + e45, e45, 0) 0 (1,0,0,0,0) � � �

Aε5,32 (e15 + e24 + εe35, e25 + e34, e35, 0, 0), ε = ±1 0 (2,1,0,0,0) � � �

Nilradical R3

9The parameter in [PSWZ] is redundant.
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Table 7.4: Indecomposable �ve-dimensional Lie algebras � continued

g Lie bracket z h∗(g) hf λ≥0 λ=0

Aα,β5,33 (e14, e25, βe34 + αe35, 0, 0)
10 α, β ∈ R∗, (α, β) 6= (−1,−1) 0 (2,1,0,0,0) � � �

(α, β) = (−1,−1) 0 (2,1,1,2,1) X � �

Aα5,34 (αe14 + e15, e24 + e35, e34, 0, 0), α ∈ R 0 (2,1,0,0,0) � � �

Aα,β5,35 (βe14 + αe15, e24 + e35,−e25 + e34, 0, 0)

(α, β) /∈ {(0,−2), (0, 0)} 0 (2,1,0,0,0) � � �

(α, β) = (0,−2) 0 (2,1,1,2,1) X � �

A5,38 (e14, e25, e45, 0, 0) 1 (2,2,1,0,0) � � �

A5,39 (e14 + e25,−e15 + e24, e45, 0, 0) 1 (2,2,1,0,0) � � �

Nilradical h3

A5,36 (e14 + e23, e24 − e25, e35, 0, 0) 0 (2,1,0,0,0) X � �

A5,37 (2e14 + e23, e24 + e35,−e25 + e34, 0, 0) 0 (2,1,0,0,0) X � �

non-solvable, Nilradical R2

A5,40 (2e12,−e13, 2e23, e24 + e35, e14 − e25) 0 (0,1,1,0,1) X � �

Table 7.5: Non-solvable indecomposable 6-dim. Lie algebras

g Lie bracket z h∗(g) hf

L6,1 (e23,−e13, e12, e26 − e35,−e16 + e34, e15 − e24) 0 (0,0,2,0,0,1) X

L6,2 (e23, 2e12,−2e13, e14 + e25,−e15 + e34, e45) 1 (0,0,2,0,0,1) X

L6,3 (e23, 2e12,−2e13, e14 + e25 + e46,−e15 + e34 + e56, 0) 0 (1,0,1,1,0,0) X

L6,4 (e23, 2e12,−2e13, 2e14 + 2e25, e26 + e34,−2e16 + 2e35) 0 (0,0,2,0,0,1) X

so(3, 1)
(e23 − e56,−e13 + e46, e12 − e45, e26 − e35,−e16 +
e34, e15 − e24)

0 (0,0,2,0,0,1) X

Table 7.6: Indecomposable nilpotent 6-dim. Lie algebras

g Lie bracket z h∗(g) hf

almost Abelian

10Aα,05,33 and A0,β
5,33 are decomposable.
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Table 7.6: Indecomposable nilpotent 6-dim. Lie algebras

g Lie bracket z h∗(g) hf

n6,1
(
0, 0, e12, e13, 0, e15

) 2 (3, 6, 8, 6, 3, 1) �

n6,2
(
0, 0, e12, e13, e14, e15

) 1 (2, 3, 4, 3, 2, 1) �

not almost Abelian

n6,3
(
0, 0, 0, e13, e23, e12

) 3 (3, 8, 12, 8, 3, 1) X

n6,4
(
0, 0, 0, 0, e12, e13 + e24

) 2 (4, 8, 10, 8, 4, 1) X

n6,5
(
0, 0, 0, 0, e13 + e24, e14 − e23

) 2 (4, 8, 10, 8, 4, 1) X

n6,6
(
0, 0, 0, e13, e14 + e23, e12

) 2 (3, 6, 8, 6, 3, 1) X

n6,7
(
0, 0, 0, e13, e14, e23

) 2 (3, 6, 8, 6, 3, 1) X

n6,8
(
0, 0, e12, e13, e12, e25

) 2 (3, 5, 6, 5, 3, 1) �

n6,9
(
0, 0, e12, e13, 0, e15 + e23

) 2 (3, 5, 6, 5, 3, 1) �

n6,10
(
0, 0, e12, 0, e13 + e24, e14 − e23

) 2 (3, 5, 6, 5, 3, 1) �

n6,11
(
0, 0, e12, e13, e14, e23

) 2 (2, 4, 6, 4, 2, 1) X

n6,12
(
0, 0, 0, e13, 0, e14 + e25

) 1 (4, 6, 6, 6, 4, 1) X

n6,13
(
0, 0, 0, e13, e12, e14 + e25

) 1 (3, 5, 6, 5, 3, 1) X

nε6,14
(
0, 0, 0, e13, e23, e14 + εe25

)
, ε = −1, 1 1 (3, 5, 6, 5, 3, 1) X

n6,15
(
0, 0, e12, e13, e12, e14 + e25

) 1 (3, 5, 6, 5, 3, 1) X

n6,16
(
0, 0, 0, e13, e14 + e23, e15 + e24

) 1 (3, 4, 4, 4, 3, 1) X

n6,17
(
0, 0, e12, e13, 0, e14 + e25

) 1 (3, 5, 6, 5, 3, 1) X

nε6,18

(
0, 0, e12, e13, e23, e14 + εe25

)
,

ε = −1, 1
1 (2, 4, 6, 4, 2, 1) X
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Table 7.6: Indecomposable nilpotent 6-dim. Lie algebras

g Lie bracket z h∗(g) hf

n6,19
(
0, 0, e12, e13, e14, e15 + e23

) 1 (2, 3, 4, 3, 2, 1) �

n6,20
(
0, 0, e12, e13, e14 + e23, e15 + e24

) 1 (2, 3, 4, 3, 2, 1) X

n6,21
(
0, 0, e12, e23, e24, e15 + e34

) 1 (2, 2, 2, 2, 2, 1) �

n6,22
(
0, 0, e12, e23, e13 + e24, e15 + e34

) 1 (2, 2, 2, 2, 2, 1) �

Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

Nilradical h3 ⊕ R2

Aa,b,c
6,13 ((a + b)e16 + e23, ae26,be36, e46, ce56, 0)

11

0 < |a| ≤ |b|, −1 < c ≤ 1, a 6= −1,
b /∈ {−1,−a,−2a,−(2a + 1),− 1

2
(a + 1),−(a + 1

2
)},

c /∈ {0,−(a + 1),−(b + 1),−(2a + b + 1),−(2a + 2b + 1)}

0 (1,0,0,0,0,0) �

a = 0, b /∈ {−1,− 1
2
, 0}, −1 < c ≤ 1,

c /∈ {0,−b,−2b,−b− 1,−2b− 1}
0 (2,1,0,0,0,0) �

a = −1, b /∈ {−1, 0, 1
2
, 1, 2}, c /∈ {−1, 0, 1,−b,−2b,

−b− 1,−b + 1,−b + 2,−2b + 1,−2b + 2}
or c = −1, 0 < |a| ≤ b, a 6= ±1,

b /∈ {1,−a,−2a,−2a± 1,− 1
2
a± 1

2
,−a± 1

2
}

or b = −2a, a /∈ {−1, 0, 1
3
, 1
2
}, −1 < c ≤ 1,

c /∈ {0,−a, 2a, 3a,−1− a,−1 + 2a,−1 + 3a}

0 (1,1,1,0,0,0) �

b = −(2a + 1), a /∈ {−1,− 2
3
,− 1

2
,− 1

3
, 0},

c /∈ {−1, 0, 1,−a− 1, 2a, 2a + 2, 3a + 1, 3a + 2}
or c = −(a + 1), a /∈ {−1, 0}, b /∈ {−1, 0, 1

2
,±a,

− a
2
,−2a,−(2a + 1),− a

2
± 1

2
,±a + 1,−(a + 1

2
)}

0 (1,0,1,1,0,0) �

b = −a, a > 0, a 6= 1, −1 < c ≤ 1, c /∈ {0,±a,−1± a} 1 (1,0,1,1,0,0) �

b = −(a + 1
2
), a > − 1

4
, a /∈ {0, 1

2
},

c /∈ {0,±1,±a,±(a + 1
2
),±(a− 1

2
),±(1 + a)}

or c = −(2a + b + 1), a /∈ {−1,− 1
2
, 0}, b /∈ {−1, 0, 1,− 1

2
a,

±a,−2a,−(2a + 1),− 1
2
(a + 1),−(a + 1

2
),±(a + 1)}

0 (1,0,0,1,1,0) �

11Aa,b,c
6,13

∼= Ab,a,c
6,13

∼= A
a/c,b/c,1/c
6,13 , A0,0,c

6,13 and Aa,b,0
6,13 are decomposable.
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Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

c = −(2a + 2b + 1), a /∈ {−1, 0},
b /∈ {−1, 0,− 1

2
a,−a,−2a,−(2a + 1),− 1

2
(a + 1),−(a + 1

2
)}

0 (1,0,0,0,1,1) �

(a, b) = (0,−1), c /∈ {−1, 1, 2}
or (a, c) = (0,−1), b > 0, b /∈ { 1

2
, 1}

0 (2,2,2,1,0,0) �

(a, b) = (0,− 1
2
), c /∈ {−1,− 1

2
, 0, 1

2
, 1}

or (a, c) = (0,−b− 1), −2 ≤ b < 0, b /∈ {−1,− 1
2
}

0 (2,1,1,2,1,0) �

(a, c) = (0,−2b− 1), −1 < b < 0, b 6= − 1
2

0 (2,1,0,1,2,1) �

(a, b) = (−1, 1
2
), c /∈ {− 3

2
,−1,− 1

2
, 0, 1

2
, 1, 3

2
}

or (b, c) = (−2a,−1), a > 0, a /∈ { 1
3
, 1
2
, 1}

0 (1,2,2,1,1,0) �

(a, b) = (−1,−1), c /∈ {−1, 0, 1, 2, 3, 4}
or (a, b) = (−1, 2), c /∈ {−4,−3,−2,−1, 0, 1}
or (a, c) = (−1,−1), b /∈ {−1, 0, 1

2
, 1, 3

2
, 2, 3}

or (a, c) = (−1, 1), b /∈ {−2,−1,− 1
2
, 0, 1

2
, 1, 2}

or (a, c) = (−1,−b), −1 < b < 1, b /∈ {0, 1
2
}

0 (1,2,2,0,0,0) �

(a, b) = (−1, 1), c /∈ {−2,−1, 0, 1} 1 (1,1,3,2,0,0) �

(a, c) = (−1,−2b + 1), b /∈ {−1, 0, 1
2
, 1, 2}

or (b, c) = (−2a, 2a− 1), a /∈ {−1, 0, 1
3
, 1
2
}

0 (1,1,2,1,1,1) �

(b, c) = (−a,−1), a > 0, a 6= 1 1 (1,1,2,1,1,1) �

(a, c) = (−1,−b− 1), b /∈ {−2,−1, 0, 1
2
, 1, 2, 3}

or (a, c) = (−1,−b + 2), b /∈ {−2,−1, 0, 1
2
, 1, 3}

or (a, b) = (− 2
3
, 1
3
), c /∈ {− 4

3
,−1,− 1

3
, 0, 2

3
, 1}

or (b, c) = (−2a− 1,−1), a /∈ {− 3
2
,−1,− 2

3
,− 1

2
,− 1

3
, 0}

or (b, c) = (−2a,−1− a), a /∈ {−1,− 1
3
,− 1

4
, 0, 1

3
, 1
2
}

0 (1,1,2,1,0,0) �

(a, c) = (−1,−2b), b /∈ {−2,−1,− 1
2
, 0, 1

2
, 1, 2}

or (a, c) = (−1,−b + 1), b /∈ {−1, 0, 1
2
, 1, 2}

or (a, c) = (−1,−2b + 2), b /∈ {−1, 0, 1
2
, 1, 3

2
, 2, 3}

or (b, c) = (−2a, 3a− 1), a /∈ {−1, 0, 1
4
, 1
3
, 1
2
, 1}

or (b, c) = (−a− 1
2
,−1), a > − 1

4
a /∈ {0, 1

2
, 1, 3

2
}

0 (1,1,1,1,1,0) �

(b, c) = (−a,−1− a), a /∈ {−1,− 1
2
, 0, 1} 1 (1,0,2,3,1,0) �

(b, c) = −(2a + 1, a + 1), a /∈ {−2,−1,− 3
4
,− 2

3
,− 1

2
,− 1

3
, 0}

or (b, c) = (−2a− 1, 1), a /∈ {−2,−1,− 2
3
,− 1

2
,− 1

3
, 0, 1

2
}

or (b, c) = (−2a− 1, 2a), a /∈ {−2,−1,− 2
3
,− 1

2
,− 1

3
, 0, 1

2
}

or (b, c) = (a,−a− 1), a /∈ {−1,− 1
3
,− 1

4
, 0, 1

3
, 1
2
}

or (a, b) = (− 1
3
,− 1

3
), c /∈ {−1,− 2

3
, 0, 1

3
, 1, 4

3
}

0 (1,0,2,2,0,0) �

(b, c) = (−2a− 1, 3a + 2), −1 < a < − 1
3
,

a /∈ {− 3
4
,− 2

3
,− 1

2
}

0 (1,0,2,2,0,0) X
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Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

(b, c) = (−2a− 1, 3a + 1), a /∈ {−1,− 2
3
,− 1

2
,− 1

3
,− 1

4
, 0, 1} 0 (1,0,1,2,1,0) X

(b, c) = (−2a− 1, 2a + 2), a /∈ {− 3
2
,−1,− 2

3
,− 1

2
,− 1

3
, 0, 1}

or (b, c) = −(a + 1
2
, a + 1), a /∈ {−2,−1,− 3

4
,− 1

2
,− 1

4
, 0, 1

2
}
0 (1,0,1,2,1,0) �

(b, c) = (−a− 1
2
, 1), a > − 1

4
, a /∈ {0, 1

2
, 1, 3

2
}

or (b, c) = (−a− 1
2
, a), a /∈ {−1,− 1

2
,− 1

4
, 0, 1

4
, 1
2
, 1}

or (b, c) = (a,−3a− 1), a /∈ {−1,− 1
2
,− 1

3
,− 1

4
, 0, 1}

0 (1,0,0,2,2,0) �

(a, b, c) = (0,−1, 1) 0 (2,3,4,3,2,1) X

(a, b, c) = (0,−1,−1) 0 (2,3,4,2,0,0) �

(a, b, c) = (0,− 1
2
,−1) 0 (2,2,3,3,1,0) �

(a, b, c) = (− 1
2
, 0, 1

2
) 0 (2,2,3,3,1,0) X

(a, b, c) = (0,− 1
2
, 1) 0 (2,1,2,4,2,0) �

(a, b, c) = (− 1
2
, 0,− 1

2
) 0 (2,1,2,4,2,0) X

(a, b, c) = (−1,−1, 1) 0 (1,4,4,0,0,0) �

(a, b, c) = (−1, 1,−1) 1 (1,3,6,3,1,1) X

(a, b, c) ∈ {(−1, 1
2
,−1), (−1, 1

2
, 1)} 0 (1,3,3,2,2,0) �

(a, b, c) ∈ {(−1, 1
2
,− 1

2
), (−1, 2,−1)} 0 (1,3,3,1,1,0) �

(a, b, c) ∈ {(−1,−1,−1), (−1, 2, 1)} 0 (1,3,3,0,0,0) �

(a, b, c) = (−1, 1, 1) 1 (1,2,5,3,0,0) �

(a, b, c) ∈ {(−1,−1, 3), (−1, 2,−3)} 0 (1,2,4,2,1,1) �

(a, b, c) ∈ {(−1, 1
2
,− 3

2
), (−1, 1

2
, 3
2
)} 0 (1,2,3,2,1,0) �

(a, b, c) = (− 2
3
, 1
3
,−1) 0 (1,2,3,2,1,0) X

(a, b, c) ∈ {(−1, 3,−1), (−1,−2, 1)} 0 (1,2,3,1,0,0) �

(a, b, c) ∈ {(−1, 1
2
, 1
2
), (−1,−1, 2)} 0 (1,2,2,2,2,0) �

(a, b, c) ∈ {(−1,−1, 4),(−1, 2,−4),(−1, 3
2
,−1),(−1,− 1

2
, 1)} 0 (1,2,2,1,1,0) �

(a, b, c) = (−1, 1,−2) 1 (1,1,4,4,1,0) X

(a, b, c) ∈ {(− 2
3
, 1
3
, 1), (− 2

3
, 1
3
,− 4

3
), (− 1

3
,− 1

3
,−1)} 0 (1,1,3,2,0,0) �

(a, b, c) ∈ {(−1, 3,−4), (− 3
2
, 2,−1)} 0 (1,1,2,2,1,0) �

(a, b, c) = (− 1
4
,− 1

2
, 1
4
) 0 (1,1,2,2,1,0) X

(a, b, c) = (− 1
3
,− 1

3
,− 2

3
) 0 (1,0,4,4,0,0) �
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Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

(a, b, c) = (− 1
3
,− 1

3
, 1) 0 (1,0,4,4,0,0) X

(a, b, c) ∈ {(−2, 3, 1), ( 1
2
,−2, 1)} 0 (1,0,3,3,0,0) �

(a, b, c) = (− 3
4
, 1
2
,− 1

4
) 0 (1,0,3,3,0,0) X

(a, b, c) ∈ {(− 1
4
,− 1

4
, 3
4
), (− 1

4
,− 1

4
,− 3

4
)} 0 (1,0,2,3,1,0) �

(a, b, c) = ( 3
2
,−2, 1) 0 (1,0,1,3,2,0) �

(a, b, c) = (1,−3, 4) 0 (1,0,1,3,2,0) X

(a, b, c) ∈ {(1,− 3
2
, 1), (1, 1,−4)} 0 (1,0,0,3,3,0) �

Aa,b
6,14 ((a + b)e16 + e23 + e56, ae26, be36, e46, (a + b)e56, 0)

12

|a| ≤ |b|, a /∈ {−1, 0}, b /∈ {−1, 0,−a,− 3
2
a,−2a,

−(a + 1), −(a + 1
2
), −(a + 1

3
), −(2a + 1), − 1

2
(a + 1),

− 1
2
(3a + 1), − 1

3
(2a + 1)}

0 (1,0,0,0,0,0) �

b = −a, a > 0, a 6= 1 1 (2,1,1,2,1,0) �

b = 0, a /∈ {0,−1,− 1
2
,− 1

3
} 0 (2,1,0,0,0,0) �

b = −1, a /∈ {−1, 0, 1
3
, 1
2
, 2
3
, 1, 3

2
, 2}

or b = −2a, a /∈ {−1, 0, 1
4
, 1
3
, 1
2
, 1}

or b = −(a + 1), a ≥ − 1
2
, a /∈ {0, 1, 2}

0 (1,1,1,0,0,0) �

b = − 3
2
a, a /∈ {−2,−1, 0, 1

2
, 2
3
, 2
5
, 1, 2}

or b = −(2a + 1), a /∈ {−2,−1,− 3
4
,− 2

3
,− 1

2
,− 1

3
, 0}

0 (1,0,1,1,0,0) �

b = − 1
2
(3a + 1), a /∈ {−1,− 3

5
,− 1

2
,− 1

3
,− 1

5
, 0, 1

3
, 1}

or b = −(a + 1
2
), a ≥ − 1

4
, a /∈ {0, 1

2
, 1}

0 (1,0,0,1,1,0) �

b = −(a + 1
3
), a ≥ − 1

6
, a /∈ {0, 1

3
, 2
3
}, 0 (1,0,0,0,1,1) �

(a, b) = (0, 0) 1 (4,5,5,4,1,0) �

(a, b) = (0,−1) 0 (2,3,3,1,0,0) �

(a, b) = (−1, 1) 1 (2,2,3,4,2,0) �

(a, b) = (0,− 1
2
) 0 (2,1,1,3,2,0) �

(a, b) = (0,− 1
3
) 0 (2,1,0,1,2,1) �

(a, b) ∈ {(−1, 1
2
), (1,−2)} 0 (1,2,2,1,1,0) �

(a, b) ∈ {(−1,−1), (−1, 2)} 0 (1,2,2,0,0,0) �

(a, b) ∈ {(−1, 2
3
), ( 1

3
,− 2

3
)} 0 (1,1,2,1,1,1) �

12Aa,b
6,14
∼= Ab,a

6,14
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Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

(a, b) ∈ {(−1, 3
2
), (2,−3)} 0 (1,1,2,1,0,0) �

(a, b) ∈ {( 1
4
,− 1

2
), (−1, 1

3
)} 0 (1,1,1,1,1,0) �

(a, b) ∈ {(−2, 3), ( 1
2
,− 3

4
)} 0 (1,0,2,2,0,0) �

(a, b) ∈ {( 2
5
,− 3

5
)} 0 (1,0,1,2,1,0) X

(a, b) = (1,− 3
2
) 0 (1,0,1,2,1,0) �

(a, b) ∈ {(− 1
3
,− 1

3
), (− 1

5
,− 1

5
)} 0 (1,0,0,2,2,0) �

Aa
6,15 ((a + 1)e16 + e23, e26, ae36, e26 + e46, e36 + ae56, 0)

13 −1 < a ≤ 1, a /∈ {0,− 1
3
,− 1

2
,− 2

3
} 0 (1,0,0,0,0,0) �

a = 0 1 (2,2,1,0,0,0) �

a = −1 1 (1,2,4,2,1,1) X

a = −2 0 (1,1,2,1,0,0) �

a = −3 0 (1,0,1,1,0,0) �

a = − 3
2

0 (1,0,0,1,1,0) �

A6,16 (e16 + e23 + e46, e26, 0, e26 + e46, e36, 0) 1 (2,2,1,0,0,0) �

Aε,a6,17 (ae16 + e23 + εe46, ae26, 0, e36, e56, 0)

ε = 0, a /∈ {−1,− 1
2
, 0} 1 (2,2,1,0,0,0) �

ε = 0, a = 0 2 (3,6,6,3,1,0) �

ε = 1, a = 0 1 (3,4,4,3,1,0) �

ε = 0, a = −1 1 (2,3,4,3,1,0) �

ε = 0, a = − 1
2

1 (2,2,2,2,2,1) �

Aa,b
6,18 ((a + 1)e16 + e23, ae26, e36, e36 + e46, be56, 0)

14 a /∈ {−3,−2,− 3
2
,−1,− 1

2
, 0}, b /∈ {−2,−1, 0,−(a + 1),

−a,−(a + 2),−(a + 3),−(2a + 1),−(2a + 2),−(2a + 3)}
0 (1,0,0,0,0,0) �

a = 0, b /∈ {−3,−2,−1, 0} 0 (2,1,0,0,0,0) �

a = −1, b /∈ {−2,−1, 0, 1} 1 (1,1,2,1,0,0) �

13Aa
6,15
∼= A

1/a
6,15

14Aa,0
6,18 is decomposable.
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Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

a = −2, b /∈ {−2,−1, 0, 1, 2, 3}
or a = − 1

2
, b /∈ {− 5

2
,−2,− 3

2
,−1,− 1

2
, 0, 1

2
}

or b = −1, a /∈ {−3,−2,− 3
2
,−1,− 1

2
, 0, 1}

or b = −a, a /∈ {−3,−2,− 3
2
,−1,− 1

2
, 0, 1, 2}

0 (1,1,1,0,0,0) �

a = −3, b /∈ {−2,−1, 0, 1, 2, 3, 4, 5}
or b = −2, a /∈ {−3,−2,− 3

2
,−1,− 1

2
, 0, 1

2
, 1, 2}

or b = −(a + 1), a /∈ {−3,−2,− 3
2
,−1,− 1

2
, 0, 1}

or b = −(a + 2), a /∈ {−3,−2,− 3
2
,−1,− 1

2
, 0, 1}

or b = −(2a + 1), a /∈ {−3,−2,− 3
2
,−1,− 1

2
, 0, 1

2
, 1, 2}

0 (1,0,1,1,0,0) �

a = − 3
2
, b /∈ {−2,− 3

2
,−1, 0, 1

2
, 1, 3

2
, 2}

or b = −(a + 3), a /∈ {−3,−2,− 3
2
,−1,− 1

2
, 0, 1, 2}

or b = −(2a + 2), a /∈ {−3,−2,− 3
2
,−1,− 1

2
, 0, 1}

0 (1,0,0,1,1,0) �

b = −(2a + 3), a /∈ {−3,−2,− 3
2
,−1,− 1

2
, 0} 0 (1,0,0,0,1,1) �

(a, b) = (0,−1) 0 (2,2,3,2,0,0) �

(a, b) = (0,−2) 0 (2,1,2,3,1,0) �

(a, b) = (0,−3) 0 (2,1,0,1,2,1) �

(a, b) = (−1,−1) 1 (1,2,4,2,1,1) �

(a, b) = (−1, 1) 1 (1,2,4,2,0,0) �

(a, b) ∈ {(− 1
2
,−1), (−2,−1), (−2,−1)} 0 (1,2,2,1,1,0) �

(a, b) ∈ {(− 1
2
, 1
2
), (1,−1)} 0 (1,2,2,0,0,0) �

(a, b) = (−1,−2) 1 (1,1,3,3,1,0) �

(a, b) ∈ {(−3, 3), (− 1
2
,−2), (−2, 1)} 0 (1,1,2,1,1,1) �

(a, b) ∈
{(− 1

2
,− 3

2
), (− 1

2
,− 1

2
), (2,−2), (−3,−1), (−2,−2), (−2, 3)}

0 (1,1,2,1,0,0) �

(a, b) ∈ {(− 1
2
,− 5

2
), (− 3

2
,−1), (− 3

2
, 3
2
)} 0 (1,1,1,1,1,0) �

(a, b) ∈ {( 1
2
,−2),(1,−2),(1,−3),(−3,−2),(−3, 1),(−3, 2)} 0 (1,0,2,2,0,0) �

(a, b) = (−3, 5) 0 (1,0,2,2,0,0) X

(a, b) ∈ {(− 3
2
,−2), (− 3

2
, 2), (− 3

2
, 1
2
), (− 3

2
,− 1

2
), (−3, 4)} 0 (1,0,1,2,1,0) �

(a, b) = (2,−5) 0 (1,0,1,2,1,0) X

(a, b) ∈ {(− 3
2
,− 3

2
), (− 3

2
, 1), (1,−4)} 0 (1,0,0,2,2,0) �

Aa
6,19 ((a + 1)e16 + e23 + e56, ae26, e36, e36 + e46, (a + 1)e56, 0)

a /∈ {−3,−2,− 3
2
,− 4

3
,−1,− 2

3
,− 1

2
, 0} 0 (1,0,0,0,0,0) �
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Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

a = −1 1 (2,2,3,3,1,0) �

a = 0 0 (2,1,0,0,0,0) �

a = −2 0 (1,2,2,1,1,0) �

a = − 1
2

0 (1,1,1,0,0,0) �

a = − 3
2

0 (1,0,1,2,1,0) �

a ∈ {−3, − 2
3
} 0 (1,0,1,1,0,0) �

a = − 4
3

0 (1,0,0,0,1,1) �

Aa
6,20 (e16 + e23 + e46, 0, e36, e36 + e46, ae56, 0)

a /∈ {0,−1,−2,−3} 0 (2,1,0,0,0,0) �

a = −1 0 (2,2,2,1,0,0) �

a = −2 0 (2,1,1,2,1,0) �

a = −3 0 (2,1,0,1,2,1) �

Aa,b
6,21 (2ae16 + e23, ae26, e26 + ae36, e46, be56, 0)

15 −1 < b ≤ 1, b 6= 0, a /∈ {−1,− 1
3
,− 1

4
, 0,−b,

− 1
3
b,− 1

4
b,−(b + 1),− 1

3
(b + 1),− 1

4
(b + 1)}

0 (1,0,0,0,0,0) �

a = 0, −1 < b ≤ 1, b 6= 0 1 (2,2,2,1,0,0) �

a = −1, b /∈ {−1, 0, 1, 2} or b = −1, a > 0, a /∈ { 1
4
, 1
3
, 1} 0 (1,1,1,0,0,0) �

b = −(a + 1), −2 ≤ a < 0, a /∈ {−1,− 1
3
,− 1

4
}

or a = − 1
3
, b /∈ {−1,− 2

3
, 0, 1

3
}

0 (1,0,1,1,0,0) �

a = − 1
4
, b /∈ {−1,− 3

4
,− 1

4
, 1
4
, 3
4
, 1}

or b = −(3a + 1), − 2
3
≤ a < 0, a /∈ {− 1

2
,− 1

3
,− 1

4
}

0 (1,0,0,1,1,0) �

b = −(4a + 1), − 1
2
≤ a < 0, a /∈ {− 1

3
,− 1

4
} 0 (1,0,0,0,1,1) �

(a, b) = (0,−1) 1 (2,3,4,3,2,1) �

(a, b) ∈ {(−1,−1), (−1, 1)} 0 (1,2,2,0,0,0) �

(a, b) ∈ {(−1, 3), (− 1
3
, 1
3
)} 0 (1,1,2,1,1,1) �

(a, b) = (− 1
3
,−1) 0 (1,1,2,1,0,0) �

(a, b) ∈ {(−1, 2), (−1, 4), (− 1
4
,−1)} 0 (1,1,1,1,1,0) �

(a, b) ∈ {(− 1
3
,− 2

3
), (− 1

3
, 1)} 0 (1,0,2,2,0,0) �

15Aa,b
6,21
∼= A

a/b,1/b
6,21 , Aa,0

6,21 is decomposable.
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Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

(a, b) ∈ {(− 1
4
,− 3

4
), (− 1

3
, 4
3
)} 0 (1,0,1,2,1,0) �

(a, b) ∈ {(− 1
4
,− 1

4
), (− 1

4
, 1)} 0 (1,0,0,2,2,0) �

Aa
6,22 (2ae16 + e23 + e56, ae26, e26 + ae36, e46, 2ae56, 0)

a /∈ {−1,− 1
2
,− 1

3
,− 1

4
,− 1

5
,− 1

6
, 0} 0 (1,0,0,0,0,0) �

a = 0 1 (3,4,4,3,1,0) �

a = − 1
2
, −1 0 (1,1,1,0,0,0) �

a = − 1
3

0 (1,0,2,2,0,0) �

a = − 1
5
,− 1

4
0 (1,0,0,1,1,0) �

a = − 1
6

0 (1,0,0,0,1,1) �

Aε,a6,23 (2e16 + e23 + εe56, e26, e26 + e36, e36 + e46, (2 + a)e56, 0)

16

ε = 0, a /∈ {−7,−6,−5,−4,−3,−2} 0 (1,0,0,0,0,0) �

ε = 0, a = −3 0 (1,1,1,0,0,0) �

ε = 0, a ∈ {−4,−5} 0 (1,0,1,1,0,0) �

ε = 0, a = −6 0 (1,0,0,1,1,0) �

ε = 0, a = −7 0 (1,0,0,0,1,1) �

ε = 1, a = 0 0 (1,0,0,0,0,0) �

Aε6,24 (e23 + εe46, 0, e26, e36, e56, 0)

ε = 0 2 (2,3,3,2,1,0) �

ε = 1 1 (2,3,3,2,1,0) �

Aa,b
6,25 ((b + 1)e16 + e23, e26, be36, ae46, e46 + ae56, 0)

17 −1 < b ≤ 1, b /∈ {− 1
2
, 0}, a /∈ {−1,− 1

2
, 0,−b,−2(b + 1),

− 1
2
b,−(b+1),−(2b+1),− 1

2
(2b+1),−(b+2),− 1

2
(b+2)}

0 (1,0,0,0,0,0) �

a = 0, −1 < b ≤ 1, b /∈ {0,− 1
2
} 1 (2,2,1,0,0,0) �

b = 0, a /∈ {−2,−1,− 1
2
, 0} 0 (2,1,0,0,0,0) �

a = −1, b /∈ {−2,−1,− 1
2
, 0, 1

2
, 1, 2}

or b = −2, a /∈ {−1,− 1
2
, 0, 1, 3

2
, 2, 3}

0 (1,1,1,0,0,0) �

16The parameter α in Mubarakzyanov's class gα,ε,h6,23 can be normalised to 1 since g0,ε,06,23 is nilpotent and

g0,0,h6,23
∼= A0

6,24. A
0,−2
6,23 is decomposable.

17Aa,b
6,25
∼= A

a/b,1/b
6,25
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g Lie bracket z h∗(g) hf

a = −b− 2, b /∈ {−4,−2,− 3
2
,−1,− 1

2
, 0, 1}

or a = − 1
2
, b /∈ {−2,− 3

2
,−1,− 3

4
,− 1

2
,− 1

4
, 0, 1

2
, 1}

0 (1,0,1,1,0,0) �

b = −1, a > 0, a /∈ { 1
2
, 1} 1 (1,0,1,1,0,0) �

a = − 1
2
b− 1, b /∈ {−2,−1,− 2

3
,− 1

2
, 0, 1, 2}

or a = −2b− 2, −1 < b ≤ 1, b /∈ {− 3
4
,− 2

3
,− 1

2
, 0}

0 (1,0,0,1,1,0) �

a = −b− 1, −1 < b ≤ 1, b /∈ {− 1
2
, 0} 0 (1,0,0,0,1,1) �

(a, b) = (0, 0) 1 (3,4,3,1,0,0) �

(a, b) = (0,− 1
2
) 1 (2,3,3,2,1,0) �

(a, b) = (0,−1) 2 (2,2,2,2,2,1) �

(a, b) = (−1, 0) 0 (2,2,2,2,2,1) X

(a, b) ∈ {(− 1
2
, 0), (−2, 0)} 0 (2,1,1,2,1,0) �

(a, b) = (−1,− 1
2
) 0 (1,2,2,1,1,0) �

(a, b) = (− 1
2
,− 1

2
) 0 (1,1,2,1,1,1) �

(a, b) ∈ {(−1, 2), (− 1
2
,−2), (3,−2)} 0 (1,1,2,1,0,0) �

(a, b) ∈ {(−1,−2), (−1, 1)} 0 (1,2,2,0,0,0) �

(a, b) = (−1,−1) 1 (1,1,3,2,0,0) �

(a, b) ∈ {(−1, 1
2
), ( 3

2
,−2)} 0 (1,1,1,1,1,0) �

(a, b) = (− 1
2
,−1) 1 (1,0,2,3,1,0) �

(a, b) ∈ {(− 1
2
,− 3

2
), (− 1

2
,− 1

4
), (− 1

2
, 1), (−3, 1)} 0 (1,0,2,2,0,0) �

(a, b) = (− 1
2
,− 3

4
) 0 (1,0,1,2,1,0) �

(a, b) ∈ {(− 3
2
, 1), (− 2

3
,− 2

3
)} 0 (1,0,0,2,2,0) �

Aa
6,26 ((a+1)e16+e23+e56, e26, ae36, (a+1)e46, e46+(a+1)e56, 0)

18 −1 < a ≤ 1, a /∈ {0,− 1
2
,− 2

3
,− 3

4
} 0 (1,0,0,0,0,0) �

a = −1 1 (2,2,2,2,2,1) �

a = 0 0 (2,1,0,0,0,0) �

a = − 1
2

0 (1,1,1,0,0,0) �

a = − 2
3

0 (1,0,1,1,0,0) �

a = − 3
4

0 (1,0,0,1,1,0) �

18Aa
6,26
∼= A

1/a
6,26
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g Lie bracket z h∗(g) hf

Aε1,ε2,a6,27 ((ε2+a)e16+e23+ε1e
56, ε2e

26, ae36, e36+ae46, e46+ae56, 0)

19

ε1 = 0, ε2 = 1, a > 0 0 (1,0,0,0,0,0) �

ε1 = 0, ε2 = 1, a = 0 1 (2,2,2,1,0,0) �

ε1 ∈ {0, 1}, ε2 = 0, a = 1 0 (2,1,0,0,0,0) �

Aa
6,28 (2e16 + e23, e26, e26 + e36, ae46, e46 + ae56, 0)

a /∈ {−4,−3,−2,− 3
2
,−1,− 1

2
, 0} 0 (1,0,0,0,0,0) �

a = 0 1 (2,2,1,0,0,0) �

a = −1 0 (1,2,2,0,0,0) �

a = −3 0 (1,0,2,2,0,0) X

a = − 1
2

0 (1,0,1,1,0,0) �

a ∈ {−4,− 3
2
} 0 (1,0,0,1,1,0) �

a = −2 0 (1,0,0,0,1,1) �

A6,29 (2e16 + e23 + e56, e26, e26 + e36, 2e46, e46 + 2e56, 0) 0 (1,0,0,0,0,0) �

A6,30 (e23, 0, e26, e46, e46 + e56, 0) 1 (2,2,2,1,0,0) �

A6,31 (2e16 + e23, e26, e26 + e36, e36 + e46, e46 + e56, 0) 0 (1,0,0,0,0,0) �

Aa,b,c
6,32 (2ae16 + e23, ae26 − e36, e26 + ae36, be46, ce56, 0)

20

a > 0, |b| ≤ |c|, b /∈ {0,−4a}, c /∈ {0,−4a,−b,−(4a + b)} 0 (1,0,0,0,0,0) �

c = −b, a > 0, b > 0, b 6= 4a 0 (1,1,1,0,0,0) �

a = 0, 0 < b ≤ |c|, c 6= −b 1 (1,0,1,1,0,0) �

b = −4a, a > 0, c /∈ {0,±4a} 0 (1,0,0,1,1,0) �

c = −(4a + b), a > 0, b ≥ −2a, b 6= 0 0 (1,0,0,0,1,1) �

(a, c) = (0,−b), b > 0 1 (1,1,2,1,1,1) �

(b, c) = (−4a, 4a), a > 0 0 (1,1,1,1,1,0) �

(b, c) = (−4a,−4a), a > 0 0 (1,0,0,2,2,0) �

Aa,b
6,33 (2ae16 + e23 + e56, ae26 − e36, e26 + ae36,be46, 2ae56, 0)

19Aε1,ε2,a6,27
∼= A−ε1,−ε2,−a

6,27 , Aε1,0,06,27 is nilpotent.
20Aa,b,c

6,32
∼= Aa,c,b

6,32
∼= A−a,−b,−c

6,32 , Aa,0,c
6,32

∼= Aa,b,0
6,32 is decomposable, the parameter ε in Mubarakzyanov's

class g6,32 is redundant since g6,32 ∼= A6,33 for ε 6= 0.
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g Lie bracket z h∗(g) hf

21

a > 0, b /∈ {0,−2a,−4a,−6a} 0 (1,0,0,0,0,0) �

a = 0, b > 0 1 (2,1,1,2,1,0) �

b = −2a, a > 0 0 (1,1,1,0,0,0) �

b = −4a, a > 0 0 (1,0,0,1,1,0) �

b = −6a, a > 0 0 (1,0,0,0,1,1) �

Aε,a,b6,34

(2ae16 + e23 + εe56, ae26 − e36, e26 + ae36, (2a + b)e46,

e46 + (2a + b)e56, 0)

22

ε = 0, a > 0, b /∈ {−2a,−4a,−6a} 0 (1,0,0,0,0,0) �

ε = 0, b = −2a, a > 0 1 (2,2,1,0,0,0) �

ε = 0, a = 0, b > 0 1 (1,0,1,1,0,0) �

ε = 0, b = −6a, a > 0 0 (1,0,0,1,1,0) �

ε = 0, b = −4a, a > 0 0 (1,0,0,0,1,1) �

ε = 1, b = 0, a > 0 0 (1,0,0,0,0,0) �

ε ∈ {0, 1}, (a, b) = (0, 0) 2 (2,2,2,2,2,1) �

Aa,b,c
6,35 ((a + b)e16 + e23, ae26,be36, ce46 − e56, e46 + ce56, 0)

23 0 < a ≤ |b|, b /∈ {0,−a,−2a, }
c /∈ {0,− 1

2
a,− 1

2
b,−( 1

2
a + b),−( 1

2
b + a),−(a + b)}

0 (1,0,0,0,0,0) �

a = 0, b > 0, c /∈ {0,−b,− 1
2
b} 0 (2,1,0,0,0,0) �

b = −2a, a > 0, c /∈ {0,− 1
2
a, a, 3

2
a}

or c = 0, 0 < a ≤ |b|, b /∈ {−a,−2a}
0 (1,1,1,0,0,0) �

b = −a, a > 0, c > 0, c /∈ { 1
2
a} 1 (1,0,1,1,0,0) �

c = − 1
2
a, a > 0, b /∈ {0,−2a,−a,− 1

2
a, a} 0 (1,0,1,1,0,0) �

c = −( 1
2
a + b), a > 0, b /∈ {0,−2a,−a,− 1

2
a, a} 0 (1,0,0,1,1,0) �

c = −(a + b), 0 < a ≤ |b|, b /∈ {0,−2a,−a} 0 (1,0,0,0,1,1) �

(a, c) = (0, 0), b > 0 0 (2,2,2,1,0,0) �

(a, c) = (0,− 1
2
b), b > 0 0 (2,1,1,2,1,0) �

(a, c) = (0,−b), b > 0 0 (2,1,0,1,2,1) �

21Aa,b
6,33
∼= A−a,−b

6,33 , Aa,0
6,33 is decomposable.

22Aε,a,b6,34
∼= A−ε,−a,−b

6,34
23Aa,b,c

6,35
∼= Ab,a,c

6,35
∼= A−a,−b,−c

6,35 , A0,0,c
6,35 is decomposable.
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g Lie bracket z h∗(g) hf

(b, c) = (−2a, 0), a > 0 0 (1,2,2,1,1,0) �

(b, c) = (−2a, a), a > 0 0 (1,1,2,1,1,1) �

(b, c) = (−a, 0), a > 0 1 (1,1,2,1,1,1) �

(b, c) = (−2a,− 1
2
a), a > 0 0 (1,1,2,1,0,0) �

(b, c) = (−2a, 3
2
a), a > 0 0 (1,1,1,1,1,0) �

(b, c) = (−a, 1
2
a), a > 0 1 (1,0,2,3,1,0) �

(b, c) = (a,− 1
2
a), a > 0 0 (1,0,2,2,0,0) �

(b, c) = (a,− 3
2
a), a > 0 0 (1,0,0,2,2,0) �

Aa,b
6,36 (2ae16 + e23, ae26, e26 + ae36, be46 − e56, e46 + be56, 0)

a > 0, b /∈ {0,−2a,− 3
2
a,− 1

2
a} 0 (1,0,0,0,0,0) �

a = 0, b > 0 1 (2,2,2,1,0,0) �

b = 0, a > 0 0 (1,1,1,0,0,0) �

b = − 1
2
a, a > 0 0 (1,0,1,1,0,0) �

b = − 3
2
a, a > 0 0 (1,0,0,1,1,0) �

b = −2a, a > 0 0 (1,0,0,0,1,1) �

(a, b) = (0, 0) 1 (2,3,4,3,2,1) �

Aa,b,c
6,37 (2ae16+e23, ae26−e36, e26+ae36, be46−ce56, ce46+be56, 0)

24

a > 0, b /∈ {0,−2a}, c > 0, (b, c) /∈ {(−a, 1), (−3a, 1)} 0 (1,0,0,0,0,0) �

b = 0, a > 0, c > 0 0 (1,1,1,0,0,0) �

a = 0, b > 0, c > 0 1 (1,0,1,1,0,0) �

b = −2a, a > 0, c > 0 0 (1,0,0,0,1,1) �

(b, c) = (−a, 1), a > 0 0 (1,2,2,0,0,0) �

(a, b) = (0, 0), c > 0, c 6= 1 1 (1,1,2,1,1,1) �

(b, c) = (−3a, 1), a > 0 0 (1,0,2,2,0,0) X

(a, b, c) = (0, 0, 1) 1 (1,3,6,3,1,1) X

Aa
6,38

(2ae16 + e23, ae26 − e36, e26 + ae36, e26 + ae46 − e56,

e36 + e46 + ae56, 0)

24Aa,b,0
6,37

∼= Aa,b,b
6,32 , Aa,b,c

6,37
∼= Aa,b,−c

6,37
∼= A−a,−b,c

6,37 , Aa,0,0
6,37 is decomposable.
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g Lie bracket z h∗(g) hf

a > 0 0 (1,0,0,0,0,0) �

a = 0 1 (1,2,4,2,1,1) X

B6,1
25

(e16 + e23 + e56, e26, 0, e36, e56, 0) 1 (2,2,1,0,0,0) �

Nilradical A4,1 ⊕ R

Aa,b
6,39 ((b + 1)e16 + e45, e15 + (b + 2)e26, ae36, be46, e56, 0)

26 a /∈ {−1, 0}, b /∈ {−3,−2,− 4
3
,−1,− 1

2
, 0,−a,−(a + 3),

− 1
3
(a + 3),− 1

3
(a + 4),− 1

2
(a + 1),− 1

2
(a + 4)}

0 (1,0,0,0,0,0) �

b = 0, a /∈ {−4,−3,−1, 0} 0 (2,1,0,0,0,0) �

a = −1, b /∈ {−3,−2,− 3
2
,− 4

3
,−1,− 2

3
,− 1

2
, 0, 1}

or b = −3, a /∈ {−1, 0, 2, 3, 5, 6}
or b = − 1

2
, a /∈ {−3,− 5

2
,− 3

2
,−1, 0, 1

2
}

or b = −a, a /∈ {−1, 0, 1
2
, 1, 4

3
, 3
2
, 2, 3, 4}

0 (1,1,1,0,0,0) �

b = −2, a /∈ {−1, 0, 2, 3} 1 (1,0,1,1,0,0) �

b = −(a + 3), a /∈ {−5− 3,− 5
2
,−2,− 5

3
,−1, 0}

or b = − 1
2
(a + 1), a /∈ {−5,−1, 0, 1, 5

3
, 3, 5}

0 (1,0,1,1,0,0) �

b = −1, a /∈ {−2,−1, 0, 1} 0 (1,0,1,1,0,0) X

b = − 1
2
(a + 4), a /∈ {−6,−4,−3,−2,− 4

3
,−1, 0, 2, 4}

or b = − 4
3
, a /∈ {− 5

3
,− 4

3
,−1, 0, 1, 4

3
, 5
3
}

0 (1,0,0,1,1,0) �

b = − 1
3
(a + 1), a /∈ {−6,−3,− 3

2
,−1, 0, 1, 3

2
, 3, 6} 0 (1,0,0,1,1,0) X

b = − 1
3
(a + 4), a /∈ {−4,− 5

2
,−1, 0, 2, 5} 0 (1,0,0,0,1,1) �

(a, b) = (−1, 0) 0 (2,2,2,1,0,0) �

(a, b) = (−3, 0) 0 (2,1,1,2,1,0) X

(a, b) = (−4, 0) 0 (2,1,0,1,2,1) �

(a, b) ∈ {(−1,−3), (−1,− 1
2
), (−1, 1), ( 1

2
,− 1

2
), (3,−3)} 0 (1,2,2,0,0,0) �

(a, b) = (−1,−2) 1 (1,1,3,2,0,0) �

(a, b) = (1,−1) 0 (1,1,3,2,0,0) X

(a, b) ∈ {(−1,−1), (− 5
2
,− 1

2
), (5,−3)} 0 (1,1,2,1,1,1) �

(a, b) = (2,−2) 1 (1,1,2,1,1,1) �

(a, b) ∈ {−(1, 4
3
),−(1, 3

2
),−(3, 1

2
),(2,−3),( 4

3
,− 4

3
),(4,−4)} 0 (1,1,1,1,1,0) �

25B6,1 is denoted by n6,8 in [Sha].
26A0,b

6,39 is decomposable.
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g Lie bracket z h∗(g) hf

(a, b) ∈ {(− 3
2
,− 1

2
), (−1,− 2

3
), ( 3

2
,− 3

2
), (6,−3)} 0 (1,1,1,1,1,0) X

(a, b) = (3,−2) 1 (1,0,2,3,1,0) X

(a, b) = (−2,−1) 0 (1,0,2,3,1,0) X

(a, b) = (−5, 2) 0 (1,0,2,2,0,0) �

(a, b) = {( 5
3
,− 4

3
), (− 5

3
,− 4

3
)} 0 (1,0,1,2,1,0) �

(a, b) = (− 4
3
,− 4

3
) 0 (1,0,0,2,2,0) �

(a, b) = (−6, 1), (1,− 4
3
) 0 (1,0,0,2,2,0) X

Aa
6,40 ((a+1)e16+e45, e15+(a+2)e26+e36, (a+2)e36, ae46, e56, 0)

a /∈ {−3,− 5
2
,−2,− 3

2
,− 4

3
,− 5

4
,−1,− 1

2
, 0} 0 (1,0,0,0,0,0) �

a = −2 1 (2,1,1,2,1,0) �

a = 0 0 (2,1,0,0,0,0) �

a = −1 0 (1,1,2,1,0,0) �

a ∈ {−3, − 1
2
} 0 (1,1,1,0,0,0) �

a = − 5
2

0 (1,0,1,1,0,0) �

a = − 4
3

0 (1,0,0,1,1,0) �

a = − 5
4

0 (1,0,0,1,1,0) X

a = − 3
2

0 (1,0,0,0,1,1) �

Aa
6,41 ((a + 1)e16 + e45, e15 + (a + 2)e26, ae36 + e46, ae46, e56, 0)

a /∈ {−3,−2,− 3
2
,− 4

3
,−1,− 3

4
,− 1

2
,− 1

3
, 0} 0 (1,0,0,0,0,0) �

a = 0 1 (2,2,1,0,0,0) �

a = −1 0 (1,1,2,1,1,1) �

a ∈ {−3,− 1
2
} 0 (1,1,1,0,0,0) �

a = −2 1 (1,0,1,1,0,0) �

a ∈ {− 3
2
,− 1

3
} 0 (1,0,1,1,0,0) �

a = − 4
3

0 (1,0,0,1,1,0) �

a = − 3
4

0 (1,0,0,1,1,0) X

Aa
6,42 ((a + 1)e16 + e45, e15 + (a + 2)e26, e36 + e56, ae46, e56, 0)

a /∈ {−4,−3,− 5
2
,−2,− 5

3
,− 4

3
,−1,− 1

2
, 0} 0 (1,0,0,0,0,0) �
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g Lie bracket z h∗(g) hf

a = 0 0 (2,1,0,0,0,0) �

a = −1 0 (1,1,3,2,0,0) X

a ∈ {−3,− 1
2
} 0 (1,1,1,0,0,0) �

a = −4 0 (1,0,1,1,0,0) �

a = −2 1 (1,0,1,1,0,0) �

a ∈ {− 5
2
,− 4

3
} 0 (1,0,0,1,1,0) �

a = − 5
3

0 (1,0,0,0,1,1) �

A6,43 (e45, e15 + e26 + e36, e36 + e56,−e46, e56, 0) 0 (1,1,2,1,0,0) �

Aa
6,44 (2e16 + e45, e15 + 3e26, ae36, e46 + e56, e56, 0)

a /∈ {0,−1,−3,−4,−6,−7} 0 (1,0,0,0,0,0) �

a = −1 0 (1,1,1,0,0,0) �

a ∈ {−4,−3} 0 (1,0,1,1,0,0) �

a = −6 0 (1,0,0,1,1,0) �

a = −7 0 (1,0,0,0,1,1) �

A6,45 (2e16 + e45, e15 + 3e26 + e36, 3e36, e46 + e56, e56, 0) 0 (1,0,0,0,0,0) �

A6,46 (2e16 + e45, e15 + 3e26, e36 + e46, e46 + e56, e56, 0) 0 (1,0,0,0,0,0) �

Aε,a6,47 (e16 + e45, e15 + e26 + εe46, ae36, e46, 0, 0)

ε ∈ {0,±1}, a /∈ {0,−1,−2,−3} 0 (2,1,0,0,0,0) �

ε ∈ {0,±1}, a = −1 0 (2,2,2,1,0,0) �

ε ∈ {0,±1}, a = −2 0 (2,1,1,2,1,0) X

ε ∈ {0,±1}, a = −3 0 (2,1,0,1,2,1) X

A6,48 (e16 + e45, e15 + e26 + e36, e36, e46, 0, 0)

Aε6,49 (e16 + e45, e15 + e26 + εe46, e56, e46, 0, 0), ε ∈ {0,±1} 1 (2,2,1,0,0,0) �

Aε6,50 (e16 + e45, e15 + e26 + εe36, e36 + e46, e46, 0, 0), ε ∈ {0,±1} 0 (2,1,0,0,0,0) �

Aε6,51 (e45, e15 + εe46, e36, 0, 0, 0) , ε = ±1 27 1 (3,4,4,3,1,0) X

Aε6,52 (e45, e15 + εe46, e36, e56, 0, 0), ε ∈ {0,±1} 1 (2,3,3,2,1,0) �

Nilradical A5,1

27A0
6,51 is decomposable.
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g Lie bracket z h∗(g) hf

A6,53 (e35, e45, e36, e46,−e56, 0) 2 (1,0,3,5,2,0) �

Aa,b
6,54 (e16 + e35, be26 + e45, (1− a)e36, (b− a)e46, ae56, 0)

28 −1 < b ≤ 1, b /∈ {− 1
2
, 0}, a /∈

{−1, 0, 1, 2,±b, 2b, 1
2
(b+1),±(b+1), b+ 1

2
, 1
2
b+1, 2(b+1)}

0 (1,0,0,0,0,0) �

a = 0, −1 < b ≤ 1, b /∈ {− 1
2
,−1, 0}

or a = 1, b /∈ {−2,−1,− 1
2
, 0, 1

2
, 1}

0 (2,1,0,0,0,0) �

a = b + 1, −1 < b < 1, b /∈ {− 1
2
, 0} 0 (1,1,1,1,1,0) X

a = −1, b /∈ {−4,−3,−2,− 3
2
,−1,− 1

2
, 0, 1}

or a = 2, b /∈ {−3,−2,−1,− 1
2
, 0, 1, 3

2
, 2, 3}

or a = 1
2
(b + 1), −1 < b < 1, b /∈ {− 1

2
,− 1

3
, 0, 1

3
}

0 (1,1,1,0,0,0) �

b = 0, a /∈ {−1, 0, 1
2
, 1, 2} 1 (1,0,1,1,0,0) �

a = −(b + 1), −1 < b ≤ 1, b /∈ {− 3
4
,− 1

2
,− 1

3
, 0}

or b = −1, a > 0, a /∈ { 1
2
, 1, 2}

or a = b + 1
2
, b /∈ {−2,− 3

2
,−1,− 3

4
,− 1

2
,− 1

4
, 0, 1

2
, 1, 3

2
}

0 (1,0,1,1,0,0) �

b = −2, a /∈ {−4,−2,− 3
2
,−1,− 1

2
, 0, 1, 2} 0 (1,0,0,1,1,0) �

a = 2(b + 1), −1 < b ≤ 1, b /∈ {− 2
3
,− 1

2
, 0} 0 (1,0,0,0,1,1) �

(a, b) = (0, 0) 1 (3,4,3,1,0,0) �

(a, b) = (1, 1) 0 (3,3,1,0,0,0) �

(a, b) = (0,−1) 0 (2,3,4,3,2,1) X

(a, b) = (1, 0) 1 (2,2,3,3,1,0) X

(a, b) ∈ {(1,−1), (2, 2)} 0 (2,2,2,1,0,0) �

(a, b) ∈ {(1,−2), (0,−2)} 0 (2,1,1,2,1,0) �

(a, b) = (1,− 1
2
) 0 (2,1,0,1,2,1) �

(a, b) = (2, 1) 0 (1,3,3,1,1,0) X

(a, b) = (2,−2) 0 (1,2,2,1,1,0) �

(a, b) = (−1,−2) 0 (1,2,2,2,2,0) X

(a, b) ∈ {(2, 3), (−1,−3), (−1, 1)} 0 (1,2,2,0,0,0) �

(a, b) ∈ {(−1, 0), ( 1
2
, 0)} 1 (1,1,3,2,0,0) �

(a, b) ∈ {(−1,− 3
2
), (2, 0)} 1 (1,1,2,1,1,1) �

28Aa,b
6,54
∼= A

a/b,1/b
6,54
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(a, b) ∈ {(−1,−4), (2,−3), (2,−1), (2, 3
2
)} 0 (1,1,2,1,0,0) �

(a, b) ∈ {(2,− 1
2
), ( 1

4
,− 1

2
)} 0 (1,1,1,1,1,0) �

(a, b) ∈ {( 3
2
, 1), ( 1

2
,−1)} 0 (1,0,2,2,0,0) �

(a, b) = ( 1
3
,− 4

3
) 0 (1,0,2,2,0,0) X

(a, b) = (− 3
2
,−2) 0 (1,0,1,2,1,0) X

Aa
6,55 (e16 + e35 + e46, (a + 1)e26 + e45, (1− a)e36, e46, ae56, 0)

a /∈ {−4,−3,−2,− 3
2
,−1,− 1

2
, 0, 1, 2, 3} 0 (1,0,0,0,0,0) �

a ∈ {0, 1} 0 (2,1,0,0,0,0) �

a = −2 0 (1,1,2,1,0,0) �

a = −1 1 (1,1,2,1,0,0) �

a ∈ {− 1
2
, 2} 0 (1,1,1,0,0,0) �

a = 3 0 (1,0,1,1,0,0) �

a ∈ {−3,− 3
2
} 0 (1,0,0,1,1,0) �

a = −4 0 (1,0,0,0,1,1) �

Aa
6,56 (e16+e35, (1−b)e26+e36+e45, (1−a)e36, (1−2a)e46, ae56, 0)

a /∈ {−1, 0, 1
2
, 2
3
, 3
4
, 1, 4

3
, 3
2
, 2, 3} 0 (1,0,0,0,0,0) �

a = 1 1 (2,2,3,3,1,0) X

a ∈ {0, 1
2
} 0 (2,1,0,0,0,0) �

a = 2 0 (1,1,2,1,0,0) �

a ∈ {−1, 2
3
} 0 (1,1,1,0,0,0) �

a = 3
4

0 (1,0,1,1,0,0) �

a ∈ { 3
2
, 3} 0 (1,0,0,1,1,0) �

a = 4
3

0 (1,0,0,0,1,1) �

Aa
6,57 (e16 + e35, 2ae26 + e45, (1− a)e36, ae46 + e56, ae56, 0)

a /∈ {−1,− 2
3
,− 1

2
,− 1

3
,− 1

4
, 0, 1, 2} 0 (1,0,0,0,0,0) �

a = 0 1 (2,2,2,1,0,0) �

a = 1 0 (2,1,0,0,0,0) �

a = −1 0 (1,1,1,1,1,0) �
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g Lie bracket z h∗(g) hf

a = 2 0 (1,1,1,0,0,0) �

a ∈ {− 1
2
,− 1

3
} 0 (1,0,1,1,0,0) �

a = − 1
4

0 (1,0,0,1,1,0) �

a = − 2
3

0 (1,0,0,0,1,1) �

Aε6,58
(3e16 + e35, 2e26 + e36 + e45, 2e36, e46 + εe56, e56, 0),

ε ∈ {0, 1}
0 (1,0,0,0,0,0) �

A6,59
29

(e16 + e35, e45 + e46, e36, e56, 0, 0) 1 (2,2,2,1,0,0) �

A6,60
30

(e16 + e35 + e46, 2e26 + e45, 0, e46 + e56, e56, 0) 0 (2,1,0,0,0,0) �

Aa
6,61 (2e16 + e35, 2ae26 + e45, e36 + e56, (2a− 1)e46, e56, 0)

a /∈ {−2,− 3
2
,−1,− 3

4
,− 1

2
, 0, 1

4
, 1
2
} 0 (1,0,0,0,0,0) �

a = 1
2

0 (2,1,0,0,0,0) �

a = 0 1 (1,1,2,1,0,0) �

a = − 1
2

0 (1,1,1,1,1,0) �

a = 1
4

0 (1,1,1,0,0,0) �

a ∈ {−1,− 3
2
} 0 (1,0,1,1,0,0) �

a = −2 0 (1,0,0,1,1,0) �

a = − 3
4

0 (1,0,0,0,1,1) �

Aε6,62 (2e16 + e35, e26 + e36 + e45, e36 + εe56, 0, e56, 0), ε ∈ {0, 1} 0 (2,1,0,0,0,0) �

Aa
6,63 (e16 + e35, ae26 + e45 + e46, e36, ae46, 0, 0)

a /∈ {−2,−1,− 1
2
, 0} 0 (2,1,0,0,0,0) �

a = 0 1 (3,4,3,1,0,0) �

a = −1 0 (2,2,2,2,2,1) X

a ∈ {−2,− 1
2
} 0 (2,1,1,2,1,0) �

Aε6,64
31

(e16 + e35 + e46, e26 + εe36 + e45, e36, e46, 0, 0), ε = ±1 0 (2,1,0,0,0,0) �

Aε,a6,65 (εe16+e35, e16+εe26+e45, (ε−a)e36, e36+(ε−a)e46, ae56, 0)

ε = 1, a /∈ {−2,−1, 0, 1, 3
2
, 2} 0 (1,0,0,0,0,0) �

29The parameter h in Mubarakzyanov's class g6,59 is redundant since it can be normalised for h 6= 0 and
g6,59 = A0

6,63 for h = 0.
30The parameter ω in Mubarakzyanov's class g6,60 is redundant since g6,60 = A1

6,55 for ω = 0.
31A0

6,64 = A0
6,55
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Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

ε = 1, a = 1 0 (2,2,1,0,0,0) �

ε = 1, a = 0 0 (2,1,0,0,0,0) �

ε = 1, a = 2 0 (1,1,1,1,1,0) X

ε = 1, a = −1 0 (1,1,1,0,0,0) �

ε = 0, a = 1 1 (1,0,1,2,1,0) �

ε = 1, a ∈ {−2, 3
2
} 0 (1,0,1,1,0,0) �

A6,66 (2e16 + e35, e16 + 2e26 + e45, e36 + e56, e36 + e46, e56, 0) 0 (1,0,0,0,0,0) �

Aε6,68
32 (e16 + e35 + ae46, e16 + e26 + e45, e36, e36 + e46, 0, 0),

ε ∈ {0, 1}
0 (2,1,0,0,0,0) �

A6,69 (e16 + e35, e16 + e26 + e45 + e46, e36, e36 + e46, 0, 0) 0 (2,1,0,0,0,0) �

Aa,b
6,70

(be16 − e26 + e35, e16 + be26 + e45, (b− a)e36 − e46,

e36 + (b− a)e46, ae56, 0)

a > 0, b /∈ {− 1
2
a, 0, 1

4
a, 1

2
a, a} 0 (1,0,0,0,0,0) �

a = 0, b > 0 0 (2,1,0,0,0,0) �

b = 1
2
a, a > 0, 0 (1,1,1,1,1,0) X

b = a, a > 0 0 (1,1,1,0,0,0) �

b = − 1
2
a, a > 0 or b = 0, a > 0 0 (1,0,1,1,0,0) �

b = 1
4
a, a > 0 0 (1,0,0,0,1,1) �

(a, b) = (0, 0) 0 (2,3,4,3,2,1) X

Nilradical A5,2

Aa
6,71 ((a+3)e16+e25, (a+2)e26+e35, (a+1)e36+e45, ae46, e56, 0)

a /∈ {−4,−3,− 7
3
,−2,− 7

4
,− 3

2
,−1,− 1

2
, 0} 0 (1,0,0,0,0,0) �

a = 0 0 (2,1,0,0,0,0) �

a = − 3
2

0 (1,1,1,1,1,0) X

a ∈ {−4,− 1
2
} 0 (1,1,1,0,0,0) �

a = −3 1 (1,0,1,1,0,0) �

a = −2 0 (1,0,1,1,0,0) �

a = −1 0 (1,0,1,1,0,0) X

32Mubarakzyanov's class g6,67 is redundant since gh6,67 ∼= A
1,1/2
6,65 for all h ∈ R.

190



Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

a = − 7
3

0 (1,0,0,1,1,0) �

a = − 7
4

0 (1,0,0,0,1,1) �

A6,72 (4e16 + e25, 3e26 + e35, 2e36 + e45, e46 + e56, e56, 0) 0 (1,0,0,0,0,0) �

Aε6,73 (e16+e25+ εe36, e26+e35+ εe46, e36+e45, e46, 0, 0), ε = ±1 0 (2,1,0,0,0,0) �

A6,74 (e16 + e25, e26 + e35, e36 + e45, e46, 0, 0) 0 (2,1,0,0,0,0) �

A6,75 (e16 + e25 + e46, e26 + e35, e36 + e45, e46, 0, 0) 0 (2,1,0,0,0,0) �

Bε,a6,2
33 (e16 + e25 + εe36 +ae46, e26 + e35 + εe46, e36 + e45, e46, 0, 0),

ε = ±1, a 6= 0
0 (2,1,0,0,0,0) �

Nilradical A5,3

Aa
6,76 ((2a+1)e16+e25, (a+1)e26+e45, e24+(a+2)e36, e46, ae56, 0)

34 −1 < a ≤ 1, a /∈ {0,− 1
3
,− 1

2
,− 4

5
} 0 (1,0,0,0,0,0) X

a = 0 0 (2,1,0,0,0,0) X

a = −1 0 (1,1,2,1,1,1) �

a = −3 0 (1,1,1,0,0,0) X

a = −2 1 (1,0,1,1,0,0) X

a = − 4
5

0 (1,0,0,1,1,0) X

Aε6,77 (e16 + e25 + εe46, e26 + e45, e24 + 2e36, e46, 0, 0), ε = ±1 0 (2,1,0,0,0,0) X

A6,78 (−e16 + e25, e45, e24 + e36 + e46, e46,−e56, 0) 0 (1,1,2,1,1,1) �

A6,79 (3e16 + e25 + e36, 2e26 + e45, e24 + 3e36, e46, e46 + e56, 0) 0 (1,0,0,0,0,0) X

Ba
6,3

(2ae16 + e45, e15 + 3ae26 + e36, e14 − e26 + 3ae36,

ae46 − e56, e46 + ae56, 0)

35

a 6= 0 0 (1,0,0,0,0,0) X

a = 0 0 (1,1,2,1,1,1) �

Bε6,4 (e45, e15 + e36, e14 − e26 + εe56,−e56, e46, 0), ε = ±1 0 (1,1,2,1,1,1) �

Nilradical A5,4

33B6,2 is denoted by n6,76 in [Sha].
34Aa

6,76
∼= A

1/a
6,76, A

0
6,76 = A0

6,77
35B6,3 and B6,4 are denoted by n6,83 and n6,84 in [Sha], Mubarakzyanov's classes g6,80 and g6,81 are

redundant since g6,80 ∼= A0
6,76 and gε6,81 ∼= Aε6,77.
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Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

Aε,a,b6,82

(2εe16 + e24 + e35, (ε+ a)e26, (ε+ b)e36, (ε− a)e46,

(ε− b)e56, 0)

36

ε = 1, 0 ≤ a ≤ b, a /∈ {1, 5}, b /∈ {1, 5, 2± a, 4± a} 0 (1,0,0,0,0,0) �

ε = 1, a = 1, b ≥ 0, b /∈ {1, 3, 5} 0 (2,1,0,0,0,0) �

ε = 1, b = a + 2, a > −1, a /∈ {0, 1, 3, 5} 0 (1,1,1,0,0,0) �

ε = 1, b = a + 4, a ≥ −2, a /∈ {−1, 0, 1, 5} 0 (1,0,1,1,0,0) �

ε = 1, a = 5, b ≥ 0, b /∈ {1, 3, 5, 7, 9} 0 (1,0,0,1,1,0) �

ε = 1, (a, b) = (1, 1) 0 (3,3,1,0,0,0) �

ε = 1, (a, b) = (1, 3) 0 (2,2,2,1,0,0) �

ε = 1, (a, b) = (1, 5) 0 (2,1,1,2,1,0) �

ε = 1, (a, b) = (0, 2) 0 (1,2,2,0,0,0) �

ε = 1, (a, b) ∈ {(5, 3), (5, 7)} 0 (1,1,1,1,1,0) �

ε = 1, (a, b) = (0, 4) 0 (1,0,2,2,0,0) �

ε = 1, (a, b) = (5, 9) 0 (1,0,1,2,1,0) X

ε = 1, (a, b) = (5, 5) 0 (1,0,0,2,2,0) �

ε = 0, a = 1, 0 < b < 1 1 (1,1,2,1,1,1) X

ε = 0, (a, b) = (1, 0) 1 (3,3,2,3,3,1) X

ε = 0, (a, b) = (1, 1) 1 (1,3,6,3,1,1) X

Aε,a6,83

(2εe16 + e24 + e35, (ε+ a)e26, e26 + (ε+ a)e36,

(ε− a)e46 − e56, (ε− a)e56, 0)

37

ε = 1, a ≥ 0, a /∈ {1, 2, 5} 0 (1,0,0,0,0,0) �

ε = 1, a = 1 0 (2,2,1,0,0,0) �

ε = 1, a = 2 0 (1,0,1,1,0,0) �

ε = 1, a = 5 0 (1,0,0,1,1,0) �

ε = 0, a = 1 1 (1,1,2,1,1,1) �

A6,84 (e24 + e35, e26, e56,−e46, 0, 0) 1 (2,2,2,2,2,1) X

Aa
6,85 (2e16 + e24 + e35, (a + 1)e26, e36 + e56, (1− a)e46, e56, 0)

36Aε,a,b6,82
∼= Aε,b,a6,82

∼= Aε,−a,b
6,82

∼= Aε,a,−b
6,82

37A0,0
6,83 is nilpotent, Aε,a6,83

∼= Aε,−a
6,83 .
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Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

a ≥ 0, a /∈ {1, 2, 4, 5} 0 (1,0,0,0,0,0) �

a = 1 0 (2,1,0,0,0,0) �

a = 2 0 (1,1,1,0,0,0) �

a = 4 0 (1,0,1,1,0,0) �

a = 5 0 (1,0,0,1,1,0) �

A6,87
38

(2e16 + e24 + e35, e26, e36 + e56, e36 + e46, e26 + e56, 0) 0 (1,0,0,0,0,0) �

Aε,a,b6,88

(2εe16 + e24 + e35, (ε+ a)e26 − be36,be26 + (ε+ a)e36,

(ε− a)e46 − be56, be46 + (ε− a)e56, 0)

39

ε = 1, a ≥ 0, a /∈ {1, 2}, b > 0 0 (1,0,0,0,0,0) �

ε = 1, a = 1, b > 0 0 (1,1,1,0,0,0) �

ε = 1, a = 2, b > 0 0 (1,0,1,1,0,0) �

ε = 0, a = 1, b > 0 1 (1,1,2,1,1,1) X

ε = 0, (a, b) = (0, 1) 1 (1,3,6,3,1,1) X

Aε,a,b6,89

(2εe16 + e24 + e35, (ε+ b)e26, εe36 − ae56, (ε− b)e46,

ae36 + εe56, 0)

40

ε = 1, a > 0, b ≥ 0, b /∈ {1, 5} 0 (1,0,0,0,0,0) �

ε = 1, b = 1, a > 0 0 (2,1,0,0,0,0) �

ε = 1, b = 5, a > 0 0 (1,0,0,1,1,0) �

ε = 0, a = 1, b 6= 0 1 (1,1,2,1,1,1) X

ε = 0, (a, b) = (1, 0) 1 (3,3,2,3,3,1) X

Aε,a6,90

(2εe16 + e24 + e35, εe26 + e46, εe36 + ae56, εe46,

−ae36 + εe56, 0)

41

ε = 1, a ∈ R 0 (1,0,0,0,0,0) �

ε = 0, a = ±1 1 (2,2,2,2,2,1) X

Aε,a6,93

(2εe16 + e24 + e35, εe26 − ae56, εe36 − ae46 − e56,

e26 + ae36 + εe46, ae26 + εe56, 0)

38Mubarakzyanov's class g6,86 is redundant since g6,86 = A1,0
6,83.

39Aε,a,06,88
∼= Aε,a,a6,82 and Aε,a,b6,88

∼= Aε,−a,b
6,88

∼= Aε,a,−b
6,88

40Aε,0,b6,89
∼= Aε,b,06,82 and Aε,a,b6,89

∼= Aε,−a,b
6,89

∼= Aε,a,−b
6,89

41The Lie brackets of Mubarakzyanov's classes g6,90, g6,91 = A0,1
6,90 and g6,93 are corrected in [Sha,

Appendix G].
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Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

42

ε = 1, a ≥ 0 0 (1,0,0,0,0,0) �

ε = 0, a = 1 1 (1,1,2,1,1,1) �

Ba,b
6,5

43 (2e16 + e24 + e35, e26 + ae46, e36 + be56,−ae26 + e46,

−be36 + e56, 0), a > 0, |b| < |a|
0 (1,0,0,0,0,0) �

Ba
6,6 (e24 + e35, e46, ae56,−e26,−ae36, 0)

44 −1 < a < 1, a 6= 0 1 (1,1,2,1,1,1) X

a = ±1 1 (1,3,6,3,1,1) X

Nilradical A5,5

Aa
6,94 ((a + 2)e16 + e25 + e34, (a + 1)e26 + e35, ae36, 2e46, e56, 0)

a /∈ {−5,−3,−2,− 5
3
,− 3

2
,− 4

3
,−1,− 1

2
, 0} 0 (1,0,0,0,0,0) �

a = 0 0 (2,1,0,0,0,0) �

a = −2 1 (1,1,2,1,1,1) X

a = −3 0 (1,1,1,1,1,0) X

a = − 1
2

0 (1,1,1,0,0,0) �

a = −1 0 (1,0,1,1,0,0) X

a ∈ {−5,− 3
2
} 0 (1,0,1,1,0,0) �

a = − 5
3

0 (1,0,0,1,1,0) X

a = − 4
3

0 (1,0,0,1,1,0) �

A6,95 (2e16 + e25 + e34 + e46, e26 + e35, 0, 2e46, e56, 0) 0 (2,1,0,0,0,0) �

A6,96 (3e16 + e25 + e34, 2e26 + e35 + e46, e36 + e56, 2e46, e56, 0) 0 (1,0,0,0,0,0) �

A6,97 (4e16 + e25 + e34, 3e26 + e35, 2e36, e36 + 2e46, e56, 0) 0 (1,0,0,0,0,0) �

Aε6,98 (e16 + e25 + εe26 + e34, e26 + e35, e36, εe56, 0, 0)

ε = 0 0 (3,3,1,0,0,0) �

42Mubarakzyanov's class g6,92 is redundant since

gα,µ0,ν0
6,92

∼= gα,
√
−µ0ν0,

√
−µ0ν0

6,82 for µ0ν0 < 0 and µ0 = 0, ν0 = 0,

gα,µ0,ν0
6,92

∼= g
α,0,
√
µ0ν0

6,88 for µ0ν0 > 0,

gα,µ0,ν0
6,92

∼= gα,06,83 for µ0 = 0, ν0 6= 0 and µ0 6= 0, ν0 = 0.

43B6,5 is denoted by n6,95 in [Sha], Ba,b
6,5
∼= Bb,a

6,5
∼= B−a,−b

6,5 , Ba,a
6,5
∼= A

1/a
6,92∗ where A6,92∗ is the class

mentioned in [CS].
44B6,6 is denoted by n6,96 in [Sha], Ba

6,6
∼= B

1/a
6,6 , B

0
6,6
∼= A0,1,0

6,89 , B
1
6,6
∼= A0

6,92∗ .
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Table 7.7: Indecomposable 6-dim. Lie algebras with 5-dim. non-Abelian nilradical

g Lie bracket z h∗(g) hf

ε = 1 0 (2,2,1,0,0,0) �

Nilradical A5,6

A6,99 (5e16 + e25 + e34, 4e26 + e35, 3e36 + e45, 2e46, e56, 0) 0 (1,0,0,0,0,0) X

Table 7.8: Indecomposable nilpotent almost Abelian 7-dim. Lie algebras

g [Gong] Lie bracket z h∗(g) cocalibrated calibrated

n7,1 (37A)
(
e47, e57, e67, 0, 0, 0, 0

)
3 (4, 12, 18, 18, 12, 4, 1) X �

n7,2 (247A)
(
e27, e37, 0, e57, e67, 0, 0

)
2 (3, 7, 13, 13, 7, 3, 1) X X

n7,3 (2457A)
(
e27, e37, e47, 0, e67, 0, 0

)
2 (3, 7, 10, 10, 7, 3, 1) X �

n7,4 (123457A)
(
e27, e37, e47, e57, e67, 0, 0

)
1 (2, 4, 6, 6, 4, 2, 1) X �

Table 7.9: Direct sums of a four-dimensional and a two-dimensional Lie algebra admitting

a half-�at SU(3)-structure which are not a sum of two three-dimensional Lie algebras and

so are not contained in [SH]

Lie

algebra
Half-�at SU(3)-structure 45

A4,1 ⊕ r2

ω = −e16 + e25 − e34,

ρ = e123 − e145 + e156 − e246 + e345 − 2e356,

g = (e1)2 + (e2)2 + 2(e3)2 + (e4)2 + (e5)2 + 2(e6)2 − 2e1 ·e3 + 2e4 ·e6

Bβ ⊕ r2,

β > 0 46 ω = e15 + e24 + e36, ρ = e123 − e146 + e256 + e345, ONB

45In each case except Bβ , the exterior derivatives of the one-forms e1, . . . , e4 are those given in Table 7.3
and de5 = 0, de6 = e56.

46The family Bβ , β > 0, with the Lie bracket
(
βe14−e24, e14,−βe34, 0

)
uni�es the cases A−2

4,2, A
α,−(α+1)
4,5

for −1 < α < − 1
2
and A

α,−α/2
4,6 for α > 0 since

Bβ ∼= A
α,−α/2
4,6 for 0 < β < 2 and α = 2β√

4−β2
,

B2 ∼= A−2
4,2,

Bβ ∼= A
α,−(α+1)
4,5 for β > 2 and α = − 1

2
−
√
β2−4

2β
.
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Table 7.9: Direct sums of a four-dimensional and a two-dimensional Lie algebra admitting

a half-�at SU(3)-structure which are not a sum of two three-dimensional Lie algebras and

so are not contained in [SH]

Lie

algebra
Half-�at SU(3)-structure 45

A4,8 ⊕ r2

ω = −e14 + e16 − e24 + e25 + e34 + e35,

ρ = 2e123+4e124+4e134−2e156−2e234+2e236−e245+3e246−3e256+e345

+3e346 + 3e356 + 12e456,

g = 2(e1)2 +4(e2)2 +4(e3)2 +57(e4)2 +2(e5)2 +3(e6)2 +4e1·e2− 4e1·e3

−18e1·e4 +2e1·e6− 4e2·e3− 26e2·e4− 2e2·e5 +4e2·e6 +26e3·e4− 2e3·e5

−4e3 ·e6 − 18e4 ·e6

A
− 1

2
4,9 ⊕ r2

ω = e16 − 3e24 + 2e25 + e35,

ρ =
√
3
(
e124 + 2e134 − e135 + e146 − 2e156 + 2e236 + 4e245 − e345 + 29

2
e456

)
,

g =

(e1)2+4(e2)2+4(e3)2+84(e4)2+17(e5)2+29(e6)2−18e1·e4+8e1·e5+4e2·e3

+16e2 ·e6 − 4e3 ·e6 − 75e4 ·e5

A4,10 ⊕ r2

ω = −e14 − e16 − e25 − e36,

ρ = e123 − e156 + e234 + e236 + e246 − e345 + e356 − e456,

g = (e1)2+(e2)2+(e3)2+2(e4)2+(e5)2+3(e6)2+2e1·e4+2e1·e6+4e4·e6

A4,12 ⊕ r2

ω = e16 − 2e24 + e25 − e34 − e46,

ρ = e124 − 2e134 − e146 + e135 + e156 − e245 − e236 + 2e456,

g = (e1)2 + (e2)2 + (e3)2 + 9(e4)2 + 2(e5)2 + 3(e6)2 + 4e1 ·e4 − 2e1 ·e5

−2e2 ·e6 − 8e4 ·e5 − 2e3 ·e6

r2⊕ r2⊕ r2
47

ω = e12 − e23 − e25 − e35 + e46,

ρ = e124 − e126 + 2e134 + 3e156 − e234 + e256 + e345 + 2e356,

g = 6(e1)2 + (e2)2 + 4(e3)2 + (e4)2 + 3(e5)2 + 2(e6)2 + 8e1 ·e3 + 6e1 ·e5

+2e2 ·e3 − 2e2 ·e5 + 2e3 ·e5 + 2e4 ·e6

47The exterior derivatives of the basis one-forms are (0, e12, 0, e34, 0, e56).

196



Table 7.10: Direct sums of indecomposable non-nilpotent �ve-dimensional Lie algebras

and R admitting a half-�at SU(3)-structure

Lie algebra Half-�at SU(3)-structure48

A−1,β,−β
5,7 ⊕ R, 0 < β ≤ 1,

A−1,0,γ
5,13 ⊕ R, γ > 0,

A0,0,γ
5,17 ⊕ R, 0 < γ ≤ 1,

A−1
5,8 ⊕ R, A0

5,14 ⊕ R

ω = −e13 + e24 + e56, ρ = e126 + e145 + e235 + e346, ONB

Aα,−α,15,17 ⊕ R, α > 0,

A−1
5,15 ⊕ R

ω = e13 + e24 − e56, ρ = e125 + e146 − e236 − e345, ONB

A0
5,18 ⊕ R ω = e12 − e34 − e56, ρ = e136 + e145 − e235 + e246, ONB

A−1,2
5,19 ⊕ R

ω = e13 + e24 − 2e25 − e56,

ρ = −e126 + e145 − e234 + e346 − e356,

g = (e1)2+2(e2)2+(e3)2+(e4)2+2(e5)2+(e6)2−2e2·e6−2e4·e5

A−1,3
5,19 ⊕ R

ω = e13 − 2e25 − e46, ρ = e126 − 2e145 + e234 + 2e356, OB,

||e5||2 = 2

A2,−3
5,19 ⊕ R

ω = e12 + 2e35 − e46, ρ = e134 + 2e156 + e236 + 2e245, OB,

||e5||2 = 2

A0
5,30 ⊕ R

ω = e16 + e25 + e34,

ρ = e123 + 2e145 − e156 − e246 − e345 + e356,

g = 2(e1)2+(e2)2+(e3)2+2(e4)2+(e5)2+(e6)2−2e1·e3+2e4·e6

A−1,−1
5,33 ⊕ R ω = e12 − e36 − e45, ρ = −e135 + e146 + e234 + e256, ONB

A0,−2
5,35 ⊕ R

ω = e16 + e25 + 3e26 + e34,

ρ = e123 + e145 + 2e146 + e245 + e246 + e356,

g = (e1)2+2(e2)2+(e3)2+(e4)2+(e5)2+5(e6)2+2e1·e2+4e5·e6

48In each case, the exterior derivatives of the one-forms e1, . . . , e5 are those given in Table 7.4 and
de6 = 0.
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Lie algebra Half-�at SU(3)-structure

A5,36 ⊕ R

ω = 1
12
e12 + e13 + e16 − 1

4
e24 + e46 + e56,

ρ = − 1
6
e124 + 1

12
e125− e134− e135 +4e146 +4e236 +3e345 +3e456,

g = 5
12
(e1)2 + 1

12
(e2)2 + 12(e3)2 + 7

4
(e4)2 + 1

4
(e5)2 + 28(e6)2

+ 3
2
e1 ·e4 − 1

2
e1 ·e5 + 2e2 ·e6 + 24e3 ·e6 − e4 ·e5

A5,37 ⊕ R

ω = − 1
3
e16 + 3e24 + e35,

ρ = −e125 + 3e134 + 2e146 + e236 + 6e345 − 13
3
e456,

g =

(e1)2+3(e2)2+3(e3)2+3(e4)2+ 13
3
(e5)2+ 13

9
(e6)2+4e1·e5−4e3·e6

A5,40 ⊕ R
ω = e14 + e25 + e34 − e36,

ρ = e124 − e126 − e135 + e234 + e456,

g = (e1)2 + (e2)2 + (e3)2 + 2(e4)2 + (e5)2 + (e6)2 − 2e4 ·e6

Table 7.11: Half-�at SU(3)-structures on non-solvable indecomposable 6-dim. Lie alge-

bras

Lie algebra Half-�at SU(3)-structure

L6,1, so(3, 1) ω = e14 + e25 − e36, ρ = −e126 − e135 + e234 + e456, ONB

L6,2

ω = −e14 + e25 + e36, ρ = −2e125 − 2e126 + 3e135 + 2e136 + e156

+2e234 + e245 + e345 − e346 − 19
4
e456,

g = 2(e1)2 + 4(e2)2 + 6(e3)2 + 17
2
(e4)2 + 53

4
(e5)2 + 19

2
(e6)2

−8e1 ·e4 − 8e2 ·e3 − 4e2 ·e6 − 10e3 ·e5 − 4e3 ·e6 + 21e5 ·e6

L6,3

ω = e15 + e24 − e26 + e36 + e56,

ρ = 3e124 + 11e126 − e134 − 2e136 − 2e156 + e235 − e246 + e346 + e456,

g = 5(e1)2 + 14(e2)2 + (e3)2 + (e4)2 + (e5)2 + 18(e6)2 − 4e1 ·e4

−18e1 ·e6 − 6e2 ·e3 − 4e2 ·e5 + 8e4 ·e6

L6,4

ω = − 1
2

√
3 (e14 + e15 − 2e24 − e25 + e36),

ρ = 1
2

√
3 (e123 + e126 + e134 + e235 − e456),

g = (e1)2 + 2(e2)2 + (e3)2 + 2(e4)2 + (e5)2 + (e6)2 − 2e1 ·e2

+e1 ·e4 + e1 ·e5 − 2e2 ·e4 − e2 ·e5 + e3 ·e6 + 2e4 ·e5
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Table 7.12: Indecomposable 6-dim. Lie algebras with 5-dim. nil-

radical admitting a half-�at SU(3)-structure

Lie algebra Half-�at SU(3)-structure

A
a,−(2a+1),3a+1
6,13 ,

a 6= 0

ω = −e13 + 2ae26 + e45, ρ = e124 + 2ae156 − e235 − 2ae346, OB,

‖e6‖ = 2|a|

A0,−1,1
6,13 ω = e15 − e26 + e34, ρ = −e124 − e136 − e235 − e456, ONB

A
a,−(2a+1),3a+2
6,13 ,

a 6= −1
ω = −(2a + 2)e16 − e23 + e45, ρ = e124 + e135 + (2a + 2)e256

−(2a + 2)e346, OB, ||e6|| = 2|a + 1|

A−1,1,−1
6,13 ω = −e16 − e25 + e34, ρ = −e124 − e135 + e236 − e456, ONB

A
2
5
,− 3

5
6,14

ω = −e13 + 4
5
e26 + e45, ρ = e125 − 4

5
e146 + e234 − 4

5
e356, OB,

||e6|| = 4
5

A−1
6,15 ω = e16 − e24 + e35, ρ = −e125 − e134 − e236 − e456, ONB

A−3,5
6,18

ω = 4e16 + e23 + e45, ρ = e125 + e134 + 4e246 − 4e356, OB,

||e6|| = 4

A2,−5
6,18

ω = −e13 + 4e26 + e45, ρ = −e125 + 4e146 − e234 + 4e356, OB,

||e6|| = 4

A−1,0
6,25

ω = −e15 + e24 − e36, �

ρ = e126 + e134 − e146 + e235 + e256 − 2e456,

g = (e1)2+(e2)2+(e3)2+2(e4)2+2(e5)2+(e6)2−2e1 ·e5−2e2 ·e4

A−3
6,28

ω = −e16 + e24 + e35 − 4e45,

ρ = −e125 + e134 + e236 − 4e246 − e456,

g = (e1)2 + (e2)2 + (e3)2 + 17(e4)2 + (e5)2 + (e6)2 − 8e3 · e4

Aa,−3a,1
6,37 , a 6= 0

ω = −4ae16 + e23 − e45, ρ = e125 − e134 + 4ae246 + 4ae356, OB,

||e6|| = 4|a|

A0,0,1
6,37 ω = −e16 + e24 + e35, ρ = −e125 + e134 + e236 − e456, ONB

A0
6,38 ω = −e16 − e25 + e34, ρ = −e124 − e135 + e236 − e456, ONB

A
a,− 1

3
(a+3)

6,39 ,

a /∈ { 3
2
, 0}

ω = −e14 + e23 + 2a+3
2a−3

e34 + ( 2
3
a− 1)e56,

ρ = (− 2
3
a+ 1)e126− e135 + (− 2

3
a− 1)e236− e245 + ( 2

3
a− 1)e346,

g = (e1)2 + (e2)2 + 8a2+18
(2a−3)2

(e3)2 + (e4)2 + (e5)2

+ 1
9
(2a− 3)2 (e6)2 + −4a−6

2a−3
e1 · e3

199



Table 7.12: Indecomposable 6-dim. Lie algebras with 5-dim. nil-

radical admitting a half-�at SU(3)-structure

Lie algebra Half-�at SU(3)-structure

A
3
2
,− 3

2
6,39

ω = −e12 − e34 + 2e56, ρ = e135 + 2e146 + 2e236 − e245,

g = (e1)2 + (e2)2 + (e3)2 + (e4)2 + (e5)2 + 4(e6)2

Aa,−1
6,39 , a /∈ {−1, 0}

ω = (1 + a)e16 + e23 − e34 + e45,

ρ = −e124 + e135 + (1 + a)e236 + (1 + a)e256 + (1 + a)e346 ,

g = (e1)2+(e2)2+2(e3)2+(e4)2+(e5)2+(1 + a)2 (e6)2+2e3 ·e5

A
− 5

4
6,40

ω = −e13 − e14 + e23 − 3e34 − 1
2
e56, ρ = 1

2
e126 − e135 + e136

+e145 + 1
2
e146 − 3

2
e236 − e245 − 1

2
e246 − 1

2
e346,

g = 2(e1)2 + (e2)2 + 10(e3)2 + (e4)2 + (e5)2 + 1
2
(e6)2 − 2e1 · e2

+6e1 · e3 + e5 · e6

A
− 3

4
6,41

ω = −e14 + e23 − 2e24 − 2
3
e34 − 3

2
e56,

ρ = 3
2
e126 − e135 + 1

4
e136 +2e145 − 1

2
e236 − e245 + 1

2
e345 − 3

2
e346,

g = (e1)2 + (e2)2 + 41
36
(e3)2 + 5(e4)2 + (e5)2 + 9

4
(e6)2

+ 2
3
e1 · e3 + 1

3
e2 · e3 − 4e3 · e4

A−1
6,42

ω = 2e16 + e23 − e34 + e45,

ρ = −e124 + e135 + 2e236 + 2e256 + 2e346,

g = (e1)2 + (e2)2 + 2(e3)2 + (e4)2 + (e5)2 + 4(e6)2 + 2e3 · e5

Aε,−3
6,47 , ε ∈ {0,±1}

ω = e12 + e23 + e34 + 2e56,

ρ = −2e126 − e135 + 2e146 + 2e236 + e245,

g = (e1)2 + 2(e2)2 + (e3)2 + (e4)2 + (e5)2 + 4(e6)2 − 2e2 · e4

A−1,−2
6,47

ω = e12 − e23 + e35 − e46 + 7e56,

ρ = 2e126 − e134 + 7e135 − e156 − 7e236 − e245 − 3e356,

g = (e1)2 + 5(e2)2 + 10(e3)2 + (e4)2 + 50(e5)2 + (e6)2

+6e1 · e3 − 4e2 · e5 − 14e4 · e5

A0,−2
6,47

ω = e12 − 2e15 − e35 + e46 + e56,

ρ = 2e126 + e134 + e135 + e156 − e236 − e245,

g = 5(e1)2+(e2)2+(e3)2+(e4)2+2(e5)2+(e6)2+4e1 ·e3+2e4 ·e5

A1,−2
6,47

ω = −e15 + e23 + e46,

ρ = −
√
2e126 − 1

2

√
2e134 + 1

2

√
2e245 +

√
2e356, OB, ||e4|| = 1√

2
,

||e6|| =
√
2

Aε6,51, ε = ±1
ω = e16 + e23 − e34 + e45, ρ = −e124 + e135 + e236 + e256 + e346,

g = (e1)2 + (e2)2 + 2(e3)2 + (e4)2 + (e5)2 + (e6)2 + 2e3 · e5

A0,−1
6,54 ω = e12 + e34 + e56, ρ = e136 + e145 + e235 − e246, ONB
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Table 7.12: Indecomposable 6-dim. Lie algebras with 5-dim. nil-

radical admitting a half-�at SU(3)-structure

Lie algebra Half-�at SU(3)-structure

A
1
3
,− 4

3
6,54

ω = 2e16 + e24 − e35,

ρ = −e125 − 25
16
e134 + 3

2
e146 + 2e236 + 3

4
e345 + 2e456, g =

25
16
(e1)2+(e2)2+ 25

16
(e3)2+(e4)2+(e5)2+4(e6)2− 3

2
e1 ·e5+3e3 ·e6

A
− 3

2
,−2

6,54

ω = e13 + e25 + e46 − e56, ρ = e126 − e145 − e234 + e235 − e356,

g = (e1)2 + (e2)2 + (e3)2 + (e4)2 + 2(e5)2 + (e6)2 − 2e4 · e5

Aa,a−1
6,54 , a 6= 0

ω = −e13 − e24 − ae56, ρ = −ae126 − e145 + e235 + ae346, OB,

||e6|| = |a|

A1
6,56 ω = −e13 − e24 − e56, ρ = −e126 − e145 + e235 + e346, ONB

A−1
6,63

ω = e12 + e34 + e56,

ρ = 5
4
e136 + e145 − 1

2
e146 + e235 + 1

2
e236 − e246,

g = 5
4
(e1)2+(e2)2+ 5

4
(e3)2+(e4)2+(e5)2+(e6)2+e1 ·e2−e3 ·e4

A1,2
6,65

ω = −e13 − e24 − 2e56, ρ = −2e126 − e145 + e235 + 2e346, OB,

||e6|| = 2

A
a, a

2
6,70, a 6= 0

ω = e13 + e24 + ae56, ρ = −ae126 − e145 + e235 + ae346, OB,

||e6|| = |a|

A0,0
6,70 ω = −e12 + e34 − e56, ρ = −e136 + e145 − e235 − e246, ONB

A−1
6,71

ω = e12 + e25 − 3e36 − e45 + 18e56,

ρ = 3e126 + e135 − 6e146 − e234 − 6e245 − 3e456,

g = 2(e1)2 + (e2)2 + (e3)2 + 2(e4)2 + 37(e5)2 + 9(e6)2

−2e1 · e5 − 2e2 · e4 − 12e3 · e5

A
− 3

2
6,71

ω = e12 − e23 + e34 + e56, ρ = −e136 − e145 − e235 + e246 − e345,

g = (e1)2 + (e2)2 + 2(e3)2 + (e4)2 + (e5)2 + (e6)2 + 2e1 · e3

Aa
6,76, a 6= −1

ω = e13 + (4a + 4)e26 − 3
4
e34 + e45,

ρ = e124 + (3a + 3)e136 + (4a + 4)e156 + e235 + (4a + 4)e346,

g = (e1)2 + (e2)2 + 25
16
(e3)2 + (e4)2 + (e5)2 + 16 (a + 1)2 (e6)2

+ 3
2
e3 · e5

Aε6,77, ε = ±1
ω = −e13 − 4e26 + 3

4
e34 − e45,

ρ = e124 + 3e136 + 4e156 + e235 + 4e346,

g = (e1)2 + (e2)2 + 25
16
(e3)2 + (e4)2 + (e5)2 + 16(e6)2 + 3

2
e3 · e5
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Table 7.12: Indecomposable 6-dim. Lie algebras with 5-dim. nil-

radical admitting a half-�at SU(3)-structure

Lie algebra Half-�at SU(3)-structure

A6,79

ω = e13 + 8e26 − 3
4
e34 + e45,

ρ = e124 + 6e136 + 8e156 + e235 + 8e346,

g = −(e1)2 − (e2)2 − 25
16
(e3)2 − (e4)2 − (e5)2 − 64(e6)2 − 3

2
e3 · e5

Ba
6,3, a 6= 0

ω = 8ae16 + e23 − 3
4
e34 + e45,

ρ = −e124 + e135 + 6ae236 + 8ae256 + 8ae346,

g = (e1)2 +(e2)2 + 25
16
(e3)2 +(e4)2 +(e5)2 +64a2(e6)2 + 3

2
e3 · e5

A0,1,b
6,82 , 0 ≤ b ≤ 1,

A6,84, A
0,1,b
6,89 , b ≥ 0,

and A0,a
6,90, a = ±1

ω = e16 + e23 + e45, ρ = −e124 + e135 + e256 + e346, ONB

A1,5,9
6,82

ω = e14 − 3e24 − 12e26 − e35,

ρ = e125 − 12e136 − e234 + 36e236 − 12e456,

g = (e1)2 + 10(e2)2 + (e3)2 + (e4)2 + (e5)2 + 144(e6)2 − 6e1 · e2

A0,1,b
6,88 , b > 0, A0,0,1

6,88 ω = −e16 − e23 + e45, ρ = −e125 + e134 + e246 + e356, ONB

Ba
6,6, −1 ≤ a ≤ 1,

a 6= 0
ω = e16 + e23 + e45, ρ = −e124 + e135 + e256 + e346, ONB

A−1
6,94

ω = e14 + e15 − 3e16 − 3e26 + e34,

ρ = e123 − 3e146 + 3e156 − e245 + 3e246 + 3e356,

g = 2(e1)2+(e2)2+(e3)2+(e4)2+(e5)2+18(e6)2+2e1 ·e3−6e5 ·e6

A
− 5

3
6,94

ω = e12 − 1
7
e23 + 7

2
e25 + e34 − 7

3
e36 + 7

3
e56,

ρ = 1
3
e126 − e135 + 7

3
e146 + e234 + 7

3
e236 + e245 + 7

6
e256 + 49

6
e456,

g = (e1)2 + 50
49
(e2)2 + 2(e3)2 + (e4)2 + 53

4
(e5)2 + 49

9
(e6)2

−7e1 · e5 + 2
7
e2 · e4 − 2e3 · e5

A−2
6,94

ω = e14 − e16 + 2e24 − e26 + e35, ρ = −e125 + e134 + e236 − e456,

g = (e1)2+2(e2)2+(e3)2+2(e4)2+(e5)2+(e6)2+2e1 ·e2−2e4 ·e6

A−3
6,94

ω = −e14 − e25 − 3
2
e34 − 3e36,

ρ = 3e126 − e135 + e234 − 9
2
e236 − 3e456,

g = (e1)2 + (e2)2 + 13
4
(e3)2 + (e4)2 + (e5)2 + 9(e6)2 + 3e1 · e3

A6,99

ω = 4
3
e12 + e14 + 42

19
e23 + e25 − 63

38
e34 − 9e36 − 729

38
e56,

ρ = −9e126 − e135 + e234 − 567
38

e236 − 81
38
e245 + 12e256 + 9e456,

g = (e1)2 + 25
9
(e2)2 + 5413

1444
(e3)2 + (e4)2 + 8005

1444
(e5)2

+81(e6)2 − 63
19
e1 · e3 + 8

3
e2 · e4 + 81

19
e3 · e5

202



Table 7.13: Dual adapted bases for cocalibrated G2-structures

in some exceptional cases

Lie algebra dual adapted basis 49

A4,8 ⊕ e(1, 1)
(
e1, e5, e6, e7, e4, e2, e3

)
A4,12 ⊕ r3,1

(
e7,− 1

3

√
5 e1,

√
5 e4, e2 − 4

5

√
5 e5, e3 + 2

5

√
5 e6, e5, e6

)
r2 ⊕ r2 ⊕ r3,1

(
9√
10
e1, e2 + 13

9
e5, e5, e3 + 3e6, e6, 1

2
√
10
e7, 1

3
√
10
e4
)

49In each case, (e1, . . . , e7) denotes a basis such that e1, . . . , e4 satisfy the Lie algebra structure given in
Table 7.3 and e5, . . . , e7 satisfy the Lie algebra structure given in Table 7.1
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Zusammenfasssung

In dieser Arbeit werden verschiedene geometrische Strukturen auf sechs- und siebendimen-

sionalen Lie-Algebren untersucht. Besonderer Fokus wird dabei auf sogenannte halb�ache

SU(3)-Strukturen in sechs Dimensionen und kokalibrierte G2-Strukturen in sieben Dimen-

sionen gelegt. Diese beiden Strukturen treten natürlicherweise auf Hyper�ächen in sieben-

bzw. achtdimensionalen riemannschen Mannigfaltigkeiten mit Holonomie enthalten in der

exzeptionellen Holonomiegruppe G2 bzw. Spin(7) auf. Umgekehrt dienen diese beiden

Strukturen als Startwerte von Evolutionsgleichungen, die 2001 von N. Hitchin eingeführt

wurden. Die Lösungen dieser Evolutionsgleichungen erlauben es sieben- bzw. achtdimen-

sionale riemannsche Mannigfaltigkeiten zu de�nieren, deren Holonomie eine Untergruppe

von G2 bzw. Spin(7) ist. Darüberhinaus werden Mannigfaltigkeiten mit halb�achen SU(3)-

Strukturen und kokalibrierten G2-Strukturen in der Physik im Kontext von Kompakti-

�zierungen zehndimensionaler Superstringtheorien betrachtet.

Das Hauptresultat dieser Dissertation ist die Klassi�kation der direkten Summen von

vier- und dreidimensionalen Lie-Algebren, die kokalibrierte G2-Strukturen zulassen. Das

analoge Klassi�kationsproblem lösen wir auch für die Klasse der siebendimensionalen fast-

abelschen Lie-Algebren. In dieser Klasse bestimmen wir auch diejenigen Lie-Algebren die

kokalibrierte G∗2-, kalibrierte G2-/G∗2- oder parallele G2-/G∗2-Strukturen besitzen.

Aufbauend auf Resultaten von D. Conti und F. Schulte-Hengesbach, vollenden wir eine

Dimension niedriger die Klassi�kation der zerlegbaren sechsdimensionalen Lie-Algebren,

die eine halb�ache SU(3)-Struktur besitzen. Anschlieÿend betrachten wir das analoge

Klassi�kationsproblem für den unzerlegbaren Fall und lösen es vollständig bis auf die Klasse

aller unzerlegbaren au�ösbaren Lie-Algebren mit vierdimensionalem Nilradikal. Zusätzlich

erzielen wir einige kleinere Resultate für die beiden pseudo-riemannschen Analoga von

halb�achen SU(3)-Strukturen.

Im letzten Kapitel wenden wir uns dem Hitchin-Fluss auf siebendimensionalen fast-

abelschen Lie-Algebren zu. Wir zeigen, dass in diesem Fall die Lösungen des Hitchin-

Flusses keine Mannigfaltigkeiten mit Holonomie gleich Spin(7) liefern können, sondern dass

die Holonomie maximal gleich SU(4) sein kann. Anschlieÿend bestimmen wir alle kokalibri-

erten G2-Strukturen auf einer bestimmten siebendimensionalen, nilpotenten, fast-abelschen

Lie-Algebra modulo Lie-Algebren Isomorphismen und Skalierungen. Wir benutzen diese

Klassi�kation um den Hitchin-Fluss Hitchin-Fluss explizit für eine Zwei-Parameter-Familie

von kokalibrierten G2-Strukturen auf der eben genannten Lie-Algebra zu lösen. Als Ergeb-

nis erhalten wir eine explizite Zwei-Parameter-Familie von riemannschen Metriken mit

Holonomie gleich SU(4).
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