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Abstract

The Holocene climate and vegetation evolution over Europe is investigated using differ-
ent simulations performed with the general circulation model Planet Simulator. By doing
so, the climatic boundary conditions are determined which have caused the early migration
of humans over Europe and the beginning of farming-societies instead of hunters-gatherers.
Whereas the latter part is not explicitly covered in this study, it is the larger framework and
the leading motivation of this thesis. As a verification of the simulation results, they are
compared to other climate and vegetation reconstructions obtained from models and proxy
data. This study includes a detailed model validation to present-day climate as an essential
prerequisite to the investigations of palaeoclimate. It is carried out for all variables which
are important in the further progress of this thesis.

Besides seasonal differences, the results of the Holocene climate simulations clearly
show regional variations in Europe, which are more pronounced in the precipitation trends.
A general Holocene cooling trend can be observed over nearly the whole Europe, being
strongest during the summer season. However, this is confirmed by proxy data only in the
northern regions, whereas they show the opposite trend in the southern regions. Concerning
the hydrological conditions, a weak drying trend can be observed in the northerly regions
during summer as well as in the annual mean, and a moistening trend in the southern Eu-
ropean summer, whereas the annual mean also shows a drying trend. Again, the trend is
confirmed by the proxy data mainly in the northern regions.

The second, and most decisive part of this study is dedicated to the assimilation of proxy
time series into the climate model. A new methodology is developed in this context and
introduced using various applications. The dynamical method aims at the adjustment of the
model climate to the proxy climate, thus the resimulation of the proxy given climate. Using
a linear sensitivity relationship between the sea surface temperatures and the adjacent land
temperatures, the model climate is approximated to the proxy climate. In total three different
applications of this method are shown. Starting with pure time slice reconstructions of the
early, mid- and late Holocene it is proceeded with a millennial-scale, full Holocene recon-
struction. The last refinement is made up by an interactive reconstruction of climatological
time periods of 40 years. Whereas the first alternative aims at showing the general appli-
cability with regard to past climates including the emerging discrepancies, the other two
are set up to improve the overall trend as well as the variability pattern. The reconstructed
climates of all three approaches are then related to each other and compared to other recon-
struction sources. It can be clearly concluded that this new methodology is applicable and
may indeed be a promising new procedure to achieve a synthesis between climate models
and proxy data.

In the context of the vegetation studies, the Planet Simulator is used to force the dy-
namic vegetation model CARAIB which is applied diagnostically in a very high resolution.
The outcome is a detailed pattern of the European vegetation evolution over the Holocene.
The results clearly indicate the effects of a changing climate on the vegetation. In selected
regions, as for example Spain, a transition from drier, at the beginning of the Holocene, to
wetter types at the late Holocene can be observed. Beyond that, the northward shift of the
treeline as a direct consequence of the increased solar insolation during the early Holocene
is very distinct, which relocates to the south in the further evolution of the Holocene.



However, the northerly shift as well as the general vegetation distribution in the northern
regions of Europe may be a bit overestimated with regard to warmer types because of the
missing land ice in the model. Additional aspects in the context of the vegetation studies
are experiments which aim at the investigation of extreme land cover conversions on the cli-
mate. Assuming both a forest and a desert world, the influence on the large-scale circulation
and the hydrological budget is analyzed. Using two phenomenological quantities, the Koep-
pen climate classification and the Budyko-Lettau dryness index, the impact of the changing
climatic conditions on the global vegetation distribution as well as on the water and energy
balance is investigated. In particular two regions are revealed to react very sensitively on ex-
ternal perturbations which can be seen as a proof that these static climate classifications can
already give an estimate about potential modifications in the vegetation distribution. This
feature is of special importance for the final point where, in the future, it is aimed at an in-
clusion of changes in land cover, via the modified parameters albedo and roughness length,
into the climate model. Hereby, the focus is clearly set on the integration of anthropogenic
land cover conversions.



Zusammenfassung

Mittels verschiedener Ansätze werden in dieser Arbeit die Entwicklung des Klimas und
der Vegetation in Europa während des Holozäns untersucht. Dies impliziert verschiedene
Simulationen mit dem Planet Simulator, einem Globalen Zirkulationsmodell der Atmosphä-
re. Auf diesem Wege sollen die klimatischen Randbedingungen ermittelt werden, die zu der
frühen Besiedelung Europas und dem Beginn der landwirtschaftlichen Nutzung beigetra-
gen haben. Obwohl letzteres nicht Bestandteil dieser Studie ist, sondern extern analysiert
und daher hier nicht weiter berücksichtigt wird, dient es vor allem der Einordnung in einen
wissenschaftlichen Kontext und somit der allgemeinen Zielsetzung dieser Arbeit. Zur Ve-
rifizierung der Simulationen werden die Ergebnisse mit denen anderer Modellstudien und
Proxy-Rekonstruktionen verglichen. Am Anfang erfolgt eine Modell-Validierung in Bezug
auf das heutige Klima und die im weiteren Verlauf dieser Arbeit benötigten Variablen.

Neben saisonalen Unterschieden zeigen die Ergebnisse der Klima-Simulationen des Ho-
lozäns klare regionale Variationen innerhalb Europas, vor allem im Niederschlagstrend. Eine
nahezu generelle Abkühlung ist über das gesamte Holozän festzustellen, welche im Som-
mer am stärksten ist, jedoch nur in den nördlichen Regionen auch von den Proxy-Daten wi-
dergespiegelt wird, wohingegen diese in den südlichen Regionen einen entgegengesetzten
Verlauf zeigen. Bezogen auf den Wasserhaushalt läßt sich sagen, daß die nördlichen Ge-
biete vornehmlich durch eine leichte Niederschlagsabnahme sowohl während des Sommers
als auch im Jahresmittel gekennzeichnet sind, wohingegen im Süden eine Niederschlagszu-
nahme festgestellt wird. Dieser Trend wandelt sich im Jahresmittel jedoch in eine Nieder-
schlagsabnahme. Die stärkste Übereinstimmung mit den Proxy-Daten tritt auch hier über
den nördlichen Regionen Europas auf.

In einem zweiten und dem zugleich wichtigsten Abschnitt dieser Arbeit geht es um die
Einbeziehung von Proxy-Zeitserien in den Planet Simulator. Eine dafür entwickelte Methode
wird vorgestellt und verschiedene Anwendungen gezeigt. Diese dynamische Methode zielt
darauf ab, das Modell-Klima an das Proxy-Klima anzupassen, also das von den Proxies wie-
dergegebene Klima nachzusimulieren. Mittels einer linearen Sensitivitätsrelation zwischen
der Meeresoberflächentemperatur und der Temperatur über den angrenzenden Landregionen
werden Modell- und Proxy-Klima angenähert. Insgesamt werden drei verschiedene Anwen-
dungen dieses Verfahrens gezeigt. Angefangen mit voneinander unabhängigen Rekonstruk-
tionen einzelner Zeitscheiben für das frühe, mittlere und späte Holozän folgt im Anschluss
eine Rekonstruktion jeder einzelnen Zeitscheibe von 11000 Jahren vor heute bis in die vorin-
dustrielle Zeit. Als weitere Verfeinerung wird eine transiente Anpassung des Modell-Klimas
vorgenommen, und zwar in klimatologischen Abschnitten von 40 Jahren. Während die erste
Variante primär darauf abzielt, die generelle Durchführbarkeit der Methode und eventuel-
le Probleme aufzuzeigen, dienen die folgenden zwei Anpassungen einer Verbesserung im
Hinblick auf den allgemeinen Trend und die Variabilitätsmuster. Das rekonstruierte Klima
aller drei Varianten wird miteinander und mit anderen Datenquellen verglichen. Es zeigt sich
deutlich, dass diese Methode anwendbar ist und ein vielversprechender neuer Ansatz sein
kann, um eine Synthese zwischen Proxy-Daten und Klimamodellen herzustellen.

Im Zuge der Vegetationsstudien wird im folgenden das dynamische Vegetationsmodell
CARAIB benutzt und diagnostisch, in einer sehr hohen Auflösung, mit dem simulierten Kli-
ma des Planet Simulators angetrieben. Somit ergibt sich erstmals ein detailliertes Bild der
Vegetationsentwicklung in Europa für das gesamte Holozän. Die Ergebnisse zeigen deutlich



die Auswirkungen des sich ändernden Klimas auf die Vegetation. In einigen Regionen, so
zum Beispiel Spanien, erfolgt ein Wechsel von eher trockenen Vegetationstypen zu Beginn
des Holozäns zu feuchteren während der späteren Phase. Deutlich zu erkennen ist ebenfalls
die Verschiebung der Wachstumszone der Wälder, die sich im Zuge der erhöhten Einstrah-
lung zu Beginn des Holozäns nach Norden verschiebt und sich im weiteren Verlauf wieder
nach Süden verlagert. Allerdings wird diese Verschiebung nach Norden bzw. die grundsätz-
liche Vegetationsverteilung in den hohen nördlichen Breiten möglicherweise vom Modell
etwas überschätzt aufgrund des fehlenden Land-Eises. Als zusätzlichen Punkt im Zusam-
menhang mit den Vegetationsstudien werden weitere Simulationen durchgeführt, die der Un-
tersuchung der Auswirkungen von extremen Änderungen der Landoberfläche auf das Klima
dienen. Ausgehend von einem globalen Wald bzw. einer globalen Wüste werden der Einfluss
sowohl auf die großskaligen Zirkulationsmuster als auch auf den Wasserhaushalt untersucht.
Mittels zweier phänomenologischer Größen, der Koeppen Klima-Klassifizierung einerseits
und des Budyko-Trockenheitsindexes andererseits, werden die Auswirkungen dieser verän-
derten klimatischen Bedingungen auf die globale Vegetationsverteilung sowie den globalen
Wasser- und Energiehaushalt untersucht. Es zeigt sich hier im speziellen, daß zwei Regio-
nen besonders sensitiv auf die extremen Vegetationsbedingungen zu reagieren scheinen. Das
bedeutet gleichzeitig, daß sich aus den statischen, und eher wenig komplexen, Vegetations-
Klassifizierungen bereits erste Rückschlüsse ziehen lassen auf mögliche Veränderungen der
Vegetation. Dies ist von besonderer Wichtigkeit für den abschließenden Punkt, da über ei-
ne Einbeziehung der durch die Oberflächenänderungen modifizierten Parameter Albedo und
Rauhigkeitslänge in das Klimamodell eine spätere Einbindung der anthropogenen Landnut-
zungsänderungen angestrebt wird.
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1 Introduction

The climate period, which is investigated in this study, is called the Holocene and is the current inter-
glacial period. It has started around 11.6 kiloyear (kyr) before present (BP, relative to 1950) after the last
glacial period and lasts until present-day. In general, this period in the geological past can be potentially
seen as one of the most interesting epochs in history and equally one of the most investigated. The spe-
cial feature of the Holocene is illustrated in terms of three characteristics which is the solar insolation
and the continental ice sheets in Sect. 1.1.1 as well as the early human influence in Sect. 1.1.2.

1.1 The Holocene

1.1.1 Solar insolation and ice sheet

In the geological history of the Earth, a succession of glacials and interglacials, linked with the expan-
sion and retreats of land ice sheets, is appearing on an irregular basis. The expansions and retreats of
the continental ice sheets induce a large impact on a variety of climatic factors, such as temperature,
mean sea level, radiation or hydrology. Consequently, the large ice sheets persisting from the previous
glacial at the high northern latitudes of e.g. North America (Laurentide ice sheet) and Eurasia dramat-
ically changed the climatic conditions downstream in the North Atlantic and Europe. This has been
assessed in several studies so far, such as, e.g. Mitchell et al. (1988) and Renssen et al. (2005a, 2009).
Over the last several decades it could be proved that this glacial-interglacial succession is governed by
orbital parameters, determining the amount of incoming solar radiation at the top of the atmosphere.
On the typical time scales for glacials and interglacials, i.e. over thousands and millennia of years, the
Earth’s orbital configuration is changing regularly, influencing the total, spatial (latitudinal) and temporal
distribution of incoming solar radiation and imposing an external orbital forcing on the climate system
(Milankovitch theory, Milankovitch 1930). This configuration is mainly characterized by the parameters
eccentricity, obliquity and precession of the vernal equinox. These orbital parameters vary on periods
of approximately 100,000 years for the eccentricity, 40,000 years for the obliquity and 20,000 years for
the precession (Wanner et al. 2008). The eccentricity modulates the amplitude of the precessional effect,
which itself determines the orientation of the Earth relative to the Sun, i.e. perihelion (closest distance
between Earth and Sun) and aphelion (largest distance). Over long time scales, a progress of the dates
of perihelion and aphelion through the seasons occurs; thus, this parameter lately controls the seasonal
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variations of insolation. Following Kepler’s laws, this is also influencing the length of the season: The
season closer to the perihelion is shorter. The third decisive parameter, the obliquity, determines the
contrast between low and high latitudes.

These characteristics can also be identified in Figure 1.1; in Figure 1.1 a, the incoming solar radiation
is longitudinally averaged, presented as the anomaly relative to 0 kyr BP (0k) as a function of months.
The changing orbital configurations clearly lead to modifications of both the meridional and the seasonal
distribution of the insolation. The seasonal deviation results in an enhanced magnitude of the seasonal
cycle during the early and mid-Holocene, i.e. a positive (negative) anomaly occurs during summer (win-
ter). At the same time the spring and summer seasons were shorter and the autumn and winter seasons
were longer over the Northern Hemisphere, due to summer solstice being close to perihelion. Regarding
the strength of the seasonal cycle, hemispheric differences are obvious. The strongly intensified (re-
duced) insolation during boreal summer (boreal winter) is inducing an increase in the amplitude of the
seasonal insolation cycle in the Northern Hemisphere; on the contrary, over the Southern Hemisphere
the effect is flipped and, more important, also dampened, which leads to a weaker seasonal cycle. Apart
from this hemispheric asymmetric seasonal cycle, it is also latitudinally dissimilar, as the maxima of
insolation are clearly restricted to the high latitudes in the respective seasons (i.e. obliquity). Both the
seasonally and latitudinally different distribution in the solar radiation are, of course, inducing a strong
impact on the climate (Imbrie et al. 1992). Figure 1.1 b shows the modifications in the seasonal cycle in
more detail. Presented are the anomalies relative to 0 kyr BP in 60◦N for selected months of each season,
starting with the early Holocene at 9k. The June insolation is strongly increased by up to 40 W/m2 at the
early Holocene compared to the preindustrial, whereas during September, it is decreased by 20 W/m2.
March and December are showing a similar signal. Assigned to an annual signal, these changes in inso-
lation are small and do not exceed 4 W/m2. The importance of the seasonal insolation cycle on the mean
climate has been shown in several studies on the Holocene (e.g. Braconnot et al. 2007b). This is lately
based on the general consensus in the scientific community, founding on the pioneering study (Crucifix
et al. 2002) by Kutzbach and Otto-Bliesner (1982), stating that this astronomical forcing is the driving
mechanism for all climatic variations. It can thus be calculated precisely not only for the past but also
for the future (Berger 1978b). The relationship between annual and seasonal signals, i.e. the latter are
influencing the annual pattern (Fischer and Jungclaus 2010), and the inherent implications for this study
are discussed in more detail in Section 5.3. The evolution of the greenhouse gas (GHG) CO2 is equally
shown in Figure 1.1 b. It shows the common trend in CO2 with comparably low values at 9k and a strong
increase over the last millennium. The values are taken from Taylor Dome (Indermühle et al. 1999), and
are annually prescribed in all Holocene simulations with PlaSim. Thus, this acts as an additional forcing
on the climate system.

Following the notation in Wanner et al. (2008), the Holocene can be roughly divided into three
periods which themselves have specific characteristics:

–> 11.6 kyr BP to 9 kyr BP as the “first phase” or early Holocene.

–> 9 kyr BP to 5-6 kyr BP as the “second phase” or mid-Holocene, including the “climate optimum”

–> 5-6 kyr BP to the preindustrial as the “third phase” or late Holocene.

With regard to the remarks about the Holocene insolation, these three periods, i.e. the classification
in the early, mid-and late Holocene, can also be understood in terms of the orbital forcing which was
maximal in the early Holocene. Whereas the first melting stages of the large ice sheet over North America
designate the starting point of the Holocene, its persistence posed a strong cooling on the climate of the

2



a

b

[W m−2] [ppmv]

Time (years BP)

Figure 1.1: Applied orbital forcing during the Holocene, given by the incoming solar radiation at the
top of the atmosphere [W/m2], relative to 0 kyr BP; (a) longitudinally averaged and presented as a func-
tion of months, (b) at 60◦N for selected months, and prescribed greenhouse gas forcing (given by the
atmospheric concentration of CO2).
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North Atlantic and Eurasia, instead of a warming which could be expected due to the enhanced insolation.
The second phase of the mid-Holocene corresponds still to a period of continuing high summer insolation
in the Northern Hemisphere but the North American ice sheet was no longer large enough to influence the
climate. This then led to the Holocene climatic optimum and the greening of the Sahara (e.g. de Noblet
et al. 1996; Claussen and Gayler 1997; Claussen et al. 1999). In this period, the surface boundary
conditions like the continental ice or the sea level were already comparable to modern times. Moreover,
the CO2 concentration was similar to the preindustrial times. The third phase of the late Holocene then
shows a declining summer insolation in the Northern Hemisphere.

Calendar These remarks prove the enormous impact of this insolation forcing not only on the Holocene
climate but also on the overall configuration of months and seasons. According to the aforementioned
comments about the insolation cycle - the dates of maximum and minimum insolation are changing
over the Holocene, including the length of the seasons - it is indeed worthwhile to shortly address these
impacts which mark one of the essential issues in palaeoclimatology. Therefore, some concluding com-
ments are made concerning the calendar. This must be defined for experiments on past climates to avoid
misinterpretations. Following the altering insolation cycle during the Holocene, one consequently ought
to adapt the calendar according to these changes. Although an adjustment of the months to account for
the insolation changes is suggested by Joussaume and Braconnot (1997) of being more appropriate for
the comparison of model outputs with palaeoreconstructions (Crucifix et al. 2002; Marzin and Braconnot
2009), it is confined to the modern calendar of 12 months and 30 days each in the PlaSim configuration
for all simulations and thus to the common seasons DJF and JJA. This is additionally motivated by the
new approach to reconstruct the Holocene climate on the basis of seasonal sensitivities (cf. Sect. 5.3) and
also in line with other model studies (e.g. Luterbacher et al. 2004; Renssen et al. 2005a; Wanner et al.
2008).

1.1.2 Early human climate interaction

This subsection is now dedicated to the further motivation of this study and the larger framework it is
embedded in. The Holocene is not only specific because of its aforementioned characteristics. More-
over, the current interglacial is also rather specific in terms of the onset and, in the following, increasing
human influence on climate, which has culminated, for the time being, in the industrialization around
the late 18th century. In general terms, the Holocene climate has been relatively stable compared to
previous epochs (Petit et al. 1999; Keigwin and Boyle 2000; Feynman and Ruzmaikin 2007). This has
slowly but continuously led to the first settlements of humans, which additionally implied a switch from
hunting-gathering to farming. This switch had enormous impact on the composition of the landscapes
as the humans started to burn forests for hunting, pastoralism and agriculture. The procedure of defor-
estation, also in terms of natural and human induced fires (Olsson et al. 2010), has imposed an important
influence on the climate system through various aspects, modifying land surface properties like albedo,
evapotranspiration, i.e. soil moisture, and surface roughness. These parameters have in common that
they all affect the near surface energy balance as well as the radiation and hydrological budgets and also
large-scale circulation patterns. In addition to these so called biogeophysical effects, deforestation is
leading to emissions of greenhouse gases such as CO2, i.e. biogeochemical effects, which also have a
significant climatological impact. All these processes are climatically active on different temporal and
spatial scales and may also be of opposite sign and thus counteracting. Because of these special features,
they are subject of many studies so far. Without putting too much emphasis on individual studies, those
of, for example, Claussen et al. (2001), Bathiany et al. (2010) or Avila et al. (2012) focus more on the
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different aspects regarding the biogeophysical or biogeochemical effects of land cover change. Other
authors in contrast are trying to quantify the human induced (historic) land cover change, such as, e.g.
Brovkin et al. (1999, 2006), Lynch et al. (2003) or Findell et al. (2007) and the ones by Pongratz et al.
(2008, 2009a,b, 2010); an approach, which also fits into the wider context of this study. Matthews et al.
(2004) consider both natural and anthropogenic (human induced) land cover changes in their climate
model studies. This onset of agriculture during the Holocene is also called the “Neolithic Revolution”.
Without going too much into detail here, this new development has started in the Near and Far East in
the very early Holocene around 9 kyr BP. From there, it has spread over Europe over the subsequent
centuries, determined by local and regional climatic and environmental properties. This has been veri-
fied by archaeological data (e.g. Gronenborn 2005; Casely and Dugmore 2007; Lemmen et al. 2011) and
also by modelling studies (Lemmen 2009; Lemmen et al. 2011) on this topic. Recent analyses of early
Holocene land use and climate impact (Olofsson and Hickler 2008; Kaplan et al. 2011) also identified
Europe as one of the key regions for human-climate interactions, with a further validation from palaeob-
otany (e.g. Gaillard et al. 2010) of the feasibility of the simulated human-climate interaction for Europe.
Thus, the main region of interest throughout this study is the European sector with a focus on European
temperature and precipitation changes. In Lemmen (2009) and Lemmen et al. (2011), the authors are
using a specific socio-technological model, the Global Land Use and Technological Evolution Simulator
(GLUES, Wirtz and Lemmen 2003) to analyze this human movement, with regard to climatic and biogeo-
graphical boundary conditions, through the calculation of particular parameters like human population
density, technological changes and agricultural activity which are given by dynamical hindcasts of the
socio-economic development. In Lemmen (2009), the author quantifies the early Holocene, human in-
duced land cover changes in terms of global carbon releases. It turns out that the model GLUES is indeed
capable to provide a consistent and realistic hindcast of the early human cultures and that, despite some
existing uncertainties, the land cover and technology modelling yields realistic estimates of land use
changes and emissions on spatially varying scales (Lemmen 2009). The study by Lemmen et al. (2011)
focusses more on the spatiotemporal pattern of the onset and expansion of agriculture across Eurasia and
gives a wide overview about the development of the specific human-related properties. The settlement
of humans also entailed a variety of aftereffects, as they started to organize themselves in more and more
developed cultures. This implied further population growth and technological adaptation, which are both
calculated by the model. Through this evolution, the humans consumed a growing amount of resources,
which further affected climate. Thus, a distinct early human-climate interaction is not only hypothesized
but rather becomes obvious with climate acting on the humans to that effect that they started to settle,
and subsequently altered, at least the local, climatic conditions. Although the stable climate during the
Holocene has initially helped humankind to settle and to create agropastoral societies (Feynman and
Ruzmaikin 2007), climate has also had a limiting effect on the societies throughout the Holocene. Pri-
marily strong and abrupt climate fluctuations may have been responsible for that, just as the so-called
8.2 kyr event (Alley et al. 1997; Alley and Ágústsdóttir 2005, cf. Sect. 5.1.2) or others around 4 kyr BP
as addressed in Cullen et al. (2000), Drysdale et al. (2006) or D’Andrea et al. (2011). These unforeseen
climate events dramatically influenced their prevailing subsistence way of life, e.g. regarding the water
supply or the prevailing temperatures, and thus led, because of their less developed adaptation abilities,
to a partial collapse of cultures or to migration waves (Lemmen and Wirtz 2010), recognizable for ex-
ample in lake sediments (deMenocal 2001). Thus, an interplay of the increasing amount of resources
the humans have disposed in their evolution together with exceptional climatic conditions may have po-
tentially been, at least partly, responsible for the demise of whole cultures and societies (Büntgen et al.
2011). This two-sided approach of climatic as well as anthropogenic factors is, for example, hypothe-
sized for the demise of the Maya culture by deMenocal (2001) and Oglesby et al. (2010), where their
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increased deforestation may have led to less precipitation and thus stronger and longer-lasting droughts
which themselves may have affected the Maya culture enormously. This topic is also addressed in a very
elaborate manner by Diamond (1997, 2006) for several regions and cultures around the world. Espe-
cially with regard to the dominating impact in general, which climate had on the evolution of mankind,
a knowledge of Holocene climate variability is of major importance, to also learn about the human’s
potential ability to adapt to climate or not. The pattern of natural climate variability, its amplitude and
occurrence on different time-scales, being an important, if not the essential, source of uncertainty (Hegerl
et al. 2007; Jansen et al. 2007), has been analyzed in many studies so far, such as by e.g. Mayewski et al.
(2004), Rimbu et al. (2004) or Wirtz et al. (2010). The results of the latter study by Wirtz et al. (2010),
regarding variability patterns using a variety of proxy time series, are essential for the further analyses in
the forthcoming chapters.

1.2 Aim of this study-Thesis outline

In the following lines, the motivation of this study is shortly summarized and also contains the outline
of this study. The larger framework, in which this study is embedded in, aims at finding answers to the
question:

Which linkages exist between climate and preindustrial cultures?

This question can be seen in the context of an “early Climate Change Detection”, thus the detection
and attribution of climate change to human influences (Jones et al. 1998) - a notation which is normally
used for modern climate change. In conjunction with this debate, the leading question is thus further
motivated by the fact, that the early humans may have already been responsible for a non-negligible
greenhouse effect. The historic land cover change is hypothesized to have led to the first greenhouse era
(Ruddiman 2003). It is thus of special importance with regard to the discussions about climate change
and the dictum that the key to understanding the future is to understand the past. A good overview of
the complex structure of the (historic) human-climate interaction regarding different aspects is given by
Dearing (2006), who is equally pointing at the specific challenges and thus the importance of an im-
proved analysis of this interaction. The subsequent quantification of the human evolution with the model
GLUES and their influence on climate goes beyond the scope of this study and is therefore not part of it.
However, the combination of an Earth System Model, the Planet Simulator, with the socio-technological
model GLUES, both forced by proxy time series, is a completely new approach in the scientific field, also
with regard to the examination of the Holocene (climate), and significant improvements in the analysis
of the early human-climate interaction can be expected.

Following these remarks and those of the previous introductory section, the outline of this thesis
is rather straightforward. It consists of five chapters - including the introduction of the climate model
Planet Simulator (PlaSim hereinafter) - to account for the major issues which have been addressed at the
beginning of this chapter.

Each chapter begins with a short introduction to the specific problem and closes with a summary and
discussion of the results and some concluding remarks.

Chapter 3 is dedicated to a present-day model evaluation of the Planet Simulator. This is a necessary
prerequisite for the later studies of palaeoclimate and is part of an internal, scientific report1. The focus
is set on individual parameters which are of further importance for the Holocene climate reconstruction

1Haberkorn, K., F. Sielmann, F. Lunkeit, E. Kirk, A. Schneidereit, and Klaus Fraedrich, 2009: Planet Simulator Climate,
Meteorological Institute, University of Hamburg
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as well as for the vegetation studies. Accordingly, both the global and the European perspective are con-
sidered. Thus, to learn about the linkages between climate and humans, the main objective of this study
is a as realistic as possible simulation of the climatic conditions, including the vegetational boundary
conditions, which are both leading to the settlement of early humans during the Holocene. The relia-
bility of this aspired climate simulation shall be provided by global proxy time series which need to be
assimilated into the climate model.

In Chapter 4, the Holocene climate is, at first, reconstructed using a transient simulation with the fully
coupled, and thus optimal, version of PlaSim, i.e. atmosphere, ocean and biosphere. In this context, data
of a transient Holocene simulation with PlaSim and the LSG ocean have been sent to the PANGAEA,
a database for “Earth and Environmental Science”. These results will serve as a first indication of the
evolution of the European climate during the Holocene. In comparison to other existing model and proxy
studies, at the same time the performance of this model setup is validated and potential discrepancies are
discovered and discussed. Moreover, the results of this chapter are also used for a comparison to those
of the subsequent chapter.

Chapter 5 addresses one of the leading issues of this study, which is the “Assimilation of proxy time
series into the Planet Simulator”. Assuming in either case an existing discrepancy between models and
proxy data, the intention is to adjust the model to reliable proxy data to establish the prevailing climate
conditions in Europe during the Holocene. The methodology for the assimilation is introduced, which
is newly developed in this context. Afterwards, the results of various applications of this method for the
reconstruction of Holocene climate are shown. The first part of this chapter with a description of the
method and the first application on the reconstruction of selected time slices (Sections 5.3 and 5.4), has
been published in Earth System Dynamics Discussion2 and is included here with editorial adjustments.
Confinements of the methodology and a comparison to SST-proxies are also included in this chapter.
A discussion of the results is completing this chapter. The results are intercompared with each other
as well as to those of the preceding chapter and the existing studies on the European palaeoclimate.
Although this chapter is mainly dedicated to the implementation of this new methodology, the analysis
of the results is essential for the discussion with regard to the general applicability of this approach as
a potentially useful tool in combining models and palaeoobservations. It may thus be a beneficial new
aspect in the palaeoclimate modelling community.

In Chapter 6, a set of vegetation models is used to study diverse vegetation-related aspects. In prin-
ciple, it is distinguished between two parts here, which is the European vegetation evolution during the
Holocene and the influence of vegetation extremes on the climate. The results of the latter are then re-
lated to the remarks in the previous section about early anthropogenic land cover changes and thus fit
into the wider motivation for this study.

This will be the basis to stimulate further research on this topic, i.e. forcing a climate model with re-
sults from anthropogenic land cover changes, which will be discussed in the last chapter (Chapt. 7). This
will conclude the thesis with a summary of the most important results of all chapters, and furthermore
propose and discuss possible directions of future research.

2Haberkorn, K., C. Lemmen, R. Blender, and K. Fraedrich, 2012: Iterative land proxy based reconstruction of SST for the
simulation of terrestrial Holocene climate. Earth System Dynamics Discussions, 3, 149-200
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2 The climate model Planet
Simulator

This chapter serves to introduce the climate model which is used throughout this study. All experiments
in this work are carried out with the Planet Simulator, which is an Earth System model of intermedi-
ate complexity (EMIC). A comprehensive description of the model and its subcomponents is provided
including the implemented parameterizations, and a short overview is given about the most recent appli-
cations of PlaSim. A model validation for present-day climate is then handled in the next chapter as the
outcome is of special importance for the palaeoclimate studies in general and the vegetation studies in
particular, which are introduced at a later stage.

2.1 Model Setup

2.1.1 Model description

PlaSim is a General Circulation Model (GCM), whose dynamical core (PUMA-2) for the atmosphere is
adopted from PUMA (Portable University Model of the Atmosphere, Fraedrich et al. 2003, 2005c). Be-
sides the atmospheric part, other climate subsystems are included with highly reduced, linear dynamics:
a land surface with biosphere or, e.g. a mixed layer-ocean with sea ice. This is illustrated in Figure 2.1
and will be further described below. The atmosphere is modelled using the moist primitive equations for
the vorticity, divergence, temperature and the logarithm of the surface pressure. The equations describe
the momentum, energy and mass balance and are solved numerically in the spherical (λ , ϕ , σ ) coordi-
nate system, where λ represents the longitude, ϕ the latitude and σ the pressure. The vertical component
is normalized with the surface pressure (σ = p/ps) to obtain a terrain following σ -coordinate system.
Here, the top of the atmosphere and the surface correspond to σ = 0 (p=0) and σ = 1 with p = ps re-
spectively, thus σ is decreasing with height. In the σ -system, the four abovementioned equations are
described in spherical harmonics and form up as:
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Atmosphere
Spectral model, 

moist primitive equations
on σ levels

Sea-ice
thermodynamic

Terrestrial surface
Five layer soil plus snow

Vegetation
(Prescribed, SimBA, 
VECODE, Koeppen, 

CARAIB)

Ocean
(Climatol. SST, mixed layer 

or LSG)

Figure 2.1: Available components (couplings) of the Planet Simulator.

Conservation of momentum

Vorticity

∂ (ζ + f )
∂ t

=
1

(1−µ2)

∂Fv

∂λ
− ∂Fu

∂ µ
+Pζ (2.1)

Divergence

∂D
∂ t

=
1

(1−µ2)

∂Fu

∂λ
+

Fv

∂ µ
−∇

2E−∇
2(φ +T0lnps)+PD (2.2)

Hydrostatic approximation

Hydrostatic equation

0 =
∂φ

∂ (lnσ)
+T (2.3)

Conservation of mass

Continuity equation

∂ (lnps)

∂ t
=−

∫ 1

0
Adσ (2.4)
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First Law of Thermodynamics

∂T
′

∂ t
= FT − σ̇

∂T
∂σ

+κWT +
J
cp

+PT (2.5)

The following relations have been used in the Equations (2.1)-(2.5):

Fu = (ζ + f )V − σ̇
∂U
∂σ
−T

′ ∂ lnps

∂λ
(2.6)

Fv =−(ζ + f )U− σ̇
∂V
∂σ
− (1−µ

2)T
′ ∂ lnps

∂ µ
(2.7)

FT =− 1
(1−µ2)

∂ (UT
′
)

∂λ
− ∂ (V T

′
)

∂ µ
+DT

′
(2.8)

E =
U2 +V 2

2(1−µ2)
(2.9)

σ̇ = σ

∫ 1

0
Adσ −

∫
σ

0
Adσ (2.10)

W =
ω

p
=~V ·∇lnps−

1
σ

∫
σ

0
Adσ (2.11)

A = D+~V ·∇lnps =
1
ps

∇ · ps~V (2.12)

The applied parameters are summarized in Table 2.1. In the horizontal, the equations are solved
using the spectral transform method (Eliasen et al. 1970; Orszag 1970). In the vertical, finite differ-
ences are used with the vertical velocity being defined between the full levels, on which the prognostic
variables temperature, moisture, vorticity and divergence are computed. The equations are integrated in
time with a leap-frog semi-implicit time-stepping (Hoskins and Simmons 1975; Simmons et al. 1978)
with Robert/Asselin time filter (Robert 1981; Asselin 1972). The horizontal resolution depends on the
truncation used, i.e. either T21, T31 or T42. The first corresponds to a number of 64 longitudes and 32
latitudes on the corresponding Gaussian grid. In T31 and T42, the number of grid points increase up to
96 x 48 and 128 x 64 respectively. The model is available as an open source code (http://www.mi.uni-
hamburg.de/plasim). For more details concerning the model description, it is referred to the Planet
Simulator reference manual by Lunkeit et al. (2010), for on overview see Fraedrich et al. (2005a) or
Fraedrich (2012).

2.1.2 Parameterizations

To finalize the description of PlaSim, a short overview of the parameterizations is given which are applied
to consider the effects of unresolved processes in the model. Compared to other more comprehensive
models, PlaSim uses simplified parameterizations.
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ζ relative vorticity t time
f planetary vorticity µ = sin(ϕ)
D divergence ϕ latitude
p pressure λ longitude
ps surface pressure U = ucosϕ

σ = p/ps vertical coordinate in the V = vcosϕ

σ − system
T temperature u zonal velocity
T0 reference temperature v meridional velocity

(T0 = 250K)

T
′
= T −T0 temperature deviation σ̇ = dσ/dt vertical velocity

of T0 in the σ − system
cp specific heat capacity ω = d p/dt vertical velocity

for dry air at in the p-system
constant pressure

κ adiabatic coefficient φ geopotential
J diabatic heating E kinetic energy
Pλ , PD, parameterizations of the
Pζ divergence of the turbulent

fluxes

Table 2.1: List of symbols.

Land surface and soil

The terrestrial component in PlaSim contains the calculation of temperatures for the surface and the soil,
a soil hydrology and a river transport scheme. In addition, surface properties such as the albedo, the
roughness length or the evaporation efficiency are provided. As, up to the end of this work, a coupling to
an external glacier module is not available, glaciers are treated like other land points with the appropriate
surface and soil properties for ice, for example affecting the albedo.

The surface temperature is computed from the linearized energy balance of the uppermost 0.2 meters
of the ground. Below this top layer, the soil column is discretized into five layers of thickness (0.4 m,
0.8 m, 1.6 m, 3.2 m and finally 6.4 m), where the temperatures are computed under consideration of the
energy balance, which further takes into account the conductive heat flux between these layers.

The parameterizations for the soil hydrology imply the budgets for the snow and the soil water
amount. The local runoff, which is induced by soil water exceeding the field capacity, is transported to
the ocean by a river transport scheme with linear advection (Sausen et al. 1994). For each grid box (land
and ocean points), the river amount is computed.

A further necessity is the setup of additional parameters characterizing the land surface of each grid
box. These parameters are, for example, the land-sea mask and the orography, the global distribution of
the surface roughness length, a background albedo, a glacier mask for permanent ice (as a surrogate for
an ice model) and the bucket size for the soil water (≡ to the field capacity). For snow covered regions,
the background albedo is modified to the actual albedo used in the radiation scheme.
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Boundary layer and diffusion

Surface fluxes of zonal and meridional momentum (wind stress) as well as of sensible and latent heat
are parameterized using the bulk aerodynamic formulas. The calculation of the drag and the transfer
coefficients is based on the work done by Roeckner et al. (1992) for the ECHAM-3 model and taken
from Louis (1979) and Louis et al. (1982).

Vertical diffusion, representing the non-resolved turbulent exchange is applied to the horizontal wind
components, the potential temperature and the specific humidity. The parameterization for the horizontal
diffusion instead is taken from Laursen and Eliasen (1989), as it is done in ECHAM-3 (Roeckner et al.
1992). The diffusion is computed in spectral space.

Radiation

The parameterization for the shortwave radiation is based on the work by Lacis and Hansen (1974)
for the cloud free atmosphere with Rayleigh scattering, ozone and water vapor absorption. For the
cloudy part, the parameterizations of the albedos and transmissivities for the high-, middle and low-
level clouds are taken from Stephens et al. (1984). The long-wave radiation scheme for the clear sky
uses a broad band emissivity method (Sasamori 1968), where the cloud flux emissivity is obtained from
the cloud liquid water content (Stephens 1978; Stephens et al. 1984). The ozone concentration used in
the radiation scheme is prescribed on the basis of an idealized annual cycle taken from Green (1964).
The atmospheric carbon dioxide (CO2) concentration can be freely prescribed and adjusted to the user-
specific experiment which will be explained in detail in Chapter 4. Furthermore, no other greenhouse
gases (GHG) are included in PlaSim.

Cumulus convection, clouds and precipitation

Cumulus convection is parameterized by the convection scheme taken from Kuo (1965, 1974). Large-
scale condensation occurs if the air is supersaturated with the condensed water falling out instantaneously
as precipitation. Hence, no storage of water in clouds is considered.

Cloud cover and its liquid water content are diagnostic quantities, with the fractional cloud cover of
a grid-cell parameterized according to Slingo and Slingo (1991), where the relative humidity is taken for
the stratiform cloud amount and the convective precipitation rate [mm/d] for the corresponding cloud
amount. Other processes concerning cloud microphysics, e.g. phase changes, are not considered in the
model. However, a distinction is made between rain and snow fall at the surface. If the temperature
of the lowermost level falls below the freezing point, precipitation is assumed to be snow, otherwise all
precipitation is considered to be rain.

Ocean and sea ice

PlaSim can be used with three ocean modules, which differ in their complexity and thus in the response
they are able to impose on the atmosphere. In the very basic version of the model, sea surface tem-
peratures (SST) are prescribed by a climatology and are thus the same each year. Due to the annual
prescription of the ocean temperatures, the interaction with the atmosphere is suppressed. This leads to
a strong dampening of the feedback between both systems. Alternatively, a coupling to a mixed layer
ocean is established in PlaSim. This slab ocean model represents the oceanic mixed layer, which is kept
fixed to a depth of 50 m. The depth of the mixed-layer also determines the band, up to which an oceanic
interaction with the atmosphere can take place, i.e. in PlaSim, the atmosphere can interact with the first
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50 m of the ocean. This is already a strong improvement compared to the fixed ocean with regard to the
dampening of the feedbacks, but the interaction with the deep ocean, which would induce stronger or
even initiate new responses, which do not emerge in the top oceanic layers, still cannot be reproduced.
The latter is only possible with a dynamic ocean, which is, for PlaSim, the large-scale geostrophic ocean
(LSG, Maier-Reimer et al. 1993). Included in PlaSim is also a thermodynamic sea ice model which is
based on the zero layer model of Semtner (1976). It depends on the oceanic temperatures, i.e. sea ice is
formed if the ocean temperature drops below the freezing point (set to 271.25 K) and is melted whenever
the ocean temperature increases above this point. Comparable to the fixed ocean, sea ice can equally by
prescribed by a climatology. The effects of using different oceans will be reported on at a later stage.

Vegetation

Comparable to the setup for the ocean, PlaSim can couple to in total four different vegetation represen-
tations, which are (i) a prescribed vegetation setting, or one of the vegetation modules SimBA (ii) or
VECODE (Brovkin et al. 2002) (iii). As shown in Figure 2.1, other possibilities are the Koeppen cli-
mate classification (Köppen 1936) and the dynamic vegetation model CARAIB (Warnant et al. 1994).
Whereas the first three settings are coupled interactively to PlaSim, the latter two can just be used asyn-
chronously respectively diagnostically. The models are further described and handled in Section 6.3.
The settings (i) - (iii) are shortly described in the following.

(i) Prescribed vegetation In the prescribed setup, global vegetation is accounted for by four parameters
in the land surface scheme. These are the surface background albedo affecting the surface solar radiation,
the surface roughness length with direct implication for the exchange of momentum and moisture and
two parameters representing the effect of vegetation on the soil hydrology, i.e. the bucket size describing
the maximum water storage of the soil, and a parameter controlling the fraction of actual and potential
evapotranspiration, i.e. lately the fraction of available soil water. This is a standard and at the same time
the easiest procedure to account for “vegetation” and is done similarly in other GCMs (Brovkin et al.
1998; Claussen 1998). As a remark it should be said, that these parameters can be easily adjusted, e.g.
to carry out experiments to study the influence of extreme boundary on atmospheric processes. This
procedure is further handled in Section 6.4 b.

(ii) SimBA Secondly, PlaSim can couple to the Simulator of Biospheric Aspects (SimBA), which is
the original vegetation model being coupled to PlaSim. It provides a simplified, but dynamic and in-
teractive representation of the terrestrial vegetation (Kleidon 2006). The model determines dynamically
the aforementioned global land surface properties, that are affected by the presence of vegetation, e.g.
background albedo, roughness length and the rooting depth (= bucket size), from the existing climatic
conditions. The latter are given by the atmospheric part of PlaSim and are setting the constraints for the
simulation of the vegetation productivity by SimBA, which is the gross carbon uptake or gross primary
productivity (GPP). This then leads to the buildup of biomass. The change over time of the organic
carbon stored in this biomass is equal to the net primary productivity (NPP) and can be related to GPP
through

NPP≈ 0.5×GPP. (2.13)

This ratio can deviate but, in any case, NPP is proportional to GPP, so that NPP/GPP = const. The
change in biomass then translates again into the land surface properties such as surface albedo and so
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forth. These in turn affect the interaction of the vegetation and climate model through surface energy and
mass exchanges. SimBA is executed at every time step of the atmosphere (Kleidon 2006).

A more comprehensive description including the governing equations can be found in the PlaSim
reference manual (Lunkeit et al. 2010) or in Kleidon (2006). So far, studies with SimBA have been
made by Kleidon (2006) to investigate the impact of human-induced land cover changes on the water
and energy budget at the surface, by Kleidon et al. (2007) to analyze the potential emergence of multiple
steady states in the vegetation-atmosphere system as a direct consequence of discrete vegetation classes
or by Sujatta (2011), who carried out Snowball Earth experiments investigating the influence of different
PlaSim model setups.

(iii) VECODE As the third alternative, PlaSim can couple to the Vegetation Continuous Description
model (VECODE, Brovkin et al. 2002). The coupling of PlaSim and VECODE has been implemented
rather recently and is described in Bathiany et al. (2011). VECODE is a reduced-form dynamic global
vegetation model, which has been originally designed, based on a previous work by Brovkin et al.
(1997), as the vegetation module for an interactive coupling to a coarse resolution atmospheric model
(CLIMBER-2, Brovkin et al. 2002) for performing long-term simulations. VECODE determines the
potential cover fractions of two plant types (trees and grass) from annual mean temperature, precipita-
tion and growing degree days above 0◦C (GDD0) and simulates changes in the vegetation structure and
the carbon pools on different time scales. The transformation from the climatic variables to a potential
vegetation distribution and NPP is based on a fit of tolerance limits and performance curves to global
observations. All vegetation variables are calculated as annual mean values. VECODE provides two
different modes of coupling to the atmosphere: In equilibrium mode, the coupling is asynchronous. The
cover fractions are set to their equilibrium values, which can be calculated from a mean over several at-
mosphere years. This mode is comparable to the coupling with the Koeppen climate classification which
will be described later. In transient mode, the evolution of tree and grass cover is calculated with an
annual time step. Each year, the potential vegetation cover is determined and the actual cover fractions
approach their equilibrium on the basis of a linear relaxation law. The timescales for trees and grass
are also updated each year and result from NPP, which itself depends on the annual mean temperature,
precipitation and atmospheric CO2 concentration.

So far, VECODE has been used for various studies by coupling it to different models. Cramer et al.
(2001) compare it to five other global dynamic vegetation models with respect to their response on CO2
and climate change. VECODE is also applied in palaeoclimatic studies to have the dynamics of grassland
and forest included. In this context, special regional focus is set on the Holocene climate evolution in
Northern Africa (Renssen et al. 2006a) or at the high latitudes of the Northern (Renssen et al. 2005a) and
Southern Hemisphere (Renssen et al. 2005b). Other studies investigate the influence of changing external
forcings, such as insolation or greenhouse gas concentration, on the Holocene climate variability in gen-
eral (Renssen et al. 2006b) and, in particular, during the thermal maximum in the mid-Holocene (Brovkin
et al. 2002; Renssen et al. 2009). When analyzing climate-vegetation interactions, the stability-problem
has to be kept in mind, i.e. the question, whether the system is stable or maybe has different equilibria
under the aspect of changing biogeophysical or biogeochemical conditions. The latter feedbacks and
their influence on the atmosphere-biosphere interaction is shown by Brovkin et al. (2003) for present-day
and doubled CO2-climate. In contrast, Renssen et al. (2003) are evaluating the climate instability during
the mid-Holocene in the Sahara/Sahel region. The study by Lemmen (2009) can be seen in a similar
context as the author is quantifying the effects of land use change, i.e. biogeophysical changes, on the
amount of released carbon in the atmosphere by coupling VECODE to the socio-technological evolution
model GLUES instead of a climate model.
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2.2 Applications

As indicated before, the coupling of the diverse subcomponents of PlaSim (cf. Fig. 2.1) to the atmosphere
is very straightforward. Thus, this modular structure of the model is beneficial as it easily enables
a problem-dependent configuration. This has led to different applications of PlaSim during the past
several years, addressing a variety of scientific questions. To finalize this section, a short overview of
these applications is presented in the following.

These are, for example, hysteresis experiments on a Snowball Earth (Lucarini et al. 2010) with
regard to thermodynamic aspects and the identification of potential tipping points in the climate system.
Another application of PlaSim is the work by Kleidon et al. (2006) or Fraedrich and Lunkeit (2008) who
have investigated the entropy balance of the Earth system. Other studies - by Fraedrich et al. (2005c) or
Dekker et al. (2010) - have analyzed the interactions between atmosphere and biosphere under extreme
vegetation scenarios. As mentioned earlier, PlaSim can couple to three different ocean modules. In the
study by Schmittner et al. (2011), this package is expanded through the usage of PlaSim together with the
University of Victoria model (UVic), combining the atmospheric circulation of PlaSim with the ocean,
sea ice, land surface and ocean biogeochemical components of UVic to form the new ocean-atmosphere
Oregon State University-University of Victoria model (OSUVic) to investigate the impact of mountains
and ice sheets on the large-scale circulation.

Compared to other EMICs in the scientific community, such as CLIMBER, ECBILT-CLIO, or others
listed in the paper by Claussen et al. (2002), PlaSim can, from the atmospheric point of view, be regarded
as a more complex, i.e. full, GCM: All atmospheric processes are included, but with the limitation of
less sophisticated parameterizations. Whereas other EMICs may have a coarser atmosphere, they may
be composed of, for example, a much more complex ocean model or include other subcomponents like
a carbon cycle model. Besides their individual differences, all EMICs have in common that they are
suitable for long-term and problem-specific experiments. This listing implies that PlaSim has been used
in a wide range of fields yet; due to its medium complexity and associated less extensive computing
requirements, it is further especially suitable for palaeoclimate research, which is of great importance for
this study. So far, PlaSim has already been used for studies on geological time scales of several million
years ago (Romanova et al. 2006; Micheels and Montenari 2008; Micheels et al. 2009b,a; Henrot et al.
2009, 2010). On the other hand, in the studies by Micheels et al. (2009a) and Henrot et al. (2009),
PlaSim has already proven to provide realistic results in the comparison to either vegetation (pollen)
and terrestrial proxies. Summing up, mainly the last two aspects are in line, and at the same time a
feasible precondition, for the intention of this overall study of reconstructing the Holocene climate with
(Chapt. 5) and without proxy data (Chapt. 4).
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3 Validation of the Planet Simulator
to present-day climate

As the aim is, at a later stage, to use PlaSim for the reconstruction of the Holocene climate, a profound
knowledge of the model performance, as it is done by e.g. Roeckner et al. (1996), is required to avoid
misinterpretations and to be aware of potential biases in the model. This can be achieved through a
model validation for present-day conditions. Although the focus is set on studies about past climates, the
reflection of present-day climate is not an additional aspect but an essential prerequisite. Before applying
a climate model under conditions which strongly differ from the current state, a GCM must be validated
to either direct observations or to reanalysis data (e.g. Kållberg et al. 2005); reanalysis data are treated
as the best possible replication of the actual observations and are further explained in the next section.
This implies that GCMs should be able to reproduce the climate indicated by observational or reanalysis
data - despite inherent deficiencies of individual models.
To “validate” in this context means that a certain matter or issue is declared as “true”; so it can be under-
stood as a kind of confirmation. With a validation, the reliability of climate models should be confirmed;
whether the model is able to reproduce the climate mean state - given by observations or reanalysis data
- in terms of different climate variables and/or important atmospheric processes. In principle, a model
validation can be used for three essential purposes: The most important is the identification of the model
performance mainly with regard to the deficiencies and systematic biases, to avoid scientific misinter-
pretations (i); to use the output and the systematic errors as a basis for a comparison with other climate
models (ii); and finally to undertake model improvements if the results of the validation reveal strong
model errors (iii). Nevertheless, besides the ability to simulate the present-day climate with a GCM, the
model should at the same time be capable to represent a climate that is different from current conditions;
this task is unequally more complicated. Driven by reconstructions of climate forcing factors to account
for long-term changes of the atmospheric state, the GCM can potentially produce diverging simulation
results because of its unknown internal variability or general model limitations (Widmann et al. 2010).

3.1 Planet Simulator data

A control run for a period of 50 years is performed with PlaSim for present-day climate (Haberkorn
et al. 2009b) using prescribed SST and sea ice based on the climatological annual cycle taken from the
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Atmospheric Model Intercomparison Project (AMIP II, years 1979 to 1996, Gates 1992 and Taylor et al.
2000). PlaSim is used in T21 horizontal resolution (≈ 5.6◦× 5.6◦ on the corresponding Gaussian grid)
with ten not equally spaced levels in σ -coordinates (σ = p/ps) in the vertical. A fixed composition of
the atmosphere is used, the annual cycle is included but not the diurnal. The default parameters used are
the following: a year with 365 days (and 366 for leap years), a solar constant of 1365 W/m2 and a CO2-
content of 348 ppmv. The control run is confined to the atmospheric part without interaction with the
subcomponents. For the comparison to ERA-40, the last 30 years of the control experiment are selected
to achieve a climatological basis. Besides annual means of the whole 30 yr period, the main seasons of
boreal winter (DJF) and boreal summer (JJA) are presented.

3.2 ERA-40 reanalysis data

In this study, the reanalysis data ERA-40 (Kållberg et al. 2005; Uppala et al. 2005) from the European
Center for Medium-Range Weather Forecasts (ECMWF) are chosen. As mentioned before, reanalysis
data are treated as the best possible replication of the observed state of the atmosphere. They are obtained
through a combination of actual observations (e.g. land stations, radiosondes or satellites) with analyses
from a numerical weather prediction model (NWP). To account for the temporally and globally different
observations, a data assimilation technique is used to interpolate the irregularly distributed observations
on a global grid. Through this assimilation, a consistent data base in time and space is achieved which
is then used for the numerical analysis. Nominally, observations are reprocessed, “reanalyzed”, for a
period of several years or even decades, using invariant techniques and models. The here used ERA-40
data are already the second generation of reanalysis data produced at the ECMWF, covering not only
a longer period compared to the preceding generation ERA-15 (1979-1993), but, more important, also
using improved methods in all aspects of the whole reanalysis procedure. ERA-40 spans the period of
September 1957 to August 2002. Moreover, errors, which occurred during the first generation could thus
be annihilated. But not only from the technical point of view but also in the presentation of the mean
climate, improvements are achieved in ERA-40, as, for example, the global mean temperature was too
low, mainly during winter, in ERA-15 (Uppala et al. 2005). The overall resolution of ERA-40 is the
following:

Horizontally:

(a) Spectral resolution of T159 for the prognostic variables and,

(b) T106 for the diagnostic variables (∼ 1.125◦);

Vertically:

- 60 model levels for the atmospheric data, with a higher amount in the boundary layer fol-
lowing the orography and additional ones in the higher atmosphere (stratosphere and meso-
sphere) compared to ERA-15.

Temporally:

- Daily means of a six hourly data set

A comprehensive description on ERA-15 can be found in Gibson et al. (1997) and on ERA-40
in Simmons and Gibson (2000), Kållberg et al. (2005) and Uppala et al. (2005). In the last several
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years, a third generation of ECMWF reanalysis data has been established, called ERA-Interim, again
including new technical approaches, an extended set of variables, a higher resolution and several other
improvements (Dee et al. 2011). Just for completeness it should be mentioned that another two sets of
reanalyses are also widely used in climate research, which are the reanalysis data NCEP/NCAR (Kalnay
et al. 1996) of the National Center for Environmental Prediction (NCEP) in cooperation with the National
Center for Atmospheric Research (NCAR) on the one hand and, on the other hand, the reanalysis data
JRA-25 (Onogi et al. 2007) from Japan, which have been established in a cooperation of the Japan
Meteorological Agency (JMA) and the Central Research Institute of Electric Power Industry (CRIEPI).

3.3 Comparison

The climate of the PlaSim control run is analyzed and the results are compared to ERA-40 (ERA here-
inafter). The climatology is presented in terms of global and Europe-wide means of the respective
variables, using global (European) maps with meridional profiles of zonal means. The results of the
validation are taken from Haberkorn et al. (2009b); this study has been the very first and comprehensive
evaluation of the climate model Planet Simulator, accounting for first and second moments of the key
atmospheric variables characterizing the thermal, dynamic and moisture processes, as well as eddy fluxes
and other derived quantities (such as wavenumber spectra) of the dynamics of the atmosphere. However,
at this stage, only a compendium of the validation results is presented for those variables which are of
importance for further aspects of this thesis, i.e. surface air temperature and precipitation for the recon-
struction of Holocene climate (cf. Chapt. 4 and 5) as well as evaporation and net surface radiation for
the calculation of the vegetation-related quantities in Chapter 6. Of course, precipitation is essential for
the vegetation studies as well. Due to the different resolutions in PlaSim and ERA, the latter data are
interpolated on the PlaSim resolution of T21. Monthly means are further derived from daily means of
the six hourly data set of ERA. The subsequent comparison will be dominated by the global view, which
is more important for the vegetation studies. Only for the evaluation of the surface air temperature field,
the European sector is presented separately in comparison to a high-resolution climatology to account
for more local scale structures which cannot be identified on a global view.
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3.3.1 Surface air temperature (T2m)

Global The first variable which is examined is the surface air temperature at 2 m (Fig. 3.1). This
parameter is further needed for the Holocene experiments (cf. Chapt. 4), in particular for the adjustment
of Holocene SST on the basis of the surface air temperature over land (cf. Chapt. 5). It is also further
used for the calculation of the vegetation classifications in Chapter 6.

In general terms, PlaSim captures the major temperature pattern. In DJF (Fig. 3.1 a, d), temperatures
rise up to 20-30◦C in the tropics and to a maximum of > 30◦C over Australia. At higher latitudes of the
Northern Hemisphere, PlaSim shows colder temperatures compared to ERA, leading to a cold bias there
and a lower global mean of 11.1◦C compared to 12.6◦C in ERA. The strongly reduced temperatures in
the polar regions become especially evident in the meridional profile of the zonal means. The Southern
Hemisphere instead shows a rather similar pattern - in both the global distribution and the meridional
profile.

During boreal summer (JJA, Fig. 3.1 b, e), the maxima of 20-30◦C occur over Northern Africa, North
America and the Arabian regions, whereas the latter two regions are showing lower values in ERA. The
southern polar regions are too cold during JJA as well; thus, a cold bias can be observed in the respective
winter hemispheres. The Southern Hemisphere is represented very similarly in PlaSim compared to ERA
- in the global distribution as well as in the meridional profile. In general, the temperature pattern in JJA
is more analogical between PlaSim and ERA, which is most distinct in the meridional profile, despite
the only minor differences south of 60◦S. Accordingly, the global mean is only slightly lower in PlaSim
(15.1◦C compared to 16.0◦C in ERA).

In the annual mean (ANM, Fig. 3.1 c, f), the 30◦C-maxima is only reached in PlaSim and only in
very few regions. The northern high latitudes are strongly influenced by the cold bias in DJF, causing
again a larger difference in the global mean: 13.1◦C compared to 14.3◦C in ERA.

Europe For the reconstruction of the Holocene climate, the European sector is of main interest due
to the beginning of the first human settlements in this region (cf. Sect. 1.1.2). Therefore, the European
temperature pattern is investigated at this stage - at first on the basis of the global temperature distribution
presented in Figure 3.1. The northeastern parts of Europe are a bit too cold in PlaSim in DJF, whereas
the southwestern parts are a bit too warm. Central Europe instead is well represented in PlaSim. During
JJA, the similarity between PlaSim and ERA is even stronger, with PlaSim showing only slightly lower
values in the very northern and southern parts of Europe. In the annual mean, the northern and southern
regions are also a bit colder in PlaSim, whereas the central parts are well represented. However, on a
global scale, only a rather coarse overview of the temperature pattern can be achieved. Thus, due to the
specific focus on Europe for reconstructing Holocene climate, the validation is extended to an additional
data set, which is the observational data set of the Climate Research Unit (CRU TS2.1, Mitchell and
Jones 2005). This data set is available for the period 1901-2009 in three different, very high resolutions
(0.5◦C, 1.0◦C and 2.5◦C), but does not include oceanic temperatures. Here, the 0.5◦C-resolution is used.
In Figure 3.2, European temperatures for PlaSim and CRU are shown for DJF, JJA and the annual mean.
For CRU, only the period of 1961 to 1990 is selected instead of the full period of 109 years, as these
30 years are widely used as a reference period for present-day climate.

Despite the coarse resolution in PlaSim compared to CRU, the general pattern for the European
winter (Fig. 3.2 a, d) is very similar between both with a spread from warmest surface air temperatures
in the south and southwest of Europe to the coldest ones in the northeast. The latter regions of lowest
temperatures are more pronounced in PlaSim which is closely related to the aforementioned cold bias
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PlaSim(a) ERA(d)

(b) (e)

(c) (f)

Figure 3.1: Surface air temperature (T2m) [◦C] for PlaSim and ERA: (a), (d) DJF; (b), (e) JJA; (c), (f)
ANM. Right panels: zonal mean with global mean on top.
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PlaSim(a) CRU(d)

(b) (e)

(c) (f)

Figure 3.2: Surface air temperature (T2m) [◦C] over Europe for PlaSim and the observational data set
CRU TS2.1: (a), (d) DJF; (b), (e) JJA; (c), (f) ANM.
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there. Therefore the northeastern parts of central Europe are too cold in PlaSim. Over southern Europe,
slight differences occur over Spain and Turkey as well as over Northern Africa where PlaSim is warmer.

In boreal summer (Fig. 3.2 b, e), PlaSim is a bit warmer over central and southeastern Europe and
slightly colder over Northern Europe and Northern Africa.

The PlaSim annual mean (Fig. 3.2 c) is again strongly influenced by the cold bias, leading to lower
temperatures at the northern high latitudes compared to CRU (Fig. 3.2 f). These colder conditions prevail
over most parts of northern Scandinavia and northern Russia; hence, the appearance of higher temper-
atures is slightly shifted southwards in PlaSim. Thus, central and southern Europe are very well repre-
sented in PlaSim, which is beneficial for the climate reconstruction of the Holocene, which is based upon
the temperatures over Europe (cf. Chapt. 5).

3.3.2 Total precipitation

The validation of the total precipitation fields is confined to the global representation at this stage. The
first step is again the direct comparison to ERA, however, in a second step, the evaluation is extended
to another high-resolution climatology. The precipitation patterns for PlaSim and ERA are presented in
Figure 3.3. To be more precise, it is the total precipitation, i.e. the sum of large-scale and convective
precipitation. This variable is also further considered in the later studies of the palaeoclimate; moreover
it is an essential part of the hydrological cycle and thus of major significance for the vegetation-related
studies.

During winter (Fig. 3.3 a, d), large areas on the global scale show very little (up to 2 mm/day)
precipitation in both PlaSim and ERA. South of 60◦N, precipitation is enhanced mainly over North
America and Asia; over the adjacent oceans it is increasing up to 8 mm/day. Precipitation is increasing
more strongly in the tropics, which is mostly induced by the convective part (not shown here), whereas
the stratiform ratio is decreasing. The latter is strongly dominating in the extratropical and polar regions.
The maxima occur south of the equator over South America, the southern parts of Africa and over the
Indian and Pacific Ocean. These features are found in PlaSim and ERA. In the equatorial region and
southward, i.e. in the Atlantic and mainly in the Pacific and Indian Ocean, ERA shows higher maxima
(ERA: about 16 mm/day, PlaSim: 12 mm/day). It must be mentioned in this context, that the precipitation
is overestimated by ERA in the equatorial region of the tropics and especially over the oceans (Hagemann
et al. 2005). This becomes even more obvious when looking at the zonal means which show a similar
structure between PlaSim and ERA over the Northern Hemisphere but larger deviations over the Southern
Hemisphere. Moreover, a stronger peak is given in ERA, indicating higher maxima in these regions
compared to PlaSim.

The summer structure (Fig. 3.3 b, e) shows analogue features: weak precipitation over polar regions
and mid-latitudes. Higher precipitation rates occur over the Pacific and Atlantic Ocean which are smaller
in PlaSim compared to ERA (8 mm/day in PlaSim and up to 12 mm/day in ERA). In contrast, PlaSim
shows higher rates over some parts of North America, Northern Asia and the eastern parts of India and
China. The maxima in both data sets are located over the northern parts of South America/the Caribbean
as well as the adjacent Atlantic Ocean and equatorial Africa. These are constantly more pronounced
in ERA. Further to the east, there is the huge and extensive region influenced by the Asian Summer
Monsoon showing maximum precipitation rates. These are mainly located over the Indian Ocean, India
itself and parts of Eastern Asia and China respectively. This structure is similar between PlaSim and
ERA but PlaSim is again continuously showing the lower maxima (PlaSim: 8 mm/day, ERA: about
16 mm/day), over the continents and over the oceans. This can again be explained by the remarks in
Hagemann et al. (2005), referring to an overestimated precipitation in the tropics in ERA. In the zonal

23



(a) PlaSim ERA(d)

(b) (e)

(c) (f)

Figure 3.3: Total precipitation [mm/day] for PlaSim and ERA: (a), (d) DJF; (b), (e) JJA; (c), (f) ANM.
Right panels: zonal mean with global mean on top.

24



PlaSim(a) GPCP(d)

(b) (e)

(c) (f)

Figure 3.4: Total precipitation [mm/day] for PlaSim and the observed climatology GPCP: (a), (d) DJF;
(b), (e) JJA; (c), (f) ANM. Right panels: zonal mean with global mean on top.
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pattern for JJA, there are larger differences between PlaSim and ERA. However, the general pattern is
shown by both. PlaSim simulates a larger maximum in about 70◦N (PlaSim: about 4 mm/day, ERA:
2 mm/day). In contrast, ERA shows much larger precipitation rates in the Northern Hemisphere tropics
with a strong peak at about 10◦N (ERA: 10 mm/day, PlaSim: 5 mm/day) which is not simulated by
PlaSim. South of the equator, ERA shows a distinct minimum at about 10◦S which is weaker in PlaSim.
The subtropical maximum at about 40◦S is again more similar in PlaSim and ERA. Nevertheless, the
global means are higher in both seasons in PlaSim, mostly generated by a more uniform precipitation
pattern whereas in ERA, besides the strong maxima, also large rather dry areas occur.

In the annual mean (Fig. 3.3 c, f), the pattern is much more variable in PlaSim. Most parts on a global
scale show precipitation rates of about 6 mm/day; in the tropics, the values increase up to 8 mm/day over
larger areas as well as to about 10 mm/day in some local maxima. In ERA, the distribution is less
variable. The precipitation rates also lie between 6 and 10 mm/day but the pattern is more uniform as
in PlaSim, mainly over the Pacific and Atlantic Ocean. The ERA-maxima in general are much more
pronounced in the annual mean as well, increasing up to 28 mm/day in the Pacific Ocean around the
equator. The meridional profile is again more similar between PlaSim and ERA, despite the large peak
around the equator in ERA, which is smaller in PlaSim.

Thus, stronger deviations exist in the precipitation patterns of both PlaSim and ERA. As these expla-
nations do not give a clear estimate of whether the precipitation in PlaSim is simulated in an acceptable
way, it is referred again to an observed climatology derived by the Global Precipitation Climatology
Project (GPCP, Adler et al. 2003). This data set is available for the period 1979-2009 on a monthly basis
and in a global resolution of 2.5◦C. Again, not the full period of 30 years is chosen but the first ten years,
i.e. 1979-1990, to have at least a partly identical time frame as in CRU. The latter indeed provides high-
resolution precipitation data similar to temperature, but GPCP is chosen because of its profound analysis
of rainfall data, based on a wide range of methods, such as rain gauge stations, sounding and satellite
observations.

In Figure 3.4 a, d, the winter precipitation for PlaSim and GPCP is presented. The PlaSim pattern
is in general slightly more variable but the precipitation rates are of similar magnitude compared to
GPCP. Strongest differences occur over the tropical oceans of both hemispheres, where the precipitation
is strongly overestimated in PlaSim. The meridional profile of the zonal means is much more similar
between PlaSim and GPCP - only the maximum in the tropics is slightly shifted northwards in PlaSim
but of the same magnitude as in GPCP.

During JJA (Fig. 3.4 b, e), the general pattern is more different between PlaSim and GPCP. Precipita-
tion is overestimated in PlaSim over the continental high northern latitudes and again over most parts of
the oceans. The distinct maxima in the equatorial region of the West Pacific and Atlantic Ocean, shown
by the climatology, are not covered by PlaSim. These deviations also become obvious in the meridional
profile. The overestimated high northern latitude precipitation leads to a stronger maximum in about
60◦N whereas the peak around the equator is smaller as in GPCP.

The pattern of the annual mean precipitation (Fig. 3.4 c, f) shows again stronger similarity. The
equatorial region is well represented with analogue rainfall rates in both PlaSim and GPCP. When look-
ing at the zonal mean, the largest difference occurs in the tropics, despite the nearly equal maximum
precipitation rate around the equator.

3.3.3 Total precipitation minus evaporation

As a second part of the hydrological cycle, the precipitation minus evaporation (P-E) patterns for PlaSim
and ERA are presented in Figure 3.5. This parameter is equally important for the vegetation studies on

26



PlaSim(a) ERA(d)

(b) (e)

(c) (f)

Figure 3.5: Precipitation minus evaporation (P-E) [mm/day] for PlaSim and ERA: (a), (d) DJF; (b), (e)
JJA; (c), (f) ANM. Right panels: zonal mean with global mean on top.
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the budgets of energy and water supply.
During winter (Fig. 3.5 a, d), similar spatial patterns can be observed for PlaSim and ERA with

generally small values in the polar regions and mid-latitudes. In the tropics, the values are increasing.
North of the equator, minima establish due to the low precipitation rates in those regions (cf. Fig. 3.3
a, d). While, in general terms, the spatial patterns in both PlaSim and ERA are similar, the minima are
much more pronounced in ERA. In a small band to about 20◦S, maxima in P-E can be observed due to
the high precipitation values in those regions. This is again more distinct in ERA, which is thus caused by
the overestimated tropical precipitation (Hagemann et al. 2005). In the Southern Hemisphere subtropics,
minima can again form due to the dry conditions in those areas. The meridional profile consistently
shows the largest differences (similarities) in the tropics (mid-latitudes and polar regions) with lower
minima in the subtropics and a higher maximum around the equator.

In JJA (Fig. 3.5 b, e), low values occur again over the polar regions and mid-latitudes. Following
the low precipitation rates over the tropical Pacific and Atlantic Ocean, minima in the P-E ratio form
in both hemispheres, which are weaker in PlaSim. The higher precipitation rates and thus maxima in
P-E occur again in the equatorial region, but now, following the shift due to the seasonal cycle, they
appear in a small band ranging to about 20◦N, which is again more distinct in ERA. In the region of the
Asian monsoon, a strong maximum occurs in ERA which is smaller in size and magnitude in PlaSim.
Regarding the meridional profile, again largest differences are obvious in the tropics. In ERA, there is
a peak near 10◦N (not simulated by PlaSim), which may possibly be due to the ERA bias (Hagemann
et al. 2005), likewise the SH minimum at 10◦S (PlaSim: about -2 mm/day, ERA: about -3.5 mm/day).

The annual mean pattern (Fig. 3.5 c, f) is characterized by strong tropical and subtropical minima and
equatorial maxima which are constantly more pronounced in ERA, according to the seasonal deviations.
Strongest differences between PlaSim and ERA occur in the tropics while there is good agreement in the
mid-latitudes of both hemispheres. However, PlaSim simulates weaker maxima and minima and a much
lower global mean. The latter is also higher in ERA during DJF and JJA.
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3.3.4 Radiation

In this section, the energetics in terms of the net radiation at the surface are presented, thus the difference
between the solar and the terrestrial radiation at the surface. This parameter is needed at a later stage for
the interpretation of the global water and energy supply (cf. Sect. 6.5.2).

(a) PlaSim ERA(d)

(b) (e)

(c) (f)

Figure 3.6: Net surface radiation [W/m2] for PlaSim and ERA: (a), (d) DJF; (b), (e) JJA; (c), (f) ANM.
Right panels: zonal mean with global mean on top.
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During winter (Fig. 3.6 a, d), similar spatial patterns can be observed for PlaSim and ERA. The
largest values occur between 15◦N and 60◦S with the maxima located to the west of South America,
southern Africa and Australia. The largest difference between PlaSim and ERA can be found in the spa-
tial extension of these maxima rather than in the magnitude. In PlaSim, these areas are more pronounced
as in ERA. This leads to equally higher values in the meridional profile over the Southern Hemisphere
and a slightly higher global mean.

During JJA (Fig. 3.6 b, e), the pattern has seasonally shifted, with the highest values located between
60◦N and 15◦S. The maxima are found to the west of North America and Africa and they are again more
extended in PlaSim. The largest differences between both occur over Africa and Asia, where PlaSim
is constantly simulating higher values (about 150 W/m2 compared to 100 W/m2). This also leads to
deviations in the meridional profile over the Northern Hemisphere and a more increased global mean.

In the annual mean (Fig. 3.6 c, f), the patterns are most similar which is also evident in the meridional
profile. The global mean is still higher in PlaSim, as, on average, the model simulates slightly higher
values than ERA.

3.4 Summary and discussion

This chapter is dedicated to give an overview about the performance of the general circulation model
Planet Simulator with respect to the simulation of the present-day climate. An evaluation of the model
climate is undertaken for specific variables which are of major relevance for forthcoming parts of this
study, i.e. surface air temperature, total precipitation, precipitation minus evaporation and net surface
radiation. They are compared, on a global scale, to the reanalysis data set ERA-40 of the ECMWF and,
for the surface air temperature on the European scale, to the high-resolution climatology CRU TS2.1.
For the total precipitation, the PlaSim data are additionally referred to the climatology GPCP, which is
assembled on a wide range of different rainfall analyses. The results are discussed and shortly interpreted
with regard to their further use in this study.

The mean state of all four variables is captured by PlaSim reasonably well. The most apparent devi-
ation in the temperature profile is the cold bias at the high latitudes of the respective winter hemisphere.
This could be related to general model limitations with respect to the parameterizations of (low-level)
clouds in PlaSim. A rather strong deviation in the total cloud cover occurs in the comparison of PlaSim
and ERA (not shown) which is most pronounced at the high latitudes. The radiative effect of clouds on
the temperature profile has been investigated by, e.g. Hartmann et al. (1992) and Clement et al. (2009),
stating that especially low-level clouds impose a great impact on the climate system in terms of a net
cooling effect, which marks exactly the outcome which is identified in PlaSim. Furthermore, changes
in the cloud cover are closely linked with the local temperature structure and the large-scale circulation
(Clement et al. 2009). Cloud feedbacks, due to its complexity, are still a primary cause of uncertainty in
climate model simulations (Clement et al. 2009); this may become even more significant in models using
less comprehensive parameterizations such as PlaSim. Another reason which may lead, together with the
shortcomings in the cloud cover representation, to the strong temperature anomaly over the polar regions
of the respective winter hemisphere, could be attributed to a deficient prescription of the sea-ice mask
which may induce an additional cooling. Regarding the European temperature, a strong agreement in
the simulated compared to the observed pattern can be constituted: Despite the low resolution, PlaSim
captures the main characteristics given by CRU. This forms a good basis for the reconstruction of the
Holocene climate on the basis of proxy time series (cf. Chapt. 5). As this reconstruction is built on the
sensitivity between the SST and the land temperatures (cf. Sect. 5.3), a reliable and realistic temperature
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distribution is essential to preclude biases there. Concerning the vegetation studies, the global instead of
only the European temperatures is of importance. As the comparison shows, the general agreement is
indicative of a realistic vegetation distribution. The discrepancies, mainly the lower temperatures over
the polar regions of the respective winter hemisphere, may favor colder types. This is subject to prove in
Chapter 6.

As a second parameter, the patterns of the total precipitation as the sum of large-scale and convective
precipitation are analyzed. The latter is dominant in the tropics, where large, convection-triggered cloud
clusters are forming, whereas in the extratropics and the polar regions, the stratiform (large-scale) rainfall
is prevailing which itself is decreased in the tropics. The comparison to ERA has revealed at least a rather
strong structural similarity, i.e. PlaSim reproduces the characteristic seasonal precipitation patterns, with
maxima located in the equatorial region of the respective summer hemisphere and the minima over the
desertic parts of North Africa and Australia as well as over the large continental regions of North America
and Asia. However, PlaSim overestimates the precipitation over the (sub)tropical oceans, which should
be very low, as shown by ERA. Due to this increased PlaSim rainfall over the oceans, the global mean is
slightly too high in all seasons and in the annual mean. The equatorial maxima are of a lower magnitude
in PlaSim, but they are not underestimated but overestimated in ERA (Hagemann et al. 2005). As a
reliable estimate of the precipitation distribution in PlaSim is required for both the palaeoclimate and
the vegetation studies, the model evaluation is extended to a second data set, which is the precipitation
climatology GPCP. The comparison is coming to similar results as for ERA, i.e. at least during DJF and
the annual mean, the precipitation is well represented in PlaSim, apart from the precipitation over the
tropical oceans, which is indeed too strong in the model. In the opposite, the climatology shows much
lower maxima in the respective regions which are much lower as in ERA and thus of similar magnitude
as in PlaSim. For JJA, the differences are slightly more pronounced and appear again in an overesti-
mated rainfall over the tropical oceans as well as over the continental high northern latitudes. In contrast,
the distinct maxima in the equatorial region of the West Pacific and Atlantic Ocean are not covered by
PlaSim. However, the maxima in GPCP are lower as in ERA and thus proving again the overestimated
equatorial precipitation in ERA, which has been mentioned and shown before. In general terms, PlaSim
is again wetter in the global mean. As can be discovered from the meridional pattern of the zonal means,
this is mainly caused by the overestimated tropical ocean rainfall, as the extratropical pattern of the zonal
means is quite similar for all seasons and both hemispheres, despite the aforementioned deviation over
the high northern latitudes of the boreal summer hemisphere. Lately, the comparison to the climatology
GPCP has opened new insights into the estimation of the model results with regard to a later usage for
other studies. Discussing now the potential reasons for these differences in the precipitation patterns, es-
pecially over the tropical oceans, again relates to parameterization limitations. As mentioned earlier, the
tropics and thus the tropical oceans are especially influenced by convective processes. Hence, convective
precipitation is the dominating element in that region. The slightly deficient parameterization of convec-
tion is also apparent in the patterns of the outgoing long-wave radiation (OLR, not shown here). This
parameter is a good criterion for the description and lately a measure of the strength of the convection
in a model as it can be associated with the vertical depth of clouds and especially of large cloud clusters
in the tropics. As mainly the latter are very deep, they are emitting less OLR. So higher (lower) OLR-
values are indicative of a weaker (stronger) convection and less (more) extensive cloud clusters. As the
OLR is overestimated by PlaSim in the tropics, which is equivalent to less extensive cloud systems, the
convection is therefore too weak. As convection is acting on sub-grid scales, it needs to be parameterized
(cf. Chapt. 2). The complex nature of the convection process also requires a complex parameterization.
This cannot be achieved in models like PlaSim as it requires larger computing resources which contra-
dicts the intention of EMICs. However, it must be mentioned, that an inappropriate representation of the
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convective processes is an existing problem even of more comprehensive general circulation models.
As another important parameter of the hydrological cycle, the precipitation minus evaporation pat-

terns are investigated for both PlaSim and ERA, which is equally important for the vegetation studies on
the budgets of energy and water supply. The patterns of the P-E-difference are rather similar in PlaSim
and ERA for both seasons and the annual mean. However, strongest deviations occur in the magnitude
of the minima and maxima which are both more pronounced in ERA. This can also be identified in the
meridional profile of the zonal means. The more distinct extremes in ERA are caused by the overesti-
mated equatorial precipitation, which has already been mentioned before. Thus, the largest similarities
in PlaSim and ERA occur over the mid-latitudes and polar regions. As shown above, the PlaSim maxima
are of similar magnitude as those shown by the climatology GPCP. Therefore, a reliable representation
of the P-E pattern in PlaSim is assumed.

The global energy supply has been presented in terms of the net radiation at the surface, i.e. the dif-
ference between the solar and the terrestrial radiation. This variable is further needed for the calculation
of the global water and energy supply (cf. Chapt. 6). In general, PlaSim tends to slightly overestimate the
net radiation compared to ERA. The maxima in all seasons and the minima are both more pronounced
and the latter more expanded in the respective winter hemisphere. This leads to a slightly shifted pattern
of the zonal means mainly in DJF and JJA, whereas the annual mean is very similar in both PlaSim
and ERA. The stronger minima in the polar regions is closely related to the cold bias in those regions
and lately to the aforementioned shortcomings with regard to the parameterization of (low-level) clouds.
The higher net radiation can be seen as in line with the overestimated precipitation in PlaSim; which is
important for the calculation of the ratio between water and energy supply in Section 6.5.2 and to make
further estimates which are based on this ratio.

3.5 Conclusion

Overall, PlaSim is able to reproduce the climate mean state of the four considered variables for present-
day conditions, forming a good basis for the forthcoming studies of palaeoclimate. The model provides
a reliable estimate of those parameters for further analyses in this study. Nevertheless, details on rather
small scale, i.e. over Europe, cannot be covered due to the coarse resolution of PlaSim. Shortcomings in
the representation of these variables refer to general model limitations regarding the parameterization of
clouds and convection.
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4 Reconstruction of the Holocene
climate

The following two chapters are dedicated to the main motivation of this study, using different approaches
to reconstruct the Holocene climate. Besides the ability to simulate the present-day climate with a GCM,
as has been shown in the preceding chapter, a model should at the same time be capable to represent
a climate that is different from current conditions; this task is unequally more complicated. Driven by
reconstructions of climate forcing factors to account for long-term changes of the atmospheric state, the
GCM can potentially produce diverging simulation results because of its unknown internal variability or
general model limitations (Widmann et al. 2010). In a first step, the climate is reconstructed using PlaSim
in the fully coupled version, i.e. with a free ocean (LSG) and the dynamic vegetation module SimBA. For
the reconstruction of the Holocene climate, the European sector is of special interest due to the beginning
of the first human settlements in this region (cf. Sect. 1.1.2) and thus, consistent to the previous chapter
for present-day, the focus is set on the European region throughout the next two chapters. To match the
intention of a best possible realization of the European climate during the Holocene, the advanced, with
regard to long-term simulations, model setup of PlaSim is used to establish an experiment which should
be as realistic as possible and thus should match palaeoreconstructions obtained from diverse proxy data.
Carrying out a completely transient Holocene simulation with a fully coupled GCM is only rarely done
by the scientific community because of computational considerations. Mostly time slice simulations
are chosen which are spun up to the respective atmospheric compositions. The dominating question is
clearly whether such a fully coupled model is able to yield a realistic climate, i.e. a climate which is
similar to palaeoclimate observations.

4.1 Types of palaeoreconstructions

The combined approach to compare model output with proxy data is also carried out in a variety of other
studies, such as those of e.g. Reichert et al. (1999), von Storch et al. (2004), Brewer et al. (2007) or
Renssen et al. (2005a, 2006b, 2009). Whereas the latter authors focus on the output from one GCM and
several proxy time series for their comparison, such as e.g. terrestrial, marine or glacial types, Brewer
et al. (2007) are using an ensemble of different models, taken from the Paleoclimate Modelling Inter-
comparison Project (PMIP I, e.g. Joussaume et al. 1999; Masson et al. 1999, or PMIP II, Braconnot
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et al. 2007a), together with single-type proxy data (pollen), taken from the study by Davis et al. (2003).
Von Storch et al. (2004) are presenting a very special approach to reconstruct surface temperatures over
the Northern Hemisphere. The authors use climate model output to construct grid-point based empirical
proxies, i.e. “pseudoproxies”, as they could exist on the basis of climatic conditions. These are then re-
lated with statistical methods and again compared to climate model output. The study by Reichert et al.
(1999) can be seen in a similar context of producing synthetic proxies, combining them with statistical
downscaling methods and the subsequent comparison to in situ proxy data.

Another possibility of how one can approach the wide range of palaeoclimatology relies on proxy
data alone. Several studies are dedicated to this aspect. One has to distinguish between diverse ap-
proaches here, which are shortly summed up in the following. In pure proxy reconstructions, it is mostly
given attention to a profound analysis of the proxy data; this may imply an extension of the data with
respect to the inclusion of a higher number of proxies as well as multiproxy types. For example, Mann
et al. (2008) are using a greatly expanded set of proxy data in combination with instrumental data (taken
from CRU) and statistical methods to reconstruct surface temperatures for the Northern Hemisphere.
Seppä et al. (2009) are also combining different types of proxies to create Holocene temperature time
series for the northern parts of Europe. Moberg et al. (2005) are combining proxies of higher resolution
with an annual signal (e.g. tree rings) and those having a lower, multicentennial, resolution, such as lake
or ocean sediments, with statistical methods to yield an improved understanding about natural climate
variability. The studies by Rutherford et al. (2004) and Mann et al. (2005) are basically dealing with
different statistical methods which can be used in this context. These are then further interpreted with
regard to their advantages and deficiencies as well as the reliability of the reconstruction results. Go-
ing one step beyond, the studies by both Davis et al. (2003) and Mann et al. (2007) aim at introducing
slight improvements in the (statistical) proxy analysis. Notably, the study by Davis et al. (2003) is of
strong benefit in this overall context of reconstructing Holocene climate. The authors have introduced
a gridding-procedure for the proxies so that area-averages can be calculated. As will be explained in
more detail in Section 5.1.2, proxies are assimilated at single sites and they normally cannot easily be
transferred to a larger area in the order of the size of a grid-point in climate models. Moreover, they have
expanded this three-dimensional spatial gridding with a fourth dimension represented by time. Through
this, it is possible to link irregular time series, which are very common in palaeoenvironmental data (cf.
Sect. 5.1.2) with a regular time step. The strong benefit especially crops up in the aspired relation of
climate models and proxy data with regard to the specific properties of models, where both a spatially
and temporally reliable allocation of the data are essential elements. Due to this, the reconstruction re-
sults achieved in this and the subsequent chapter are compared to a very large part to the results of Davis
et al. (2003); moreover, the authors investigated the Holocene temperatures over Europe, which perfectly
matches the region of interest in this study. The third possibility which must be mentioned in this context
of reconstructing past climates, is the combination of both climate model and proxy data to that effect,
that the proxy data are incorporated in the GCM to adjust the climate model simulation. As this is the
second and most important aspect of this study, this is further discussed in all details in the subsequent
chapter.

This chapter is now organized as follows: At the very beginning, the model as well as the experi-
mental design are described. This is followed by the presentation of the outcome of the full Holocene
simulation, focussing on parameters which can be compared with proxy data, i.e. surface air temperature
and total precipitation, as well as the simulated SST of the adjacent North Atlantic and vegetation related
parameters. The latter two are investigated at a later stage, in Section 5.9 and Chapter 6 respectively.
Parts of the results obtained in this chapter are also used in the subsequent chapter as the basis for further
considerations and also for the investigation of the European vegetation evolution over the Holocene in
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Chapter 6. A general remark is made at this stage concerning the availability of palaeoobservations on
precipitation. These are even stronger limited and more uncertain compared to, for example, temperature
proxies, so that they must be handled with caution in a comparative analysis (Zhang et al. 2010). There-
fore, Holocene precipitation patterns reconstructed by models are also very rare; nevertheless the aim
is to gain reasonable results here, providing some contribution to the scientific community. All results
are intercompared with existing palaeoclimate reconstructions for Europe to emphasize similarities or
potential differences. It is concluded with a discussion and final remarks.

4.2 Experimental design

For all further palaeoclimate applications, PlaSim is used in T21 horizontal resolution (≈ 5.6◦× 5.6◦

on the corresponding Gaussian grid) with ten not equally spaced sigma levels in the vertical. A tran-
sient experiment is carried out, which is forced by long-term orbital (Berger 1978b) and greenhouse
gas (GHG) forcing (from Taylor Dome, Indermühle et al. 1999); all forcings are shown in Figure 1.1.
Instead, the solar constant is unaltered in all experiments as the corresponding changes in insolation are
small compared to changes induced by variations of the orbital parameters (cf. Sect. 1.1.1). The constant
is thus kept fixed to the value of 1365 W/m2. Moreover, the model is used with a calendar of 360 days
per year, i.e. 30 days per month. Despite the enormous computational resources which could have been
saved using an acceleration technique (Lorenz and Lohmann 2004), transient experiments are preferred
to obtain really complete Holocene time series - neglecting the time-demanding computational costs.
The experiments started from a steady state at 11 kyr BP with the respective orbital forcing parameters
and CO2 ratio. The last simulated year is 0 BP in each case; it is thus simulated backwards. The follow-
ing descriptions differ corresponding to the respective configuration: In the very basic version, PlaSim is
used with prescribed SST and sea ice based on the present-day climatological annual cycle. The perfor-
mance of this model setup, i.e. with the climatological cycle of SST and sea ice, has been investigated in
the previous section for present-day conditions. This experiment is assigned to be the reference (control)
simulation for the subsequent chapter, on which the analysis and the application of the new methodology
are relying. Because of this, the presentation of the reference results is left out at this stage and is post-
poned to Chapter 5. In general terms, the choice of an oceanic setup with climatological SST may seem
very basic and too unsophisticated in this context, when thinking of the state-of-the-art coupled versions
existing in PlaSim and other GCMs; however, it is very straightforward in relation to the methodology to
assimilate proxies into PlaSim, which will be introduced in the forthcoming chapter. As will be shown
later, the pure response of the atmosphere to the SST is of interest for this, disregarding any further
oceanic feedbacks. This approach is further in line with Widmann et al. (2010). In addition, vegetation
and land surface changes are accounted for by the respective parameters in the land surface scheme of
PlaSim (cf. Chapt. 2) for this experiment, i.e. no specific vegetation module is used in this simulation.

In the fully coupled version, of which the results are presented in this chapter, prescribed SST are
substituted by the LSG ocean. This ocean module is used as described in Chapter 2. Moreover, the
vegetation module SimBA replaces the basic land surface scheme to account for a complete climate-
biosphere interaction.

4.3 Results

In the following section the results for a transient, full Holocene climate simulation with the fully coupled
version of PlaSim are presented, i.e. using the LSG ocean and the vegetation module SimBA. The results
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are mainly compared with those by Davis et al. (2003), as this study provides a profound overview of
the European temperature changes during the Holocene. In this study, the authors have reconstructed
European winter and summer temperatures from various pollen archives. For this aim, the authors have
sub-divided the European continent into six zones for the northern, central and southern parts of Europe
which are further divided into a western and eastern part. This sub-division is clearly motivated by the
varying insolation distribution over the Holocene which induces a latitudinally different climate signal.
Due to the coarse resolution of PlaSim, the European continent is divided in four regions to achieve a data
base which is as consistent as possible to the one by Davis et al. (2003). Only the northern and southern
parts of Europe are considered, respectively the western and eastern parts. 15◦E and 50◦N display the
boundary between the West/East and North/South. Through this division, a further consistency with the
model study by Fischer and Jungclaus (2011) is established so that the results can be intercompared. In
this study, the authors analyze the mid-Holocene temperature cycle using a coupled atmosphere-ocean
model.

4.3.1 T2m

In Figure 4.1, the anomalies of the Holocene surface air temperature with respect to the preindustrial
period are presented. For preindustrial, a 200 yr mean around the preindustrial year 1860 (=̂ 90 yr BP)
is chosen. The time series are presented for the four selected regions: northwestern (NW), northeastern
(NE), southwestern (SW), and southeastern (SE) Europe. The winter (DJF) temperatures are shown in
blue, summer temperatures (JJA) in red and the annual mean (ANM) in black.

In general terms, a seasonally and regionally varying temperature evolution during the Holocene can
be observed. Whereas during summer, a cooling trend can be observed in all four European regions,
which only differs in amplitude, the general trends are different for DJF and the annual mean. Over
the northwestern parts (Fig. 4.1 a), the winter temperature trend reveals first a slight cooling at the early
Holocene, followed by a warming during the period from 8k to 5k. The last 4000 years until the preindus-
trial are more or less constant. Moreover, the annual mean temperature trend is rather constant over large
parts of the Holocene, after a weak cooling at the early Holocene time slices. Over the northeastern parts
(Fig. 4.1 c), the pattern is very similar to the northwestern parts and differs only in amplitude. Moreover,
in the annual mean and DJF, there is no early Holocene cooling but a rather constant evolution. A slight
warming occurs since 9k (8k) during winter (annual mean). Over southwestern Europe (Fig. 4.1 b), the
pattern is close to the one of the northeastern parts, but the variability is slightly reduced in DJF, so the
structure is rather smooth. In general, the variability over the winter season is stronger compared to JJA
and the annual mean. The southeastern parts of Europe (Fig. 4.1 d) are showing the strongest signal
with a pronounced summer warming at the early Holocene, i.e. a cooling trend until 3k. Consequently
a slight cooling trend can also be observed in the annual mean. During DJF, the trend is comparable to
northeastern and southwestern Europe. It can be said, that the temperature evolution, represented in the
annual mean, is mainly dominated by the summer temperatures, which follows closely the decreasing
insolation trend over the Holocene.

4.3.2 Total precipitation

Stronger differences between the four European regions, compared to the temperature evolution, are
evident in the precipitation time series. In the northwestern parts (Fig. 4.2 a), the evolution is rather
constant and no remarkable changes between the early and late Holocene occurs, i.e. there is no trend
of an increase or decrease of Holocene precipitation in this part of Europe. In the northeastern parts
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Figure 4.1: Holocene evolution of surface air temperature (T2m) anomalies (100 year running means)
[◦C] for (a) northwestern (NW), (c) northeastern (NE), (b) southwestern (SW) and (d) southeastern (SE)
Europe - DJF (blue), JJA (red), ANM (black). Changes are with respect to the preindustrial (today).
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Figure 4.2: Holocene evolution of total precipitation anomalies (100 year running means) [mm/day] for
(a) northwestern (NW), (c) northeastern (NE), (b) southwestern (SW) and (d) southeastern (SE) Europe
- DJF (blue), JJA (red), ANM (black). Changes are with respect to the preindustrial (today).
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(Fig. 4.2 c), a clear splitting in the seasons can be noticed. The trend is very similar between the annual
mean and DJF and antipodal in JJA, i.e. in the first millennia of the early Holocene a drying occurs
during DJF and the annual mean. This lasts until 6k and then the precipitation is slowly increasing
again. The northeastern summer on the other hand is characterized by an early Holocene increase in
precipitation and a decrease from the mid-Holocene until today. In the southwestern parts (Fig. 4.2 b),
again an antipodal behavior occurs between the annual mean/DJF and JJA. Nevertheless, it is opposite
to northeastern Europe, i.e. a drying until the mid-Holocene during DJF and ANM, followed by a slight
increase in precipitation until today. During winter, this is even more pronounced. In summer, the early
Holocene was drier as today and a moistening trend over the whole Holocene can be observed. The
pattern over southeastern Europe (Fig. 4.2 d) is rather similar as over southwestern Europe. During
summer, the region is getting wetter during the Holocene, whereas during DJF and partly also in the
annual mean, a drying trend occurs whereas the amplitude is weaker in ANM.

4.3.3 Comparison

When now comparing, at first, the temperature results to other existing proxy reconstructions or model
studies, certain similarities are obvious. For the summer temperatures in the northwestern region, the re-
sults show the same trend as the model results of Fischer and Jungclaus (2011) and the one reconstructed
from pollen data by Davis et al. (2003). However, the amplitude is strongly weaker compared to the
palaeoobservations but similar to the model results by Fischer and Jungclaus (2011), when considering
the time period from 6k to today as done in the two other studies. During winter, a slight temperature in-
crease starting in the mid-Holocene can be estimated in PlaSim, which would at least qualitatively agree
with the pollen data but which show a much stronger warming. These remarks can also be transferred to
the northeastern region, at least for JJA. The results show again a cooling trend from the mid-Holocene
which is slightly weaker compared to the two other studies. During winter, the pattern is similar to the
one over the northwestern region, i.e. showing a slight warming, and thus opposite to the clear cooling
trend shown by Fischer and Jungclaus (2011). Indeed, the pollen data reveal no real trend during win-
ter but cooler temperatures compared to the preindustrial for nearly the whole 6000 years. Thus, these
colder temperatures match the ones shown by PlaSim at the mid-Holocene. The southern parts of Europe
show the strongest deviations during summer, at least compared to the pollen data. Whereas trend and
amplitude in PlaSim are very close to the results by Fischer and Jungclaus (2011) for DJF and JJA in
both southern European regions, they are completely antipodal to the pollen data. These show a warming
trend in both seasons over the Holocene over SW-Europe and also during summer in SE-Europe. During
winter, no real trend occurs in the pollen data over SE-Europe but warmer conditions compared to today
over nearly the complete 6000 years.

So far, only the period from the mid-Holocene until today is considered to be comparable to the re-
sults by Davis et al. (2003) and Fischer and Jungclaus (2011). When reconsidering now, in addition, the
early Holocene time slices, an intensification of the signal can be observed during summer and for all four
regions, i.e. the amplitude is increasing. Concerning the stronger summer signal in the early Holocene
time slices, it must be commented that it may be overestimated by PlaSim because of the missing land
ice, which would have a cooling effect. This is also shown by, for example, Renssen et al. (2005a). In
this study, the authors present the results of a fully coupled Holocene climate simulation for the high
northern latitudes. When intercomparing a control simulation with an experiment using a prescribed,
static ice sheet which is instantaneously removed after 7 kyr BP, the authors rate the warming, caused by
the missing ice, and thus the overestimated temperature response to ≈0.5◦C. This overestimation may
be even stronger when a dynamical ice sheet is included.
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During winter, the responses are slightly different. In the northwestern, southwestern and -eastern
parts, a cooling in the 10k and 11k-time slices is followed by a slight warming until the mid-Holocene.
In the northwestern parts the trend from a cooler early Holocene to a warmer mid-Holocene is more
pronounced as in the other three regions. In terms of the impact of the ice sheet during winter, Renssen
et al. (2005a) find no effect of the ice on winter temperatures.

For precipitation, it is referred to the study by Renssen et al. (2005a). Although the considered
regions in this study are not perfectly matching the chosen selection here, the results can at least quanti-
tatively be compared to those of Renssen et al. (2005a) for Scandinavia. The authors detected an invariant
summer precipitation evolution from the early Holocene at 9k to the preindustrial which is consistent to
the pattern over NW-Europe (Fig. 4.2 a). However, the authors also identified local changes in precip-
itation in their spatial anomaly maps (Renssen et al. 2005a) for Scandinavia, i.e. a decrease in summer
precipitation over the whole Holocene, thus wetter conditions at the early and mid-Holocene. These
have also been found out by Guiot et al. (1993) for northeastern Europe in their study on Holocene pre-
cipitation patterns inferred from pollen and lake-level data. This indicates at least regionally different
anomalies in the northern parts of Europe which are captured by PlaSim. The less pronounced changes
mainly in the northern parts of Europe are also stated by Crucifix et al. (2002) in their analysis of the
Holocene climate evolution over the high northern latitudes. For the southern European precipitation,
Guiot et al. (1993) assume drier conditions from the palaeoobservations over the whole Holocene com-
pared to today, thus a continuous increase in precipitation. This trend is also captured by PlaSim for both
southerly regions (Fig. 4.2 b, d), at least for the summer precipitation. An exception is constituted by
Guiot et al. (1993) over western France, showing wetter conditions at the early Holocene, despite the
drier conditions in the rest of (southern) Europe. Although France cannot explicitly be recaptured in the
time series here, at least a slight variation is obvious compared to SE-Europe. The precipitation increase
over SW-Europe seems to be more slowly, i.e. the gradient is weaker, which may be caused by regional
variations. Nevertheless, this moistening trend in the southern parts of Europe is opposed by the study by
Brewer et al. (2009), where the authors intercompare a set of palaeoclimate (pollen) reconstructions to an
ensemble of climate models. They indeed have identified more humid summers (together with the cooler
conditions). Wetter conditions in these regions have also been detected by Brewer et al. (2007) and Mas-
son et al. (1999). In general terms and at least for NE-Europe and the southern parts, the largest changes
in precipitation occur during JJA and not during DJF, which is consistent to the remarks in the study by
Renssen et al. (2005a). In contrast, the changes during DJF and ANM are rather low and are very similar
to each other which is opposite to Renssen et al. (2005a) where the annual mean precipitation pattern is
close to the summer picture. Thus, opposite to the temperature evolution, the summer precipitation is
not dominating the annual mean precipitation evolution. Besides the northwestern regions, the summer
precipitation is antipodal to the winter and annual mean precipitation trend, which are both very similar
to each other.

4.4 Summary and discussion

This chapter has given an overview about the outcome of a fully coupled PlaSim-simulation with respect
to the representation of the European climate over the Holocene. Temperature and precipitation anoma-
lies to the preindustrial climate are investigated for four selected regions, into which Europe has been
subdivided. This has thus been one approach of reconstructing palaeoclimate, i.e. with the use of climate
models.

The results confirm that PlaSim is indeed able to simulate the general patterns for temperature and
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precipitation which are also given by other model studies and palaeoclimate observations. A clear inso-
lation induced and thus latitudinally varying temperature response can be detected in the four regions of
Europe, i.e. decreasing trends during summer and slightly increasing during winter (cf. Fig. 1.1). The
simulated results are in line with those of other model studies (Brewer et al. 2007) and those of Fischer
and Jungclaus (2011) for nearly all four regions and both seasons, except the northeastern winter. More-
over, they agree with the reconstructed pollen data by Davis et al. (2003) at least qualitatively in trend
and amplitude over the northern parts of Europe. Stronger deviations occur over the southern parts of
Europe during summer, with antipodal trends in the model and pollen results. Nevertheless, as Fischer
and Jungclaus (2011) state, these discrepancies have also been found out by Davis and Brewer (2009).
Comparing data from a new pollen-based reconstruction and output from PMIP II with regard to an
investigation of both the underlying mechanisms and responses of the orbital forcing (in terms of the
latitudinal insolation gradient) on the climate system, Davis and Brewer (2009) found the same inconsis-
tency in the southern European climate. Without going too much into detail in this context, the authors
argue that this can be largely attributed to how the models simulate the temperature response to a chang-
ing latitudinal insolation gradient between the mid and high northern latitudes (Raymo and Nisancioglu
2003). Whereas the pollen data seem to be more sensitive to latitudinal insolation changes, models are
more strongly influenced by the seasonal insolation. As Fischer and Jungclaus (2011) further discuss,
the coarse resolution of the models may, besides this mismatch, also contribute to these shortcomings. It
may be thus very likely that insolation induced changes in the atmospheric circulation are not resolved
properly by the model. Moreover, this discrepancy can also result from internal feedbacks or mecha-
nisms which are not captured by the model. However, as Fischer and Jungclaus (2011) point out, these
deficient results, in terms of missing cooler summer temperatures in the mid-Holocene, are not specific
for individual models. However, it seems to be a common feature of coupled climate models (Braconnot
et al. 2007b) in all of which the mid-Holocene cooling is confined to the monsoon regions. Besides
these low and mid-latitude differences in the temperature response, both Davis and Brewer (2009) and
Fischer and Jungclaus (2011) have identified different responses at the high latitudes between models
and data which can be attributed to the influence of the sea-ice evolution on the amplitude of the seasonal
temperature cycle. This is not part of this study and is just mentioned as a short comment. To sum up for
the Holocene temperature evolution, it must be said that for such a relatively restricted region, PlaSim
and also other models are indeed able to partly capture the correct trends, with the strong limitation of
a lower magnitude of the climate changes. Nevertheless, because of the small geographical area, the
models have problems in capturing the correct trends everywhere.

For the precipitation, again larger similarities compared to reconstructions occur over the northern
parts of Europe, where PlaSim is mostly in line with other models and reconstructed data cited above.
Stronger changes again occur over southern Europe, where PlaSim does not cover the assumed wetter
conditions during summer. However, as has been mentioned before, the precipitation evolution in PlaSim
is not determined by the summer pattern; indeed, the annual mean is closer to the winter pattern. This is
opposite to the remarks by Renssen et al. (2005a) where summer and annual mean are more similar to
each other. However, when considering the today’s conditions, the precipitation maxima in the southern
European regions are clearly occurring during winter. This problem is slightly more discussed by Masson
et al. (1999). Several considered models in this study simulate wetter conditions than today over southern
Europe, caused by enhanced winter precipitation. This is associated with drier conditions in northern
and northeastern Europe (similar to PlaSim during winter) and even more pronounced for the models
which simulate colder conditions over the whole Europe in winter, which is thus more in line with the
results shown by PlaSim. Summing up, the pattern of the Holocene precipitation changes over southern
Europe seems to be more variable and potentially influenced by several parameters, such as the boundary
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conditions or the resolution (Masson et al. 1999). Thus, the identification of the “correct” precipitation
evolution mainly over southern Europe seems to be unequally more complicated as it is for the northern
parts or the temperature. Therefore, more effort is surely needed on this topic, resulting from the model
side as well as from the reconstructions.

4.5 Conclusion

This reconstruction method, using a fully coupled version of PlaSim, has marked one way of reconstruct-
ing palaeoclimate. Besides providing reasonable results, certain problems are obvious which have been
discussed above. These results will further serve as a kind of verification for the outcome of the next
chapter, i.e. the results of climate reconstructions for the Holocene using proxy data that are assimilated
into PlaSim using a completely new methodology.
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5 Assimilation of proxy time series
into the Planet Simulator

In the previous chapter, the Holocene climate has been reconstructed using the fully coupled model ver-
sion of PlaSim. The forthcoming chapter can still be regarded in the framework of the reconstruction of
the Holocene climate, but it now goes one step beyond and is dedicated to one of the leading questions
of this overall study, i.e. the “Assimilation of global proxy time series into a GCM like the Planet Simu-
lator”. With regard to the aforementioned approaches of reconstructing past climates, now both climate
model and proxy data are combined to directly use the latter - as reliable and significant indicators of
palaeoclimate - to improve the model simulation. The motivation for this new approach to assimilate
global proxy time series into a GCM like PlaSim is embedded in an ongoing debate in the scientific
community to link climate models and observations.

This chapter is structured as follows: At first, the data used in these studies are shortly presented.
This includes the experimental design of PlaSim as well as an overview about the characteristics of
palaeoenvironmental data and the inherent uncertainties. The specific problems when compared to cli-
mate model output are discussed together with the scientific background, the “state-of-the-art”. After
that, the novel method is introduced and the results of a variety of applications are presented, discussing
similarities, differences and potential improvements to the reconstruction carried out in Chapter 4. The
newly generated data are further compared to other existing proxy data; a discussion and conclusion will
complete this chapter.

5.1 Data

5.1.1 Model data

As the reference experiment for all further analyses in this section, a transient Holocene climate simula-
tion is carried out with prescribed SST. This simulation is based on an identical setup as in the preceding
chapter but differs in the usage of climatological, present-day SST instead of the LSG ocean. This refer-
ence simulation yields a time series of (surface air) temperature for the Holocene which is characterized
by the long-term changes in orbital and GHG forcing. The main deficiency of the ocean with clima-
tological SST is the lack of internal variability which occurs at all time scales up to several millennia.
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This low frequent variability cannot be recovered by this ocean representation because all oceanic re-
sponses and potential feedbacks are strongly dampened when the SST is predefined and not subject to
change. Hence, the ocean is unable to vary which impedes the formation of any kind of internal (oceanic)
variability. Proxy data may therefore stand in for providing information about the variability patterns.

5.1.2 Palaeoenvironmental data

As nearly the entire study is relying on proxy data, some remarks are made with regard to the reliability
and uncertainty of this data. It can be easily comprehended that meteorological observations or mea-
surements, as they exist today, haven’t existed several hundred or thousand years ago. The establishment
of an observational weather system has started in the 19th century, so, as a consequence, alternative
tools have to be found to be able to make assumptions about the climatic conditions of the past. Al-
ready very early, in the first 1000 years before Christ (BC), the first attempts have been made by Greek
philosophers to rely fossils to the climatic conditions of earlier times (Lohmann 2002). It hasn’t been
until several millennia later that these first attempts have received scientific justification. The hypothesis
of “Uniformitarianism”, formulated by the two geologists Karl von Hoff (1771-1837) and Charles Lyell
(1797-1875, Lyell 1830), assuming that the natural laws and processes are valid over time and space, can
be seen as the basis for palaeoclimate research (Jones et al. 1998), with the dictum that “the present is the
key to the past”. Hence, through a combination of taking data from natural climate-dependent archives of
ancient times and the knowledge of the modern climatic conditions, it is possible to qualitatively interpret
the palaeoenvironmental data in a climatic context. For the comparison of past climates simulated with
climate models, records from these archives, i.e. “proxy” data, can be considered as observations. In con-
trast to those existing today, proxy data are indirect, or “proximate” (meaning substitute), measurements
or even only estimates of climatic variables; where “indirect“ refers to the fact that the climate signal
cannot be extracted directly (Ruddiman 2000) from the data, but is derived from indirect relationships of
a biological, physical or chemical quantity in the environmental archive (Jones and Mann 2004). Only
rarely, and sometimes rather ambiguous, the relationship is sufficiently understood to really provide a
quantitative measure of past temperature or precipitation from the proxy. To extract the climatic signal,
the proxy data is reprocessed through a calibration - using e.g. statistical methods or so-called trans-
fer functions (Kohfeld and Harrison 2000; Jones and Mann 2004) - against modern instrumental data.
Following the aforementioned principle of uniformitarianism, it is assumed that the dominant modern
relationships have also operated unaltered during the period of interest in the past (Bradley 1999). More-
over, the climatic signal, which may be inclosed in the records, may be weak and biased by extraneous
noise caused by local, and potentially non-climatic processes (Bradley 1999). These local processes,
whether of climatic nature or not, have an enormous impact on the proxy records. Precisely because
of this dominating influence, proxies, which are located very close to each other, can show completely
different (temperature) trends, involving at the same time an additional problem concerning the overall
reliability of proxy data. In case of studies using multiproxy ensembles - a common approach which is
used in many proxy reconstructions (e.g. Rutherford et al. 2004; Renssen et al. 2005a; Mann et al. 2008;
Sundqvist et al. 2010; Zhang et al. 2010) and which is also aimed at in this context (cf. Sect. 5.8) - this
has to be kept in mind and considered. These palaeoenvironmental (proxy) data can be:

• tree rings

• corals

• ice core records
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• lake (varved) sediments

• pollen

• fossils

• marine sediments

The wide range of proxy data of different types does not necessarily include the possibility to make a
significant analysis of past climates. These records all have their own characteristics and they vary con-
siderably in their reliability as climatic indicators of long-term climate changes - they all differ according
to their spatial coverage (i), the period which they are covering (ii) and their general accuracy related to
the dating accuracy (iii). Studies as this should begin with a profound understanding of the specific proxy
type. However, due to their complexity, these characteristics won’t be discussed in detail here and it is
referred to Bradley (1999) for a complete overview. Only those aspects are discussed having a direct
impact on this study and on its aim to incorporate proxy time series into PlaSim.

(i) Spatial coverage The most hampering detail affecting all proxies is that they can be aggregated and
analyzed, due to their specific properties (e.g. ice cores or tree rings), only in very limited regions of the
world. This involves that proxy data can provide spatially only incomplete information, reflecting the
climatic conditions on a very regional scale, which may indeed sometimes be representative for a larger
region (see next section) ; however, this is not necessarily the case and must be carefully proven for each
individual proxy.

Figure 5.1 illustrates the problem of the coarse spatial availability of proxy data in a direct compari-
son to the existing meteorological stations of the World Meteorological Organization (WMO). The later
comparison is relying on palaeoclimate proxy time series from the long-term high-resolution time series
compilation by Wirtz et al. (2010). They assembled a total of 124 climate proxies at 103 globally dis-
tributed sites from existing literature. There are, of course, existing more proxy data than those included
in this study and shown in Figure 5.1 b; but even if all available data were included in one single chart,
the quantity of proxy records would be several times lower than the amount of observations. The large
discrepancy in the observational data of the Northern Hemisphere compared to the Southern Hemisphere
is neglected and only the general picture is taken into account. Apart from the spatial limitation of the
palaeoenvironmental data, they are also temporally strongly restricted. This can be divided in the overall
temporal resolution (ii) and the uncertainty related to the chronology of the proxy records (iii), i.e. their
general accuracy.

(ii) Overall resolution One could assume from Figure 5.1 that the proxy records are providing a tem-
porally equally consistent and continuous data base compared to the observations. However, this is not
the case. In fact, the data do not even span identical time periods - instead, they all have their respective
time axis. In general, it can be said, that the more the data are extending back in the geological past,
the fewer data exist and the more their quality and reliability is deteriorating (Jones et al. 1998; Wanner
et al. 2008). All time series of Wirtz et al. (2010) span at least 4000 years, and most have a sampling
resolution of 200 years or better. Thus, the proxy records are intermittent and mostly do not provide an
instantaneous and periodic signal of the climate state. Only very rarely, depending on the specific proxy
type, the data are on an annual or seasonal basis - e.g. temperature of the warmest or coldest month. This
high resolution can be received from tree rings, varved sediments, corals and ice cores. For all other
records listed above, only longer-term means (up to several decades) are available (Jones et al. 1998;
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(a)

2 Wirtz et al.: MID-HOLOCENE CLIMATE REORGANIZATION

(Erickson, 1999; Coombes and Barber, 2005).
Fragmented (model) knowledge and controversy are hence

characterizing both the effects as well as causes of singu-
lar Holocene climate shifts. Evidence for the nearly regular
cyclicity of events, however, seems to be firm. Predominant
modes of punctuated disruptions on millennial time scales
have since long been identified (e.g. Fairbridge and Hillaire-
Marcel, 1977). For the North Atlantic, the 1450 yr period-
icity was proposed by Bond et al. (1997c), and is relevant in
tropical regions as well (deMenocal et al., 2000b; Thomp-
son et al., 2003b). On the centennial time scale, recurrent
climate anomalies were detected by McDermott et al. (2001)
or Sarnthein et al. (2003b). Often, an external trigger was
suspected behind the quasi-cyclicity—above all variations of
solar activity (e.g., Hodell et al., 2001c; Bond et al., 2001c).

Spectral analysis can indicate system properties of the
global climate (like stability, turn-over times, regularity of
modes) and helps to identify active teleconnections which
are generated by the coupling of sub-systems and their feed-
backs. If extended to external forcings, analysis in the fre-
quency domain will shed light on the possible origin of shifts.
Sensitivity to variable forcing can, for example, be estimated
using the quantitative relationship of spectral intensities (De-
bret et al., 2007). We here provide such a reconstruction of
the spectral behavior inherent to climate proxy time series
with global coverage and for the entire Holocene. Former
data reviews were mostly centered around an eventual syn-
chronicity or spatial intensity of shifts (e.g. Mayewski et al.,
2004; Seppä et al., 2007), while spectral synthesis studies
cover either a single climate zone or a shorter interval within
the Holocene (e.g. Morrill et al., 2003; Moberg et al., 2005).

Here, a spectral analysis technique is introduced that is
adapted to unravel the temporal wax and wane of dominant
fluctuation modes. Operating with this tool on a global set
of proxy time series, we not only aim to address the question
of how quasi-cyclic modes were distributed worldwide and
which factors could be tentatively claimed being responsi-
ble for them. Acknowledging the observation that millennial
as well as centennial modes are discontinuous or even miss-
ing in a number of high-resolution records (e.g. Noren et al.,
2002b; Moberg et al., 2005), our study focuses on tempo-
ral and spatial trends in the intensity of climate fluctuation
modes. The study of variability trends in time and space re-
flects in particular the questions: Has the climate system of
the Holocene continuously stayed in a unique state? Does its
stability (sensu retaining of large shifts) as well as instability
(disposition to minor fluctuations) reflect a global property
or distinct regional features?

2 Selection of proxy data

In total 130 long-term high-resolution time series obtained
at 109 globally distributed sites were collected from ex-
isting literature. Due to low sedimentation rate result-
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Fig. 1. Global distribution of high-resolution proxy time series used
in this study. Numbers of the 130 records (109 sites) refer to Tab. 2.

ing in coarse temporal resolution, open ocean locations are
underrepresented with respect to coasts and land masses
(Fig. 1). 77% of the records have temporal resolution bet-
ter than 100 yr and 80% span more than 9000 yr within
the period 12 kyr BP to the present (see Tab. 1 and
Tab. 2). 68 data sets are accessible from one of the Pub-
lishing Network for Geoscientific & Environmental Data
(PANGEA, www.pangea.de) or the National Climate Data
Center (NOAA NCDC, www.ncdc.noaa.gov). The remain-
ing time series were digitized with an error of less than 2%
from original publications .

We chose to analyze time series based on quantities that
serve as proxies for temperature, effective moisture (i.e. pre-
cipitation − evaporation), and rarely also wind regime, not
unlike Mayewski et al. (2004). Records were excluded which
involve more complex relationships to climate, such as pro-
ductivity or stable carbon isotopes. The types of records are
broadly categorized in Tab. 1 into (1) isotope fractionation,
mostly δ18O, (2) lithic composition, and (3) relative species
abundance (tree pollen or algae). In addition, solar activity
was inferred from 10Be abundance and 14C flux (Bond et al.,
2001c).

2.1 Lomb-Scargle spectral analysis

We employ a spectral analysis since this approach is not sen-
sitive against possible absolute dating errors. Spectral infor-
mation can be interpreted independently from the different
and sometimes uncertain correlations of individual variables
with the climate state (like for isotope fractionation in ice
cores, lake or marine sediments, or pollen composition) what
allows to use a broader spectrum of proxy types. If one is in
particular interested in the temporal change of power spectra,
wavelet transformation is usually the method of choice (Moy
et al., 2002; Moberg et al., 2005). However, wavelets require
evenly sampled time-series, while time sequences of proxy
records are mostly irregular. To avoid the introduction of a
spectral bias by interpolation and, in addition, to make the

(b)

Figure 5.1: Overview of globally distributed (a) meteorological stations, taken from the WMO, and (b)
proxy data, taken from the study by Wirtz et al. (2010). Each number in (b) represents an individual
proxy time series, explanations and details are given in Wirtz et al. (2010).
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Bradley 1999; Rutherford et al. 2004). Temperatures of the warmest and coldest months are sometimes
used in palaeoclimate reconstructions (e.g. Davis et al. 2003; Rutherford et al. 2004) as seasonal means.
This nomenclature, called bioclimatic parameter (Kohfeld and Harrison 2000), may sound weird, as not
the winter (December-January-February, DJF) and summer (June-July-August, JJA) temperatures are
considered; it is indeed comprehensible and motivated by the insolation induced slight shifts of the sea-
sons during the Holocene, which may have led to a different composition of the warmest summer/coldest
winter months (cf. Fig. 1.1 in Sect. 1.1.1). As mentioned before, monthly and seasonal means are used
according to the modern calendar, which is in line with other model studies (e.g. Luterbacher et al. 2004;
Renssen et al. 2005a; Wanner et al. 2008).

(iii) Dating accuracy Another aspect impeding the complete and impeccable reliability on proxy data
is the dating accuracy, which is of substantial importance for palaeoclimatology in general (Bradley
1999). When the proxy records are assembled, they initially don’t have a respective time axis. There-
fore, the data must be assigned temporally to enable an interpretation in a geological and climatological
context. Depending on the proxy type (trees, corals, ice, sediments), different dating methods have to
be used. These are derived indirectly and can be, for example, of radioisotopic, biological or chemical
nature - according to the specific characteristics of the records. Each method has its own accuracy and
contains its own source of error and uncertainty. In general, when interpreting proxy data, a profound
knowledge of the dating procedure and the inherent limitations is essential, as it allows an estimate of
the degree of detail which is available from the proxy record (Bradley 1999). To know about the latter
may be even more worthwhile than the knowledge of the correct date itself (Bradley 1999).

Summing up, the proxy data are accompanied by a large range of uncertainties or even deficiencies
which are important and non-negligible caveats in this field. These limitations, regarding the interpre-
tation of the raw data, the dating accuracy and the restriction to single sites, are at the same time the
governing requirements if the proxy data are used for further analyses, e.g. in a comparison with climate
model output, where, for example, a reliable information on the time axis is indispensable - at least, one
should be aware of the inherent uncertainties. These remarks further underpin the difficulty of relating
proxy data and climate models and, even more, of incorporating them in GCMs, which is the aim of this
study. For further and more detailed aspects concerning the uncertainties and peculiarities of proxy data,
it is referred to Jones et al. (1998); Jones and Mann (2004) or Bradley (1999).

Ammersee proxy

After the more general remarks concerning the palaeoenvironmental data and its limits, now one specific
proxy is introduced, which is used primarily in the further analysis of this chapter. As mentioned in
the preceding section, the comparison relies on palaeoclimate proxy time series from the long-term
high-resolution time series compilation by Wirtz et al. (2010). In this study, palaeoclimate records are
analyzed with regard to their statistical behavior, i.e. mainly the variability on different time scales.
Besides an evidence for a variability change in the mid-Holocene, around 5000 years BP, geographically
organized clusters of each six to ten proxies are found which exhibit identical variability trends. This
is remarkable because diverse climatological variables are forming these clusters so one would have
expected a different spectral behavior. These clusters are composed on a subcontinental scale with a
diameter of roughly 3000 km. The statistical similarity is significant over a relatively large area and not
only for one single proxy (Wirtz et al. 2010). This result is relevant for the choice of the proxy with
regard to its representativeness as a valuable indicator of European climate change over the Holocene
and can be seen as further in line with the improvements in Davis et al. (2003) regarding the spatial
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Figure 5.2: Location of the Lake Ammersee proxy to the southwest of Munich, taken from the National
Oceanic and Atmospheric Administration (NOAA).
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Figure 5.3: Raw data (ostracod δ 18O-record) from the Lake Ammersee proxy (von Grafenstein et al.
1998) from 0 to 12 kyr BP. The resolution between individual data points is 20-years on average.

gridding procedure with respect to an enhanced spatial reliability of proxy data. Due to the specific aim
to reconstruct the European climate, the proxies are selected accordingly. As the climate model should
be related to climate proxy data, only those data are chosen which give quantitative information on
climatological variables, i.e. surface temperature or annual precipitation, such as mid- and high-latitude
palaeothermometer proxies based on δ 18O.

The exemplary record, for which the method is introduced at a later stage, is obtained from Lake
Ammersee in southern Germany at 48◦N and 11◦E, to the southwest of Munich (Fig. 5.2). Only one
specific proxy time series is chosen here to avoid the problem of potentially inconsistent and opposing
proxy signals (cf. Sect. 5.1.2). From 80 m water depth, von Grafenstein et al. (1998) analyzed the oxygen
isotope ratio (δ 18O) of ostracod shells in a sediment core. The oxygen isotope fractionation (δ 18O)
as the difference of the sample ratio of 18O to 16O relative to the Pee Dee Belemnite (PDB) standard
(von Grafenstein et al. 1998) is a well-established indicator of climate changes. This is due to a close
interplay between temperature and hydrologic parameters (precipitation, evaporation and runoff) - thus
very local environmental settings depending on the geographic location - which is acting as the regulatory
mechanism of the isotopic composition of water. An analysis with regard to the hydrological cycle has
been carried out by Czymzik et al. (2010) using a varved sediment record in the Ammersee. Here, a
flood time series is reconstructed from this sediment for the last half millennium taking into account that
the detrital layers in those varved lake sediments are caused by flood-triggered fluxes from the nearby
Ammer River (Alefs 1997; Czymzik et al. 2010). Czymzik et al. (2010) identified a clear seasonal, thus
temperature-dependent, signal of flood-induced detrital material in the annual sedimentation rates.

The temporal evolution of the δ 18O ratio thus allows conclusions to be drawn about the correspond-
ing evolution of the prevailing local climatic conditions, as, for example, evaporation is affecting the
lighter (heavier) 16O (18O) differently depending on the temperature. δ 18O will be higher (=̂ less neg-
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ative values as deviations form the standard mean) in case of higher temperatures and lower (=̂ more
negative values) during colder conditions (Fig. 5.3). For Lake Ammersee, von Grafenstein et al. (1996)
reveal that, due to the specific isotopic composition of the lake water, the proxy reflects the temporal
variation in local precipitation. In addition, the proxy strongly correlates with the time series of annual
mean air temperatures from an observational station in the catchment area of the lake during a period
of 200 years of the last millennium. This correlation to an instrumental record may additionally serve
as a validation for Lake Ammersee as a very sensitive archive for high-resolution palaeotemperature re-
constructions (von Grafenstein et al. 1998, 1999), being a reliable climate indicator also for temperature
ranges occurring during the whole Holocene (von Grafenstein et al. 1996). The seeming discrepancy be-
tween a proxy reflecting precipitation variations and its interpretation with regard to temperature changes
has been rectified by, for example, Dansgaard (1964), Siegenthaler and Oeschger (1980) or Rozanski
et al. (1992), who demonstrated a strong relationship between annual mean precipitation and annual
mean surface air temperature. Rozanski et al. (1992) found a close correlation between both climatic
variables for different regions around the globe, which indicates the suitability of these isotopes as a
palaeoclimatic indicator. As the adjustment relies on the Ammersee proxy as an indicator of European
climate change during the Holocene, it is necessary to know about the representativeness of the proxy
for the European climate during the Holocene. Using a newly derived core in Lake Ammersee, von
Grafenstein et al. (1998) identified, for the first time in a European proxy time series, a similar signal as
it is so far only been found in Greenland ice (Grootes et al. 1993) and which is pointing to the 8.2 kyr
event (Alley et al. 1997; Alley and Ágústsdóttir 2005). This event is characterized by strong freshwater
pulses - triggered by the final melting stages of the Laurentide ice shield - which strongly influenced
the North Atlantic thermohaline circulation by affecting the North Atlantic deep water formation. These
freshwater pulses impeded the northward heat transport (Rohling et al. 2002) and initiated cooler and
drier conditions lasting about 300 years. Moreover, they had an influence on the δ 18O-ratio. Although
the causal relation between the proxy signal in the Ammersee and the freshwater discharge is not fully
resolved (von Grafenstein et al. 1998), a close relationship is strongly hypothesized. Due to the very
complex structure of this cooling event, it is neither easily identified by models (Ágústsdóttir 1998;
Renssen et al. 2001, 2002; Bauer and Ganopolski 2004) nor proxy data in the affected regions. Whereas
for the models the problem is mostly due to simulating the forcing correctly, the difficulty of the chronol-
ogy uncertainty (Alley et al. 1997; Wiersma and Renssen 2006) may be, amongst the others described in
the previous section, such as temporal and spatial resolution, the most relevant obstacle for the proxies.
This becomes even more significant when an event of short duration, like the 8.2 kyr event, is of interest:
The brevity of the event (≈300 years) further complicates the selection of proxies as many sites do not
have a sufficient temporal resolution to find a signal of this temporal span (Alley and Ágústsdóttir 2005).
For the Ammersee proxy, the chronology of the core has been tested using two independent age mod-
els where both show a strong similarity and thus reliability (von Grafenstein et al. 1998). Despite the
Lake Ammersee proxy, the 8.2 kyr signal is registered in several high-resolution proxy data around the
North Atlantic (Renssen et al. 2001), such as in ice cores from Greenland (Grootes et al. 1993; Blunier
et al. 1995; Alley et al. 1997), ocean or lake sediments of the North Atlantic (Bond et al. 1997) or the
ones cited in the study by Wiersma and Renssen (2006) as well as tree ring records from northern and
southern Germany (Klitgaard-Kristensen et al. 1998). In the context of the 8.2 kyr event, the studies by
Klitgaard-Kristensen et al. (1998) and von Grafenstein et al. (1998) have also been cited by Jansen et al.
(2007), which additionally fosters a conclusive reliability on this proxy.

Summing up, because of the consistency and the contemporaneous signal also in studies on other
proxy types and regions across Europe - even on temporally very small scales as for the 8.2 kyr event -
the δ 18O-record of the Ammersee proxy seems to be a reliable and significant European climate indicator
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(von Grafenstein et al. 1998), providing quantitative material for palaeoclimatic analyses but also for the
upcoming reconstruction of the Holocene climate.

The original data curve of the Ammersee proxy, presented in Figure 5.3, is built on the raw data (von
Grafenstein et al. 2003) of the δ 18O-values for the period from 0 to 12 kyr BP, thus covering the whole
Holocene which is of strong benefit for the further analysis. Moreover, the sample resolution between
individual data points is 20 years on average for the whole Holocene, which is very high for a proxy in
general. However, as can be discerned from Figure 5.3, this sample resolution varies rather strongly for
different parts of the Holocene. It is below or close to the average for eight millennia in total (mostly at
the early and late Holocene) and more distinctly above the average between 1 to 4 kyr BP.

5.2 Models and proxy synthesis: State-of-the-art

After having learnt about the different data which will be used in this chapter including their specific
features, it is further proceeded with the particular challenge of relating climate models and the “real“
world - derived from observations. For the comparison of simulated palaeoclimate, palaeoenvironmental
data can be considered as observations.

Over the last several years, efforts have been made to find a way to combine climate models and
proxy data to that effect that proxies are incorporated into the models to improve the model simulations.
Referring to the remarks in Section 5.1.2, the specific difficulty of relating a GCM with observational
(proxy) data, respectively their climates, is discussed which is unequally more complicated compared
to present-day conditions, and includes a wider range of obstacles which have to be overcome. It thus
represents one of the largest challenges to the modelling community. Here, the coarse spatial and tempo-
ral resolution, the influence of very local processes, which may be decisive for the proxies but either be
completely unknown or not resolvable by climate models, as well as their limited representativeness as a
climate indicator for a wider region presumably contribute most to this difficulty. Concerning the climate
modelling part, an additional source of uncertainty is added through the essential inclusion of climate
forcing factors - for example orbital or GHG forcing - to account for long-term changes of the atmo-
spheric state. However, this reconstructed forcing can potentially produce diverging simulation results
because of its unknown internal variability or general model limitations (Widmann et al. 2010). These
uncertainties in model and proxy data make it difficult to find out whether the differences between both
are caused by model biases or by the diverse realizations of internal variability in both model and data
(Goosse et al. 2010). It is an important and ongoing challenge to solve this problem of the inconsistency
between models and proxy data and has opened so far a variety of either statistical or dynamical ap-
proaches. However, the direct implementation of proxy data in a GCM is still at the very beginning. First
attempts have been made by e.g. Werner et al. (2011) who incorporated stable water isotopes into the hy-
drological cycle of the European Center Hamburg Atmosphere Model (ECHAM5). This implementation
has been successful with regard to a close agreement to newly available measurements of atmospheric
water vapor.

One common way to overcome the model-data inconsistency and to establish a synthesis between
both are data assimilation techniques (DA hereinafter), where a combination between model and data
takes place, such that an additional (observational) data set is included in the model. Following the very
basic definition of DA, brought up by e.g. Ghent et al. (2010), the inclusion is acting to constrain the
model simulation to the observations so that the inherent uncertainty of models can be reduced.

DA have been utilized for a long time in weather forecasting with the aim that the atmospheric
states as given by the climate model - or more specifically the numerical weather prediction models
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(NWP) - agree with observations; in recent years, DA have been applied to model-proxy relationships
in palaeoclimate simulations, with the proxies serving as the observations. However, DA developed for
the weather forecast cannot be transferred to palaeoclimate studies due to the strong differences between
observations and proxy data (Widmann et al. 2010, cf. Sect. 5.1.2). The most relevant and hampering
shortcoming results from the fact, that many proxies do not provide an instantaneous and periodic signal
of the climate state but seasonal, annual, or longer-term means which is not adequate for DA methods
used in weather forecasts. In their study, Widmann et al. (2010) present three DA which were developed
for palaeoclimatic analyses and to overcome the inherent difficulties of the proxy data. These DA have
been used to predict the extratropical Northern Hemisphere climate over the last millennium through
the use of a climate model and several proxy records. Although all three methods succeeded in closing
the gap between the simulations and the reconstructions, there still remained uncertainties which were
caused by the inconsistency of the different proxies, which showed partly opposing signals, and by the
methodological difficulties of each DA and its inherent limitations. In this context, Goosse et al. (2010)
point out that it is very unlikely that it will ever be technically possible to bring the two components model
climate and proxy data together, i.e. to find a system state that is compatible with the model physics and
at the same time consistent with the observational data: The more complex structure in the data cannot be
represented by the simplified physics of the model (Goosse et al. 2010). Besides for the weather forecast,
DA is a widely used tool in various scientific fields, such as for the implementation of satellite data in
climate or land surface models (Reichle et al. 2004; Xia et al. 2012b,a). In the framework of DA, the
inverse procedure can be equally used to combine models and data. Both DA and inverse modelling are
closely related and arise from a similar theoretical background. They both employ the basic principle of
estimating the input from the knowledge of the output or target state (Wu et al. 2007; Widmann et al. 2010;
Guiot et al. 2000, 2009). Different, mainly statistical, approaches to the inversion problem have been
used in diverse applications, such as palaeovegetation modelling (Guiot et al. 2000, 2009; Wu et al. 2007;
Garreta et al. 2010), where modelled and reconstructed vegetation (through pollen assemblages) are
compared to deduce the climatic conditions which correspond best to the reconstructed vegetation. Other
examples for applications of inverse methods are the identification and reconstruction of atmospheric
CO2-patterns (e.g. Bousquet et al. 1999a,b; Göckede et al. 2010a,b; van de Wal et al. 2011), or the
analysis of the past deep ocean circulation, based on the 231Pa/230Th-ratio in ocean sediments (Burke
et al. 2011); this ratio can serve as a proxy for the overturning circulation. In their study, Burke et al.
(2011) investigate the spatially only limited occurrence of 231Pa/230Th using an inverse approach to test
potential consistencies with the estimated ocean circulation of modern times. Goosse et al. (2006) have
also provided a useful contribution to the model-data synthesis through the combination of statistical
methods with an ensemble of climate model simulations as well as a wide range of proxy time series. This
study is tackled in more detail in the forthcoming section on the introduction of the new methodology.

Model-proxy differences

After the general remarks it is now analyzed how PlaSim compares with the proxy data, i.e. the Am-
mersee proxy in particular. This confrontation is of major importance, as all further analyses will base
on this comparison.

Proxy conversion Before it can be analyzed how PlaSim compares with the proxy data, a short para-
graph needs to be included to explain how a climate signal can be obtained from the indirect, chemical
δ 18O-record of Lake Ammersee. Although this ratio is indeed affected by local climate conditions, it
is not instantaneously providing any precise climatic information. For the conversion of environmental
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Figure 5.4: Surface air temperature [◦C] reconstructed for the Lake Ammersee proxy (solid black stairs)
and simulated with PlaSim (100 year running means); driven by fixed climatological SST (light gray
dashed), coupled to a mixed layer (black dashed) and the LSG ocean (medium gray dashed) for 0 to
11 kyr BP.

quantities into a specific kind of climate variable, the already mentioned transfer functions or calibration
equations (Leduc et al. 2010) are necessary. These are determined for various environmental conditions
and are by no means fixed or explicitly defined but still subject of ongoing research. As listed in Leduc
et al. (2010), various approaches are, exemplarily, existing for the calculation of SST from the alkenone
unsaturation index or the Mg/Ca ratio. For the δ 18O-ratio, the studies by Dansgaard (1964), Yurtsever
(1975) or Rozanski et al. (1992) may serve as a reference. Here, a slightly modified version is used, given
as

δ
18O = 0.33 ·Tann−b, (5.1)

where Tann is defined as the annual mean temperature, i.e. the quantity which should be determined,
and b can be interpreted as the reference temperature, thus the calibration to today’s climate instead of
using a constant as in Dansgaard (1964) or Yurtsever (1975). Through this, a slightly smoother structure
in the proxy trend is achieved. One comment should be made at this stage: The other transfer functions
existing for the δ 18O-ratio may certainly lead to slightly different results in terms of the absolute tem-
perature values. However, as will be shown later, this does not affect the intention of the reconstruction
of the European climate through, more important, the adjustment to an observational data set. Moreover
and as shown by Leduc et al. (2010), different calibrations can indeed be feasible for an analysis of global
SST trends.
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The reconstructed temperature time series of the Lake Ammersee proxy (solid black stairs) for the pe-
riod 0 to 11 kyr BP on the basis of the aforementioned transfer function is presented in Figure 5.4 together
with the time series taken from an ensemble of transient Holocene simulations with PlaSim (100 year
running means), using different ocean modules: (i) fixed, climatological SST (light gray dashed), (ii)
mixed layer ocean (ML, black dashed) and (iii) LSG ocean (medium gray dashed, analyzed in Chap-
ter 4). To obtain the PlaSim time series, the region as close as possible to the grid points of the Lake
Ammersee proxy (48◦N and 11◦E) is selected, i.e. eight grid points surrounding the proxy. The time
series then represent area-averages over these grid points.

The proxy shows the commonly observed temperature trend (Wanner et al. 2008) for the Holocene
with an early Holocene cooling, followed by a mid-Holocene warming (climate optimum) and again a
cooling from around 3000 years BP until the preindustrial period. All PlaSim time series show similar
and weak warming trends during the Holocene without a climate optimum during the mid-Holocene.
Furthermore, the variability of the simulated time series is clearly below the proxy based variability.
Neither the mixed layer nor the dynamic (LSG) ocean, as the more sophisticated ocean configurations of
a climate model, reveal any impact on the central European temperature, or, more precisely, on selected
grid points in central Europe, although the LSG ocean indeed has shown a realistic climate evolution over
Europe, as has been elaborated in Chapter 4. The seasonally split results have shown a clear insolation
induced signal which is strongly reduced and rather negligible on an annual basis (cf. Fig. 1.1 b) and thus
hardly detectable in the complete annual PlaSim time series of Europe and also of the Lake Ammersee
region. Since CO2 is the single forcing with a continuous increase, this is most likely the cause for
the temperature trend in PlaSim. In principle, a perfect climate model (including atmosphere, ocean,
land and sea ice, biosphere, etc.) and subject to realistic external forcings should suffice to simulate the
observed climate reflected in the proxy data. However, a severe problem in a climate reconstruction by
dynamic models is posed by the ocean. Due to the internal variability of the ocean it is impossible to
capture the observed time evolution by a dynamic model (Goosse et al. 2010; Widmann et al. 2010). The
inconsistency demonstrates the inability of the present coupled model configurations to reconstruct the
local Holocene climate and its variability. Thus, among all drivers in the coupled system, the SST is of
particular relevance and pivotal for the simulations of global climate models (Rind et al. 1986; Lehman
and Keigwin 1992). Therefore, in order to combine model and proxy data, one is forced to resort to
the simplest ocean configurations, i.e. climatological SST (with an unknown although important abyssal
ocean). This is to avoid oceanic feedbacks which would have to be considered using a dynamic ocean.
In order to retrieve a local climate consistent with the Lake Ammersee proxy data, an indirect nudging
method is developed in the subsequent section.

Considering now only the simulation with fixed SST, it becomes obvious that the mean differences
over the whole period are very small; for several longer periods during the mid-Holocene, PlaSim is
slightly colder. During the early and late Holocene there is a tendency of a warmer model climate
compared to the proxy.

5.3 Methodology

After the short abridgement of model proxy synthesis methods in Section 5.2, the approach is introduced
in the forthcoming section.
In general terms, an assimilation technique is employed to incorporate a proxy time series into a GCM
to initialize new palaeoclimate simulations. As Ghent et al. (2010) illustrates, DA involves a model
adjustment to observations at time steps where the latter are available with the aim to minimize model
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induced errors, if one can assume the observations to be less uncertain compared to the models. The
application with the proxy data instead of observations indeed matches the original definition of DA,
as it is presumed that the proxies provide a sufficient climatic signal, despite the inherent deficiencies.
However, this assumption, in retrospect, further explains why the Ammersee proxy has been contem-
plated in so much detail before. As the proxy data serve as the reference climate indicator, a careful
analysis of both the resolution and its representativeness is an essential requirement in advance. If the
proxy data are thus assumed to be the more reliable climate indicator than the climate model, the latter
is then adjusted to correspond more closely to the palaeoenvironmental data (Ghent et al. 2010). The
approach follows the inverse modelling idea, respectively DA, but unlike other studies, it is not based
on an analytical inversion but on a dynamical procedure where it is gradually proceeded to converge the
proxy climate with the GCM. That means that PlaSim is adjusted to a specific set of proxies, respectively
the Lake Ammersee proxy, which is the key point of this approach. As a basis, simple maps of both
model and proxy are compared, as done in the previous section, considering that, in any case, there will
be a more or less strong difference between them. As this approach to assimilate the proxy time series
is not based on the common statistical methods, it is referred to the respective studies of e.g. Goosse
et al. (2006), Ghent et al. (2010) or Widmann et al. (2010) or the ones by Evensen (1994, 1997, 2003)
for more detailed information on this topic. The forthcoming sections are now dedicated to the stepwise
declaration of this new algorithm.

What is the relation between SST and land temperatures?

Regarding the existing difference between the two time series, it has thus to be found a way how this can
be overcome, i.e. how the model and data time series can converge. The approach follows the assumption
of a distinct dependency between an imposed forcing on the climate system and its response with the
result that any kind of external perturbation to the climate system will lead to a change in climate. This
can be related to the so-called climate sensitivity, which is, in its original sense, defined as a change in
global and annual mean equilibrium surface air temperature resulting from changes in the radiative flux
(Roe and Baker 2007). The response in terms of the temperature changes is thus related to the global
mean radiative forcing (Boer and Yu 2003), which can be expressed as

∆T = λ ×∆R, (5.2)

where ∆T and ∆R are the changes in global and annual mean air temperature and in the radiative flux.
The constant of proportionality which relates the forcing to the changes in climate, is called the climate
sensitivity parameter λ . It is equivalent to a measure of the strength of the feedback processes and thus
to the sensitivity of the climate system (Boer and Yu 2003; Gregory et al. 2004; Pachauri and Reisinger
2007). It can be determined in climate change simulations with a GCM and, as Boer and Yu (2003) point
out, it is approximately constant and hence independent of both climate state and forcing (Boer and Yu
2003; Gregory et al. 2004). Consequently, each GCM and the real climate system have different response
parameters (sensitivities). Therefore, this concept is commonly used in analyses of climate change when
different models and/or forcings are intercompared (Gregory et al. 2004). In a more generalized form,
∆R is consistent with a forcing triggered by changing boundary conditions. Thus, assuming the climate
sensitivity to be nearly constant, it can be used to reconstruct the response to any kind of forcing -
and not only radiative - in a straightforward way, which is shown by Good et al. (2011) who used this
theory to reproduce climate model projections. Moreover, as Wirtz et al. (2010) point out in their proxy
analysis, variations in one variable like SST may have a strong influence on another variable in close
vicinity, for example, surface air temperature. This statistically determined spatial relationship is also
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shown by Wilson et al. (2010) who identified a strong correlation between tree ring series in the western
parts of South America and SST in the tropical Pacific, which they used for reconstructing the El Niño-
Southern Oscillation (ENSO) during the past century. These studies support the idea of directly linking
SST anomalies to modifications of adjacent land temperatures. So far, also other studies (Reason and
Mulenga 1999; Perlwitz et al. 2009), based on model results as well as statistical analyses, indicate a
close relation between regional climate response and SST anomaly patterns (Li et al. 2012).

After these theoretical considerations, the essential points for the approach are now shortly summa-
rized:

- The principle is based on the close relationship between an imposed forcing on the climate system
(through changes in the boundary conditions) and the resulting response in terms of a temperature
change, adjusted by the sensitivity parameter λ .

- As λ is supposed to be constant, it can be used to reconstruct the response to any kind of forcing.

- The statistical findings of Wirtz et al. (2010) on the close relationship of neighbouring climatic
parameters, strongly assuming that a variable like SST has a strong influence on, for example,
nearby surface air temperature, underpin the application to the relation between SST and land
temperatures.

At this stage, some further comments should be made regarding the climate sensitivity λ . Compared to
the aforementioned selection of studies on this topic, the feedback parameter λ has to be interpreted in a
slightly different way. In its original sense, the equilibrium climate sensitivity is defined as the response
of the global mean surface air temperature to a doubling of the atmospheric CO2 concentration. It is thus
an important parameter of model intercomparisons. In a wider sense, λ can be interpreted as a parameter
giving the strength in global surface air temperature change to a particular forcing, affecting the radiation
budget of the Earth. It is thus given in units of a temperature change K per W/m2 forcing. Examples may
be changing boundary conditions or processes having an radiative impact, such as volcanoes.

Studies concerning the different processes having an influence on the overall climate sensitivity have
been carried out, for example, by Klocke et al. (2011) and Klocke (2011). The climate sensitivity of
PlaSim related to doubling the CO2 has been determined by Fraedrich et al. (2005b) and Henrot (2010)
for present-day and palaeoclimate setups respectively.

Emanating from the theoretical considerations in the preceding itemization, the practical applicability
emerges as follows:

(i) The focus is the close relationship between the SST and the adjacent surface air temperature
over land. The SST is the main driver of simulated climate in GCMs and thus an important
boundary condition in climate models.

(ii) The land temperatures are given by the terrestrial proxy data (e.g. Lake Ammersee) and are
representing the reference climate which shall be resimulated.

(iii) After determining λ , it is used to adjust the SST forcing on the basis of the terrestrial proxy
data.

Following substep (iii), a linear sensitivity relationship between the SST and the adjacent land climate is
approved. This assumed linearity is also emphasized by Ljungqvist et al. (2012) analyzing the Northern
Hemisphere temperature variability over the last century. A similar strategy has been pursued by Jones
and Widmann (2003), who apply a nudging technique for the modification of the atmospheric circulation.
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Figure 5.5: Procedure of forward modelling for present-day conditions (a) and the inverse modelling part
for palaeoclimate conditions (b).

The study by Li et al. (2012) can also be cited in this context, where the authors also assume this linearity
to estimate the sensitivity at both regional and seasonal scales to SST perturbations in the tropics using
ensemble simulations. As a short comment, it is worthwhile to allude, that, through this SST-adjustment,
both methods are covered of how, following the remarks by Kohfeld and Harrison (2000), palaeoenvi-
ronmental data can be used in climate models: They can either serve as data sets for model evaluation, as
it was done in the previous chapter (cf. Chapt. 4) and will be done also at a later stage in this chapter, or
they can be used as boundary conditions (=̂ input data sets), as it is done in this chapter, at least compa-
rably, as they serve as the reference climate. Modifying Equation (5.2) according to the linear approach
yields:

T = λ ×SST , (5.3)

where λ is the sensitivity and T and SST are the global and annual mean temperature and SST respec-
tively.

However, this simple theoretical relationship in Equation (5.3) is currently not completely adequate
to achieve a synthesis between the climate model and the proxy. If T is assumed to be given by the proxy
data, λ and SST are still unknown parameters!

To fill this gap, one clearly has to distinguish between present-day climate (a) and palaeoclimate (b),
which is explained in the following lines and illustrated in Figure 5.5: As already mentioned, the SST
serves as an essential boundary condition in a model independent of the ocean configuration. They are
either prescribed on a climatological basis throughout the simulation period (fixed ocean), or initially for
the spin-up phase at the beginning of a simulation with a subsequent free interaction (in the mixed layer
and LSG oceans, cf. Chapt. 2). Setting up a simulation yields a specific mean climate, e.g. mean surface
(air) temperature, which can be regarded as the more or less direct (linear) response of the prescribed
SST (forcing). Please note that the focus is only on the SST in this case; all other boundary conditions
(e.g. glacier mask or vegetation-related parameters like albedo or roughness length) or external forcings
(e.g. orbital and GHG) are not considered in this context (Rind et al. 1986). This standard procedure
of climate modelling is limited to present-day conditions (Fig. 5.5 a) or at least to those circumstances
where the boundary conditions are completely known - apart from their general uncertainty. The coeffi-
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cient λ is then calculated from Equation (5.3) and serves as the correcting (sensitivity) term, determining
the strength of the response between the global mean (land) climate and the global mean SST. If not
stated otherwise, in the following all parameters such as T , λ and SST are specified to their annual val-
ues. However, this approach cannot be easily transferred to palaeoclimatic studies (Fig. 5.5 b), where, in
its original sense, both quantities are unknown: Neither the mean climate nor, or even less, the oceanic
conditions are known for a specific time period in the past. Thus, a direct simulation as for present-day
conditions is not possible. At this stage, the proxy data become important by serving as an indicator of
the past mean climate in the influence region of the proxy. This implies a switch from the global to the
regional perspective - Europe in this case. Together with the sensitivity λ , which has been determined in
part (a), the corresponding SST conditions can be calculated on the basis of the reference proxy data.
As a remark it should be mentioned, that the various SST-proxies existing in the literature are not taken
into account in this study, because of several reasons. The main reason is the inherent uncertainty of
the SST-proxies. According to Berner et al. (2008), Leduc et al. (2010) or Lohmann et al. (2012), the
existing SST-proxies show different (even opposing) patterns and trends, depending on the kind of prox-
ies used, i.e. alkenone unsaturation or Mg/Ca ratio. This complicates an intercomparison of different
proxy types (Kim et al. 2004; Weldeab et al. 2007; Wirtz et al. 2010) and, even more, an implementation
into climate models. Studies which have analyzed specific features like the climate (Rimbu et al. 2004;
Lorenz et al. 2006) or SST variability (Kim et al. 2004) during the Holocene, have also only used a
single SST-proxy type. In this approach of the linear sensitivity relationship with the combination of an
external (SST) forcing, the sensitivity and the land climate, a climate state can be maintained which is
consistent with the model physics. Despite the inclusion of proxy data as the reference land climate, it
is ensured to still obtain a climate state which is consistent with model physics. This approach is in line
with the study presented by (Goosse et al. 2006). Moreover, due to the fact of the SST being an important
boundary condition, the SST-proxies signify an artificial forcing in the model. Newly generated SST are
indeed included in this adjustment process but they are constructed on the basis of the reference proxy
data and the model’s sensitivity and are thus simply deduced by the model; in contrast, the SST-proxies
are completely independent of the climate model and may thus very likely lead to an inconsistency with
the model physics. Another limiting factor for the inclusion of SST-proxies is that they are assembled at
single grid points which are mostly located in the vicinity of the coasts. They are thus unable to yield any
information about the SST in the inner oceans. However, for a usage as a boundary condition, they must
exist on a complete grid, specifying the oceanic conditions continuously (Kohfeld and Harrison 2000)
- a feature which cannot be provided by proxies in general (cf. Sect. 5.1.2) and especially not by SST-
proxies. This would require an interpolation to the model grid and may assumably lead to further model
inconsistencies. The incorporation of SST-proxies may thus further enhance the general uncertainty due
to the inherent limitations encompassing the oceanic proxies.
This methodology, described above and illustrated in Figure 5.5, will help to overcome the apparent
discrepancy between the still unknown oceanic conditions and the known mean climate given by the
proxies. The model’s boundary conditions (SST) will be adjusted to a given climate instead of setting
up a climate simulation where known boundary conditions are leading to a specific mean climate. The
adjustment of the SST is made possible by using the sensitivity which was calculated in Equation (5.3)
on the basis of the prescribed SST and the calculated mean land temperatures for Europe. This is equiv-
alent to a switch from forward to inverse modelling, i.e. to estimate the input from the known output or
target state (Kohfeld and Harrison 2000; Wu et al. 2007; Widmann et al. 2010; Guiot et al. 2000, 2009).
Through this, the SST is derived which is appropriate to simulate a predefined climate. For this purpose,
Equation (5.3) needs to be slightly modified, to include the deviations between the simulated and the
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land proxy climate. This is expressed as

∆T = λ ×∆SST, (5.4)

where ∆T is defined as the difference between the annual mean model climate T for Europe and the
proxy climate TP, i.e. T −TP, and ∆SST as the corresponding annual mean SST anomalies. Based on the
assumed linearity, the SST has to be increased if ∆T is < 0, i.e. if PlaSim is colder than the proxy, or
vice versa - this either results in positive or negative SST (forcing) anomalies. Consequently, anomalies
in land temperature are converted into SST anomalies and, accordingly, each resimulation on the basis
of the proxy climate instantaneously leads to a new SST-field. Although they are deduced on the basis
of the proxy climate, thus “the reality”, one could consequently assume the newly created SST to be the
real SST during the Holocene. Nevertheless, they are simply assessed using the proxy climate and the
PlaSim-specific sensitivity and, for this reason, they may rather be regarded as a first order approximation
of Holocene SST (Rind et al. 1986) and not necessarily as the realistic SST of this period in the past.
However, this is subject to prove at a later stage of this study (cf. Sect. 5.9) in a direct comparison of
the newly constructed SST to those of the fully coupled simulation as well as to SST-proxies. The SST
anomalies thus emerge from model simulations at two different model states: the undisturbed state (SST0)
and the adapted (modified) state (SST1) respectively.

This general methodology can also be seen in line with the study by Goosse et al. (2006), who also
try to find a useful way to combine model results and proxy data. In more detail, they are aiming at a
simulation which is closest to proxy time series, but are choosing, among an ensemble of simulations,
the one which minimizes a cost function, i.e. which fits best to the proxy. Although, lately, the studies
are differing, they are similar with respect to the intention of approaching the proxy time series through
calculating the deviations between model and proxy. Consequently, similarities are apparent between the
cost function relation cited in Goosse et al. (2006) and the basic equation, Equation (5.4). Model-data
differences are calculated in this context as well (cf. Sect. 5.2), but, in contrast to Goosse et al. (2006),
the simulation is adjusted to the proxy pattern in regular time steps.

Sensitivity studies

After having explained the underlying assumptions of this approach and the theoretical procedure, the
practical application of determining the necessary parameters for the reconstruction of past climate is now
revealed step by step. This includes the performance of a wide range of sensitivity studies, whose most
important results are summarized at the beginning. In the further course of this section, the method will
be illustrated in more detail, as direct consequences of the results of the sensitivity studies. These studies
are a commonly applied tool in model studies to investigate the behavior of a system, mainly with regard
to changes in the most important variables (Carter et al. 2007). The response (=̂sensitivity) of the climate
system is then analyzed with regard to the unperturbed system to reveal potential or dominant feedbacks.
Common examples are global warming experiments or studies about land use changes. Referring to the
remarks in the preceding section, the following steps have to be fulfilled:

(1.) Establish the sensitivity λ ;

(1.1) Define a proxy (target) region where proxies are available and represent the climate during
the period of interest;

(1.2) Detect the source region in the ocean which is most relevant for the target region;
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∆SST −→ ∆Tλ

Figure 5.6: Relationship between SST anomalies and land climate, corrected by the sensitivity λ , as
determined in Equation (5.4). The forcing (source) region is the North Atlantic (between 0◦ and 60◦N),
which has the strongest influence on the European land (target) climate, given by terrestrial proxy data.

(1.3) Define λ as the sensitivity of the model climate ∆T in the target region to a change of SST
(∆SST) in the source region (Eq. (5.4));

(2.) Determine the source SST conditions necessary for the adjustment to the target climate by using
the inverse of this sensitivity, or feedback parameter (λ−1, Boer and Yu 2003) and reapply the
climate model with the adapted source SST.

These are essential prestudies for a reliable reconstruction of the Holocene climate at a later stage,
mainly regarding the items (1.2) and (1.3), which include a wide range of tests. Once λ has been ul-
timately defined, it will remain constant for all subsequent experiments, which is consistent with the
aforementioned remarks.

(1.) Calculation of sensitivity

Through the focus on the European sector, substep (1.1) is already achieved. Indeed, this could also be
any other region of interest. Europe is here confined to 20◦W - 50◦E and 30◦ - 75◦N. All sensitivity
studies are carried out under present-day conditions (100 years simulations each), and assuming that
the interaction between the climate subsystems remains the same through time. This is consistent with
assumptions made in other studies (Wu et al. 2007; Guiot et al. 2009; Sundqvist et al. 2010; Laepple
and Lohmann 2009; Wilson et al. 2010; Ljungqvist et al. 2012) on palaeoclimatic reconstructions and
an essential prerequisite for the overall possibility of reconstructing past climates (i.e. principle of uni-
formitarianism, cf. Sect. 5.1.2). For substep (1.2), different oceanic regions are forced with arbitrary but
known SST anomalies and subsequently calculated the responses of the land temperatures in the adjacent
regions - relative to a control simulation without SST forcing. As the results reveal, for a proxy in central
Europe, the source region in the ocean with the strongest influence on the European land climate is the
North Atlantic between 0◦ - 60◦N. This is also illustrated in Figure 5.6. These results could have been
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expected and the findings are in line with the study by Rodwell et al. (1999), where the authors quanti-
fied the oceanic role in the forcing of the climate of the North Atlantic and Europe. They revealed that
SST anomalies and the strength of the North Atlantic Oscillation (NAO) are strongly related and that the
oceanic information is exchanged with the atmosphere in terms of hydrological processes having a direct
influence on the climatic conditions in Europe. Other studies, for example by Sutton and Hodson (2003,
2005), by Löptien and Ruprecht (2005), or by Grosfeld et al. (2008), also emphasize the special role of
the North Atlantic and the NAO for European weather and climate. Therefore, the results of the sensi-
tivity studies concerning the identification of the oceanic source region are left out at this stage. After
its identification of the source region (substep (1.2)), the sensitivity λ needs to be determined (substep
(1.3)). For this, Equation (5.4) is applied to a simulation where the SST is modified in the North Atlantic
(∆SST) and, subsequently, the responding temperature change over Europe is calculated (∆T, cf. Fig. 5.5
a). The resulting sensitivity value is λ = 0.5532.

(2.) Determination of the source SST conditions and reapplication of the climate model

Sensitivity ∆Tann ∆SST ∆Tsim,ann

constant, + 1.5◦C +2.71◦C + 1.79◦C
annual
seasonally + 1.5◦C MAM: +2.71◦C + 1.51◦C

SON: +2.71◦C
DJF: +2.0◦C

dependent JJA: +3.4◦C
λDJF = 0.75

Final λMAM = 0.5532
seasonal λSON = 0.5532
sensitivities λJJA = 0.4411

Table 5.1: Overview of the essential results from the sensitivity studies using annual and seasonal sen-
sitivities (left column). The two columns in the middle give a description of the experiments in terms
of the assigned parameter values ∆Tann and ∆SST. In the right column, the results, i.e. the simulated
temperature changes ∆Tsim,ann, are shown.

Now, the intention is to determine the SST conditions which are appropriate to simulate a predefined
climate; this implies the switch to the inverse modelling procedure and is, in the end, assignable to the
palaeoclimatic studies.
The most important results of these prestudies are presented in the following. For the test studies, an
arbitrary annual temperature change ∆T of 1.5◦C is assumed over Europe (this will be given by the
proxy climate in a later stage) and Equation (5.4) is adapted using the inverse of the previously calculated
sensitivity λ to determine the corresponding annual SST anomalies (∆SST) for the Northern Hemisphere
Atlantic. As the SST is prescribed on a monthly basis, the SST has to be adjusted on a monthly basis as
well. The resulting values of SST on the basis of λ and ∆T are shown in the first line of Table 5.1, which
gives an overview of selected experiments, providing the most important results. The three columns
show the assumed temperature change ∆Tann of +1.5◦C, the corresponding (annual and seasonal) SST
anomalies ∆SST and the simulated annual temperature change ∆Tsim,ann.
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As the results in the first line of Table 5.1 show, the SST forcing based on the annual sensitivity is
not appropriate to resimulate the assumed mean climate change: The constant annual SST anomaly of
+2.71◦C, prescribed every month, leads to a higher than expected simulated temperature change ∆Tsim,ann

of 1.79◦C. These results indicate the necessity to consider further aspects to achieve a reliable reconstruc-
tion.

A potential solution to the monthly invariant modification, which has not worked properly, may be a
seasonal variation. Taking into account the seasonal signal for the sensitivities in contrast to the annual
mean temperature changes, which build the basis for the comparison of model and proxy data, may be
inconsistent but becomes more comprehensible when recalling the remarks in Section 1.1.1. Moreover,
it is also strongly recommended by Davis et al. (2003) as an essential result of their study. In general, the
factor of seasonality is an essential point in the Holocene. Mainly with regard to the Holocene insolation
distribution, the procedure with the seasonal splitting is rather consistent. As mentioned in Section 1.1.1,
this distribution changes on geological time scales (i.e. for glacials and interglacials) due to variations in
the Earth’s orbit around the sun. This led to more (less) incoming solar radiation during summer (winter)
in the mid-Holocene (cf. Fig. 1.1), which then caused an intensification of the seasonal cycle. Assigned
to an annual signal, these changes in insolation (and the respective changes in e.g. temperature) are small
but the annual temperature change is indeed influenced by the seasonal variations (Fischer and Jung-
claus 2010). This is also verified by the results of the fully coupled PlaSim simulation presented in the
preceding chapter. Apart from these modelling studies, this approach is further underpinned by proxy
analyses, such as the work of Davis et al. (2003), who clearly identified seasonal differences in Holocene
temperature trends in their pollen climate reconstruction, which has also been discussed in the preceding
chapter. In their investigations of SST-proxy records, both Leduc et al. (2010) and Schneider et al. (2010)
revealed a seasonal signal which is induced by the changing orbital forcing throughout the Holocene. As
already mentioned in Section 5.1.2, proxies are generally influenced by the climatic conditions during
particular periods of the year. It is rather comprehensible that winter and summer, respectively the coldest
or warmest month, are providing the strongest climatic signal on the environmental data (Goosse et al.
2006). The seasonal signal, also in the SST-proxies is thus especially important for the SST-adjustment
in the model. Moreover, the study by Laepple and Lohmann (2009), who presented a statistical model
to simulate the palaeoclimatic temperature evolution, further corroborate this modification. Their idea
is based on the modern relationship between temperature and insolation which is governed by the sea-
sonally varying insolation. Assuming an identical temperature response, this relation can be applied to
palaeoclimate timescales. Another two more aspects also support this seasonal splitting, which are the
zonal wind structure and the different thermal inertia of the ocean influencing the land temperature, with
the latter being strongest in winter and summer. Although a free ocean is not used in these studies,
the annual cycle is included in the climatological SST, already accounting for seasonally different SST.
Differences between winter and summer can also be noticed in the zonal wind pattern. This is weaker
during summer, causing a reduced temperature response over the European continent (Rind et al. 1986).
This seasonally different impact has also been found out by Masson et al. (1999), who carried out sensi-
tivity experiments to analyze the influence of various components on the European climate. The authors
discovered that the Atlantic Ocean strongly influences the European climate due to the heat and mois-
ture transport and that, mainly during winter, (insolation induced) SST changes are a key factor for the
European temperature patterns (Masson et al. 1999). It is thus indeed reasonable to adapt the seasons
differently. The seasonal consideration requires a modification of Equation (5.4):

∆Tann = λs×∆SSTs, (5.5)
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Figure 5.7: Schematic of the adjustment of the SST to the land proxy climate through the inverse mod-
elling procedure. The application of the inverse method is highlighted in bold lettering.

where the increment s denotes the consideration of the seasonal signal, i.e. the respective seasonal
sensitivity and SST, and

λann×∆SSTann = λs×∆SSTs. (5.6)

The linearity assumption on λann implies that the annual sensitivity is the mean over the four seasons,
i.e.

λann =
1
4
·λs =

1
4
· (λDJF +λMAM +λJJA +λSON). (5.7)

Based on the aforementioned remarks on the seasonal characteristics, the sensitivities of MAM and
SON are therefore defined to their annual values, i.e. λMAM = λSON = λann (Table 5.1). Thus, only λDJF

and λJJA must be adjusted so that Equation (5.7) is fulfilled. This yields λDJF > λMAM = λSON > λJJA and
thus ∆SSTDJF < ∆SSTMAM = ∆SSTSON < ∆SSTJJA. Thereby, the necessity is considered to modify the
summer more strongly compared to winter. Through this, the annual cycle of SST is indeed modified,
i.e. intensified, but the original characteristics are maintained.

The detection of the best-fitting seasonal sensitivities - in terms of the simulation of the assumed
annual temperature change over Europe (∆Tann) of +1.5◦C - has been achieved over a wide range of test-
studies for present-day conditions, which, in theory, follows the procedure in Figure 5.5 a and Figure 5.7,
whereas the latter already shows the later application to the proxy data: Starting with the default (stan-
dard) set of SST from the AMIP climatology, which is used for a first simulation, a mean model climate,
i.e. the mean land temperature for a specific region - Europe in this case, is obtained. This simulated
mean is then compared to the assumed climate mean. This comparison leads to the ∆Tann, defined as
the anomaly between model simulations at two different model states: the undisturbed state (T0) and the
adapted (modified) state (T1) respectively (comment: At a later stage, after the complete definition of the
sensitivities, the ∆Tann is replaced by the anomaly between the annual mean model climate T and the
proxy climate TP, also at two different model states told and tnew respectively.). At this stage, the splitting
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to the seasonal sensitivities must take place, as the annual sensitivity is not appropriate. This has led to
a stepwise variation of the seasonal sensitivities for DJF and JJA in a variety of sensitivity studies, as
those of MAM and SON remain fixed (see remarks above), considering the warming (cooling) impact
on the land during winter (summer). Hence, the sensitivities for winter and summer must be modified
to that effect, that the winter (summer) temperatures are not getting too warm (cold). The seasonal SST
anomalies, resulting from the respective seasonal sensitivities through Equation (5.5), are then used to
modulate the initial set of SST and to start a subsequent test-simulation (=̂ substep (2.)) which will then
give a new mean model climate which is then again compared to the assumed mean; respectively the
proxy mean at a later stage. Accordingly, substep (2.) implies a gradual procedure, until mean model
and the assumed mean (proxy mean) converge best possibly. This is thus again comparable to the ap-
proach of Goosse et al. (2006) with the minimization of a cost function (Zhang et al. 2010) between
model and proxy climate and the choice of a best-fitting simulation. However, this gradual procedure is
only used to determine the definite seasonal sensitivities. During the later process of reconstructing the
proxy climate over the whole Holocene, the resimulation is carried out only once.

The most important and recurrent part of this procedure is highlighted in bold in Figure 5.7. More-
over, Wu et al. (2007) and Guiot et al. (2000) use a similar schematic representation of their inverse
vegetation modelling approach. The included transfer matrix accounts for the use of the vegetation prox-
ies to be converted into the appropriate model output for the different biomes and is comparable to other
transfer functions for the conversion of metadata from proxies into climatic data.

The results of the studies using a seasonal modification are given in the second line of Table 5.1.
As the simulated temperature anomaly fits well to the assumed temperature change of +1.5◦C, it clearly
turns out that a consideration of the seasonal cycle of the SST indeed leads to a strongly improved result
(Haberkorn et al. 2009a). The ultimate seasonal sensitivities are given in the last line. As mentioned
earlier, they remain constant for all subsequent experiments. The different λs are now applied to the
Holocene climate simulation with prescribed SST (reference simulation, cf. Fig. 5.4 in light gray). In the
following sections, three different attempts are made to reconstruct the Holocene proxy climate in a best
possible way, i.e. closest to the Lake Ammersee time series:

–> Section 5.4 is the very basic and first step of reconstructing the Holocene climate. It is based on
selected time slices at the early, mid- and late Holocene. For a later identification, the simulation
is called TS-experiment (time slices);

–> Section 5.5 is the first improvement as the climate of the whole Holocene is reconstructed in terms
of millennial time slice means (TTS-experiment - transient time slices);

–> The last and most sophisticated alternative, presented in Section 5.6, is the interactive (fully tran-
sient) reconstruction of the proxy climate in terms of climatological means of 40 years (ITS-
experiment - interactive time slices).

An intercomparison of all three approaches will highlight potential limitations of this method in gen-
eral and potential improvements or disadvantages of each individual alternative. Two final comments
are made at this stage: In Section 5.2, the matter of different transfer functions for the δ 18O-ratio has
been addressed. After introducing the methodology of how to adjust the climate model to the proxy
data set, it is now justified why the choice of the transfer function does not counteract the intention of
the reconstruction of the Holocene climate. Through the ∆T and thus the ∆SST, the climate model is
readjusted continuously to the proxy. Moreover, the transfer functions differ only very slightly, so that
neither a completely different trend nor strongly differing absolute temperature values are expected. The

64



second comment on this adjustment of SST according to land temperatures should be made concerning
the oceanic influence. Although the strong impact of the Northern Hemisphere Atlantic on the Euro-
pean region could be shown, it may be argued that also other oceanic regions may be of importance,
maybe even the global perspective through teleconnections. This would have substantially complicated
the approach and the linear relationship might be not valid any more due to large-scale feedbacks result-
ing from other global variability modes. Additionally, these may only be represented insufficiently by
PlaSim mainly with regard to the ocean used in these studies. These shortcomings would initially have
induced additional uncertainties. Therefore, the SST in the other regions are all kept at their undisturbed,
present-day values; thus, the potential climatic impact of these regions on the European climate is muted
(Rind et al. 1986).

5.4 Time slice reconstructions

In this section, the first application of the adjustment method on the basis of the linearity relationship
between SST and land temperatures is presented for selected time slices during the Holocene. It will
give a first estimate on the overall practicability of the method and will reveal potential improvements
of the climate simulation as well as limitations of the newly developed methodology. This chapter has
been published in Earth System Dynamics Discussions1 (Haberkorn et al. 2012) and is included here
with editorial adjustments.

5.4.1 Results

The results are presented for three independent time slices of the Holocene: the late Holocene or
present-day (0 kyr BP: years 0-999 BP), the mid-Holocene (6 kyr BP: years 6000-6999 BP) and the early
Holocene (9 kyr BP: years 9000-9999 BP). These time slices are extracted from the transient Holocene
(reference) simulation (Fig. 5.4 in light gray) by taking the respective periods as references for the recon-
struction. For the application of the method and Equation (5.5), the temporal means over the whole time
slices, i.e. 1000 years, are used. To yield two temporally consistent time series for both PlaSim and the
proxy, the latter is interpolated to achieve an annually resolved signal. ∆T is calculated as the difference
between the mean over the reference time slice and the temporally corresponding mean of the proxy time
series. Based on the seasonal sensitivities determined in Section 5.3 (Table 5.1), the ∆SST are deduced
in a straightforward way. In this case, the SST anomalies emerge from the climatic state of the reference
simulation (i.e. SST0) and the adapted one (SST1) based on the anomaly to the proxy climate during the
individual time slices. With these new sets of SST, the respective time slices are resimulated once (no
iteration) and compared to the corresponding time series of both the proxy and the PlaSim reference
simulation. Consistent with Figure 5.4, the comparison is first confined to area-averages of the region,
i.e. the grid points of the Ammersee proxy. After that, quantile-quantile (qq) plots of the reference and
the TS-experiment are presented, before showing the anomalies between both and with respect to the
preindustrial climate.

Before the results are presented, one comment is made concerning the dating uncertainty of the Lake
Ammersee proxy, which is of course important, when comparing specific time slices. However, following
the remarks by Sundqvist et al. (2010), this uncertainty, coming along with nearly every proxy time
series, is of only minor importance, when the considered time scale is larger than the dating uncertainty.

1Haberkorn, K., C. Lemmen, R. Blender, and K. Fraedrich, 2012: Iterative land proxy based reconstruction of SST for the
simulation of terrestrial Holocene climate. Earth System Dynamics Discussions, 3, 149-200
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Figure 5.8: Surface air temperature [◦C] of the selected time slices 0k, 6k and 9k, reconstructed for the
Lake Ammersee proxy (solid black stairs) and simulated with PlaSim (50 year running means); taken
from the reference simulation with climatological SST (light gray dashed) and the TS-experiment (black
dotted) with adapted SST obtained by inverse modelling. Gray shading indicates 1σ - and 2σ -ranges in
the proxy data set during each millennium.

Although this is not totally clear (cf. Sect. 5.1.2), it is definitely smaller compared to the 1000 yr means
which are considered in this very first step; thus the problem of the age control can be disregarded.

Ammersee time series

The outcome in terms of surface air temperature for the three time slices is shown in Figures 5.8 a-c.
The time series of the proxy is always shown in solid black (stairs), those of the transient reference
simulation with prescribed SST in dashed light gray and those with the adapted SST in black dotted. The
light and dark gray bands are indicating the 1σ - and 2σ -ranges of the proxy, with σ being the standard
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deviation. At 0k (Fig. 5.8 a), PlaSim is warmer than the proxy in the reference experiment, despite
some colder periods at the beginning of the time slice. Although the reconstruction leads to a decreasing
mean temperature, PlaSim is still warmer over large parts of the 0k-time slice. At 6k (Fig. 5.8 b), the
PlaSim reference simulation is colder than the Ammersee proxy in the long-term mean despite some
periods where PlaSim is warmer. After the reconstruction, the mean temperature is increasing, leading
to a convergence of both time series. In the early Holocene (9k, Fig. 5.8 c), PlaSim is also colder in
the long-term mean of the reference experiment, although longer periods exist, where PlaSim is warmer
than the proxy. In the resimulation of the time slice with the adjusted SST, PlaSim becomes warmer in
general, apart from only some years where PlaSim is colder. Apparent in all PlaSim time series is the
much lower variability compared to the proxy, leading to a comparably smooth structure.

PlaSim PlaSim
Proxy ± 2σ reference ± 2σ reconstructed ± 2σ ∆T1 ± 2σ ∆T2 ± 2σ

0k 8.26 ± 1.34◦C 8.95 ± 1.44◦C 8.74 ± 1.44◦C 0.69 ± 1.94◦C 0.48 ± 2.04◦C
6k 9.09 ± 1.0 ◦C 8.36 ± 1.27◦C 8.90 ± 1.04◦C -0.73 ± 1.48◦C -0.18 ± 1.41◦C
9k 8.66 ± 1.95◦C 8.32 ± 1.20◦C 8.69 ± 1.04◦C -0.34 ± 2.35◦C 0.03 ± 2.21◦C

Table 5.2: Time slice means (TS) and 2σ -significance for the Lake Ammersee proxy (left column),
PlaSim reference (second left column), PlaSim reconstructed (middle column) and anomalies between
PlaSim reference and the proxy ∆T1 (second right column) and between PlaSim reconstructed and the
proxy ∆T2 (right column).

An overview about the results of the reconstruction is presented in Table 5.2, where the time slice
means of both the proxy and the PlaSim experiments including the 2σ -variability range as well as the
anomalies between the PlaSim simulations and the proxy are listed. In general terms, the means are
converging in all time slices, leading to a strong improvement of the reconstruction compared to the
reference experiment at 6k and especially at 9k. However, regarding the statistical significance of the
reconstructed time series (given by the shaded σ -ranges), the reconstruction of the mid-Holocene climate
seems to show the best results, whereas it is less significant in the other two time slices, especially at 0k
(cf. Fig.5.8 a).

These results of limited statistical significance for the region of the Ammersee proxy are further in-
terpreted with qq plots to provide a graphical comparison between the reference (proxy) data and the
simulated data through relating the percentiles of the empirical cumulative distribution function of both
data sets (Wilks 2006). In case of a perfect match between both, all points will fall on a straight line,
leading to the assumption of identically distributed data points. For the three time slices, the temperature
time series of the Ammersee proxy are compared with those of the reference experiment (Fig. 5.9, left
columns) as well as of the reconstruction (right columns in Fig. 5.9). For the 0k-time slice, PlaSim sim-
ulates higher temperature values compared to the proxy at the tails of the distribution, whereas the main
distribution fits well to that of the proxy (Fig. 5.9, first row). The deviations in the lower (higher) range
are indicative of a narrower (wider) distribution there. The overall differences between the reference and
the reconstruction are only minor at 0k, which is in line with the aforementioned results of only hardly
converging time slice means. In the mid-Holocene (Fig. 5.9, second row), the distribution of the PlaSim
data is a bit wider in the lower range (indicated by the simulated data points below the proxy) which is
even more pronounced in the reconstruction. Equally, the points are more similarly distributed in the mid
range compared to the proxy, which is slightly improved in the reconstruction. The higher range is very
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Figure 5.9: Quantile-quantile (qq) plots of annual mean surface air temperature for the Lake Ammersee
proxy and the reference simulation time slices (left columns) as well as the reconstructed time slices
(right columns).
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similarly distributed in both PlaSim simulations. The results for the early Holocene (Fig. 5.9, third row)
show the strongest deviations from the distribution of the proxy. In both the reference and the recon-
structed time slice, the data points lie above the proxy in the lower range and below in the higher range,
whereas the mid range is represented similarly. Consequently, the distribution of the PlaSim points is
much narrower, i.e. the variability is lower and less extreme values occur. This is also clearly visible in
Figure 5.4 and in more detail in Figure 5.8 c and is further discussed below. Although the reconstruction
does not lead to a distinctive improvement of the distribution at 9k, the convergence of the time means is
strongest (Table 5.2) when compared to the other two time slices.

Spatial pattern of European climate change

The reconstruction of the land temperature for the region of the Ammersee proxy has led to ambiguous
results: Converging time slice means, thus improving the representation of the PlaSim mean climate
with respect to the proxy mean, are accompanied by statistically non-significant modifications after the
SST-adjustment (except for 6k). It is now tested whether a statistical significant improvement is achieved
when a wider region is considered, i.e. a higher number of grid points. In addition, as mentioned earlier
in this study, the focus is not only the mere response to the SST forcing in the region of the Ammersee
proxy, but rather the climate changes for the whole region of Europe. The outcome of the reconstruction
is now evaluated in terms of the spatial patterns of surface air temperature changes over Europe, presented
as anomalies for all three time slices between the reconstructed time slices and the corresponding ones of
the reference simulation (Fig. 5.10 a-c). Shown are only anomalies exceeding the 95%-significance level
of a two-tailed standard t-test. By doing so, the significant climate changes for Europe (non-significant
areas are indicated in white), induced by the adjusted SST, can immediately be identified. In accordance
with the negative (positive) anomaly (Fig. 5.4 and Table 5.2) between the reference simulation and the
proxy at 9k and 6k (0k), the reconstruction leads to a warming (cooling) in the respective time slices,
and exhibits antipodal patterns in all three time slices. The adjustment of the SST leads to a spatially
inconsistent picture, with the warming at 6k and 9k (Fig. 5.10 b and c) more pronounced in the western
and eastern parts of Europe, i.e. the reference experiment is too cold there. Over central and northern
Europe, the warming is less distinctive. It is strongest and more pronounced in both regions at 6k. This
may be indicative of a better representation of the mid-Holocene climatic optimum with the adjusted
SST based on the Ammersee proxy where the climate optimum is clearly visible (cf. Fig. 5.4). This
hypothesis needs more investigation and can be verified in a future transient simulation with adjusted
SST (presented in the next two sections). The cooling at 0k (Fig. 5.10 a), resulting from the positive
anomaly between the reference simulation and the proxy, is also more pronounced in the western and
eastern parts of Europe.

These time slice means only show the changes over the whole period of 1000 years and suppress
the submillennial - especially interannual - variability which may show a different picture for individual
years. However, the statistical significance of the results is strongly increased when considering the
European region and not only the grid points around the Ammersee proxy.

Summing up, a very variable temperature distribution occurs over Europe during the Holocene. This
can be clearly attributed to the incoming solar radiation as well as to the influence of the Laurentide ice
shield, which persisted over North America during the early Holocene (Renssen et al. 2009). Both forc-
ings affected the European climate differently: As Figure 1.1 shows, the insolation signal was strongest
in the early and mid-Holocene, inducing a warming mainly at the high northern latitudes. The impact of
the Laurentide ice shield was also most pronounced in the early time slices of the Holocene, however, it
exerted a strong cooling at the high northern latitudes, i.e. latitudinally different (cf. Sect. 1.1.1), and thus
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(a) 0k

(b) 6k

(c) 9k

Figure 5.10: Surface air temperature anomalies [◦C] over Europe between reconstructed time slices and
the PlaSim reference simulation at a significance level of 95% (two-sided t-test, sample size N = 1000).
Non-significant regions are indicated in white.
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(a) 0k

(b) 6k

(c) 9k

Figure 5.11: Surface air temperature anomalies [◦C] over Europe between the reference simulation time
slices and preindustrial climate. Please note the different color bar for 0k due to the very small anomalies
to the preindustrial period.

counteracted the insolation induced warming. As Renssen et al. (2009) show, the ice shield determined
to a large extent the timing and magnitude of the Holocene thermal maximum over the northern high
latitudes. The inherent difficulties of the ice sheet are further discussed in the following section.

Anomalies to preindustrial climate

Anomalies to preindustrial climate are presented to enable a further concluding comparison to other
climate reconstructions for Europe existing in the literature, and hence a reflection of these results in
a wider context. For preindustrial, a 200 yr mean around the preindustrial year 1860 (=̂ 90 yr BP) is
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(a) 0k

(b) 6k

(c) 9k

Figure 5.12: Surface air temperature anomalies [◦C] over Europe between the reconstructed time slices
and preindustrial climate at a significance level of 95% (two-sided t-test, N1 = 1000, N2 = 200). Non-
significant regions are indicated in white.
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chosen throughout these studies, taken from the PlaSim reference simulation. The anomalies between
the reference experiment time slices and preindustrial climate are presented in Fig. 5.11. At 9k (Fig. 5.11
c), the climate is colder than at preindustrial times, mainly in the northern and central parts of Europe
where a cold anomaly can be observed. In the western and southern parts of Europe, a slight warming
occurs. When these findings are compared to the anomaly between the reconstructed 9k-time slice and
the preindustrial, in this case at a significance level of 95% (Fig. 5.12 c), the pattern is more variable.
At the northern high latitudes, a cooling can still be observed, but it is weaker than before. Large parts
of Europe, except central Europe, which also shows a cooling, are warmer than the preindustrial period.
The reconstruction has even led to a warmer climate in regions which showed colder conditions in the
reference simulation. For the time slice of the mid-Holocene (6k, Fig. 5.11 b), the pattern is nearly
identical compared to 9k. A general cooling trend occurs in the anomaly of the reference simulation,
which is a bit weaker at the northern high latitudes compared to 9k, but stronger in the eastern parts of
Europe. The warmer regions in the western and southern parts are less pronounced compared to 9k. In
the anomaly of the reconstructed 6k-time slice (Fig. 5.12 b), colder conditions only persist in central
Europe and at the high northern latitudes, but they are much weaker. On the contrary, the warming
in the eastern and western parts of Europe is significantly more pronounced than at 9k. In general it
can be said, that nearly the whole region of Europe is characterized by warmer conditions compared
to the preindustrial, which can be attributed by the mid-Holocene climate optimum. Its representation
in PlaSim is now much better than before. For the 0k-time slice (Fig. 5.11 a), the trend is antipodal.
The differences between the reference PlaSim simulation and preindustrial climate are very small with
a slightly more pronounced cooling in the eastern parts of Europe. Due to the reconstruction (Fig. 5.12
a), the cooling intensifies, most strongly in the western and eastern parts of Europe, so the mean over the
whole time slice is lower than the preindustrial mean.

5.4.2 Summary and discussion

Discussing these first results in the context of other reconstructions and Holocene simulations for the
European region will highlight potential benefits as well as deficiencies of this reconstruction method.
Although the reconstruction is based only on the few grid points around the Lake Ammersee, Germany,
the comparison of the extrapolated reconstructed climate to the whole region of Europe shows trends
which are similar to those shown by other studies.

The results for the 6k-time slice are consistent with Davis et al.’s (2003) temperature reconstruction.
The authors have identified warmer conditions over the northwestern, western and eastern central Europe
during the mid-Holocene. Only the reconstructed PlaSim simulation and not the reference experiment
agree with this pollen-based reconstruction: The reconstruction (Fig. 5.12 b) clearly performs better
than the reference simulation (Fig. 5.11 b) for this time slice. Further to the south, however, where the
reconstruction indicates a warming, Davis et al. (2003) identified a cooling.

The cold anomaly of the late Holocene (0k) as a result of the colder proxy climate can be expected
from the slightly stronger CO2-forcing during the preindustrial period. The anomaly may still be under-
estimated, as can be seen from the lower time slice mean in the proxy compared to PlaSim. Nevertheless,
a gap of several decades in the time series of the Ammersee proxy for 0k impedes a reliable tempera-
ture reconstruction. This may also be the reason for the remaining deviations in the distribution of the
PlaSim data (cf. Fig. 5.9 first row, right column). Besides this gap in the proxy time series, the results
for this time slice show the feasibility of the method to not only adjust the model to a warmer but also
to a colder climate (i.e. the symmetry of Eq. (5.4)), as well as the inherent complexity of the adjustment
being strongly dependent on the proxy data.
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A closer look at the 9k-time slice, of which the reconstruction shows weaker but similar warming
and cooling trends as the 6k-time slice, shows less agreement with Davis et al. (2003). Although the
results of the reconstruction for the Ammersee proxy showed the best approximation to the mean proxy
climate for 9k (Table 5.2), the warming, in particular in the southern regions of Europe, contrasts the
cooling identified by Davis et al. (2003) - or others (Renssen et al. 2005a, 2006b). As indicated before,
comparing model results with proxy data always includes a range of obstacles which have to be consid-
ered. Although proxies may sometimes be representative for a larger region, as it is the case with the
Ammersee proxy (cf. Sect. 5.1.2), they mostly reflect the climatic conditions on a very regional scale
as they are mainly influenced by local processes. These small scales cannot be resolved by the models
as their resolution is too coarse which precludes the incorporation of local processes potentially impor-
tant for the proxies. Furthermore, these local influences may either be not fully understood or even
completely unknown. Together with the coarse resolution, they contribute to the discrepancies in the
results over southern Europe during 6k and also during 9k, where comparably large spatial differences
occur, whereas the model’s time slice mean converges best to the proxy mean. As already discussed in
Chapter 4, the study by Davis and Brewer (2009) sheds more light on this regional deviation. In their
model-data intercomparison, the authors have revealed the same inconsistency in the southern European
climate and attribute this mainly to a model-specific feature of simulating the temperature response to
a changing latitudinal insolation gradient between the mid and high northern latitudes (Raymo and Ni-
sancioglu 2003). Together with the coarse model resolution, this may thus contribute to the discrepancy
over southern Europe. Although both Davis and Brewer (2009) and Fischer and Jungclaus (2011) make
assumptions about seasonal temperature changes, whereas annual changes are investigated in this con-
text, these findings can be seen in line with the results, as the seasonal insolation cycle is not only visible
on seasonal time scales but also affects the annual mean climate response; thus, the annual temperature
changes are caused by seasonally different temperature changes (Braconnot et al. 2007b; Wanner et al.
2008; Fischer and Jungclaus 2011). This again supports the approach of a seasonal adjustment of SST
(cf. Sect. 5.3). However, rather than to the reconstruction method itself, the deficiencies in the spatial
reconstruction of the early Holocene time slice (9k) should also be attributed to northern high-latitude
climatic peculiarities of this time period, which is characterized by a strong variability as well as the
influence of the Laurentide ice sheet. The enhanced variability (cf. Fig. 5.9, third row) can also be de-
tected in the proxy time series at the early Holocene (Fig. 5.4). The anomalies between PlaSim and the
proxy alternate in sign on very short time scales. Whereas PlaSim is mostly warmer as the proxy at
10 kyr BP, it is much more variable at 9 kyr BP, which leads to the negative anomaly (Table 5.2). This
complicates a reconstruction of this time slice, because the strong variability changes cannot be resim-
ulated instantaneously. Secondly, and although the insolation was very strong, which would normally
have induced a strong warming, the persisting Laurentide ice sheet strongly influenced the high northern
latitudes and produced a no-analogue climate with both a weaker warming and a stronger cooling (e.g.
Mitchell et al. 1988; Renssen et al. 2005a). The perturbing influence of the ice sheet further complicates
the simulation of a realistic early Holocene climate. In contrast, the warmer mid- and late Holocene can
be reconstructed by climate models more simply as a more or less direct response to the orbital forcing.
To account for the ice sheet-induced cooling, models either need to include a dynamic ice model or a
reconstruction of the ice sheet (e.g. Peltier 2004). The most frequent approach is, however, to circumvent
the ice sheet complication by leaving out the early Holocene time slices, thus, by starting the simulations
after the retreat of the ice sheet (Lorenz et al. 2006; Renssen et al. 2009; Mann et al. 2009). By not
considering the land ice despite palaeoclimatic evidence, climate model simulations will always show
a substantial bias. Indeed, the missing land ice in the PlaSim simulation very likely contributes to the
opposing warming trends in the model reconstruction versus the pollen reconstruction. Even when an
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ice sheet was considered, however, basing the reconstruction on only the 9k-time slice would be inap-
propriate. Instead, the full early Holocene climate should be considered, i.e. the 10k- and 11k-time slices
in addition. As the results of especially the 0k-time slice reveal, the dependency of the reconstruction
method on the proxy data can also be interpreted critically because it strongly relies on the quality of
the proxy data which therefore must be carefully chosen. Apart from these limitations related to the
proxy data, other indeed become apparent due to the misleading results of the 9k-time slice, pointing
to a general limitation of this first reconstruction application, because the adjustment can only take into
account the prevailing conditions, i.e. the current climatic state (in terms of temperature) and not any
variations on longer time scales, especially of the preceding time slice. Moreover, no improvement in
the representation of the variability pattern could be discovered after the reconstruction. Nevertheless,
the presentation of these first results including a critical assessment of this new reconstruction method
illustrates its general usefulness and benefits but also its limitations.

5.5 Transient reconstruction

Based on the preceding results for selected time slices and the occurrent shortcomings, two refinements of
this reconstruction method are conceived, whose results will be presented in the following two sections.
Shortcomings in the overall pattern as well as the lacking variability have been revealed as limitations
of the very first reconstruction alternative. It will now be investigated whether an improvement with
regard to these deficiencies can be achieved by the other two alternatives already mentioned at the end
of Section 5.3, i.e. a transient run in terms of millennial time slice means as well as an interactive
reconstruction of the proxy climate in terms of climatological means of 40 years (Sect. 5.6). The basic
methodology is identical as before, but the adaptation procedure is slightly different, which is explained
in the following listing:

–> The reconstruction is not carried out independently for the time slices as before but continuously.

–> The reconstruction starts with the 10k-time slice to consider the cooler early Holocene climate
which is also shown by the proxy (Fig. 5.4), thus to decrease the mean temperature of PlaSim.

–> Consequently, this newly derived SST emerges from the climatic state of the reference simula-
tion and the adapted one only at the very beginning and in the further progress from the already
reconstructed preceding time slice on the basis of the anomaly to the proxy climate.

Thus, the approach is different compared to the time slice reconstructions and will thus yield differ-
ing climatic states and SST. But again, each time slice is only resimulated once and it is not iterated to
converge the proxy climate best. Mainly with regard to the overall (temperature) pattern and the con-
verging time slice means, the fact that only the actual time slice is considered for the reconstruction and
not the preceding time slice, to account for potential long-term changes, has been debated as a potential
source for the inconsistencies in the previous section. Thus, an improvement is anticipated at this stage,
as constantly the preceding time slice with all its climatic information is taken into account. The dating
uncertainty of the Ammersee proxy is again not decisive in this context, as once again time slice means
of 1000 years are considered.

5.5.1 Results

The results are presented nearly in the same manner as in the preceding section. At first, the reconstruc-
tions of the surface air temperatures for now each time slice of the Holocene are shown as area-averages
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Figure 5.13: Reconstructed surface air temperature (◦C) for the Lake Ammersee proxy (solid black stairs)
and simulated with PlaSim (50 year running means) for the time slices 10 to 5 kyr BP; PlaSim reference
(with climatological SST) in light gray dashed and the TTS-experiment in black dotted. For the time
slices 0k, 6k and 9k, the TS-time series are shown in medium gray. Gray shading indicates 1σ - and
2σ -ranges in the proxy data set during each millennium.

for the region of the Ammersee proxy. After that, the complete Holocene time series for the Ammersee
region is presented comparable to Figure 5.4, due to the fact that the temperature is reconstructed for the
whole Holocene. A similar plot has been left out for the TS-experiment because of the mere reconstruc-
tion of selected time slices while leaving the other eight time slices unchanged. This section is closing
with a short summary and a discussion of the results. A more profound analysis, e.g. in terms of the
anomalies to the preindustrial climate, as done in the preceding section, is performed in the subsequent
section to achieve a combined overview and intercomparison between all results.
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Figure 5.14: Figure 5.13 continued for the time slices 4 to 0 kyr BP.

Ammersee time series

The outcome in terms of surface air temperature for all time slices is shown in Figures 5.13 and 5.14. The
time series of the proxy is again always shown in solid black (stairs), those of the transient reference sim-
ulation with prescribed SST in dashed light gray and those with the adapted SST of the TTS-experiment
in black dotted. The light and dark gray bands are indicating the 1σ - and 2σ -ranges of the proxy. For
the time slices 0k, 6k, and 9k, the reconstructed time series of the preceding section (cf. Sect. 5.4, TS)
are also included in medium gray to give a first estimate about the potential improvements. Opposite
to the presentation of the preceding section, the time slices are ordered conversely as this is consistent
with the simulation which is also backwards starting at year 11 kyr BP. Moreover, the reconstruction of
each time slice depends on the previous one. As the time slices in the preceding section are resimulated
individually, the presentation was in chronological order. The outcome of the individual time slices is
discussed in terms of a comparison of the time series, as well as of the time slice means presented in
Table 5.3. Consistent to the preceding section, the time slice means of both the proxy and the PlaSim
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PlaSim PlaSim
Proxy ± 2σ reference ± 2σ reconstructed ± 2σ ∆T1 ± 2σ ∆T2 ± 2σ

10k 7.95 ± 1.26◦C 8.33 ± 1.16◦C 8.21 ± 1.28◦C 0.38 ± 1.74◦C 0.26 ± 1.82◦C
9k 8.66 ± 1.95◦C 8.32 ± 1.20◦C 8.01 ± 1.24◦C -0.34 ± 2.35◦C -0.65 ± 2.28◦C
8k 8.94 ± 1.62◦C 8.38 ± 1.21◦C 8.37 ± 1.27◦C -0.56 ± 1.98◦C -0.57 ± 1.97◦C
7k 8.99 ± 0.88◦C 8.34 ± 1.25◦C 8.64 ± 1.13◦C -0.65 ± 1.52◦C -0.35 ± 1.43◦C
6k 9.09 ± 1.0 ◦C 8.36 ± 1.27◦C 8.98 ± 1.08◦C -0.73 ± 1.48◦C -0.11 ± 1.53◦C
5k 9.19 ± 0.76◦C 8.43 ± 1.29◦C 9.11 ± 1.09◦C -0.76 ± 1.49◦C -0.08 ± 1.36◦C
4k 9.38 ± 0.63◦C 8.44 ± 1.36◦C 9.12 ± 1.04◦C -0.94 ± 1.46◦C -0.26 ± 1.21◦C
3k 9.43 ± 0.84◦C 8.62 ± 1.37◦C 9.40 ± 0.96◦C -0.81 ± 1.59◦C -0.03 ± 1.30◦C
2k 8.97 ± 0.54◦C 8.61 ± 1.43◦C 9.47 ± 0.98◦C -0.36 ± 1.51◦C 0.50 ± 1.10◦C
1k 8.73 ± 0.73◦C 8.73 ± 1.38◦C 8.99 ± 1.09◦C 0.007± 1.54◦C 0.26 ± 1.32◦C
0k 8.26 ± 1.34◦C 8.95 ± 1.44◦C 9.06 ± 1.31◦C 0.69 ± 1.94◦C 0.80 ± 1.92◦C

Table 5.3: Time slice means (TTS) and 2σ -significance for the Lake Ammersee proxy (left column),
PlaSim reference (second left column), PlaSim reconstructed (middle column) and anomalies between
PlaSim reference and the proxy ∆T1 (second right column) and between PlaSim reconstructed and the
proxy ∆T2 (right column).

experiments including the 2σ -variability ranges are summed up as well as the anomalies between the
PlaSim simulations and the proxy. The evaluation of the results is then done in the next section, where
the results are discussed.

In the first reconstructed time slice, 10k, in general a high amount of proxy data points can be
observed. The reconstruction is slightly better than the reference experiment in terms of the time slice
mean. Moreover, the new time series are lying nearly completely in the σ -range of the proxy. The time
slice mean of the reference, 8.33◦C, is indeed slightly reduced (8.21◦C) due to a lower proxy mean of
7.95◦C.

At the beginning of the 9k-time slice (Fig. 5.13 d), PlaSim seems to be very similar compared to the
proxy in terms of the mean temperature. Moreover, PlaSim is in phase with the proxy over several parts
of the time slice but the amplitude is always lower, i.e. the strong warming or cooling peaks cannot be
recovered. Moreover, PlaSim simulates lower temperatures compared to the proxy over large parts of the
time slice and is also considerably colder as the reference time series and also as in the TS-experiment.
Consequently, the time slice mean is strongly reduced compared to the proxy.

At 8k, the variability pattern of the proxy is slightly stronger which can be detected in the 2σ -ranges.
The reconstructed time series is located in the lower parts of the σ -range of the proxy, thus a stronger
deviation to the proxy occurs which can also be detected from the respective time slice mean in Table 5.3,
which is very close to the reference (8.37◦C compared to 8.38◦C) and thus distinctly different from the
proxy mean of 8.94◦C.

At 7k (Fig. 5.13 e), the reconstruction has led to an improvement in terms of the time slice mean
(8.64◦C compared to 8.34◦C) and is thus more close to the proxy mean of 8.99◦C. Nevertheless, the time
series is only very roughly reaching the σ -range of the proxy.

The mid-Holocene is strongly improved compared to the reference and, similar to the TS-experiment,
is located in the middle of the σ -range of the proxy. Also in terms of the time slice means, this resimula-
tion is improved, also to the preceding time slice experiment which was already close to the proxy mean
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(8.98◦C compared to 8.90◦C in the TS-experiment and 9.09◦C of the proxy).
In the following 5k-time slice, the improvements are also more considerable - the resimulation is

strongly improved and again located directly in the variability range of Lake Ammersee. The mean is
also very close to the proxy, making this time slice result the second best of the whole Holocene.

During 4k, the representation is better with respect to the σ -range of the proxy as the reference is
nearly lying below this range. The time slice mean is closer to the proxy (9.12◦C compared to 8.44◦C
and 9.38◦C of the proxy) but still slightly too cold.

At 3k (Fig. 5.14 d), the resimulation is again improving the reference and is located close to the
proxy with regard to the σ -range. This resimulation shows the best results as also the time slice mean is
very close or rather equal to the proxy mean (9.40◦C compared to 9.43◦C of the proxy).

During the 2k-time slice, there is a stronger difference to the reference simulation. Whereas the latter
is located below the σ -range of the proxy, the resimulated time slice is located above the σ -range. This
is indicative of a strongly increased time slice mean which is moreover distinctly too high compared to
the proxy (9.47◦C compared to 8.97◦C of the proxy and 8.61◦C of the reference).

In the late Holocene, i.e. the 1k-time slice, the time series is slightly shifted to higher temperature
values compared to the reference and thus the representation is worse with regard to the variability range
of the proxy. Consequently, the time slice mean is too warm compared to the proxy.

The last resimulated time slice, 0k, is showing a distinctly too warm trend over nearly the whole time
slice. The TTS-time series is rather close to the reference and to the TS-experiment over larger parts but
also shows pronounced warming peaks which are partly out of phase, i.e. a warming in PlaSim but a
cooling in the proxy, or at least overestimated by PlaSim. Consequently, the mean is much too high and
even higher than the reference although the proxy mean is lower.

In Figure 5.15, the individual TTS-time slices are merged to give a complete overview about the
Holocene temperature trend (cf. Fig. 5.4). When comparing the time series, strong differences are obvi-
ous between the reconstructed and the reference experiment. At the early Holocene, a slight improvement
in terms of colder temperatures is achieved. They further decrease in TTS around 9k, followed by a slight
but distinct warming trend until 2k, when a more or less abrupt cooling occurs. This warming trend is
clearly pronounced after the reconstruction, whereas the reference run shows a rather smooth trend. So,
already at a first glance, a considerable improvement is achieved after the modified simulation, mainly
with respect to a more distinctive mid-Holocene climate optimum. Despite these positive aspects, it is
also obvious that, on the one hand, the amplitude of the warming is much lower in PlaSim so that neither
the maximum temperature of around 11◦C nor the strong minima are reached. On the other hand, the
timing of the maximum warming in PlaSim between ≈2k and 4k is slightly out of phase to the proxy,
i.e. the adjustment shows a temporal lag which has already been indicated in the individual time slices.
Moreover, the variability pattern is again not covered with the reconstructed PlaSim simulation.

The corresponding qq plots for the TTS-experiments are left out at this stage, as the results are close
to those of the preceding section, so that no decisive new insights can be expected.

5.5.2 Summary and discussion

In this section, the results of the transient reconstruction of the Holocene climate over Europe are pre-
sented. They are based on a millennial-scale adjustment of the SST. The results are now further discussed
in general terms and also with respect to the previously mentioned, anticipated improvements compared
to the TS-experiment. When summing up the remarks of the individual time slices, an overall tendency of
a distinct improvement of this second alternative for the SST-adjustment can be diagnosed in most of the
time slices from the direct comparison between the reference and the TTS-time series. Refinements with
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Figure 5.15: Reconstructed annual mean surface air temperature (◦C) for the Lake Ammersee proxy
(solid black stairs) and the respective PlaSim time series (100 year running means) from 0 to 11 kyr BP;
light gray: reference, black: PlaSim TTS.

regard to the proxy mean are achieved in the time slices 10k, 7k, 6k, 5k, 4k, 3k and 2k. In contrast, in the
time slices 9k, 8k, and 0k, the reconstruction has led to a deterioration as the adaptation is misdirecting,
i.e. the anomaly between both time series is larger. The 1k-time slice is very specific, as the reference
simulation is already very close to the proxy mean, so that the reconstruction is misleading. The wrong
reconstruction of the 9k, 8k, and 0k-time slices clearly results from the preceding time slices, respectively
from a change in sign. For example at 10k: The PlaSim reference simulation yields a too warm climate
compared to the proxy at the beginning of the Holocene (8.33◦C compared to 7.95◦C, cf. Table 5.3).
The SST has therefore been decreased accordingly, leading to a mean of 8.21◦C. As this yields again a
positive anomaly, the SST has been reduced again to simulate the 9k-time slice. Consequently, this then
yielded a time slice mean of 8.01◦C. However, the proxy mean of the 9k-time slice is 8.66◦C and the
reference value is 8.32◦C. Thus at 9k, a negative anomaly actually occurs which would have normally
caused an increase in SST. This is now counteracting the positive anomaly from the preceding time slice;
the adaptation is consequently reinforcing the signal instead of dampening it. The result for the 8k-time
slice is equally not improved with respect to the reference, which is also caused by the previous time
slice. For the 0k-time slice, the adjustment is misdirecting despite the positive anomaly (∆T) after the
1k-reconstruction. The improvements are thus slightly dominating the deteriorations. When comparing
the results of this reconstruction method to the one of the TS-experiment, the mid-Holocene time slice is
now slightly better represented, both in terms of the overall structure with regard to the variability pat-
tern and the time slice mean, although the pure time slice reconstruction has already led to a converging
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time slice mean. In the early Holocene, i.e. the 9k-time slice, the time series is slightly shifted to cooler
temperatures and thus to the 2σ -range of the proxy although this is not reached. The time slice mean,
which is very close to the proxy mean in the TS-experiment (cf. Sect. 5.4), is strongly reduced in the
TTS-experiment. This context has already been mentioned above: The actual increase of SST due to the
lower time slice mean of the reference compared to the proxy at 9k is confronted by the negative temper-
ature and thus SST anomaly induced by the 10k-time slice. In the late Holocene (0k), the TS-experiment
also yields slightly better results. The differences in the overall structure are only minor, as both the TS-
and the TTS-time series are lying in the extended 2σ -range of the proxy or even out of this range. The
time slice mean is slightly decreased in the pure time slice reconstruction (8.74◦C compared to 8.95◦C
in the reference and 8.26◦C in the proxy) but increased after the readjustment of this section (9.06◦C).
This misleading adjustment is also induced by the 1k-time slice as in the early Holocene.

A reconsideration of the representation of the full Holocene, i.e. the mere sequence of the individual
time slices, enables some general but important concluding remarks of this section. Figure 5.15 can be
seen as a better proof for the feasibility of this new methodology. Through this adjustment, PlaSim is
indeed able to reproduce the major variations of the proxy, for example at 9k or 7k. As expected - as
the adjustment of the SST is always taking place at the beginning of each time slice - the similarity to
the proxy is most pronounced in the first decades of each millennium. Moreover, it is only maintained
when no abrupt changes in the proxy are occurring, as Plasim, respectively the SST-adjustment, cannot
instantaneously react on these short scale variations. Also, as for example between 10k and 9k, when
an alternation of the sign is occurring, i.e. a change between positive and negative ∆T, this cannot be
accounted for by this method. In general, PlaSim again also yields a smooth structure (similar to the TS-
experiment) over all time slices - thus, the variability pattern and the maxima and minima are not reached.
The strong fluctuation of the proxy time series further amplifies this problem, so that the PlaSim time
series is consequently out of phase over larger parts. This is a distinct shortcoming of this millennial-
scale adjustment. The adaptations between the individual time slices indeed succeeded but were not
completely feasible with regard to an overall improvement between the reference and the resimulated
time slices. Besides the achieved improvements regarding the overall pattern and the converging time
slice means, the two aspects of the “memory” respectively the influence of the preceding time slice
together with the adjustment of the SST only at the beginning of each time slice clearly point to the
necessity for a further modification of the methodology. Consequently, it is heading to an adjustment of
SST on much shorter time scales than millennial, which is done in the following section. Furthermore,
a better representation of the variability pattern is anticipated. The discussion of the TS-results in the
context of other reconstructions and Holocene simulations for the European region, as has been done
in the preceding section, will be carried out in the subsequent section as a general overview. A wider
discussion, also of the limitations of the methodology is also postponed to the next section.

5.6 Interactive reconstruction

Whereas distinct improvements with regard to the overall pattern and the convergence of the time slice
means could have been constituted in the preceding section on the basis of the millennial adaptation
of SST, i.e. transient time slices means, at this stage the very last modification of this linear sensitivity
relationship is analyzed which is an interactive reconstruction of the proxy climate. Instead of a recon-
struction in terms of millennial time slice means, the time scale of the SST-adjustment is reduced to
40 years, i.e. to a common climatological time frame. A period of 40 years is assigned to be a feasible
time span to enable the model to adjust to the new boundary conditions over a reasonable time step on
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the one hand, and, on the other hand, to account for the common climatological time period. Moreover,
this is rather close to the average resolution of the proxy without going below it. Thus, a shorter time
scale would make no sense and would be defective due to the proxy resolution and its dating uncertainty.
Moreover, stronger statistical analogues (correlations) can rather be found on decadal time scales as on
interannual (Jones et al. 1997; Jones and Mann 2004; Goosse et al. 2006).

Improved results are anticipated with regard to the reproduction of the variability pattern of the proxy.
The basic methodology is identical as before, but of course the process of reconstructing the proxy
climate is slightly different. At first, the setup of such an interactive adaptation requires a modification
of the main equation, Equation (5.4):

∆SST (τ) =
1
λ
× (T (τ)−TP(τ)), (5.8)

where T , TP and 1/λ have the same meaning as before. τ is a slower time scale and complies
with the period of adjusting the SST, i.e. in intervals of 40 years. Starting with the identical model
configuration and the same initial steady state of the reference run at 11 kyr BP, which has also been
used for the TTS-experiment, the full Holocene climate is reconstructed, following the modified relation
of Equation (5.4). For the later continuous application of Equation (5.8), the temporal means over the
preceding time period, i.e. 40 years, are used. ∆T is calculated as the difference between the mean over
the 40 years time slice and the temporally corresponding mean of the proxy time series. Based on the
seasonal sensitivities determined in Section 5.3 (Table 5.1), the ∆SST are deduced in a straightforward
way. The SST anomalies emerge only at the very beginning, i.e. the first 40 years of the Holocene, from
the climatic states of the reference simulation and the adapted one on the basis of the anomaly to the proxy
climate. In the further progress of the simulation, the oceanic anomalies then always originate from the
current and the already reconstructed preceding 40 years time slice with respect to the proxy climate.
Each set of newly derived SST is then used for the simulation of the next 40 years time slice. Thus, the
approach is different compared to the transient time slice reconstructions of the preceding section and
will thus yield differing climatic states and SST. Nevertheless, the 40 years are resimulated only once and
it is not iterated. The SST anomalies thus evolve from model simulations at two different model states
SST0 and the adapted (modified) SST1 respectively, coming from the current simulation and the one of the
previous 40 years. As a consequence of this reduced adaptation time scale of 40 years, improvements are
anticipated in the reconstructed time series, mainly with regard to the variability pattern but potentially
also with regard to the overall pattern. Although the adaptation time scale is strongly decreased, the
dating uncertainty of the Ammersee proxy is again not decisive in this context, as the time scale of
40 years is still above the dating uncertainty of the proxy. With this continuous adaptation of the model
climate to the proxy, for the first time an interactive reconstruction of the full Holocene climate, based
on land proxy data, is achieved.

5.6.1 Results

The results are presented nearly in the same manner as in the preceding sections. Although the adjust-
ment takes place on the 40 years time scale, it is refrained from showing the results for each 40 years
time slice to accomplish a consistency and comparability to the results of the two preceding sections.
Thus, at first, reconstructions of the surface air temperatures for each 1000 yr time slice of the Holocene
are shown as area-averages for the region of the Ammersee proxy. Moreover, at this stage, the very last
climate reconstruction alternative of this overall study is carried out. Therefore, a profound and con-
cluding analysis of the outcome is aspired, including a comparison with the results from other proxy
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reconstructions (Davis et al. 2003) as well as with those of the previous fully coupled model simulation.
After all, the latter simulation has revealed some shortcomings, mainly with regard to the representation
of the Lake Ammersee region (cf. Fig. 5.4). These have eventually been the motivation for the climate
reconstruction on the basis of the Lake Ammersee proxy. Therefore, the same representation of the Euro-
pean climate evolution over the Holocene is chosen as in Chapter 4, i.e. in terms of anomaly-time series
for the four selected regions in Europe, and refrain from showing the spatially distributed anomalies over
Europe as done in Section 5.4. Moreover, these spatial patterns do not differ so much from the ones in
the TS-section, i.e. the general pattern is very similar, only the strength of the response varies.

Again, the corresponding qq plots for the ITS-experiments are left out here as the results are close to
those of the preceding section so that no decisive new insights can be expected. The spatial anomalies be-
tween the reconstructed and reference time slices (cf. Fig. 5.10) are also only minor and are thus left out.
The presentation is confined to the anomalies to preindustrial climate for the TTS- and ITS-experiments
as well as for the reference simulation, as the results are compared to those of the fully coupled sim-
ulation. Therefore, the evolution over the full Holocene is required. In the TS-simulation only three
time slices have been resimulated, i.e. a representation of the anomalies to the preindustrial would be
meaningless at this stage. To achieve also a wider overview about the European climate change, induced
by the SST-adjustment, also the changes in the precipitation patterns over Europe are investigated. This
section is closing with a summary and a concluding discussion of the results which will highlight the im-
provements or disadvantages of each individual alternative and thus reveal potential general limitations
of this methodology and its applicability.

Ammersee time series

The outcome in terms of surface air temperature for all time slices is shown in Figures 5.16 and 5.17.
The time series of the proxy is again always shown in solid black (stairs), those of the transient reference
simulation with prescribed SST in dashed light gray and those with the adapted SST in black dotted
(ITS). The light and dark gray bands are indicating the 1σ - and 2σ -ranges of the proxy. In addition, the
reconstructed time slices of the preceding sections (TTS, Sect. 5.5) are included in dark gray and those
of the three time slices 0k, 6k and 9k (TS, Sect. 5.4) in medium gray to give again an immediate estimate
about the potential improvements. Equal to the presentation of the preceding section, the time slices are
again ordered conversely.

The outcome of the individual time slices is discussed in terms of a comparison of the time series as
well as of the time slice means presented in Table 5.4. Consistent to the preceding section, the time slice
means of both the proxy and the PlaSim experiments including the 2σ -variability ranges are summed
up there as well as the anomalies between the PlaSim simulations and the proxy. The evaluation of the
results is then done in the next section, where the results are discussed.

The 10k-time slice, which shows a very variable pattern in the Lake Ammersee proxy time series,
is improved by this reconstruction. The PlaSim time series is located in the σ -range of the proxy over
nearly the whole time slice. Moreover, the time slice mean is reduced compared to the reference and
the TTS-experiment and thus more closely to the proxy mean (8.06◦C compared to 8.33◦C (reference),
8.21◦C (TTS) and 7.95◦C (proxy)).

In the 9k-time slice (Fig. 5.16 d), the time slice mean is increasing again, following the trend given
by the proxy. This is thus improved in this interactive reconstruction, as the mean has been decreasing
in the TTS-experiment. Nevertheless, the mean is still lower compared to the TS-experiment. However,
the time series are in the σ -range of the proxy and, over larger parts, PlaSim is at least roughly in phase
with the proxy, despite a temporal lag and a lower amplitude.
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Figure 5.16: Reconstructed surface air temperature [◦C] for the Lake Ammersee proxy (solid black stairs)
and simulated with PlaSim (50 year running means) for the time slices 10 to 5 kyr BP; PlaSim reference
(with climatological SST) in light gray dashed, the TTS-experiment in dark gray dashed, ITS-experiment
in black dotted. For the time slices 0k, 6k and 9k, the TS-time series are shown in medium gray. Gray
shading indicates 1σ - and 2σ -ranges in the proxy data set during each millennium.
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Figure 5.17: Figure 5.16 continued for the time slices 4 to 0 kyr BP.

In the following 8k-time slice, the time slice mean is slightly closer to the proxy compared to the
results of the previous section. Moreover, the general pattern seems to improve during this time slice,
as, for the last 500 years, the time series are located directly in the middle of the variability range of the
proxy, whereas, over the first 500 years, it is slightly shifted to the lower bounds of the σ -range.

At 7k (Fig. 5.16 e), the reconstruction has again led to an improvement in terms of the time slice
mean (8.43◦C compared to 8.34◦C) and is thus more close to the proxy mean of 8.99◦C. Nevertheless,
the adjustment is weaker as in the TTS-experiment and no improvement could be achieved with regard to
the σ -range of the proxy; in contrast the representation even is a bit worse with respect to the variability
pattern of the proxy.

In the mid-Holocene, there is again a slight improvement in terms of the time slice mean with regard
to the reference but this adjustment is much lower compared to both previous experiments. Moreover, the
time series are shifted to the lower bounds of the σ -range, which is similar to the reference simulation.

For the next three slices, 5k, 4k and 3k (Fig. 5.16 f and Fig. 5.17 a, d), similar remarks can be made:
A slight improvement in terms of the time slice means can be assessed, nevertheless it is much weaker
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PlaSim PlaSim
Proxy ± 2σ reference ± 2σ reconstructed ± 2σ ∆T1 ± 2σ ∆T2 ± 2σ

10k 7.95 ± 1.26◦C 8.33 ± 1.16◦C 8.06 ± 1.31◦C 0.38 ± 1.74◦C 0.11 ± 1.73◦C
9k 8.66 ± 1.95◦C 8.32 ± 1.20◦C 8.36 ± 1.54◦C -0.34 ± 2.35◦C -0.30 ± 2.20◦C
8k 8.94 ± 1.62◦C 8.38 ± 1.21◦C 8.45 ± 1.39◦C -0.56 ± 1.98◦C -0.49 ± 1.85◦C
7k 8.99 ± 0.88◦C 8.34 ± 1.25◦C 8.43 ± 1.34◦C -0.65 ± 1.52◦C -0.56 ± 1.52◦C
6k 9.09 ± 1.0◦C 8.36 ± 1.27◦C 8.48 ± 1.33◦C -0.73 ± 1.48◦C -0.61 ± 1.50◦C
5k 9.19 ± 0.76◦C 8.43 ± 1.29◦C 8.59 ± 1.42◦C -0.76 ± 1.49◦C -0.60 ± 1.59◦C
4k 9.38 ± 0.63◦C 8.44 ± 1.36◦C 8.62 ± 1.32◦C -0.94 ± 1.46◦C -0.76 ± 1.30◦C
3k 9.43 ± 0.84◦C 8.62 ± 1.37◦C 8.75 ± 1.50◦C -0.81 ± 1.59◦C -0.68 ± 1.52◦C
2k 8.97 ± 0.54◦C 8.61 ± 1.43◦C 8.66 ± 1.47◦C -0.36 ± 1.51◦C -0.31 ± 1.47◦C
1k 8.73 ± 0.73◦C 8.73 ± 1.38◦C 8.60 ± 1.45◦C 0.007± 1.54◦C -0.13 ± 1.56◦C
0k 8.26 ± 1.34◦C 8.95 ± 1.44◦C 8.53 ± 1.48◦C 0.69 ± 1.94◦C 0.27 ± 1.75◦C

Table 5.4: Interactive time slice means (ITS) and 2σ -significance for the Lake Ammersee proxy (left
column), PlaSim reference (second left column), PlaSim reconstructed (middle column) and anomalies
between PlaSim reference and the proxy ∆T1 (second right column) and between PlaSim reconstructed
and the proxy ∆T2 (right column).

as in the TTS-experiment. Moreover, the variability pattern is distinctly not covered, as both PlaSim time
series are shifted to the lower bounds or even out of the 2σ -range of the proxy. Nevertheless, a slight
increase in the variability pattern of PlaSim can be observed at 5k and 3k, i.e. the time series is less
smooth as in the preceding experiment or the reference.

During the 2k-time slice, PlaSim is again in the lower bound of the proxy’s σ -range and its time
series is again roughly in phase with the proxy but again with a temporal lag. Moreover, there is an
improvement with regard to the time slice mean which has increased compared to the reference (8.66◦C
compared to 8.61◦C). Although this increase is very weak, the outcome is better in comparison to the
TTS-experiment, as this has been misdirected and thus too high.

During 1k, the variability pattern of PlaSim is again slightly improved, covering now the complete
σ -range of the Lake Ammersee proxy. In terms of the time slice mean, no distinct improvements could
be achieved as the reference is already the same as the proxy, which has already been remarked. Thus
the mean is as worse as in the TTS-experiment.

The last reconstructed time slice, 0k, seems to be best resimulated in this interactive reconstruction
compared to both the TS- and TTS-experiments. The time slice mean is closest to the proxy and the time
series is at least partly located in the σ -range of the proxy.

At this stage, it is refrained from showing the merged individual ITS-time slices to give a complete
overview about the Holocene temperature trend (cf. Fig. 5.4 and Fig. 5.15) and it is referred to the
appendix. As the result of each time slice indicated, the adjustment is too weak so that the reconstructed
temperature time series is very close to the reference simulation, yielding thus a very poor result.
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Figure 5.18: Holocene evolution of surface air temperature (T2m) anomalies [◦C] for DJF (100 year
running means) for (a) northwestern (NW), (c) northeastern (NE), (b) southwestern (SW) and (d) south-
eastern (SE) Europe; red: TTS, dark purple: ITS, black: reference. Changes are with respect to the
preindustrial (today).

European climate change patterns

Similar to Chapter 4, a corresponding overview of the climate evolution over the Holocene is now given,
i.e. in terms of time series for the four selected regions in Europe, to show the outcome of these adjust-
ment approaches as well as potential improvements in comparison to the fully coupled version. These
are hypothesized due to the adaptation to the proxy climate. In the Figures 5.18, 5.19 and 5.20, the
anomalies of Holocene surface air temperatures with respect to the preindustrial period are presented for
boreal winter, boreal summer and the annual mean respectively. The time series are presented for the four
selected regions: northwestern (NW), northeastern (NE), southwestern (SW), and southeastern (SE) Eu-
rope. The reference experiment with climatological SST is always shown in black, the millennial-scale
adaptation (TTS) in red and the interactive reconstruction (ITS) in dark purple.

In general, differences between the three time series can be detected. When first comparing the ref-
erence simulation for DJF (Fig. 5.18), it shows a rather smooth and constant (mainly in NW-Europe)
structure for all four regions except the northeastern part, where it is slightly more variable. For this
region and the southern parts of Europe, a slight warming trend can be observed which is consistent
to the insolation trend during Holocene winter (Fig. 1.1 b). Compared to the fully coupled simulation
(Fig. 4.1), the slight warming trend is similar, but reduced in amplitude in the simulation with clima-
tological SST, as their annual prescription is dampening the response of the atmosphere. When now
contemplating the time series of the adaptation approaches, the amplitudes are clearly more pronounced,
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Figure 5.19: Holocene evolution of surface air temperature (T2m) anomalies [◦C] for JJA (100 year
running means) for (a) northwestern (NW), (c) northeastern (NE), (b) southwestern (SW) and (d) south-
eastern (SE) Europe; red: TTS, dark purple: ITS, black: reference. Changes are with respect to the
preindustrial (today).

most decisive in the northeastern and southern European regions. However, over NW-Europe, the time
series are very similar to the reference and hence the fully coupled simulation. Although the slightly
increased warming trend in the TTS-experiment is approximating the pronounced warming trend shown
by Davis et al. (2003), the weak positive anomaly which occurs over several millennia (also partly in
the ITS-simulation) may be overestimated compared to the pollen reconstruction where the temperatures
are below the preindustrial mean over the whole Holocene. Over the northeastern parts, this positive
anomaly is also strongly overestimated as it is not captured by the palaeoobservations, which show no
real trend from the mid-Holocene to the preindustrial but constantly colder temperatures compared to
today. However, the pronounced early Holocene warming is similar to the pollen data, albeit strongly
reduced in amplitude. In contrast, in the southwestern parts of Europe the adjusted time series are much
closer to the observed ones in terms of a distinct (early Holocene) warming trend. This is a clear im-
provement, as the fully coupled version and the results by Fischer and Jungclaus (2011) both show only
a very weak or rather no warming trend in the southwestern European region. Again, both the positive
anomaly in the TTS-experiment around 3k and the negative anomaly in the ITS at 1k are overestimated
and not shown by the data (Davis et al. 2003). Consistent to the southwestern parts, the TTS-experiment
is also very similar to the pollen data over SE-Europe, due to the positive anomaly, whereas the interac-
tive simulation is again closer to the fully coupled simulation and the results by Fischer and Jungclaus
(2011).

During summer (Fig. 5.19), distinct cooling trends can be observed for nearly all three time series
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Figure 5.20: Holocene evolution of surface air temperature (T2m) anomalies [◦C] for ANM (100 year
running means) for (a) northwestern (NW), (c) northeastern (NE), (b) southwestern (SW) and (d) south-
eastern (SE) Europe; red: TTS, dark purple: ITS, black: reference. Changes are with respect to the
preindustrial (today).

and all four regions, following the decreasing insolation during the Holocene. Again, the reference sim-
ulation yields the smoothest and least variable structure. In general, stronger deviations between the
two reconstruction experiments can be observed. The ITS-simulation is rather close to the reference and
thus mainly confirming the outcome of the fully coupled simulation and the one by Fischer and Jung-
claus (2011). In the millennial-scale reconstruction, the more or less distinct cooling trend is strongly
dampened over eastern Europe due to the positive anomaly mainly around 2k-3k and thus underesti-
mated compared to the fully coupled simulation as well as the pollen data. Nevertheless, for NE-Europe,
the TTS-reconstruction yields a similar structure of the Holocene temperature evolution compared to
the pollen data because of the pronounced positive anomaly between ≈2k and 8k, comparable to the
Holocene climate optimum. Exceptions are the early Holocene time slices, which are warmer in PlaSim,
but rather constant in the palaeoobservations. Over SE-Europe, where the cooling trend is even stronger
dampened in the TTS-reconstruction, it is still opposing the trend of the pollen data. Emerging from
colder conditions at the early Holocene, which are also shown by PlaSim, the data show a slight warm-
ing trend until the preindustrial. Moreover, over the western regions, the cooling trend is reversed:
Although a slight cooling can still be observed in the early Holocene time slices between 9k and 10k,
this is converted into a pronounced warming until 2k and a cooling afterwards. This general pattern is
even slightly enhanced over SW-Europe. Thus, the structures over the western parts are again resembling
the mid-Holocene climate optimum, with the NW-European pattern being close to the one obtained with
the pollen data. A distinct and continuous warming trend over SW-Europe, besides a stronger cooling
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between 8k and 10k, is also shown by Davis et al. (2003). Considering the results of Chapter 4, this has
been the region showing the strongest discrepancies between models and data, as this increase is neither
shown by the fully coupled nor by the simulation carried out by Fischer and Jungclaus (2011). The re-
sult of the TTS-reconstruction with the warming until 2k is therefore a strong improvement, although this
positive anomaly may be overestimated compared to the pollen reconstruction where the temperatures
are below the preindustrial mean over the whole Holocene.

For the annual mean (Fig. 5.20), the reference simulation is showing no trend for the western Euro-
pean regions and a very weak warming (cooling) trend in the northeastern (southeastern) parts of Europe.
This is thus consistent to the nearly constant insolation evolution. The structure of the two reconstruc-
tion experiments is again similar to the outcome of the summer time series. The interactive experiment
is slightly modifying the reference simulation, showing an increase in amplitude, which is also partly
changing the overall trend (e.g. over SW-Europe). Similar to the fully coupled experiment, the annual
mean temperature evolution is again dominated by the summer temperatures. As the results for DJF and
JJA already indicate, the TTS-experiment leads to stronger improvements. When now comparing the
annual mean results to the pollen time series by Davis et al. (2003), strong similarities in terms of the
general trends can be observed for all four regions. However, the amplitudes are partly underestimated,
e.g. the early Holocene cooling over NW-Europe. Again, the warming trends in the southern parts are
also shown in the pollen reconstruction, but, at least over SW-Europe, the temperatures are below the
preindustrial mean and not above as in PlaSim. Over the eastern parts, a strong maximum is also indi-
cated by the pollen data, but already for the period of 6 to 7 kyr BP. In PlaSim, this is slightly shifted,
i.e. has a temporal lag of one to two millennia. This problem results from the shifted adjustment to the
proxy climate and has already been discussed in Section 5.5 and earlier in this section.

It is now analyzed, whether the rather convincing results for the temperature evolution are also lead-
ing to an improvement in the corresponding precipitation evolution. Consistent to the temperature time
series, in the Figures 5.21, 5.22 and 5.23 - for DJF, JJA and ANM respectively - the anomalies of the
Holocene precipitation with respect to the preindustrial period are presented for the four regions in Eu-
rope. As expected, the reference simulation reveals the lowest variability in the precipitation during both
seasons and in the annual mean. During winter, (Fig. 5.21), the reference simulation reveals no trend in
precipitation in northern Europe and a slight drying trend in the southern parts. Both are confirmed by
the reconstruction experiments over the eastern parts of Europe, which are very close to the control and
also similar to the fully coupled simulation (Fig. 4.2 c, d). This similarity between the reference and the
interactive simulation has already been assessed before, in the context of the results for the region of the
Lake Ammersee (Fig. A.1). Over the western parts of Europe, the trend is much more pronounced and
even modified during the early and late Holocene time slices in the ITS-reconstruction. Moreover, the
trend is reversed in the millennial scale experiment, where a moistening trend can be observed. In a less
pronounced manner, this is also shown by the fully coupled simulation over NW-Europe, whereas the
strong warming trend over SW-Europe is antipodal to the fully coupled simulation but more in line with
the results by Brewer et al. (2007, 2009), which reveal wetter conditions in the mid-Holocene.

During boreal summer (Fig. 5.22), the precipitation trends clearly differentiate between the north-
ern and southern European regions. Over NE-Europe, all three simulations show a conversion from
drier conditions during the early Holocene time slices to wetter conditions from the mid-Holocene to the
preindustrial. This drying trend is dampened in the TTS-experiment but nevertheless the trend is very
close to the one of the fully coupled simulation, albeit the amplitude is stronger here. Over the other three
regions, the three simulations differ again more strongly; whereas the reference and the ITS-experiment
are close to each other, both showing the same trends (drying in NW-Europe, no trend in SW-Europe
and a weak moistening over SE-Europe), these trends are differing more strongly in the TTS-experiment.
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Figure 5.21: Holocene evolution of total precipitation anomalies [mm/day] for DJF (100 year running
means) for (a) northwestern (NW), (c) northeastern (NE), (b) southwestern (SW) and (d) southeastern
(SE) Europe; red: TTS, dark purple: ITS, black: reference. Changes are with respect to the preindustrial
(today).

The pronounced positive anomaly between 2 to 4 kyr BP over NW-Europe seems to be overestimated
compared to the fully coupled simulation and the results by Crucifix et al. (2002) and Renssen et al.
(2005a), both identifying a rather invariant respectively a slight drying pattern over the Holocene, which
is also shown by the other two experiments. In SW-Europe, the millennial-scale leads to an increase of
precipitation during the Holocene, which is consistent to the fully coupled simulation. Opposite to the
latter, this increase is leading to a positive anomaly from the mid- to the late Holocene which is close
to the remarks by Brewer et al. (2007, 2009). The TTS-trend over SE-Europe, showing a precipitation
decrease, deviates again from the other two simulations and also from the fully coupled experiment, so
stronger discrepancies are occurring in this region.
In the annual mean, (Fig. 5.23), all four regions are very similar to the remarks for JJA, with the trends
solely weakened by the influence of DJF. This is thus in contrast to the results for the fully coupled sim-
ulation where the annual mean trend is dominated by the winter precipitation (cf. Sect. 4.3.3). Here, it is
rather the summer precipitation which is showing the general characteristics; these results are thus more
consistent to those of Renssen et al. (2005a) and, in general, more similar to the proxy reconstructions, at
least over the southern parts of Europe. But, reflecting the results of Chapter 4, this has been the region
showing the strongest discrepancies in several climate model simulations.
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Figure 5.22: Holocene evolution of total precipitation anomalies [mm/day] for JJA (100 year running
means) for (a) northwestern (NW), (c) northeastern (NE), (b) southwestern (SW) and (d) southeastern
(SE) Europe; red: TTS, dark purple: ITS, black: reference. Changes are with respect to the preindustrial
(today).

5.6.2 Summary and discussion

In this section, the results of the interactive reconstruction of the Holocene climate over Europe are
presented. They are based on a short-scale adjustment of the SST in terms of a climatological time frame
of 40 years. Again, the results are discussed in general terms and also with respect to the previously
mentioned, anticipated improvements compared to the other two reconstruction alternatives.

When summing up the remarks of the individual time slices, the results of this last alternative are
rather conflicting. On the one hand, there is an overall tendency of an improvement, as refinements
with regard to the proxy mean can be diagnosed in every time slice, thus, no misdirected adjustments
as in the TTS-experiment are occurring here. Moreover, the variability structure of the reconstructed
temperature is increased; however, the amplitude is still lower and sometimes out of phase to the proxy
time series. With respect to the anticipated improvements compared to the TS- and TTS-experiments, at
least the variability pattern is displayed more exactly. On the other hand, it is very apparent that these
adjustments are constantly too small and much lower as in the TTS-simulation. Thus, when regarding
the full Holocene time series (Fig. A.1), a strong similarity to the reference simulation is striking, which
is equivalent to a very reduced adjustment. Thus, one must conclude that there is no tendency of an
improvement with regard to the overall pattern of the time series, despite the achieved correct adjustments
in each time slice. The overall pattern is clearly better in the TTS-simulation, although some time slice
means are antipodal. Hence, for the correct (in terms of convergence to the proxy mean) time slice
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Figure 5.23: Holocene evolution of total precipitation anomalies [mm/day] for ANM (100 year running
means) for (a) northwestern (NW), (c) northeastern (NE), (b) southwestern (SW) and (d) southeastern
(SE) Europe; red: TTS, dark purple: ITS, black: reference. Changes are with respect to the preindustrial
(today).

means and the display of the variability, the shorter time scale indeed seems to be more feasible and
advantageous compared to the millennial-scale adjustment, as PlaSim can instantaneously react on the
short scale variations of the proxy. Therefore, no misdirected adjustments are taking place, when a shift
in sign between positive and negative anomalies occurs. Nevertheless, the short time scale seems to be
disadvantageous for the adjustment itself, as maybe part of the response is immediately dampened so
that the time slice mean cannot converge the proxy mean as required. Thus, a slightly longer adjustment
period should be favored. The “memory” problem, i.e. the influence of the preceding time slice, which
has also led to the misdirected adjustment as well as the temporal lag, indicates the requirement of further
modifications of the methodology and is discussed below.

After having investigated whether the adjustment to the proxy has led to a better picture of the proxy
region, it is now discussed whether the adaptation also reveals improvements in the European region.
Therefore, in a second step besides the region of Lake Ammersee, the surface air temperature and the
precipitation are calculated as anomalies to the preindustrial climate for the four regions in Europe. This
representation is chosen to be consistent with other model/proxy reconstructions and finally with that of
the fully coupled experiment in Chapter 4. The discovery of some deficiencies in the latter - with regard
to the representation of the European climate and mainly of the region of the Lake Ammersee - has finally
been a decisive point for the motivation of the reconstruction method, as not even the fully coupled model
version has been able to simulate the correct proxy trend. Thus, potential refinements of the adaptation
experiments would even imply improved results compared to the fully coupled simulation. Using now an

93



ocean with climatological SST, the trend is completely different compared to the fully coupled simulation
and the pollen reconstruction by Davis et al. (2003) (Fig. 5.18 and so forth). The atmospheric response
is strongly dampened by the use of fixed SST, therefore the trends during the Holocene are not captured
at all in the four regions. Although both reconstructions methods still reveal some problems which
require further modifications, clear improvements can be constituted. The results reveal similarities to
the patterns which are shown by the pollen reconstructions. Comparable to the pure representation of the
Lake Ammersee region, the ITS-simulation is very close to the reference simulation. Instead, the TTS-
experiment is strongly modifying the trend. Although the response is sometimes overestimated (e.g. in
terms of a positive anomaly in Fig. 5.19 or Fig. 5.22), the overall trend is partially much closer to the
observed one as in the fully coupled simulation. Also over the southern parts of Europe, where it seems
to be especially complicated for models to simulate the observed trend (cf. Chapt. 4), a correction of the
trend after the adjustment can be assessed. This can be clearly seen as a belated corroboration for the
choice of the easiest oceanic setup to apply this reconstruction method.

5.7 Iterative reconstruction

Although the three different approaches of the preceding sections, which have been introduced to resim-
ulate a climate, which is given by proxy data, have indeed been successful, at least partly, to combine
the climate modelling and the palaeoobservations, certain problems are indisputable. Even when being
completely aware of the fact that it will be impossible to achieve identical results of both model and
proxy, i.e. the exact temperature means, due to model uncertainties and its internal variability. In gen-
eral, models are only rarely able to simulate the magnitude of climate change correctly which is given
by the proxy reconstructions, as this, in part, is related to noise in the proxy data (Brewer et al. 2007).
Moreover, the variability in models is mostly much lower as the natural variability. Nevertheless, the
shortcomings in the results of the previous reconstructions, and especially in the ITS-experiment, which
was anticipated to be the best approach, now require a separate investigation and short discussion. From
this concluding discussion, further ideas are considered for potential new improvements which could be
done in this context.

One definitely has to pose the question, why parts of the reconstruction did not lead to satisfying
results? Although an improvement could be achieved in terms of converging time slice means, several
critical aspects emerge, especially:

–> Why does the methodology, i.e. the linear reconstruction relationship, sometimes seem not to work
properly? Why is the adjustment not “strong” enough? That means, why is the resimulated time
slice mean too low (high) related to a negative (positive) anomaly although it should be clearly
determined through the linear relationship?

–> May the methodology or parts of it be deficient? Is the region in the North Atlantic not properly
defined?

–> Does the proxy resolution play an important role?

–> Where may the problems come from?

–> What kind of improvement can be made?

To clarify these questions, additional tests have been carried out. These points are discussed as a
whole and not separately, as they are connected with each other. Regarding the first point, the general
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methodology indeed seems to be right. The sensitivity could be proved and also the seasonal splitting
could be verified by a variety of other studies which have already been mentioned in the respective sec-
tion. The region in the Northern Hemisphere Atlantic, which has been determined by a set of sensitivity
studies, has been verified additionally by a correlation pattern calculated with the fully coupled version
of PlaSim. It has revealed a very variable pattern where the values differ only slightly from the deduced
seasonal sensitivities but are still in line, thus confirming the very specific role of the North Atlantic for
the climate of Europe. Due to the sometimes very high variability in the proxies and the general limita-
tion of the models to capture the amplitude of climate changes correctly, it may potentially be impossible
to generate an identical trend in models and data. The internal variability of the climate model as well
as the impact of the changing external forcings, which could not have been considered in the sensitivity
studies, may also contribute to the reduced response in the adjustment process.
Moreover, the resolution in the proxy data also plays a role. It is surely of dominating importance
how well the proxies are resolved. One can assume that it is even more essential for the dynamic re-
construction approach and would be of less significance in a more statistical procedure. Certainly, the
interpolation to an annual resolution could be a problem and may also be subject of discussion but is in
line with other studies. Referring to the original years of the proxy data, despite their dating uncertainty,
would have potentially caused more uncertainties.

The problems in general, i.e. in both the TTS- and the ITS-experiment, may thus result from the
direct practical application process of this new methodology. Mainly for the latter experiment it has been
stated, that the PlaSim time series were sometimes indeed in phase with the proxy but mostly show a
temporal lag. Moreover, this lag could also be identified in the millennial-scale reconstruction, partly
leading to delayed maxima. It has been concluded from Section 5.4, that the adjustment must take into
account the climatic variations which occur on longer time scales, i.e. the information of the preceding
time slice and not only the prevailing climatic conditions. Although this can still be approved with regard
to long-term climate changes, this has, in the end, proven to cause the partly misleading results in the
TTS-experiment, i.e. a misdirected adjustment, which was even more pronounced, when a shift in sign
occurs in the temperature anomaly between the model and the proxy. This deficiency must be related to
the fact, that each new set of SST which has been used for the next time slice, has been calculated on the
basis of the temperature anomaly of the preceding time slice; however, because of the strong variability in
the proxy, this may differ enormously from the temperature evolution of the subsequent time slice. Thus
the influence of the preceding time slice is somehow overestimated, with the discussed consequences
addressed for both the TTS- and ITS-experiment. This kind of “memory-effect” of the preceding time
slice can thus only be avoided if the subsequent time slice is somehow accounted for, which is further
discussed in the following lines.
The results of the 0k-time slice in the ITS-experiment indicate a gradual approximation to the proxy
climate in the last years of the time slice, which is mainly enabled by the large gap of missing data in
the original proxy data set and therefore the constant annual means resulting from the interpolation to an
annual signal. This progressive convergence can be compared to an iteration procedure to approach the
proxy climate. The general idea would then be to make several (≈three to five) iterations of the selected
time slices to best converge the proxy climate. After each iteration, the SST anomalies are recalculated to
start a new iteration (cf. Fig. 5.7). After the last iteration, a statistical quantity, the so-called cost function
is calculated. This principle is used to select, among an ensemble of climate model simulations, the one
that is closest to the observed climate (Zhang et al. 2010). Adopted to these purposes, this would mean
to identify the iteration, and thus the optimal set of SST, that shows the best fit with the Lake Ammersee
proxy for the specific time slice. This best fit, i.e. the optimal simulation, is selected as the one that yields
the minimum of the cost function CF:
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CFk(t) =

√
1
n

n

∑
i=1

ωi(Fobs(t)−Fk
mod,i(t))

2, (5.9)

where CFk is the value of the cost function for each simulation (iteration) k and for a particular period
t. n is the number of reconstructions used in the comparison between the model and the proxy. Fobs(t)
is the reconstruction of a variable F based on observations, i.e. in this case it is the temperature value
of the Lake Ammersee proxy. Fk

mod,i is the value of the corresponding variable F simulated in iteration
k in the model grid box containing the location of the proxy-record i. In general terms, F can be any
kind of physical variable, such as temperature, precipitation or pressure (Goosse et al. 2006). Thus,
both observed and modelled variables F are consistent to the quantities TP and T for the proxy climate
and the value of the corresponding temperature change of PlaSim in the region of the Lake Ammersee
proxy respectively, which have been used throughout this study. ω is a weight factor, characterizing the
statistics and reliability of the proxy data. It could be chosen as constant for all i or it could also be
related to the spatial distribution of the proxies or the correlation of a proxy with observations during the
instrumental records (Goosse et al. 2006). In general, CFk can be calculated for each season individually
as well as for the annual mean; according to the climatic information recorded in the proxy. The value is
performed for each simulation consistently and is thus similar to the previously mentioned data assimi-
lation approaches. As mentioned in Section 5.3, this cost function is also used by Goosse et al. (2006)
and Zhang et al. (2010) for the selection of the best-fit simulation. The usage of the cost function here
would then be similar to the one by Goosse et al. (2006) where the authors select the optimal simulation
out of an ensemble of different experiments with one single model whereas Zhang et al. (2010) apply
this approach to an ensemble of model simulations with different models.

Adopted to the specific problem of the SST-adjustment, a slightly modified application of the cost
function is used here, which is described in the following and illustrated in Figure 5.24 for one exemplary
time slice. This adaptation is due to the specific nature of the adjustment process as with each single
iteration, the model climate is already approaching the proxy climate as the anomalies are based on the
preceding iteration. This is thus different from the application in Goosse et al. (2006) where the ensemble
of simulations is based on different initial conditions.

The iteration procedure is applied here to the easiest of the previous reconstruction alternatives, i.e.
the TS-experiment with the resimulation of the 0k-, 6k- and 9k-time slices, to verify whether it yields
improved results. These experiments are thus repeated using the iterative adaptation. Consequently, the
initial conditions of each time slice are identical, but the subsequent procedure differs. At first, each time
slice is first split into periods of 100 years to account for smaller scale variations in the proxy and thus
its variability pattern. This time frame is further consistent to the simulation period of the sensitivity
studies (cf. Sect. 5.3) where λ has been determined. In addition, the dating uncertainty of the proxy even
plays a less important role as in the 40 years period. After each iteration, the cost function CFk(t) is
evaluated, and ∆T and ∆SST are recalculated, so that a second iteration of the same 100 years can be
started with the identical atmospheric composition as the previous one. When the cost function is at its
minimum, respectively after three to five iterations at the most, the minimum CFk(t) is chosen to be the
best one for each specific time period. Moreover, the corresponding SST is then finally determined for
this specific time frame and a new set of iterations is started for the subsequent 100 years, using the SST
of the reference simulation. It is important to mention here that each first iteration should be made with
the SST of the reference run to avoid the problem of the “memory effect”. However, as the atmospheric
composition has to be kept fixed, i.e. taken from the preceding time slice, this first iteration resembles
the creation of a new reference simulation. Thus, even when only iterating once more after each “new“
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Figure 5.24: Schematic of the iteration procedure.

reference simulation, instead of ≈three to five times, this would definitely eliminate the problem of
misleading time slice means as in the TTS-experiment. However, the slightly higher number of iterations
is recommended because of the strong variability in the proxy.

Another possibility to avoid misleadings resulting from the mismatch between calculated tempera-
tures and derived SST anomalies would be to somehow consider the subsequent time slice. However,
this seems to be more prone to further uncertainties.

5.7.1 Results

The results are presented in a slightly different manner as in the preceding sections, as we confine the
presentation of the results to the region of the Lake Ammersee proxy to provide a direct overview and
intercomparison between all results. The representation of the anomalies over Europe with respect to the
preindustrial climate, as it is done in Figure 5.12, is left out at this stage. Please note that a representation
of the European climate evolution, as it is done in Chapter 4 and at the end of the preceding section, i.e.
in terms of anomaly-time series for the four selected regions in Europe, is again not possible here as the
evolution over the full Holocene is required. Comparable to Section 5.4, only three selected time slices
are resimulated here. A short summary and some concluding remarks on the outcome of this iterative
procedure are postponed to the final summary and discussion of this chapter in Section 5.10 to provide
an overall context of all findings.
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Figure 5.25: Surface air temperature [◦C] of the selected time slices 0k, 6k and 9k , reconstructed for the
Lake Ammersee proxy and simulated with PlaSim (50 year running means). The proxy is given in solid
black (stairs, original data) and in blue (interpolated and smoothed time series), PlaSim reference in light
gray, the TS-experiment in medium gray, the TTS-experiment in purple, the ITS-experiment in green and
the iterative TS-experiment in red. Gray shading indicates 1σ and 2σ ranges in the proxy data set during
each millennium.
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The results of the iteration for the three time slices are given in Figure 5.25 for the region of the Lake
Ammersee proxy, compared to the results (50 year running means) of all the preceding sections: the
TS-experiment in medium gray, the TTS-experiment in purple and the ITS-experiment in green, PlaSim
reference in light gray and the final iterated TS-experiment in red. This is composed of the best iteration
for each 100 years. The proxy is given in black (stairs). Included here are also the interpolated time
series of the proxy in blue, which are used in the reconstruction. These are also given as 50 year running
means here.

The iterative results show a strong improvement compared to all other reconstructions. The agree-
ment between these new temperature time series and the proxy is encouraging as each best PlaSim sim-
ulation is very close to the proxy in all time slices, over some parts even completely covering the proxy
trend. Thus, the major variations of the proxy are now captured and resimulated by PlaSim over all three
time slices. Consistently, the anomalies to the proxy time slice means have decreased enormously (as
this is the main requirement of the cost function) and are now below 0.05◦C for all three time slices,
which is considerably better compared to nearly all time slice results of the preceding reconstructions
(cf. Tables 5.2, 5.3 and 5.4). This strong similarity in the PlaSim and proxy time series has exactly not
been the case in the other experiments, especially in the TS- and TTS-experiment (medium gray and
purple respectively), both yielding a smooth structure with the variations being mostly out of phase. The
time series coming closest to the interpolated proxy time series and therefore being at least similar to
the iteration results are those of the ITS-experiment in green. It is the only time series which approxi-
mately shows the proxy given trend and the major variations, albeit the discussed problems of a weaker
adjustment and the temporal lag. As mentioned earlier, it has lately been the result of the 0k-time slice in
the ITS-experiment, indicating a gradual approximation to the proxy climate in the last years of the time
slice (cf. Fig. 5.25 a) and thus a progressive convergence to the climate mean state of the proxy, which
has led to the iteration approach. Misdirected as well as distinctly too low adjustments, i.e. the prob-
lems of the TTS- and ITS-simulations, are now avoided due to the iteration procedure. Moreover, more
or less abrupt adjustments, which, for example, occurred around 4 kyr BP in the TTS-experiment, and
which could already be dampened in the ITS-experiment due to the shorter adjustment period, are also
completely eliminated due to the iteration procedure. However, besides the achieved improvements after
the iteration, it must be remarked that the amplitudes cannot be completely captured by PlaSim, such as
in the early centennials of the 0k- or 9k-time slices. Moreover, a slight temporal lag still occurs in the
PlaSim time series which partly show a phase shift. Nevertheless, both features are only less distinct and
in line with the iteration results for the last millennium by Goosse et al. (2006). In this study, the best
simulation also captures the major temperature changes but not their full magnitude. This is supposed
to be solvable only through stronger modifications in the representation of the physical processes in the
model (Goosse et al. 2006).

5.8 Application to several proxies

So far, the methodology has been introduced with respect to one exemplary proxy record. This was
mainly to present this new approach and to discuss advantages and limitations with regard to the overall
applicability; the latter mainly with regard to the question whether this approach is a helpful tool in
the wide category of studies which aim at combining climate models and palaeoclimate observations.
Although the reliability of the Lake Ammersee record has been pointed out, the fact that the resimulation
of the Holocene climate is only based on one single proxy record imposes a strong constraint on the
overall procedure. Therefore, a real necessity is evident to consider several proxies. This will then be
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consistent with other studies, relying on a wide range of different proxies (Renssen et al. 2009). Although
the authors show similar trends as Davis et al. (2003) when comparing climate model output and proxy
data from lake sediments, they also identify a comparably large discrepancy between models and proxy
data in their intercomparison, which may be partly due to the fact that only one single proxy is used as
a reference (Renssen et al. 2009). Although in general, a certain bias must be accounted for when only
considering one single proxy, the results by Renssen et al. (2009) are consistent and can thus be seen
as an additional corroboration of the approach of relying the reconstruction on only one proxy before
extending it to several proxies. For Europe, these multiple proxies can be expected to be in close vicinity
to each other. It is assumed that a close proximity of these proxies is of advantage for a successful climate
reconstruction; Wirtz et al. (2010), for example, showed that on a spatial scale of a few 1000 km, the
variability changes found in palaeoclimate time series are spatially coherent.
For the setup of a simulation incorporating several different proxies, a modification of the basic equation,
Equation (5.4), yields:

∆SST =
1
λ
×

N

∑
n=1

(T n−T P,n). (5.10)

Equation (5.4) is thus simply adjusted to n number of proxies used for the comparison, where T P,n is
the mean over all the proxies which are taken into consideration.
Nevertheless, a multiproxy approach involves a variety of problems, which have to be considered. As
mentioned in earlier stages of this study, several requirements are encompassing the proxies. They all
must or should have the same or at least a very similar temporal overall resolution. For the intention to
resimulate the full Holocene climate, this resembles a rather high obstacle, as this means that the proxy
records must cover a time range of≈11,000 years. Moreover, as it is also the case for the Lake Ammersee
proxy, large and varying temporal gaps between individual data points are not exceptional but a common
problem of all proxies. Especially when thinking about statistical methods, further problems may arise
when there is a temporal gap between sample sizes. Furthermore, it must be kept in mind that proxies,
even those which are located very close to each other, can show completely different (temperature)
trends, caused by local phenomena affecting the proxies. This has already been shortly addressed in the
context of the non-consideration of existing SST-proxies in Section 5.3 because of the same reasons. As
mentioned in this section, the opposing trend is indeed at least partly caused by the different type of SST-
proxy used, i.e. alkenone unsaturation or Mg/Ca ratio. However, this may also be the case for different
land proxy types. Such an antipodal behavior in the proxy time series may thus lead to an annihilation of
the signal for the reconstruction (positive versus negative ∆T); this has mainly been the reason, why the
method has been introduced only on one proxy, i.e. to avoid the problem of inconsistent and opposing
proxy signals, which would have posed an additional uncertainty to the whole methodology. At this first
stage, the intention was mainly to test whether the method works.
When using several proxies at the same time (in terms of the overall number as well as different types
of proxies), they must be carefully chosen in advance or it should maybe constrained on less proxies or
only on those showing similar trends (Leduc et al. 2010). However, statistical methods of course also
help to overcome these diverse obstacles. Approaches are given in the studies by Li et al. (2010) and
Tingley et al. (2012) or the ones which have been discussed before in the context of the various ways to
reconstruct the Holocene climate (cf. Chapt. 4).
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Figure 5.26: Overview of the selected SST-proxies in the North Atlantic basin summarized in Table 5.5.

5.9 Comparison to SST-proxies

After reconstructing the Holocene climate over Europe, a comparison to SST-proxies, which are existing
in the literature, will be the completion of this chapter. Although it is refrained from directly using
SST-proxies to force the model (cf. Sect. 5.3), they are now compared with the model SST. This is
further in line with the remarks in the study by Kohfeld and Harrison (2000) on the global CLIMAP
SST reconstruction which has been used to test the output of a GCM as well as to provide the boundary
conditions for a specific period in the past. In fact, the latter has been left out in these studies for the
already discussed reasons (cf. Sect. 5.3). The PlaSim-SST are taken from both the fully coupled model
version (cf. Chapt. 4) and from the ITS-experiment in Section 5.6. Although the latter are not the result
of a simulation with a dynamic ocean and thus of the corresponding climate conditions as it is the case
for the fully coupled simulation, they are adjusted on the basis of the proxy climate, i.e. to the actual
climate. Therefore, as has been mentioned already in Section 5.3, they can be regarded as a first order
approximation of Holocene SST (Rind et al. 1986). This comparison to SST-proxies will thus serve as a
verification of the model results of both experiments and the aim is clearly to get an estimate whether or
not the PlaSim-SST and the SST-proxies are showing similar trends.

It may further highlight potential benefits as well as deficiencies of the climate reconstruction method.
This comparison thus enables a more qualitative interpretation and may provide a framework for future
scientific discussions of a synthesis between palaeoclimate observations and climate models. To establish
a broad basis for the comparison, a set of SST-proxies in the North Atlantic is chosen to yield a good
overview about the SST conditions during the Holocene. These are taken from the study by Leduc et al.
(2010), where the authors have recalculated globally aggregated SST-proxy time series - based on the
two common types alkenone and foraminiferal Mg/Ca - with regard to an identification and analysis of
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sometimes diverging SST trends, depending on which proxy type is used. The alkenone proxies belong
to an actualized version of the GHOST database (Kim et al. 2004; Kim and Schneider 2004), including
new oceanic regions, whereas the calculation of the Mg/Ca-derived SST is completely new (Leduc et al.
2010).

An overview about the selected proxies and their locations can be gained from Figure 5.26. These
proxies are then further subdivided into three different regions, corresponding to the North, West and
East Atlantic respectively. Thereby, an adequate coverage of the Atlantic basin is achieved. It can be
clearly seen from Figure 5.26 that nearly all proxies are located directly at the coasts or very close nearby
- a feature, which has been already mentioned earlier in this study. All the necessary information, i.e.
about the notations of the proxies, their exact location, their spatial resolution and the references, is
summarized in Table 5.5 The respective conversions to SST temperature values used in the studies on
the individual proxy time series are mentioned in Leduc et al. (2010).
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Figure 5.27: SST time series in the West Atlantic basin taken from (a) SST-proxies, (b) simulated with
PlaSim-LSG, (c) resulting from the readjustment to the Lake Ammersee proxy (ITS-experiment). Both
(b) and (c) are shown as 50 year running means. The colored time series in (b) and (c) match those in
(a).

In Figures 5.27 and 5.28, the SST-proxies are now compared to those of the fully coupled simulation
as well as the ITS-experiment. It is confined to the region in which the SST has been adjusted before,
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Figure 5.28: SST time series in the East Atlantic basin taken from (a) SST-proxies, (b) simulated with
PlaSim-LSG, (c) resulting from the readjustment to the Lake Ammersee proxy (ITS-experiment). Both
(b) and (c) are shown as 50 year running means. The colored time series in (b) and (c) match those in
(a).

i.e. between 0◦ and 60◦N. Thus, only the SST-proxies of the West and East Atlantic are considered here.
To enable the comparison, the grid points closest to the individual proxies are selected in PlaSim, as
has been done before for the region of the Lake Ammersee proxy. For the PlaSim-SST, the same time
frame is selected as it is given by each individual proxy (cf. Table 5.5). Nevertheless, the model SST
is given in an annual resolution whereas the SST-proxies are given in their original resolution (cf. the
representation of the Lake Ammersee proxy in Figures, e.g. , 5.8 or 5.13). The colors are identical in all
plots. A different style, e.g. dots, is chosen for proxies which are located very close to each other. In the
latter case, they cannot be represented by PlaSim due to its coarse resolution; therefore, the total number
of PlaSim time series is reduced, especially for the proxies in the eastern Atlantic.

When now comparing proxies and simulated SST, certain similarities are obvious. The strongest
difference between both is the rather smooth structure in PlaSim for both Atlantic regions, i.e. no trend
over the Holocene can be observed. For the interactive reconstruction (Fig. 5.27 c and 5.28 c), at least a
slight trend according to the Lake Ammersee time series can be guessed. These results are in line with
the study of Lohmann et al. (2012), in which simulated SST from an ensemble of climate models are
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compared with marine temperature proxies, finding a strong mismatch between modelled and observed
SST. In terms of its absolute values, the simulated SST and the proxies are rather close to each other in
both Atlantic basins. In the western Atlantic, i.e. to the east of North and South America (Fig. 5.27),
the early Holocene SST is nearly the same for both the blue and green time series with ≈14◦C. The
decreasing trend in those proxies is thus not captured by PlaSim. The black time series, which is very
close to the red one in the fully coupled version respectively identical in the ITS-experiment is lying
around ≈26◦C in both PlaSim and the proxies, whereas the red time series is deviating from the SST-
proxy with ≈2◦C. The magenta time series is too warm over large parts of the Holocene but similar
during the early millennia.

In the eastern Atlantic, i.e. to the west of Europe and North Africa (Fig. 5.28), where the number of
proxies captured by PlaSim is strongly reduced, a decreasing trend over the Holocene can be observed
in almost all proxy time series. In terms of the absolute values, stronger differences exist. The blue and
red time series are both distinctly warmer compared to the proxy. In contrast, the black time series is
represented very well in PlaSim. The light blue proxy is less well captured in both PlaSim simulations;
it is too cold (warm) over the whole Holocene in the fully coupled (ITS)-experiment. The green time
series, which shows a constant value over the whole Holocene in the reconstructed experiment, comes
close to the proxy for some parts of the early Holocene but, in general, the PlaSim-SST is too warm here.
In contrast, in the fully coupled version, the values are more similar compared to the proxy. The yellow
time series are underestimating the SST-values given by the proxy. This is even more pronounced in the
fully coupled PlaSim, whereas it is slightly closer in the ITS-experiment.

To sum up, a rather strong similarity between the aggregated SST-proxies and PlaSim can be ob-
served, and, more decisively, for both PlaSim simulations, which could not necessarily have been ex-
pected, mainly when reconsidering the rather deficient results of Section 5.6. This comparison to the
SST-proxies can thus be regarded as an additional approval for the applicability of this methodology.

5.10 Summary and discussion

In the current chapter, a methodology is presented to assimilate global proxy time series into a climate
model. However, in the original terms of the word, it is refrained from really assimilating the proxy time
series into the model. Instead, the intention is to resimulate the mean climate which is given by one
specific proxy data. For this, a new methodology is developed using a linear sensitivity relationship be-
tween the SST and the adjacent land temperatures. The latter is then represented by the proxy data - Lake
Ammersee in this case - and via this relationship, the model SST is adjusted to the proxy climate. The
proxy has been carefully chosen in terms of the temporal resolution and reliability of being a qualitative
indicator of the European climate evolution during the Holocene. In detail, the relationship between the
SST and the land climate is discussed, as well as the characteristics of the proxy data in general and the
Lake Ammersee in particular. After that, the new methodology is gradually introduced, explaining all
decisive steps. In total, three different applications of the methodology are presented in the main part of
this chapter. The first reconstruction alternative, the TS-experiment, has shown the general applicability
of this approach through the reconstruction of three individual time slices at the early, mid- and late
Holocene. The results have been promising with regard to an achieved approximation to the proxy time
slice means. Nevertheless, shortcomings of this approach are obvious, as the variability pattern of the
proxy still cannot be displayed by PlaSim. Moreover, variations on larger time scales are not captured
by the time slice reconstruction as the time slices are arbitrarily chosen and thus independent from each
other. In addition, for the evolution of the full Holocene climate, a reconstruction of the complete time
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series of 10 to 0 kyr BP is required.
Thus, two refinements of the methodology are considered to achieve improvements with regard to

the overall structure and the variability pattern. The first modification is the millennial-scale adjustment
of the model climate to the proxy, i.e. at the beginning of each time slice, the SST is adjusted on the basis
of the temperature anomaly of the preceding time slice. Although the strong variability of the proxy,
including its amplitudes, is still not captured after the adjustment, a stronger convergence to the proxy
means can be achieved in nearly every time slice. Exceptional cases are those time slices, where positive
(PlaSim warmer) and negative anomalies are alternating, such as in, for example, 8k and 9k. As a con-
sequence, the adjustment is misdirecting, leading to diverging time slice means compared to the proxy.
Nevertheless, regarding the overall evolution of the temperature in the region of the Lake Ammersee
proxy, it is more in line with the latter and distinctly better compared to the reference simulation.

As the final procedure, the PlaSim climate is adjusted interactively to the proxy, i.e. during a tran-
sient, full Holocene simulation, the model’s temperature is compared and adjusted to the proxy in a
constant climatological time frame of 40 years. Thereby, an instantaneous modification of the model
climate is taking place, immediately correcting the deviations with regard to the proxy-representation of
the Holocene climate. Thus, instead of an adjustment period of 1000 years as before, this is now carried
out every 40 years. Even with this shorter time scale, it is assured to be above the average temporal
resolution of the proxy and, more important, its dating uncertainty. In contrast to the TTS-experiment,
each time slice is converging correctly to the proxy mean, thus no misdirected adjustments are occurring.
This short-scale adaptation also induces a change in the variability patterns, i.e. it is slightly enhanced
compared to the reference or the previous experiments; however, it is still lower as in the proxy. Besides
these improvements, it is obvious that the adjustments, albeit not antipodal, are constantly too weak, re-
sulting in relatively strong anomalies compared to the proxy. However, the magnitude of climate change
shown by the proxy can only rarely be simulated by models as the proxies are themselves influenced by
noise. Contemplating the full Holocene representation, the proxy trend isn’t captured at all; moreover,
the differences to the reference are only minor.

When switching from the perspective of the Ammersee region to the wider region of Europe (in
terms of anomalies to the preindustrial), i.e. the region of interest in this study, one can indeed observe
strong improvements compared to the reference run. The shown trends are similar to those of the fully
coupled simulation and of other model studies as well as of palaeodata reconstructions. Specifically,
a better representation of the Holocene climate is obtained over SW-Europe, where the fully coupled
PlaSim and also other models apparently have deficiencies in simulating the warming trend which is
indicated by the palaeodata. The reconstruction, and here mainly the TTS-experiment, provides more
qualitative results. One must thus conclude that the TTS-experiment provides the best results, in terms
of the complete Holocene time series as well as the European temperature and precipitation patterns.

However, when now reconsidering the results of the iterative modification it can be concluded, that
this can indeed be regarded as the key to an optimal approximation and thus resimulation of the proxy
given climate and thus the European temperature evolution over the Holocene. The - besides all short-
comings - existing similarity of the results of the ITS-simulation to those of the iterative reconstruction
can be seen, on the one hand, as a proof of the general feasibility of the methodology including all its as-
sumptions. On the other hand, it confirms the hypothesis made in Section 5.7 that the deficient results of
the ITS-simulation are mainly caused by the practical application of the methodology meaning that only
one resimulation is clearly insufficient. Instead, through the iteration procedure, the problem of the over-
estimated influence of the preceding time slice, which has led to the shortcomings, only exists in the very
first iteration and is dampened over the further resimulations so that the climatic influence of the prevail-
ing time slice is growing. Albeit a distinct improvement is achieved performing this iterative procedure
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for the selected time slices, it must be alluded that its application strongly increases the computational
resources, on average a triplication of the simulation years. This should not be disregarded, especially
when considering the anticipated time frame of 11,000 years, which requires enormous computing time.
Already the interactive reconstruction (ITS-simulation) has consumed large amounts of resources. Due
to this, the iterative procedure could not have been applied to the full Holocene within this overall study.

In an additional section, an extension is shown how to apply the methodology if one wishes to include
several proxies at the same time. The special requirements of the proxies and the caveats one has to be
aware of are discussed. Additionally, another section gives an overview of the newly generated SST
compared to selected SST-proxies from the Atlantic basin. Besides the slightly disappointing results of
the reconstruction alternatives, this comparison is helpful to reclassify the results. As it is shown, both the
SST of the fully coupled simulation and, more important, those of the reconstructed climate simulations
show a rather strong similarity which could not necessarily be expected - especially for the latter, where
the ocean temperatures are merely deduced using the (model dependent) sensitivity between the SST
and the contiguous land climate as well as the climate model’s difference in land temperatures compared
to the proxy. The model’s variability in the SST time series is again lower, mostly showing no trend,
nevertheless, the PlaSim-SST shows the same range of temperature values which can be observed for
the various regions of the SST-proxies. These summarizing remarks and the designated limitations now
directly lead over to the conclusion of this chapter which is done in the subsequent section.

Conclusion

In the following lines, some concluding remarks are made. Regarding the overall purpose of this recon-
struction methodology as a whole, several aspects are important to mention. Through the application of
this straightforward linear sensitivity approach, promising results are achieved - besides all shortcomings
- in the adjustment of a climate model to a given data set, which does not necessarily need to be a proxy
data set but could also be any other. The results are feasible with regard to a successful resimulation
of the proxy climate: It seems to be possible to adjust a GCM to a climate which is given by proxy
data. Moreover, this methodology can be transferred to any other climate model; of course, the model’s
sensitivity has to be determined in advance. Moreover, the choice of valuable proxy data must also be
carried out at the very early stages. Thereby, the temporal and spatial resolution as well as its reliability
as a climate indicator and the dating uncertainty are essential features one has to consider.

In addition, the general usefulness of this model-proxy-adjustment can also be argued for with re-
gard to the problem of the missing land ice in climate models. By using this reconstruction method, one
achieves the setup of realistic initial conditions for the beginning of the Holocene, where the climate
model is tuned not only to colder temperatures but to existing palaeodata. In this context, this approach
can be used to initialize a realistic simulation of the early Holocene climate, even in case of a missing
dynamic ice sheet model and instead of other land ice prescriptions. Indeed, the missing land ice in the
PlaSim simulation very likely contributes to the opposing warming trends in the model simulation versus
the pollen reconstruction (comment: This overestimated warming also has an impact on the vegetation
distribution over the Holocene which is discussed in the next chapter). The intention for setting up a
Holocene experiment at the early Holocene without considering the land ice and therefore accepting this
bias may be inconsistent but can be substantiated in several ways. The main intention of this study yields
at the resimulation of the realistic Holocene climate over Europe. To achieve this, the study intended
mainly to introduce this new method on the basis of the actual model climate, which is not modified -
and thus perturbed - by the inclusion of an ice sheet reconstruction, affecting not only the mean climate
state but also climate feedbacks. This land proxy-based adjustment of sea surface temperature is envis-
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aged to become part of an ongoing process relating proxies and GCMs in an easy and straightforward
way. Although not based on statistical analyses, the dynamical approach can by all means be seen in the
framework of data assimilation. As it is explicitly not based on statistical properties but on a dynamical
adjustment, it may open new insights in this field. This simple technique may seem too unsophisticated
when thinking of the state-of-the-art coupled versions of existing GCMs - it is, however, very straight-
forward when keeping the actual intentions in mind of reconstructing a climate which shows the optimal
fit to a specific proxy climate. The main interest is the response of the atmosphere to the adjustment of
the SST, thus, a disregard of oceanic feedbacks is permissible and in line with Widmann et al. (2010).
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6 Vegetation studies

The forthcoming chapter is dedicated to study two different aspects related to vegetation. A set of less and
more comprehensive vegetation modules and models is used here together with PlaSim: the vegetation
models SimBA and CARAIB as well as two more phenomenological quantities, the Koeppen climate
classification and the Budyko dryness index. The first main part of this chapter can be seen in the context
of the European climate change during the Holocene, and the vegetation evolution over Europe (a) is
investigated from the early to the late Holocene, using the models SimBA and CARAIB. The second
part is made up by studying the interaction between climate and vegetation (b), i.e. by analyzing the
influence of vegetation extremes on the climate. As mentioned at the very beginning (cf. Sect. 1.1.2),
these studies are carried out to estimate the feedbacks of (anthropogenic) land cover changes on climate,
using two climate classifications.

The forthcoming section is divided as follows: At first, the two different parts of this chapter are
shortly discussed before introducing the different vegetation modules which are used in this context,
ranging from two phenomenological quantities, the Koeppen climate classification and the Budyko-
Lettau dryness index, to the more complex dynamic vegetation models CARAIB and SimBA, whereas
the description of the latter has already been done in Chapter 2. In this context, peculiarities of each
individual model are pointed out as well as the differences between them, also with regard to the coupling
procedure. After that, the experiments are explained which are carried out for the respective studies
before presenting the results of both sections (a) and (b). This chapter is closing with a summary and a
conclusion.

6.1 European vegetation evolution during the Holocene (a)

This part aims at the investigation of the European vegetation evolution during the Holocene. To achieve
reliable information about this is as important for the overall motivation as the reconstruction of the
climate and is therefore comparable to Chapter 4 on the analysis of the European climate during the
Holocene with the fully coupled PlaSim. The focus is set on the presentation of the vegetation-related
parameter GDD as well as of European vegetation maps. The parameter GDD, also called bioclimatic
variable, is a measure of the length of the growing season and thus a decisive parameter for plants. It
yields the annual sum of the continental surface air temperature for days exceeding a certain temperature
threshold, which can be 0◦C and 5◦C. GDD is also of further importance for the model GLUES (cf.
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Sect. 1.1.2). Moreover, the vegetation maps are presented in a very high resolution for Europe with re-
sults obtained from CARAIB to provide a detailed insight into the European vegetation distribution and
evolution over the whole Holocene. As will be addressed in more detail in the context of the description
of the Koeppen climatology (cf. Sect. 6.3.1), the climatic conditions can be regarded as natural bound-
aries for vegetation. Thus, changing climatic conditions, as in the Holocene, will potentially cause shifts
in vegetation types or the emergence or disappearance of types.

6.2 Climate-vegetation interaction (b)

In the second main part of this chapter, the focus is the interaction between climate and vegetation. The
motivation for these analyses is related to the remarks in Section 1.1.2 and the aim is to quantify the
influence of extreme land cover changes on the climate, assuming a global ”green world“ as well as
a ”desert world“. This question is decisive for the overall motivation regarding the linkages between
climate and (preindustrial) cultures. The interaction of vegetation and climate has been a widely studied
aspect in climate research for the past several decades. Less and more complex approaches (see next
section) have contributed so far to the ongoing discussion of how climate and vegetation influence each
other and how this can be quantified. In general, biosphere and climate are closely related with each
other - thus, variations in the climatic parameters are not stand-alone but must be regarded in a larger
context, considering their influence on the environment, mainly the vegetation. This interaction is thus
designated by the dominating influence climate has on the global distribution of vegetation and, on the
other hand, by the strong climatic impact of terrestrial plants through, for example, the modification of
the water and energy budget in the atmosphere.

6.3 Vegetation Models

In the following sections, an overview is given on the set of vegetation modules and models which are
used together with PlaSim.

6.3.1 Koeppen climate classification

Based on the assumption of a close dependency between climate and vegetation, the first qualitative de-
scriptions accounting for them have already been made at the beginning of the 20th century by defining
specific climate factors as classification indices. Since then, climate classifications have been empha-
sized to be a useful tool in scientific research. They have been originally constructed to designate the
various existing local climates to a more convenient number of climate types by determining the spatial
distributions of these types on the basis of the climatic data for a selected, but arbitrary period of time. As
the climatic circumstances are variable, e.g. under global warming conditions, the classification is also
subject to change. Therefore, it is useful not only for determining the mean state of the climate but also
for an analysis of the modifications on a regional or global scale as a direct result of a different climatic
reference period (Beck et al. 2006). One such classification, the Koeppen climate classification (Köppen
1936) expresses climate in terms of natural vegetation, assigning different vegetation types on the basis
of the respective climatic boundaries. This is explained in more detail in the next sections.
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Previous applications

The Koeppen climate classification can be used with a variety of data sets or model outputs. Due to
this, numerous studies using the Koeppen climate classification can be identified. Lohmann et al. (1993)
show the possibility of the Koeppen classification to be used as a diagnostic tool for general circulation
models (GCM). A similar investigation is done by Kalvová et al. (2003), applying the classification to
observed data and model output from different GCMs, with the latter also under possible future climate
changes. Global warming scenarios are also part of the studies of Fraedrich et al. (2001), defining the
regions with the most significant climate shifts, or of Gnanadesikan and Stouffer (2006), who use the
Koeppen classification to find out model errors relevant for the land biosphere. Regarding palaeoclimatic
conditions, Guetter and Kutzbach (1990) examine the change in the classifications by considering a com-
pletely different climate than it is today, i.e. the glacial and interglacial period of 18 kyr and 126 kyr BP.
Other studies focus more on the aspect of detecting changes on a regional scale, such as Wang and Over-
land (2004) who use the Koeppen classification together with satellite and reanalysis data for detecting
climate and vegetation changes in the Arctic domain, or the one of Diaz and Eischeid (2007) looking
for an alteration in the climate classes in the mountainous region of the western United States. Com-
parable studies with regard to the use of vegetation modules are those of Henderson-Sellers (1993) and
Claussen (1994) who are using the Holdridge scheme and the more detailed BIOME model of Prentice
et al. (1992) respectively. The latter gives a more qualitative overview about the global biome or vege-
tation distribution. This model is based on physiological considerations of the plants rather than on the
correlations between climate and biomes. In total 14 plant functional types (PFT), which are assigned
specific climatic conditions and tolerances, are included in the model. It predicts which biome types
can occur in the respective region due to the climate, and selects the potentially dominant plant types
according to a dominance hierarchy (Claussen 1994), which is an artificial device enabling comparisons
with vegetation classifications such as that of Olson et al. (1983). It is important to mention that this ex-
clusion of plants is not based on climate but on the presence of other, more dominant plants. Biomes are
then defined as combinations of the dominant types. Nevertheless, the BIOME model is a static model,
i.e. the calculation of biome changes due to internal vegetation dynamics is not possible. In contrast to
this, the less complex Holdridge scheme is, like the Koeppen classification, relating vegetation to climate
and gives an estimate of the potential natural vegetation by using annual values of precipitation and the
growing season length.

Allocation of classes

As mentioned earlier, the distribution of the major vegetation or biome types is clearly constrained by
climatic boundaries, so that natural vegetation can be seen as an expression of climate (Wang and Over-
land 2004). The classification itself is based on this assumption of vegetation being a good indicator of
climate in the respective region and associates climatic with biogeographical boundaries (Kleidon et al.
2000). It combines near surface air temperature and precipitation and the annual cycle (i.e. seasonality)
of both variables. It thus classifies the world climates by climate state variables combining the thermal
energy and water cycle aspects at the surface. Originally, five main climates are distinguished, with four
thermal climate types and one hydrological type: equatorial (A), arid (B), warm-temperate (C), snow
(D) and polar (E), where B is described by the moisture budget and the other ones are defined by their
temperature limits. Each of these five types is further subdivided into two or three subtypes. Here, a mod-
ified version is used, which has been developed in this context and which is based on Trewartha (1980),
Rudloff (1981) and Hendl (1991), and also applied in Fraedrich et al. (2001), but with slightly different
algorithms. The most important are summed up in the following, a more detailed overview is given in
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Climate zone Climate type Vegetation type
A Tropical Ar Permanent wet Tropical rain forest

Am Monsoonal Tropical seasonal forest
Aw Winter dry Savanna
As Summer dry Savanna

B Dry BS Steppe Warm grass/shrub
BW Desert Hot desert

C Subtropical Cr Permanent wet Warm mixed forest
Cw Winter dry Warm mixed forest and

xerophytic woods/shrub
Cs Summer dry Warm mixed forest and

xerophytic woods/shrub
D Temperate Do Maritime Cool mixed forest and

temperate deciduous
forest

Dc Continental Cool conifer forest
E Boreal Eo Maritime Cold mixed forest

Ec Continental Taiga
F Ice FT Polar Tundra

FI Ice Polar desert

Table 6.1: Zones and types of the modified Koeppen climate classification.

the appendix. Compared to the five main climates, the regional representation is improved by using six
main climates: tropical (A), dry (B), subtropical (C), temperate (D), boreal (E), and snow climates (F).
The A- and C-zones are further subdivided into permanent wet, summer-dry and winter-dry (r, s, w) and
an additional monsoonal type (m, only in A). The B-zone consists of the two subtypes steppe (BS) and
desert (BW), the D- and E-zones are both split depending on maritime (o) or continental (c) aspects. The
F-zone is either Tundra (FT) or ice climate (FT). This then yields 15 classes in total. Starting from the
monthly mean values, several factors are defined (Table 6.3). Here, the period from April to September is
regarded as Northern Hemisphere summer (Southern Hemisphere winter) and from October to March as
the Northern Hemisphere winter (Southern Hemisphere summer). When defining the Koeppen classes,
temperature is taken in ◦C and precipitation in cm per month. Together with a dryness threshold, such as

Pt = 2× (30× Ps

Py
+Tmean−10) (6.1)

and a monsoon threshold

Pm = 2.5× (100−10×Pmin) (6.2)

the climate classes and their respective thresholds are obtained. The original version of the Koeppen
climate classification by Köppen (1936) has been used with various modifications or different interpre-
tations so far. As there is no general agreement on the classes themselves, the classification is explained
in detail in the Tables 6.1, 6.2 and 6.3. The biomes, which can be allocated to these classes, can be also
found in Table 6.1.
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Climate Criteria
Ar (not B) & (Tmin ≥ 18◦C) & (2≥ Ndry)
As (not B) & (Tmin ≥ 18◦C) & (2 < Ndry) & (Py < Pm)

& (Ndry,w < Ndry,s) or [(Ndry,w = Ndry,s) & Pw > Ps]
Aw (not B) & (Tmin ≥ 18◦C) & (2 < Ndry) & (Py < Pm)

& (Ndry,w > Ndry,s) or [(Ndry,w = Ndry,s) & Pw < Ps]
Am (not B) & (Tmin ≥ 18◦C) & (2 < Ndry) & (Py ≥ Pm)
BS (Pt/2≤ Py ≤ Pt)
BW (Pt/2 > Py)
Cr (not B) & (8≤ NT 10) & (Ps,max < 10×Pw,min)

& [(Pw,max < 3×Ps,min) or (Ps,min > 3cm)
or (Py ≥ 89cm)]

Cs (not B) & (8≤ NT 10) & (Ps,max < 10×Pw,min)
& [(Pw,max ≥ 3×Ps,min) & (Ps,min ≤ 3cm)
& (Py < 89cm)]

Cw (not B) & (8≤ NT 10) & (Ps,max ≥ 10×Pw,min)
Do (not B) & (4≤ NT 10 ≤ 7) & Tmin ≥ 0◦C)
Dc (not B) & (4≤ NT 10 ≤ 7) & Tmin < 0◦C)
Eo (not B) & (1≤ NT 10 ≤ 3) & Tmin ≥−10◦C)
Ec (not B) & (4≤ NT 10 ≤ 7) & Tmin <−10◦C)
FT (not B) & (0◦C < Tmax ≤ 10◦C)
FI (not B) & (0◦C ≥ Tmax)

Table 6.2: Koeppen classes and its boundaries.

Variable Unit Meaning
Py cm Total annual precipitation
Ps (Pw) cm Total summer (winter) precipitation
Pmax (Pmin) cm Maximum (minimum) precipitation
Ps,max, cm Maximum summer
Ps,min Minimum summer precipitation
Pw,max, cm Maximum winter
Pw,min Minimum winter precipitation
Tmean

◦C Mean temperature
Tmax (Tmin) ◦C Maximum (minimum) temperature
Ndry Number of months with less than 6 cm precipitation
Ndry,s Number of summer months with less than 6 cm precipitation
Ndry,w Number of winter months with less than 6 cm precipitation
NT 10 Number of months with at least 10◦C temperature
Pt (Pm) cm Dryness (monsoon) threshold

Table 6.3: Meaning of the Koeppen variables.

113



6.3.2 Budyko-Lettau dryness index

The second classification which is used is the Budyko-Lettau dryness ratio (Budyko 1958, 1974; Lettau
1969). As Budyko (1974) reveals, the most important meteorological factors affecting the development
of plants are the thermal and the radiation regime as well as the conditions of moisture. The dryness ratio
(D = net radiation/precipitation) thus characterizes the continental surface climates combining long-
term mean surface energy fluxes to a dimensionless parameter (precipitation enters in terms of its latent
energy equivalent). According to this, different zones can be identified on the basis of their hydrological
conditions, and energy limited (D < 1) can be discerned from water limited (D > 1) regimes (Budyko
1958, 1974; Lettau 1969), with D = 1 serving as a threshold separating both regimes on a global scale. At
the same time, the dryness ratio can be applied to the climate-vegetation relation, defining biome types
with respect to the dryness ratio, so that five main climate classes are distinguished: Tundra (0 < D <
0.3), humid savanna to forest (0.3 < D < 1), savanna and steppe (1 < D < 2), semi-desert (2 < D <
3), desert (D > 3). Interpreting these classes with regard to the limits mentioned before, it turns out that
tundra and forests are energy limited due to the lower available energy compared to the water supply. In
contrast, the other three classes, savanna and steppe, semi-desert and desert, are water-limited climates,
as the available energy clearly exceeds the water supply.

Previous applications

Several studies are existing using the Budyko ratio. In a similar way as it will be done further below,
Monserud et al. (1993) used the Budyko ratio to identify global vegetation patterns, mainly with regard to
a global warming scenario. In a slightly different version, the Budyko hypothesis is used by, for example,
Donohue et al. (2007), Hanasaki et al. (2008) or Istanbulluoglu et al. (2012) to analyze local/global water
and energy balances through the respective patterns of evaporation and run-off.

6.3.3 CARAIB

In this section, the vegetation model CARAIB (CARbon Assimilation In the Biosphere) is described, in-
cluding its different modules, as well as the climatic inputs required to perform simulations. CARAIB is
a dynamic global vegetation model which has been developed at the Laboratory for Planetary and Atmo-
spheric Physics (LPAP) and Unité de Modélisation du Climat et des Cycles Biogéochimiques (UMCCB)
of the University of Liège. In its very original version it was designed to study the carbon cycle in the
terrestrial biosphere and the role of land ecosystems for the atmospheric CO2 sequestration. Since the
first version of Warnant et al. (1994), the model has undergone various adaptations, mainly with regard
to improved parameterizations or the implementation of new modules, and has been used in a variety
of applications. These are, for example, aiming at analyzing the role of vegetation in the global carbon
cycle or at the reconstruction of the vegetation distribution for present-day conditions (Warnant et al.
1994; Nemry et al. 1996; Laurent et al. 2008). The model has also been used for the investigation of
the palaeovegetation during the Miocene (François et al. 2006; Henrot et al. 2010) or the Last Glacial
Maximum (François et al. 1998, 1999; Otto et al. 2002; Galy et al. 2008; Henrot et al. 2009).

Model description, input data and coupling procedure

In its current version, CARAIB composes of five modules for (i) the hydrological budget, (ii) the canopy
photosynthesis and the stomatal regulation, (iii) the carbon allocation and the plant growth, (iv) the
heterotrophic respiration and litter/soil dynamics , and (v) the plant competition and biogeography. This
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Figure 6.1: Components of the CARAIB model; schematic provided by A.-J. Henrot.

is illustrated in Figure 6.1. In general, the model makes use of a set of herbaceous and tree PFTs which
can coexist on the same grid cell. Plants are classified to PFTs according to specific properties, such as
their individual plant physiology (e.g. plant size as well as the size and shape of the leaves) or taxonomic
features. Different time steps are used in the model for the diverse components corresponding to their
respective time scales: The contents of the slower water and carbon reservoirs are updated once per day,
whereas the processes of photosynthesis and plant respiration are calculated every two hours to consider
nonlinear effects of their fluxes associated with the diurnal cycle (Henrot 2010). Finally, the vegetation
cover for grasses is updated once per month, whereas for trees, it is recalculated only once per year,
as trees are growing much more slowly. Spatially, CARAIB is a grid-point model and can be used at
different spatial resolutions (global or regional scale), as will be shown later. Especially for the regional-
scale setups, special PFTs and Bioclimatic Affinity Groups (BAG) can be implemented in the model
(Otto et al. 2002; Laurent et al. 2004). In the following, the most important aspects of the five modules
are shortly described. A more detailed overview can be found in Henrot (2010).

(i) Hydrological module The hydrological module, called Improved Bucket Model (IBM), calculates
the hydrological quantities in the soil, such as the water content, the snow amount and the associated
fluxes (Hubert et al. 1998). The soil water budget is derived from the balance between precipitation
and snow melt as the input quantities, and evapotranspiration, drainage and surface runoff as the output
fluxes.
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(ii) Canopy photosynthesis and stomatal regulation The calculation of photosynthesis is performed
separately for all model PFTs, using two different parameterizations for C3- (Farquhar et al. 1980) and
C4-plants (Collatz et al. 1992). C3-plants are the globally dominating type of plant species. They flourish
in cool, wet and cloudy climates, whereas the C4-plants are better adapted to hot and dry environments.
This classification in C3- and C4-plants mainly reflects different photosynthesis pathways. The stomatal
conductance is parameterized according to Ball et al. (1987), with a modification by van Wijk et al.
(2000) to account for soil water dependence. Both the photosynthetic rates and the stomatal conductance
are evaluated in a series of 16 layers in total throughout the canopy.

(iii) Carbon allocation and plant growth The photosynthetic products are allocated to two carbon
reservoirs, which correspond to metabolic and structural tissues, i.e. leaves/fine roots and wood/coarse
roots respectively. The partitioning between these two pools is specific for each PFT and depends on
the environmental conditions (Otto et al. 2002). The output fluxes are autotrophic respiration and litter
production. Whereas respiration can be further subdivided into maintenance and growth respiration,
depending on the carbon content in the pool, litter is produced by the mortality of metabolic and structural
tissues - thus leaf fall or the death of plants as a consequence of both natural regeneration of the canopy
or of unfavorable climatic conditions (Otto et al. 2002).

(iv) Heterotrophic respiration and plant growth This module calculates the budget of three carbon
reservoirs of dead organic matter: the previously mentioned metabolic and structural litter as well as soil
carbon. Heterotrophic respiration is the output of these reservoirs. As a function of temperature and
soil moisture, it is proportional to the carbon content of the reservoir (Nemry et al. 1996; Warnant 1999;
François et al. 2006).

(v) Plant competition and biogeography As mentioned earlier, plant species are classified into PFTs.
A PFT comprises botanical species sharing mutual morphological and phenological characteristics and
thus playing a similar role in the ecosystem (Utescher et al. 2007; Henrot 2010). A classification with 15
PFT is most often used in CARAIB (Utescher et al. 2007; Galy et al. 2008; François et al. 2011), which
has been extended from an 8-class type (François et al. 2006). This 15-type classification comprises two
types of herbs (C3- and C4-herbs) and 13 types for trees, mainly divided into needleleaved evergreen,
needleleaved summergreen, broadleaved deciduous, broadleaved raingreen and broadleaved evergreen
trees. All tree types are differentiated with regard to climatic thresholds. A list of the 15 PFTs is given
in the upper panel of Table 6.4. For an overview of the respective species of each individual PFT, it is
referred to Henrot (2010). For this study, a very recently developed classification with 26 PFTs (Favre
et al. 2010) is used. This 26-type classification includes three types of herbs, eight types of shrubs
and 15 types of trees. For this expansion, new types were included (numbers 4 to 11) and several
existing PFTs were split (for C3-herbs, needle- and broadleaved evergreen mediterranean trees) - details
are summarized in Table 6.5. Recent studies using this expanded classification (Jimenez-Moreno 2006;
Jimenez-Moreno et al. 2008; Henrot 2010) have yielded improved results for Europe in comparison to
pollen analysis; therefore, the usage of this classification for the studies on Europe is indeed reasonable.

The biogeography in CARAIB is described in a fully interactive way with the carbon cycle part. Both
photosynthesis and the carbon fluxes are calculated for each PFT. This module thus evaluates the steady
state distribution of all tree and herbal-type PFTs on each grid cell. The share of the area in a storey
between different PFTs, i.e. the cover fraction, is determined according to the respective NPPs of the
relevant PFTs. In general, the model canopy is divided into an over- and an understorey corresponding to
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NumberPFT PFT
1. C3-herbs
2. C4-herbs
3. Needleleaved evergreen boreal/temperate cold
4. Needleleaved evergreen temperate cool
5. Needleleaved evergreen temperate dry warm (mediterranean)
6. Needleleaved evergreen temperate perhumid warm (subtropical)
7. Needleleaved summergreen boreal/temperate cold
8. Needleleaved summergreen temperate warm (subtropical swamp)
9. Needleleaved evergreen temperate dry warm (mediterranean)
10. Broadleaved evergreen temperate perhumid warm (subtropical)
11. Broadleaved summergreen boreal/temperate cold
12. Broadleaved summergreen temperate cool
13. Broadleaved summergreen temperate warm
14. Broadleaved raingreen tropical
15. Broadleaved evergreen tropical

NumberBiome Biomes
1. Ice/Polar Desert
2. Desert
3. Semi-desert
4. Tundra
5. Tropical grassland
6. Temperate grassland
7. Tropical savanna
8. Warm temperate open woodland
9. Cold temperate/boreal open woodland
10. Tropical rainforest
11. Tropical seasonal forest
12. Subtropical forest
13. Warm temperate broadleaved evergreen forest
14. Warm temperate conifer forest
15. Warm temperate mixed forest
16. Temperate broadleaved deciduous forest
17. Cool temperate conifer forest
18. Cool temperate mixed forest
19. Boreal/montane forest

Table 6.4: Overview of the CARAIB PFTs for the 15 PFT-classification (upper panel) and for the assign-
ment to 19 biomes (lower panel).
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Number15PFT 15 PFT-classification Number26PFT 26 PFT-classification
1. C3-herbs 1. C3-herbs (humid)

2. C3-herbs (dry)
4. Broadleaved summergreen arctic

shrubs
5. Broadleaved summergreen boreal/

temperate cold shrubs
6. Broadleaved summergreen

temperate warm shrubs
7. Broadleaved evergreen boreal/

temperate cold shrubs
8. Broadleaved evergreen temperate

warm shrubs
9. Broadleaved evergreen xeric

shrubs
10. Subdesertic shrubs
11. Tropical shrubs

5. Needleleaved evergreen 14. Needleleaved evergreen supra-
mediterranean mediterranean

15. Needleleaved evergreen meso-
mediterranean

9. Broadleaved evergreen 19. Broadleaved evergreen meso-
mediterranean mediterranean

20. Broadleaved evergreen thermo-
mediterranean

Table 6.5: Modifications for the 26 PFT-classification.

trees and grasses respectively. The module thus predicts PFT assemblages for each pixel. In an off-line
scheme, the PFT assemblages are then converted into biomes (19 in total) to visualize the simulation
results (see Table 6.4 lower panel and Figure 6.2 as an example). This conversion depends on several
(mostly vegetation-related) criteria, which are calculated by the model, such as, for example, the domi-
nant PFT and its cover fraction, the NPP and the leaf area index (LAI). For a more detailed description
of this simplified biome description scheme, it is referred to Henrot (2010) and François et al. (2011).
Warm deserts evolve from areas where the NPP of all PFTs is equal to zero. The ice/polar desert is not
related to vegetation parameters but to the climatological quantity GDD5, i.e. a temperature threshold
of 5◦C. In general, the classification into biomes is based on plant physiology rather than on empirical
climate-vegetation relationships (Henrot 2010). This is very similar to the remarks in Section 6.3.1 on
the BIOME model by Prentice et al. (1992). The advantage is that the assemblages for both PFT and the
biomes can be calculated even for climatic and environmental conditions which do not have present-day
analogues. However, the PFT-classification is based on present-day vegetation and its characteristics.
To reconstruct past vegetation, it is assumed that plants were close to modern plants in terms of phys-
iology and metabolism, following the approach by Mosbrugger and Utescher (1997). This is thus in
line with the remarks in Section 5.3 as essential prerequisites for the diverse kinds of palaeoclimatic
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reconstructions.

CARAIB inputs: climatic forcings To determine vegetation distributions, CARAIB needs climatic
input fields, which can either be taken from a meteorological database, i.e. observations or reanalysis
data, or can be the output from a climate model. The required variables are: daily mean surface air
temperature, diurnal amplitude of air temperature variation (difference between maximum and minimum
daily air temperature), precipitation, sunshine hours per day (fraction), relative humidity and wind speed.
These climatic inputs must be provided at a daily frequency. However, climatic data can also be provided
as climatological monthly means, as it is sometimes the case for GCMs or other climatologies (New et al.
2002). CARAIB then uses a stochastic generator (Hubert et al. 1998) to transform the monthly means
into the required daily values. As a further input variable, CARAIB needs the soil texture (percentages
of silt, sand and clay) which is used in the hydrological module. Concerning the input fields, a special
feature has to be mentioned. For using CARAIB, the results from the GCMs are not used directly.
Instead, the anomaly method is used, which is described in detail in François et al. (1999) or Otto et al.
(2002). In this context, only the most important points are mentioned. The anomalies, which are used
as direct input fields, are calculated between the respective period of interest in the past and present-day
and are then added to a reference climatology (Leemans and Cramer 1991; New et al. 2002), which can
be expressed as

D = ∆D+Dobs, (6.3)

where D denotes any climatic input field, ∆D is the anomaly between the respective simulation and a
present-day control run and Dobs denotes the present-day climatological fields. These climatologies can
also be used to derive the inputs for present-day climate (Henrot 2010). The use of anomalies is preferred
to avoid systematic errors in the vegetation distribution linked to climate model errors. This implies that
the relative changes calculated by the climate model are assumed to be more reliable than the absolute
results (François et al. 2006). Moreover, further assumptions are made related to the calculation of the
anomalies and it is referred to the previously mentioned studies for further details.

For all studies with CARAIB, the climatology by New et al. (2002) has been used. It provides global
monthly mean climate data for the period 1961-1990 in a spatial resolution of 10’; this climatology also
belongs to the observational data set CRU which has been used in Chapter 3. These climatic fields have
been interpolated from station means. The climatology has already been used in previous studies with
CARAIB (Otto et al. 2002; François et al. 2006; Henrot et al. 2010) and is also used in this context
together with the PlaSim data.

In Figure 6.2 a, the present-day biome distribution at a 0.5◦ by 0.5◦ resolution is presented, obtained
from an equilibrium simulation with CARAIB forced with the reference climatology by New et al. (2002)
and a preindustrial CO2 concentration of 280 ppmv. It is important to mention that this vegetation distri-
bution, as well as all others which will be shown below, represent the potential vegetation in equilibrium
with climate. Urban zones or human land-use are not considered. Moreover, Antarctica is not included
in the climatologies.

In general (Henrot 2010), the CARAIB biome distributions are in good agreement with published
potential vegetation maps from, for example, Melillo et al. (1993) and Crowley and Baum (1997). More-
over, the distribution is consistent with other distributions derived from satellite observations (Woodward
et al. 2004) and from pollen samples of the Palaeovegetation Mapping Project (Prentice et al. 1996).
Comparable to the classification in Koeppen, the allocation to the respective biome types is neither
unique nor generally defined. Thus, differences in the biome distributions may be attributed to differ-
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Figure 6.2: CARAIB global biome distributions for present-day using 15 PFT, obtained from: (a) a sim-
ulation with the reference climatology by New et al. (2002), taken from (Henrot 2010), (b) a simulation
with PlaSim input data which has been modified in advance with the reference climatology according to
the anomaly method.
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Figure 6.3: CARAIB European biome distributions for present-day using 26 BAG, obtained from: (a) a
simulation with the modified PlaSim input data, (b) a simulation with the reference climatology by New
et al. (2002), provided by L. M. François.
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ent biome classifications and different resolutions used in the studies mentioned before (Henrot 2010).
Nevertheless, the general patterns for tundra and boreal forests at high northern latitudes, as well as the
deserts and semi-deserts and the tropical rainforests are correctly predicted by CARAIB.

In Figure 6.2 b, the corresponding vegetation distribution, now obtained from an equilibrium sim-
ulation with CARAIB forced with PlaSim input data is presented. Although the very fine structure of
the climatology cannot be resolved by the model, the different biome types can be clearly constituted
and the general pattern is captured by PlaSim. Similar to the climatology, the high northern latitudes are
covered by tundra types, sometimes pervaded by woodland types. Over large parts of North America
and mainly Asia, the boreal/montane forest is less pronounced in PlaSim - instead the more temperate
types are more extended. The same is the case with the warmer types in the tropics, mainly desert but
also the tropical rainforest and subtropical forest. Whereas the latter are both more extended in PlaSim
over the northern parts of South America and Asia respectively, the desert and semi-desert types are less
extended over North Africa, Arabia and also Australia. Part of the differences can be clearly attributed to
the lower resolution of the model compared to the climatology. To gain a more specific insight into the
region of interest, i.e. Europe, these global biome distributions are of limited suitability, even that of the
reference climatology. However, with CARAIB, it is possible to use a setup for a very high-resolution
simulation for certain regions of the world, i.e. Europe, China or Eurasia. The climatic anomalies derived
from the PlaSim input data are thereby interpolated to this high spatial resolution, which is 10’ × 10’ or
≈ 0.16◦×0.16◦ for Europe. Moreover, for each of these setups, the plant classification is adapted for an
optimal representation of the regional vegetation. Compared to global plant classifications, the adapted
one is more refined and specifically developed for the prevailing regional vegetation types (François
et al. 2011). For Europe, a classification of 26 BAGs is used which has been developed by Laurent et al.
(2004) and applied in Laurent et al. (2008) and François et al. (2011).

In Figure 6.3, the high-resolution European vegetation distribution is presented for present-day con-
ditions. Again, the modified PlaSim input is used for the simulation with CARAIB (Fig. 6.3 a) and the
reference climatology alone in Figure 6.3 b. Although slightly different colors are used in both distribu-
tions, certain differences are evident. Forest types are less pronounced in northeastern Europe in PlaSim.
Over large parts of western and eastern Europe the pattern is rather uniform in PlaSim with dominat-
ing temperate deciduous forest types, except over central Europe and north of the Alps, where colder
types occur. Mainly in France the pattern is much more variable in the reference climatology, where also
warm temperate types occur (western parts of France). The more southern parts of Europe (Spain) and
the northern parts of Africa and Turkey yield wetter types and also forest with the PlaSim climate data,
whereas grassland, woodland or semi-desert types prevail with the reference climatology.

Coupling procedure So far, CARAIB is used in a simple diagnostic manner with PlaSim output, calcu-
lating the equilibrium biome distribution. Rather recently, in the work by Henrot (2010), an asynchronous
coupling procedure (Foley et al. 1998) has been developed for PlaSim and CARAIB. As CARAIB is not
used in this way in this study, only the main points are quickly summarized to provide a complete
overview about the available applications of CARAIB. Asynchronous coupling is characterized as an
iterative procedure where the (long-term mean) output from an equilibrium climate simulation is used to
force the vegetation model to an equilibrium distribution of vegetation types. These in turn are then fed
back into the climate model in terms of their respective parameters such as e.g. albedo and roughness
length. This iterating cycle of equilibrium simulations with both the climate and the vegetation model is
repeated until the results of both models converge to a steady state, where no significant trend between
successive simulations can be observed in the climatic variables as well as in the global and local land
surface parameters (Foley et al. 1998; Henrot 2010). This procedure is very well illustrated in both stud-

122



ies. So far, this coupling procedure has been applied in several studies on different geological periods
and also with various climate and vegetation models (Claussen 1994, 1998; de Noblet et al. 1996; Betts
et al. 1997; de Noblet-Ducoudré et al. 2000). In these studies the asynchronous coupling procedure has
proven its usefulness to study climate-vegetation interaction and to emphasize the impact of a chang-
ing vegetation cover on climate and thus its necessity to be considered in climate models. However, as
Foley et al. (2000) point out, this coupling also has some limitations. As mentioned above, during the
coupling one iterates between subsequent states of equilibrium, both in climate and vegetation. Thus,
neither transient changes in climate and vegetation can be analyzed nor any response of the vegetation
to climate variability (Henrot 2010). For these reasons an interactive vegetation module as SimBA or
others should be preferred to an asynchronously coupled model. Moreover, both climate and vegetation
models may be physically not completely consistent. It could be that the vegetation model and the land
surface scheme of the climate model are physically not completely consistent due to different parame-
terizations. This is actually the case for PlaSim and CARAIB (Henrot 2010): both models use different
treatments of the surface radiation and the water budget. To provide a consistent linkage between at-
mosphere and biosphere, CARAIB should be fully incorporated into PlaSim, replacing the terrestrial
component - however, it has not been possible to implement this until now (Henrot 2010).

6.4 Experiments

(a) European palaeovegetation

For the analysis of the European palaeovegetation, the fully coupled PlaSim as well as the vegetation
model CARAIB are used. For the later calculation of the GDD evolution with PlaSim, output from the
transient simulation presented in Chapter 4 is used, thus coupled to SimBA. As input data for CARAIB,
output from a transient Holocene simulation with PlaSim, coupled to the LSG ocean, is used. Thus,
this simulation is different in terms of the non-inclusion of the vegetation module SimBA. For SimBA,
CARAIB is used instead. The PlaSim output is postprocessed as described in Section 6.3.3. From each
1000 yr time slice, a mean over the first 200 years, i.e. 9,999 to 9,800 yr BP, is used for each required
variable to force an equilibrium simulation with CARAIB.

(b) Climate-vegetation interaction

For all these studies, PlaSim is used in the same configuration as in Chapter 3, regarding, for example,
the model resolution and the prescription of both AMIP-SST and sea ice. Albeit, a more recent model
version of PlaSim is used. Moreover, atmospheric CO2 is set to 360 ppmv (if not stated otherwise)
and the orbital parameters correspond to present-day conditions and are kept unchanged. The existence
of vegetation is prescribed by four parameters in the land surface scheme (cf. Chapt. 2), which are
the surface background albedo, the roughness length, the maximum water storage of the soil (bucket
size) and the fraction of available soilwater, i.e. the ratio of actual and potential evapotranspiration.
This study is based on the previous work by Fraedrich et al. (1999, 2005b) and Kleidon et al. (2000),
who investigated the effects of vegetation extremes on the Earth’s climate and the general circulation,
either with the Hamburg climate model ECHAM4 (Roeckner et al. 1996) or with PlaSim alone or in
combination with the Koeppen classification. In the experiments, the previously mentioned land surface
parameters remain unchanged for a present-day control simulation of 100 years but are modified for
all land points (except glaciers) according to Fraedrich et al. (2005b) for the specific setup of a ”green
planet” and a ”desert world“. Both the Koeppen climatology and the Budyko ratio are then applied
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diagnostically to the control simulation as well as to the two scenarios. Although they are far away from
being realistic, these setups are useful for studying the basics of the climate-vegetation-feedback, i.e.
to estimate the effects of human-induced land cover changes, as it makes no difference whether these
changes have a natural or anthropogenic origin. Similar setups of extreme boundary conditions have
been used in various studies before (Otterman et al. 1984; Claussen 1994, 1997, 1998; Kleidon et al.
2000; Brovkin et al. 2009). The three simulations are then repeated under global warming conditions
with a CO2 concentration of 720 ppmv (i.e. 2× 360 ppmv) to find out to what extent climate zones shift
in a warmer climate, showing at the same time the sensitivity of both classifications to climate changes.

6.5 Results

6.5.1 European palaeovegetation (a)

As mentioned at the very beginning of this chapter, the intention of this part is to analyze the European
vegetation evolution during the Holocene in terms of vegetation-related parameters and biome maps.
The results are compared with results from other model studies and also with proxy-based reconstruc-
tions. The aim is clearly to discover general patterns throughout the whole Holocene. Therefore, both
the fully coupled PlaSim and CARAIB are used for these analyses to yield a wide overview about the
vegetation evolution and to use both models in the best feasible manner. It is explicitly underlined
that no intercomparison between both models is made. The reason is the different usage in terms of
the coupling procedure. SimBA is used interactively (synchronously) with PlaSim but with the version
of CARAIB used here, neither an interactive simulation nor an asynchronous coupling is possible. The
model can therefore only be used diagnostically (cf. Sect. 6.3.3) without any feedback on climate. There-
fore, PlaSim-SimBA is used to obtain transient results and PlaSim-CARAIB to calculate biome maps at
a very high resolution to make assumptions about the vegetation evolution. The intention is not to make
any investigations on the differences resulting from the different coupling procedures.

Before analyzing the evolution of GDD over the Holocene, some general remarks about the parameter
GDD are made. This includes the presentation of the present-day distribution of GDD0 and GDD5 in
Figure 6.4, calculated with PlaSim-CARAIB. As this parameter illustrates the length of the growing
season, the resulting pattern is as expected. A relatively strong gradient can be observed between regions
where the climatic conditions, i.e. the temperature, enable a prolonged or a reduced growing period.
There is thus a gradient from the southwestern to the northern parts of Europe. The high GDD values,
i.e. a long growing season, are observed in desert regions where high temperatures prevail throughout
the year. This yields desert types and thus a very sparse vegetation. Opposite to the very long growing
season in the southern parts of Europe and North Africa, it is strongly reduced in the mountainous and
cold regions at the high northern latitudes. The prevailing vegetation in those regions are tundra and forest
types, clearly having a restricted growing period over the year, which is caused by lower temperatures.
When now intercomparing GDD0 (Fig. 6.4 a) and GDD5 (Figure 6.4 b), the variations between both are
striking. The growing season referred to the 0◦C-threshold is characterized by constantly higher values
and the regions with lower values of GDD0, i.e. below 2000 days, are clearly restricted to the Alps and the
high northern latitudes (mainly Scandinavia). Moreover, the differences between GDD0 and GDD5 are
most pronounced in the zone between 45◦-55◦N with values of more than 1000 days. Consequently, the
parameter GDD is a good measure of how temperature is influencing vegetation. Changing temperatures
are leading to variations in the lengths of the growing seasons and assumably to changes and shifts in
the vegetation cover and vegetation types. Besides this, it may be shortly commented that temperature
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Figure 6.4: Present-day distribution of GDD0 (a) and GDD5 (b) calculated with PlaSim-CARAIB.
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is of course not the only impact factor for vegetation (cf. Sect. 6.3.1), it is rather an interplay with other
quantities, such as NPP and the conditions of moisture (precipitation, soil water availability).

After these more general remarks on the characteristics about the GDD, the evolution over the
Holocene is analyzed. To enable a comparison with the results of other modelling studies, it is con-
fined on the parameter GDD5 here. This is also one of the most distinctive parameters in the PFT and
biome classification in CARAIB, which has been mentioned earlier. Thus, besides other characteristic
quantities, every PFT and biome type has its own threshold of GDD5.

The Holocene evolution of GDD5 is presented in Figures 6.5 and 6.6. This representation, obtained
with using CARAIB at the very high resolution, is rather unique and unprecedented - not only for GDD5
but also, and more decisive, for the biome distribution which is presented below. Although these results
are not based on transient data, the full Holocene is covered with the long-term means of each time slice.
The time slices for GDD5 and the later biome distributions are again presented reversely to be consistent
to the climate reconstructions of the preceding sections. In this context, one short comment is made
regarding the representation of the early Holocene. The 10k-time slice is not shown due to the missing
land ice in PlaSim. The climate is slightly too warm, leading to an unrealistic GDD pattern. Moreover,
changes between individual time slices are not discussed, as the differences may be very small. Instead,
rather general and more striking variations over the whole Holocene are addressed.

Taking the time slices 9k, 6k and 0k as representatives for the early, mid- and late Holocene, some
larger changes can be observed. Considering at first the high northern latitudes, a decrease in GDD5
can be constituted from the early to the late Holocene, i.e. the regions with very low GDD5 (less than
50 days) are growing compared to the 9k-time slice. The same trend can be observed in the eastern parts
of Europe, between 55◦ and 60◦N. Especially in the northern parts of Europe, this GDD5-trend is caused
by the positive temperature anomaly during summer observed in those regions (Fig. 4.1 a, c) and which is
induced by the enhanced summer insolation in the early Holocene. This decreasing pattern is also found
in Figure 6.7, where the Holocene trend in GDD0 is shown for the area north of 60◦N, as a deviation
from the preindustrial mean. For preindustrial, again a 200 yr mean around the preindustrial year 1860
(=̂ 90 yr BP) is chosen. This trend is calculated from the fully coupled transient PlaSim simulation
(Chapt. 4) and is thus in line with the spatial changes of Holocene GDD5 in the regions to the north
of 60◦N (Fig. 6.5 and 6.6), obtained with PlaSim-CARAIB. Moreover, this decrease is very similar to
the one shown by Renssen et al. (2005a), obtained with the ice-ocean-vegetation model ECBilt-CLIO-
VECODE, who also found a reduction of around 200 days from 9k to the preindustrial as the authors left
out the very early Holocene. In general terms, this decreasing trend is equivalent to a shortening of the
growing season length over the Holocene and, at high latitudes, further implies a change in forest cover
in those regions; this will be addresses again below when investigating the biome patterns. A decrease
in GDD5 over the Holocene also occurs over the central and southeastern parts of Europe and around
the Black Sea. More considerable changes can be further observed over the southwestern parts of France
and the northern parts of Italy.

An opposite trend, i.e. an increase in GDD5 over the Holocene, can be guessed over the northwestern
parts of Africa. The simulation of a reduced early and mainly mid-Holocene GDD indeed implies the
existence of more “high-order” vegetation types in terms of for example shrubs. This feature points
at the green Sahara (Claussen and Gayler 1997; Claussen et al. 1999; de Noblet-Ducoudré et al. 2000;
Renssen et al. 2003, 2006a), caused by the assumed wetter conditions over the southern European regions
(Fig. 4.2 b, d). The following growth of GDD is then consistent with an expansion of desert types and
thus a decrease of vegetation cover, caused by the drying trend until the preindustrial (Claussen et al.
1999; Renssen et al. 2003, 2006a).

To sum up, a more or less European-wide reduction in GDD5 is detected with PlaSim-CARAIB.
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Figure 6.5: Time slice means of growing degree days (GDD5) over Europe, calculated with PlaSim-
CARAIB for the time slices 9 to 4 kyr BP.
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Figure 6.6: Figure 6.5 continued for the time slices 3 to 0 kyr BP.

Nevertheless, the GDD5 may be a bit overestimated at high northern latitudes due to the cooling impact
of the persisting ice sheet (cf. Sect. 4.3.3), which cannot be captured by PlaSim due to the missing land
ice. The GDD-results are at least partly consistent to the study by Brewer et al. (2007) - the author’s
GDD5 reconstruction on the basis of pollen data yields an alternating pattern of GDD anomalies for the
mid-Holocene and the preindustrial from the southwestern to the northeastern parts of Europe: A positive
anomaly occurs over western Spain, i.e. higher GDD at 6k, followed by a band of negative anomalies
over eastern Spain and France. The central and northern parts of Europe, including Scandinavia and
Finland, are characterized by a positive anomaly. The central eastern and southeastern parts are then
again marked by a negative anomaly. Consequently, the results obtained with PlaSim-CARAIB slightly
deviate from the palaeoreconstruction of Brewer et al. (2007), as the pattern is mostly determined by
positive anomalies between the mid-Holocene and the preindustrial. Another study, which can be cited
in this context is that of Brewer et al. (2009), where the authors intercompare simulated and observed
European vegetation for the mid-Holocene. They use in total four different climate models together with
CARAIB, which is thus very close to the approach here. Their model results on the GDD5 evolution
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Figure 6.7: Holocene evolution of growing degree days (GDD0) as deviations from the preindustrial
mean (today) for the area north of 60◦N.

are very similar to the PlaSim-CARAIB outcome. Nearly all four models exhibit a positive anomaly
over Europe. Only the southwestern parts of Europe (western Spain) and northern parts of Africa are
characterized by a negative anomaly, i.e. an increase in GDD, which is consistent to the results here,
at least over Africa. Finally, a mismatch between the cited model studies, including PlaSim-CARAIB,
and the palaeoobservations (Brewer et al. 2007) is indeed apparent in this context. However, as Brewer
et al. (2009) point out, a reliable data-model comparison seems to be a specific challenge if the climatic
changes are rather small - which is the case during the Holocene over Europe - and thus much less
pronounced as for other palaeoclimate periods, e.g. the Last Glacial Maximum.

It is now of interest, whether these changes in the growing season lengths also induce changes in the
vegetation distribution. Therefore, the biome distribution for the time slices 9 to 0 kyr BP is presented
in the Figures 6.8 and 6.9. The results for selected time slices at the early, mid- and late Holocene are
also presented in Haberkorn et al. (2010a). Comparable to the analysis of the GDD evolution, again
no changes in the vegetation distribution between individual time slices are discussed, as the differences
may be very small. Instead, more general and more striking variations over the whole Holocene are
addressed. Moreover, the 10k-time slice is again left out here due to the missing land ice problem. This
may favor a deficient representation of the vegetation in terms of warmer types or still existent vegetation
instead of ice.

In general, an evolution over the whole Holocene is obvious. The increased GDD5 at the early
Holocene time slices which could be observed at high northern latitudes and which is induced by the
positive summer insolation anomaly, goes together with a northward displacement of the treeline. This
has also been detected by Crucifix et al. (2002) and Renssen et al. (2005a) in their model studies on the
Holocene climate evolution, both showing a strong decrease in forest cover from 9k to the preindustrial.
This northward shift of the treeline, i.e. the expansion of temperate forests and replacement of boreal
forest and tundra, can be identified in the biome distribution of PlaSim-CARAIB (Fig. 6.8) for these
early Holocene time slices. However, these warmer types may be slightly too well developed in PlaSim
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Figure 6.8: European biome distributions calculated with PlaSim-CARAIB for the time slices 9 to
4 kyr BP.

130



Ice or polar desert                            

Desert                                         

Semi-desert                                    

Tundra                                         

Tropical grassland                             

Temperate grassland                            

Tropical savanna                               

Warm temperate open woodland                   

Cold temperate/boreal open woodland            

Tropical rainforest                            

Tropical seasonal forest                       

Sub-tropical forest                            

Warm temperate broadleaved evergreen forest    

Warm temperate conifer forest                  

Warm temperate mixed forest                    

Temperate broadleaved deciduous forest         

Cool temperate conifer forest                  

Cool temperate mixed forest                    

Boreal/montane forest                          

Biome Distribution

-10 -5 0 5 10 15 20 25 30 35 40
Longitude (deg.)

30

35

40

45

50

55

60

65

70

L
a
ti

tu
d

e
 (

d
e
g

.)

 3k eq + New et al. 
1961-1990 
CO2=273.482 ppmv

(a) 3k

Ice or polar desert                            

Desert                                         

Semi-desert                                    

Tundra                                         

Tropical grassland                             

Temperate grassland                            

Tropical savanna                               

Warm temperate open woodland                   

Cold temperate/boreal open woodland            

Tropical rainforest                            

Tropical seasonal forest                       

Sub-tropical forest                            

Warm temperate broadleaved evergreen forest    

Warm temperate conifer forest                  

Warm temperate mixed forest                    

Temperate broadleaved deciduous forest         

Cool temperate conifer forest                  

Cool temperate mixed forest                    

Boreal/montane forest                          

Biome Distribution

-10 -5 0 5 10 15 20 25 30 35 40
Longitude (deg.)

30

35

40

45

50

55

60

65

70

L
a
ti

tu
d

e
 (

d
e
g

.)

 2k eq + New et al. 
1961-1990 
CO2=277.219 ppmv

(c) 2k

Ice or polar desert                            

Desert                                         

Semi-desert                                    

Tundra                                         

Tropical grassland                             

Temperate grassland                            

Tropical savanna                               

Warm temperate open woodland                   

Cold temperate/boreal open woodland            

Tropical rainforest                            

Tropical seasonal forest                       

Sub-tropical forest                            

Warm temperate broadleaved evergreen forest    

Warm temperate conifer forest                  

Warm temperate mixed forest                    

Temperate broadleaved deciduous forest         

Cool temperate conifer forest                  

Cool temperate mixed forest                    

Boreal/montane forest                          

Biome Distribution

-10 -5 0 5 10 15 20 25 30 35 40
Longitude (deg.)

30

35

40

45

50

55

60

65

70

L
a
ti

tu
d

e
 (

d
e
g

.)

 1k eq + New et al. 
1961-1990 
CO2=279.4 ppmv

(b) 1k

Ice or polar desert                            

Desert                                         

Semi-desert                                    

Tundra                                         

Tropical grassland                             

Temperate grassland                            

Tropical savanna                               

Warm temperate open woodland                   

Cold temperate/boreal open woodland            

Tropical rainforest                            

Tropical seasonal forest                       

Sub-tropical forest                            

Warm temperate broadleaved evergreen forest    

Warm temperate conifer forest                  

Warm temperate mixed forest                    

Temperate broadleaved deciduous forest         

Cool temperate conifer forest                  

Cool temperate mixed forest                    

Boreal/montane forest                          

Biome Distribution

-10 -5 0 5 10 15 20 25 30 35 40
Longitude (deg.)

30

35

40

45

50

55

60

65

70

L
a
ti

tu
d

e
 (

d
e
g

.)

 0k eq + New et al. 
1961-1990 
CO2=283.294 ppmv

(d) 0k

Figure 6.9: Figure 6.8 continued for the time slices 3 to 0 kyr BP.

resulting from the missing land ice and thus, the too warm conditions. With the declining insolation
and the reduction in mainly the summer temperatures (Fig. 4.1 a, c), GDD decreases. At the same time,
boreal/montane forests and tundra expand - at the expense of the temperate forest types, which require
a longer growing season. With this, the treeline is relocated southwards again. Stronger changes also
occur over the southern parts of Europe. The warmer and drier conditions during the early Holocene
summer over SW-Europe (Fig. 4.1 b and 4.2 b) are leading to an expansion of tropical grassland and also
woodland types (Brewer et al. 2009). Over the following millennia, these drier types are receding due to
the increase in summer precipitation and the decreasing temperatures. Similar changes can be observed
over SE-Europe, respectively western and central Turkey. In these regions, the warmer and drier summer
conditions (Fig. 4.1 d and 4.2 d) during the early Holocene have also induced temperate open grassland
types, which are decreasing in the subsequent time slices due to the increase in precipitation and the
decrease in temperatures. In general, a rather variable pattern of types occurs over Spain and Turkey at
the early Holocene, mainly at 8k and 9k, with a mixture of tropical grassland, temperate mixed forest
and warm temperate open woodland. This is gradually diminishing to more temperate (deciduous) forest
types existing in the late Holocene which is also indicative of a cooling and moistening trend in southern
Europe during the Holocene.
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Over central Europe, a development and expansion of cool temperate forest types can be constituted
from the beginning to the late Holocene. This is also observed by Brewer et al. (2009). In contrast,
broadleaved deciduous trees develop in western France at the expense of cool temperate forest, which
occurred during the early Holocene time slices due to the prevailing wetter conditions in that region
(Sect. 4.3.3 and Guiot et al. 1993). In the northern and eastern parts of Europe, needleleaved evergreen
trees, thus cool temperate forest, can develop because of the cooling trend in those regions.

These results are partly verified by those of Brewer et al. (2009). The authors identify an expansion of
boreal forest and tundra from the mid-Holocene to the preindustrial in their model-data intercomparison.
Moreover, the authors also constitute a reduction of the drier grassland and woodland types over the
southern parts of Europe.

6.5.2 Climate-vegetation interaction (b)

The results are presented separately in two parts to provide a various analysis of the impact of the ex-
treme boundary conditions and the increased CO2 concentration; the first one shows the rather physical
outcome of these simulations, representing the dynamics and the hydrological cycle. As previous studies
(Claussen 1994, 1997, 1998) identify two regions being especially sensitive to external perturbations,
i.e. the northern parts of Africa and the high northern latitudes, the dynamical properties in the tropics
and the mid-latitudes are investigated more closely, which are represented by the velocity potential and
the zonally averaged zonal wind respectively. The two parameters precipitation and evaporation play
an important role for the Budyko ratio (cf. Sect. 6.3.2), therefore, the difference between both, i.e. the
precipitation minus evaporation ratio, is analyzed to account for the hydrological changes. The second
part will then be made up by the two phenomenological quantities, the Koeppen climate classification
and the Budyko dryness index. The focus is set at first on the results of a control run before analyzing
sensitivity experiments, where either the biogeophysical boundary conditions alone are changed or in
combination with the biogeochemical forcing, i.e. in terms of an increased CO2 concentration.

Control run

Physical properties Before having a look at the climate classifications, the velocity potential is dis-
cussed which is presented in Figure 6.10 a for the 200 hPa-level near the tropopause. This quantity
serves as a measure of large-scale divergence and convergence. Negative (positive) values are indicative
of an upper level divergence (convergence) and a convergence (divergence) at the ground respectively,
showing the characteristic dipole pattern of divergence and convergence.

Important features become apparent, when comparing the output of the control experiment to those
of the extreme ones of the “green” and “desert world” (Fig. 6.13), which reveals significant differences
between the three patterns. The divergence maxima at 200 hPa are located over the West Pacific, caused
by a high convection over the warmer ocean. This is well shown in the control (Fig. 6.10 a) and the
desert experiment (Fig. 6.13 b). This pattern is different in the forest experiment (Fig. 6.13 a) with
a strong westward shift of the divergence maximum to the eastern parts of Africa. The convergence
maxima (at 200 hPa) are more similar in the control and the forest simulation, whereas in the latter, the
maximum is stronger and more shifted to the west. Claussen (1997) is showing that this is related to the
enhanced convergence above the more vegetated Sahara, leading to the westward shift of both maxima.
Another very important difference between the three experiments is the stronger convergence maximum
in the desert simulation. This is related to the process of desertification (Charney 1975). The sandy soil
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(a)

(b)

Figure 6.10: Annual mean velocity potential [106m2/s] at 200 hPa (a) and annually and zonally averaged
zonal wind [m/s] (b) for PlaSim control.
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has a much higher albedo, which causes relevant modifications in the local radiation budget, initiating
enhanced sinking motions over the Sahara.

The zonally averaged zonal wind is shown in Figure 6.10 b. PlaSim reveals the typical pattern with
mid-latitude westerlies and easterlies in the equatorial region. The subtropical jets are situated near
30◦-35◦ with jetstream-axes located below the tropopause at 200 hPa in both hemispheres. In direct
comparison to ERA (not shown here but see also Haberkorn et al. 2009b), PlaSim tends to slightly
overestimate the jet maxima associated with a more upward and poleward location.

Some additional characteristics can be found, when the output of the control experiment is compared
to those of the extreme ones of the “green” and “desert world”. As the patterns of all three experiments
look very similar at a first glance, the anomalies between the respective extreme scenario and the control
experiment are presented (Fig. 6.13 c). The shaded areas (contour lines) designate the anomalies of the
“green world” (“desert world”) compared to the control simulation. In general, the SH winds are only
very little affected by the extreme boundary conditions, merely leading to a small variation in the general
patterns and the absolute values of the zonal wind velocity. These are mostly confined to the equatorial
regions. These first remarks are consistent with the changes in the Koeppen classes which are described
below. Stronger differences between the scenarios occur over the NH, forming an antipodal signal of
positive and negative anomalies. This is especially obvious in the area between 0◦ to 35◦N, where
negative anomalies are observed for the “green world”- and positive for the “desert world”-anomaly.
The decrease in the wind velocity in the forest scenario, leading to the negative anomaly, is due to the
enhanced vegetation in those areas. Formerly desertic parts in the subtropics are replaced by vegetation,
which induces a strong response in terms of a minimum wind anomaly at roughly 30◦N. Further to the
north, the opposite anomaly pattern occurs. As in these regions, only the type of vegetation is changing
(according to the Koeppen classes), the response is much weaker, resulting in a positive anomaly, so
higher zonal wind velocities here. The positive anomalies around the equator and at roughly 35◦N for
the “desert world” are caused by a decrease in the vegetation, so formerly vegetated areas are replaced by
deserts, which is coherent with higher wind velocities due to a lower roughness length in those regions.
Further to the north, again the opposite anomaly pattern occurs, as in the former case of the “green
world”. The reason is also similar, i.e. only a small change in the vegetation type occurs, inducing a
much weaker signal in terms of lower zonal wind velocities, leading to a minimum in the anomaly.
In general, the maxima and minima are stronger in the forest scenario, indicating a stronger response
initiated by the extreme boundary condition of a “green world”.

Phenomenology After the physical properties, the PlaSim climate is now expressed by means of two
different classifications, which are the Koeppen classification and the Budyko-Lettau index of dryness
respectively. Before having a closer look on how much the global vegetation distribution is influenced in
the two extreme scenarios, the Koeppen climate zones for the control simulation are compared with those
of ERA (Fig. 6.11 a, b). By doing so, one gets an insight of how the biomes are distributed globally in the
“real world” and, in a second step, the differences can be found out which exist in the two extremes of a
green and desert world. Moreover, the regions can be identified which react most sensitively to external
perturbations.

The F-zone (ice climate) is stronger developed in PlaSim than in ERA which may be indicative
of a too cold climate there. In opposite, the boreal E-zone, especially the continental part (Ec) seems
to be slightly underestimated by PlaSim over Central Asia. The temperate D-zone is well represented
by PlaSim, mainly over North America and the western parts of Asia. Over the central parts of Asia,
it is overestimated or, the other way round, the dry B-zone, which is shown by ERA, is strongly un-
derestimated by PlaSim. Additionally, the mountainous and the adjacent desert region in Asia, which
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Figure 6.11: Koeppen climate classification and annual mean Budyko-Lettau dryness ratio for PlaSim
control (a, c) and ERA (b, d).
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should have an ice-and desert-climate respectively, as in ERA, are not shown by PlaSim. In contrast, the
steppe-climate (BS) south of the Sahara is better represented in PlaSim than in ERA and more realistic
when compared to Fraedrich et al. (2001) or Kottek et al. (2006) who both use observational data for
calculating the Koeppen climates. Nevertheless it may be slightly shifted too far to the north, due to an
overestimation of the precipitation in this region (cf. Fig. 3.4). One stronger difference is the distribution
of the subtropical C-types which are overestimated by PlaSim in South America and the southern parts
of Africa and shifted too far to the north. Again, the mountainous areas in South America are not shown
by PlaSim. There is one peculiarity in both data sets in South America and in Central Africa, which
affect the tropical A-types. Compared to the observations, there should be an Ar (permanent wet) and
Aw (winter dry) region around the equator in Central Africa. Whereas the permanent wet area is shown
very similarly to the observed, the winter dry type is represented correctly only to the north of the equa-
tor. The corresponding belt to the south (roughly 0◦ to 10◦S) is not appearing. Instead of this, PlaSim
simulates the permanent wet Ar-class and ERA shows the opposite As-type (summer type). In South
America, between 0◦ and 20◦S, both PlaSim and ERA show the summer dry (As-) type instead of the
opposite winter dry type given by the observations. The winter dry-type is partly existing in ERA, but
completely missing in PlaSim, simulating the permanent wet Ar-type instead. This rather false classifi-
cation in PlaSim on the one side may be caused by an underestimated convection in PlaSim (Haberkorn
et al. 2009b), leading to a deficient convective precipitation. On the other side, for ERA, it may be caused
by an overestimation of precipitation (mainly the large-scale part) in the equatorial region of the tropics
and the tropical oceans which has been addressed in Chapter 3.

Concerning the diagnosed Budyko index (Fig. 6.11 c, d), the characteristic patterns are shown by both
PlaSim and ERA. Larger differences occur over the northern parts of North America and Asia and smaller
parts of South America, where PlaSim shows a slightly lower dryness ratio than ERA, i.e. the region of
humid savanna to forest is more extended than in ERA. The dryness ratio is equally underestimated by
PlaSim over large parts of North Africa, Central Asia, Australia and smaller parts of North America, so
that the desert is underrepresented there.

As a summary, the two classifications are now intercompared for the control simulation (Fig. 6.11
a and c), before further applying them in a composite study in the next section. Although both classi-
fications are built on a different total number of classes, some similarities are clearly distinguishable as
the general structures are pointed out by both Koeppen and Budyko. The desertic areas are a bit more
pronounced in the dryness ratio, mainly over Asia and the southern parts of North America. The main
deviation between both is caused by the forest-related classes in the tropics and in the temperate climate.
They are clearly divided in the Koeppen scheme, for example tropical rain forests or the temperate Do-
and Dc-types, whereas no further distinction is made in the Budyko ratio. Moreover, the forest class,
between 0.3 and 1, is even smaller and more restricted compared to the other classes, so changes in the
forest fraction cannot be captured properly by the Budyko ratio. Further discrepancies may occur due to
the temperature thresholds building most Koeppen classes (cf. Tables 6.2 and 6.3), but which are not the
basis for the Budyko ratio, which depends on the energy and water fluxes.

Schreiber’s equation By defining the classes by means of energy and water flux ratios, Budyko (1974)
has set up a relationship which is based on two essential quantities of the climate system. Nevertheless,
similar approaches have been subject of investigation already long before. At the beginning of the 20th
century, Schreiber (1904) set up a semi-empirical relationship of the three hydrological parameters pre-
cipitation (P), evaporation (E) and runoff, stating the balancing of the water supply by the evaporation
and the runoff, as a function of available energy. This equilibrium solution of the aridity-runoff relation
is expressed by the formula
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Figure 6.12: Koeppen-Budyko-composite with the E/P-ratio versus the Budyko dryness ratio for PlaSim
control (a) and ERA (b), provided by F. Sielmann. The dots, horizontal and vertical lines are the sample
means and the standard deviation of the respective ratio.

E
P
= 1− e−D (6.4)

representing the evaporation ratio E/P as a function of the aridity index, or dryness ratio, D. Due to
its balancing function, this equation is comparable to an equation of state (Fraedrich 2010; Fraedrich
and Sielmann 2011). As mentioned before (cf. Sect. 6.3.2), the dryness ratio characterizes evaporation
in terms of the availability of water and energy, i.e. precipitation and net radiation respectively, with the

137



separation in the energy limited (D < 1) and water limited (D > 1) regimes. Applied to Equation (6.4),
precipitation exceeds evaporation in the former case where available radiation energy is too small to
balance the latent heat equivalent of precipitation. In the latter regime, low rainfall combined with a
high level of radiative energy lead to a permanent and slight overbalance of precipitation by evaporation.
Following these very first notions by Schreiber (1904), his original formula has been modified by several
authors, with the studies of Ol’dekop (1911), Turc (1954), Pike (1964) and Budyko (1948, 1974) being
the most frequently cited.

The relation between the different variables is shown in the solid curve in Figure 6.12, referring
the evaporation ratio, i.e. the ratio of annual evapotranspiration to precipitation, to the rate of potential
evaporation to precipitation which is the Budyko dryness index itself. This relationship can be used to
evaluate models with respect to their representation of precipitation and available energy. The simple
application of a model’s output to this relation will lead to a scatter of data points, which is caused by
regional variations influencing the evaporation (Koster and Suarez 1999). The PlaSim points (not shown
here) are distributed along the solid curve, showing a clear increase of E/P with an increasing Budyko
ratio. As E/P is a function of the dryness ratio only, a first estimate of the evaporation efficiency can
be obtained already from the knowledge of the Budyko index alone (Koster and Suarez 1999). The
discrepancies between the distribution of the PlaSim data points and Budyko’s analysis are rather due to
the model data than to a deficiency in the analysis itself (Koster and Suarez 1999).

A second step in this scheme, after the only empirical E/P-relationship, is a categorization of the
PlaSim output in terms of the respective Koeppen classes. This inclusion of the Koeppen classes as a
composite study is based on the work by Hanasaki et al. (2008). Therefore, Figure 6.12 serves as a kind
of overview-scheme, connecting the parameters evaporation and precipitation as well as the Koeppen
classification and the Budyko ratio to each other. This composite scheme provides a more profound
analysis on the consistency of the physical E/P-ratio on the one side and the relation between the Koeppen
climatology and the Budyko ratio on the other side. The Koeppen classes can be identified by the
respective colors in Figure 6.12 and thus, can be clearly attributed to a specific E/P- and Budyko dryness
index. As the dryness ratio isn’t defined for negative available energy, it is thus not defined in the polar
regions. For the same reason, the polar Koeppen class isn’t considered here and it is further confined
only on the main classes. The horizontal and vertical axes are centred on the sample-means and reflect
the standard deviation (variability) of the respective (E/P and D-) ratios.

For PlaSim (Fig. 6.12 a), the Koeppen classes are well aligned around the E/P-curve, but all classes
are located slightly above. The minimum (maximum) of the dryness ratio is represented by the boreal
(desert) Koeppen class, belonging to the energy-limited (water-limited) regime. In between, the three
other Koeppen classes can be found, all showing a dryness ratio between 1 and 2. As could be expected,
the standard deviations increase with increasing E/P (vertical axis) or D (horizontal axis).

The corresponding composite for ERA (Fig. 6.12 b) gives a slightly different picture. In general
terms, the Koeppen classes are disposed in closer distance to the empirical relation. The subtropical
(C) and temperate (D) types show similar values of the dryness ratio than PlaSim (except the lower E/P-
values). The location of the maximum, the desert class, is also comparable to PlaSim but has lower values
of E/P and D and is hence located below the theoretical relationship. Its variability is much stronger as in
PlaSim. Regarding the tropical (A)- and boreal (E)-types, ERA differs more strongly from PlaSim. The
minimum in the E/P versus D-ratio is given by the tropical class in ERA instead of the boreal type as
in PlaSim. In ERA, this cold forest type nearly shows the values which are predefined by the empirical
relationship. The minimum for the tropical class may be caused by the already mentioned overestimated
precipitation in the tropics which then leads to both a weaker E/P and dryness ratio.
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Sensitivity studies-boundary conditions

In this section, the results for the two extreme scenarios are presented. The dynamical part, also for the
extreme scenarios, has already been investigated in the previous section to highlight the differences to
the control run. Instead of that, the hydrological cycle is investigated at this stage, in terms of the annual
mean precipitation minus evaporation-fields, as the ratio of both variables is used for the Budyko index.
For the control run, this has already been evaluated in comparison to ERA in Chapter 3 and it is referred
to those remarks. However, for an easier comparison, the P-E field for the control run is included in
Figure 6.14 a, as an annual mean value instead of daily rates in Figure 3.5.

As it has been the case for the velocity potential, some important features emerge when comparing
the control run to those of the vegetation extremes (Fig. 6.14 b, c). The more vegetated Sahara in the
“green world” scenario (Fig. 6.14 b) leads to an enhanced P-E ratio due to an increase in precipitation.
In addition, the ratio also increases in the northeastern high latitudes of Asia which induces a shift in
the climate classes as will be pointed out in the next paragraph. In contrast, the ratio over the Sahara is
strongly reduced in the “desert world” (Fig. 6.14 c). In general, the absolute maxima slightly increase in
the “green” world, whereas the minima intensify in the “desert world”.

Phenomenology When now comparing the diagnosed Koeppen climate classes of the PlaSim control
simulation (Fig. 6.11 a) to those of the extreme ones (Fig. 6.15 a, b), it becomes immediately obvious,
that nearly the same pattern as in the control run has established in the two extreme scenarios. After
100 years of integration both have converged to the unperturbed state. Besides some smaller differences,
for example in South America with a broadening of the tropical As-type in the “desert world” (Fig. 6.15 b)
and in Australia, where dry types clearly expand (recede) in the “desert world” (“green world”) compared
to the control experiment, some stronger deviations occur, having a more relevant impact. In general,
two regions can be identified, where the differences are still remarkable after the 100 years integration
period. One is given by the northern high latitudes. Compared to the control run, there is a slight decline
of the tundra, mainly over the Asian parts, in the “green world” (Fig. 6.15 a), i.e. the boreal taiga expands.
Over North America, the temperate type (Dc) expands northwards, replacing the boreal types existing
in the control experiment. So, in general, a spread of warmer types takes place, which is caused by an
increased vegetation cover. This leads to a decrease in the albedo in those regions and, consequently, to
a warmer climate.

In the “desert world” (Fig. 6.15 b), the opposite can be noticed. A strong expansion of the tundra
(FT) occurs at the expense of boreal types which is indicative of a cooling due to the lower vegetation
cover which induces an albedo increase. The other region, where stronger differences between the three
different setups remain and which seems to be very sensitive to external perturbations, are the desert
parts of Northern Africa and Arabia. In the “green world”, the Saharan desert is significantly reduced,
leading to an expansion of the steppe (BS-type) and also to an extension of the tropical permanent wet
Ar-type and hence a northward shift of the winter dry Aw-type, compared to the control simulation. In
addition, the desert-type has nearly completely disappeared in the Arabian realm and is displaced by
subtropical Cr-types. In the “desert world”, a strong expansion of the dry desert (BW-type) occurs. The
Saharan desert expands north- and southward, completely replacing the permanent wet Ar-type. At the
same time, summer dry As-types develop to the south of the desert, restricting the subtropical Cr-type
which originally emerges in those regions, as it is shown in the control and “green world” simulation.
In this context, the results of previous studies of Claussen (1994, 1997, 1998) become important, who
investigate an asynchronously coupled atmosphere-biome model to find equilibrium solutions starting
from different initial conditions. It is remarked that the combined model yields two equilibrium-states:
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(b)

(c)

Figure 6.13: Annual mean velocity potential [106m2/s] at 200 hPa, (a) forest and (b) desert; (c) Annu-
ally and zonally averaged zonal wind anomalies [m/s] of the respective extreme scenario minus PlaSim
control (forest: shaded, desert: contour lines).
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(b)

(c)

Figure 6.14: Annual mean precipitation minus evaporation [mm/year], (a) control, (b) forest, (c) desert.

141



(a)

(b)

(c)

(d)

Figure 6.15: Koeppen climate classification and annual mean Budyko-Lettau dryness ratio for the forest
(a, c) and desert world (b, d).
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either a present-day distribution of vegetation and deserts or a modified distribution with smaller Saharan
and Arabian deserts, keeping some vegetation in the southwestern Sahara. Although the investigation
of the existence of different equilibria is beyond the scope of this study, the results can be seen as an
addition in the larger context of those studies.

When comparing now the respective Budyko classes of the PlaSim control simulation (Fig. 6.11
c) with the “green” and “desert world” (Fig. 6.15 c, d), the strongest differences occur over the desert
parts of the Sahara and Arabia, with the desert parts reduced, even strongly, in the control and mainly
forest simulation compared to the “desert world”. Over South America, humid savanna is declined in the
“desert world” compared to the other two experiments with the expanded savanna-type being indicative
of a higher net radiation due to the decreased vegetation. The same is found over the southern parts of
Africa.

Sensitivity studies-global warming

Physical properties The possible effect of an enhanced greenhouse gas concentration on the hydro-
logical cycle and the equilibrium climate-biome distribution is investigated in this section. For this, the
same set of experiments is applied as for the previous studies but the CO2 concentration is set to 720
ppmv.

In the annual mean P-E field for the control simulation (Fig. 6.16 a), there is a slight increase of the
maxima over the tropical continents and mainly over Africa which is due to an enhanced precipitation
in those regions. For the two extreme scenarios (Fig. 6.16 b, c), the basic features which have been
mentioned before, i.e. an intensification of the maxima in the “green world” and of the minima in the
“desert world”, do not significantly change. Especially in the latter, the differences are very small.

Phenomenology To quantify, in a second step, whether the climate zones shift in a global warming
simulation, the Koeppen classification and the Budyko index for the control simulation are presented in
Figure 6.17. The overall changes due to enhanced CO2 are very small for all three scenarios, therefore
only the control results for Koeppen and Budyko are shown but all three simulations are discussed.

For the control run (Fig. 6.17 a) the changes are very small. At the northern high latitudes of North
America, a slight warming is leading to an expansion of the boreal Ec-type. In the central parts of North
America, the temperate Dc-type is growing at the expense of the subtropical Cr-type, which indicates a
slight cooling. Further to the south, the dry steppe-type (BS) expands and removes the former subtropical
Cr-type, which is due to a warming here. Small changes also occur in East Africa where precipitation
seems to increase, leading to the permanent wet Ar-type instead of the subtropical Cr-type. In the south-
western parts of Asia, to the west of the Indian subcontinent, there is an indication of wetter conditions,
as temperate and tropical types develop and remove the dry BS-type there. In the “green world” sce-
nario, there is also a slight warming at the high latitudes of the North American continent, leading to the
warmer boreal type there, which is similar to the control simulation. Other larger changes occur again
in the northern parts of Africa. In the very northern part of Africa there seems to be a slight increase
in precipitation with a change from the BW-type to the BS-type. A stronger increase occurs south of
the Sahara, where the type is changing from BS to the tropical Aw-type. In the “desert world”, a slight
warming occurs at the high latitudes of Central Asia with an expansion of the boreal type Ec instead of
tundra (FT). In Africa, the doubling of CO2 leads to an increase of precipitation, as the climate class is
changing from the dry steppe type (BS) to the winter dry Aw-type. In Asia, to the west of the Indian
subcontinent, the classes change from the BW- to the BS-type, indicating wetter conditions there too.
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(c)

Figure 6.16: Annual mean precipitation minus evaporation [mm/year] for 2×CO2, (a) control, (b) forest,
(c) desert.
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(a)

(b)

Figure 6.17: Koeppen climate classification (a) and annual mean Budyko-Lettau dryness ratio (b) for
2× CO2 for PlaSim control.
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In contrast to the Koeppen zones, largest changes in the Budyko ratio of the control run (Fig. 6.17
b) occur over the western parts of Asia and Arabia, where the desert area is reduced, which is indicative
of wetter conditions when the atmospheric CO2 increases. The abovementioned changes in the Koeppen
climates in the “green world” do not appear in the Budyko ratio, except the slight warming in North
America which provokes an expansion of the desert-class. For the “desert world”, only the changes over
Arabia occur in the Budyko ratio as the desert class is diminishing, so wetter conditions are leading to
the semi-desert type.

6.6 Summary and discussion

In this chapter, two different aspects related to vegetation are studied: Holocene changes of European
vegetation and the interaction between climate and vegetation.

European palaeovegetation (a)

In the first part of this chapter, the European vegetation evolution during the Holocene is reconstructed
using PlaSim and CARAIB. With the latter in a very high resolution, for the first time a very detailed
overview is given for each time slice of the Holocene from 9 to 0 kyr BP. As a first parameter, the bio-
climatic variable GDD, which reflects the length of the growing season, is analyzed. For present-day
conditions, PlaSim is able to capture the characteristic pattern with a strong north-south gradient with
high (low) values in the south (north). Over the Holocene, a general decreasing trend can be observed in
the northern and eastern parts of Europe. The high GDD5-values during the early Holocene are caused
by the positive temperature anomaly in those regions and thus by the enhanced insolation distribution.
This pattern of the early Holocene is consistent with the northerly shift of the treeline in terms of warmer
forest types. With the reduction in GDD5, the warmer types are replaced by the colder boreal forest and
tundra. A prolonged growing season compared to the preindustrial is also detected in the southern parts
of Europe. The opposite trend, i.e. an increase in GDD over the Holocene occurs over the northwestern
parts of Africa. From this, enhanced vegetation cover until the mid-Holocene is inferred, where more
summer precipitation has caused the “green Sahara”. With decreasing precipitation until the preindus-
trial, also the vegetation cover is more and more diminishing, leading to the desert types of today. The
results are verified by other model studies (Brewer et al. 2007, 2009) but show partly different trends to
palaeoobservations which can be attributed to the model resolution which may be too large for a smaller
region like Europe. Moreover, the climatic changes, leading to modifications in the GDD pattern, may be
too small during the Holocene, so that they are not necessarily reflected in changes in the GDD pattern.

Regarding the distributions of the different biomes, a distinct northerly shift of the treeline is di-
agnosed, i.e. the expansion of warmer forest types and the instantaneous replacement of colder types is
clearly shown by PlaSim-CARAIB. This process is a direct consequence of the increased insolation at the
high northern latitudes. However, due to the missing land ice in the model, the distribution of the warmer
types may be overestimated. With the weakening of the positive insolation anomaly in those regions, the
GDD is decreasing and thus the temperate forest types. Consequently, the colder forest types and tundra
can expand. Moreover, larger modifications occur over the warmer regions in southern Europe. Over the
southwestern parts, mainly the warmer, but also drier, conditions during summer in the early Holocene
lead to an expansion of grassland and woodland types which are receding until the preindustrial due to
both the decrease in temperature and the increase in precipitation. Similar changes can also be observed
over the southeastern part where grassland types are equally decreasing. Moreover, the general distri-
bution of biomes in those southerly regions is revealing a rather variable pattern at the beginning of the

146



Holocene. This mixture of tropical grassland, temperate forest and woodland types is getting more and
more uniform until the late Holocene which is also indicative of decreasing temperatures and increasing
precipitation. In contrast, over the more central, northern and eastern parts of Europe, the distribution
of forest types is changing according to the decreasing temperatures during the Holocene. In general,
these studies are mostly in line with other model studies on this topic (Crucifix et al. 2002; Renssen et al.
2005a; Brewer et al. 2007, 2009). Nevertheless, further investigations may be required in terms of other
model studies and/or vegetation reconstructions using proxies as mainly the early Holocene time slices
are rather insecure. Also the already discussed inclusion of land ice into PlaSim plays a role in this con-
text as well. Maybe, for an in-depth comparison and as proposed by Henrot (2010), one should compare
the individual PFTs as they are more directly comparable to palaeobotanical or palynological data. As
mentioned above, biome limits are rather imprecise and may vary according to the specific classification
used here.

Climate-vegetation interaction (b)

These studies fit into the framework of the hitherto existing, vegetation-related studies on the Planet Sim-
ulator (Fraedrich et al. 2005c; Kleidon et al. 2007; Dekker et al. 2010; Bathiany et al. 2010). Whereas the
latter three authors address the problem of existing multiple steady states in the atmosphere-biosphere-
system, Kleidon et al. (2007) discussed this question, at least partly, in the context of the initial conditions
of a vegetated and non-vegetated world.

Here, the issue is approached in terms of the effects of extreme boundary as well as global warming-
conditions. Physical properties are investigated and, more decisive, these setups, characterized by
vegetation-associated parameters, are linked to two independent vegetation classifications, the Koeppen
climate classification and the Budyko-Lettau dryness index. For the Koeppen climatology, a modified
version has been used.

The atmospheric variables clearly point out the modifications in the global circulation and the hy-
drological cycle under the effect of the two extremes, whereas the sensitivity to an increase in CO2 is
comparatively small. The results of the two climate classifications, which are both applied diagnostically,
are indicative of two regions being most sensitive to external perturbations; these are the northern high
latitudes and the desert parts of Northern Africa. Although both classifications only use a mean climate
and give a mere static vegetation distribution, their results point into the direction of previous studies,
which investigate the existence of different equilibria in the atmosphere, based on comparable boundary
conditions.

Similar to the changes in the physical properties, the variations in the distribution of the two classifi-
cations in the global warming experiments are very small which supports the aforementioned statement
that the sensitivity to the extreme boundary conditions is much stronger and that their influence is much
more pronounced, although they do not persist over the whole simulation period due to the climatic influ-
ence. As shown, the changes in the Koeppen climate zones and the Budyko ratio in the global warming
scenario are small but not completely identical, i.e. a shift in some Koeppen classes may not lead to a
corresponding shift in the Budyko classes and vice versa. This may allow different interpretations of
changes due to global warming and does not necessarily indicate a general deficiency of these classifi-
cations and is not entirely due to the different number of classes (15 in total for Koeppen and five for
the Budyko ratio). Indeed, also deviations in the two classifications are detected for the control run, i.e.
without any external perturbations, which must be very likely attributed to a coarser representation of the
forest-related class in the Budyko scheme, so lately to the smaller number of classes, and to the fact that
the Budyko classes are not built on temperature thresholds but on energy fluxes, which further impedes
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the distinction of warm and cold biomes. If the different number of classes was the main reason, one
would rather not expect changes in the Budyko classes which do not occur in the Koeppen classifica-
tion. As this exacerbates a qualitative comparison of both classifications, a composite study is presented
in terms of the Schreiber-Budyko-relation combining hydrological parameters and the Koeppen classes
which are included by assigning them to their specific E/P- and dryness ratio. Through this, both clas-
sifications are related to each other which yields an overall and lately more consistent picture of how
both the physical, in terms of the hydrological, and phenomenological properties, in terms of the two
classifications, are located to each other.

Summarizing it can be said, that the described application of the two classifications, i.e. both indi-
vidually and, more important, in their composite use, can provide valuable information on the current
climate state, linking vegetation with energetic and hydrological features. It also improves the possibil-
ity to make a qualitative estimation and interpretation of the global response in a warmer climate and
whether climate classes are shifting or not. Regarding the shifts due to global warming as a whole, they
are only minor and the only static behavior of both classifications seem to lead to a low sensitivity to only
small modifications in the climatic input. In addition, this may be partly due to the use of climatological
SST instead of a free ocean or at least a mixed-layer ocean, so that the ocean and the atmosphere can-
not freely interact. This leads to a strong dampening of the feedback between both systems. Although
Ganopolski et al. (2001) and Fraedrich et al. (2005b) both show an intensification of the atmospheric
response in their studies by using a mixed layer ocean, it still remains uncertain, whether this will lead to
significant changes in both classifications. Moreover, the usage of a purely phenomenological classifica-
tion scheme such as Koeppen, which has originally been established to reproduce the observations of the
current climate, may not lead to representative results in a climate change scenario. Further concluding
remarks on the results of this chapter are made in the very end of this study where the outcome is put
into a wider context.
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7 Summary and conclusion

7.1 Summary and conclusion

This present study is dedicated to set up the climatological and biospheric framework for a later and
external more profound analysis of the early human-climate interaction during the Holocene. During this
period in the past, a transition has taken place from hunting-gathering to farming societies, spreading
from the East to the more western parts and also to Europe, which is in close relation to the climate
being rather stable and thus beneficial for this human settlement. In turn, this transition has induced
alterations of the land cover which itself had an impact on climate. Therefore, the aim of this study
is to reconstruct the full Holocene climate and vegetation evolution over Europe, using two completely
different approaches: a state-of-the-art fully coupled version, i.e. atmosphere-ocean-biosphere, of the
general circulation model Planet Simulator (Chapt. 4) as well as proxy time series. The specific and
unique approach characterizing this study is to use the latter not only for validation purposes of the
simulation results but also, and explicitly, for assimilation purposes - thus, to force the climate model.
For the aim to set up the climatological framework for the beginning of the settlement of the early human
cultures, a climate simulation is required which is as realistic as possible. Hereby, the reliability is
assumed to be provided by palaeoobservations. For the incorporation of the proxy time series into the
climate model a novel methodology is developed and is presented in Chapter 5 of this study, together with
in total three different applications. Concerning the palaeovegetation, the natural, and not anthropogenic,
changes in the land cover composition, thus the biome distribution, are investigated using output from the
fully coupled simulation as well as the dynamic vegetation module CARAIB (Chapt. 6 a). The impact
of extreme land cover changes on the climate, which can be seen in the context of the early human-
climate interaction, is estimated in Chapter 6 b, using two phenomenological classifications. Besides
these chapters on palaeoclimate and (palaeo)vegetation, an essential prerequisite of the simulation of
past climates is an evaluation of the model to the present-day climate (Chapt. 3).

To conclude this study, the main findings of each chapter are summarized here again. Afterwards, an
outlook is given with possible directions of future research.

Evaluation of the Planet Simulator The focus of the validation is set on surface air temperature and
precipitation, precipitation minus evaporation (P-E) as well as net radiation. Besides the first two, which
are also analyzed in more detail over Europe, the presentation is in the global perspective and always in
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comparison to the reanalysis data ERA-40. For the European temperature and the global precipitation
respectively, two high-resolution climatologies (CRU and GPCP) are used in addition. P-E and the net
radiation are considered only indirectly in the climate classifications. As surface air temperature and
precipitation are used more directly and are reconstructed for the Holocene, only their results for the
present-day are revisited at this stage. However, for all considered variables, the mean state is presented
reasonably well by PlaSim. Concerning the surface air temperature, a cold bias can be observed over the
high northern latitudes, which may be partly caused by the sea-ice mask and the cloud-parameterization
in the model. This bias is also influencing the very northern regions of Europe, nevertheless PlaSim
captures very similarly the general pattern given by CRU. For the precipitation, which is slightly over-
estimated over some regions and the global mean, a nevertheless satisfactory similarity, mainly to the
climatology GPCP can be observed. These results are a good basis for the following palaeoclimate
reconstructions.

Reconstruction of the Holocene climate In this chapter, the European climate over the Holocene
is reconstructed using the fully coupled version of PlaSim. To account for the latitudinally different
insolation distribution during the Holocene, Europe is sub-divided into four regions in total. As only
anomalies (to the preindustrial) are considered here, the previously identified cold bias in the northern
regions can be neglected.

Following the insolation changes over the Holocene, a strong cooling (slight warming) can be ob-
served for all four regions during summer (winter). These results are very much in line in terms of trend
and amplitude with those by other model studies. Stronger deviations are occurring compared to proxy
reconstructions mainly over SW-Europe where a cooling trend by the models is opposing a warming
trend in the data. This can be partly attributed to the resolution problem as well as to the model-specific
representation of the insolation distribution.

The identification of the “correct” European precipitation evolution over the past 11,000 years is
unequally more complicated compared to the temperature trend, which is rather well approved by both
models and proxy data. The precipitation itself is a subject of uncertainty in models, even for present-
day conditions due to its more complex behavior and the parameterized processes (cf. Chapt. 3). Besides
this, stronger similarities between PlaSim and other reconstructions occur over the northern parts of Eu-
rope. In contrast, over the southern regions it seems again to be more complicated to capture the correct
evolution. Moreover, the models are also differing in the seasonal distribution of the precipitation, i.e.
which season is determining the annual mean trend. A variety of models and also PlaSim are in line with
showing wetter conditions over the southern regions in winter and also in the annual mean, compared to
the preindustrial. This seems to be associated with, on the one hand, drier early Holocene conditions over
the northern parts and, on the other hand, lower temperatures during DJF over the whole Europe. This
indicates that also model-specific properties, together with resolution problems, may contribute signifi-
cantly to the representation of the precipitation patterns. Besides these similarities, these shortcomings
are a motivation for the further, and most decisive part of this study, which is the assimilation of the
proxy data.

Assimilation of proxy time series The motivation for this reconstruction refinement is to achieve a
more realistic Holocene climate simulation which is as close as possible to proxy data. However, the
approach is not to statistically assimilate the proxy data into the model, but to resimulate the trend which
is given by the palaeoobservations. This process requires a preceding profound analysis and selection of
the available proxy data, where the keywords are, amongst others, the temporal and spatial resolution, its
reliability and dating uncertainty. For the real process of the resimulation of the proxy climate, i.e. the
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adjustment of the model climate to the proxy, a new methodology has been implemented. This approach
is built upon the oceanic conditions as one of the main drivers in the climate system, using a linear
sensitivity relationship between the SST and the adjacent land temperatures. The methodology and the
derivation of the sensitivity is introduced in detail in Chapter 5. Also in this context, the cold bias in
the high northern latitudes doesn’t play a role, as the climate is adjusted and, at a later stage, again only
anomalies are considered. In total three alternatives are shown to reconstruct the Holocene climate on
the basis of the Lake Ammersee proxy in southern Germany.

The first approach, aiming at the resimulation of three selected time slices during the Holocene, has
shown the general applicability of this methodology. Albeit it is not able to capture the overall structure
of the proxy including its variability pattern, a convergence of the simulated time slice means to the
corresponding proxy means is achieved. Concerning the spatial pattern of the temperature evolution in
Europe, based on the reconstruction to the Lake Ammersee climate, regionally differing responses are
observed. These are partly in line with the observations, but also partly differing more strongly, which has
also been discussed in the previous paragraph. As the aim is a full Holocene and transient reconstruction
of the European climate, two modifications of the reconstruction approach are considered. The first is
the adjustment based on millennial-scale time slice means and the second is based on the means of a
climatological time scale of 40 years. Both are conceived to improve the overall pattern as well as,
mainly through the latter, to ameliorate the variability structure. The second alternative clearly shows
an enhanced convergence to the proxy mean in nearly all time slices. However, exceptions are found
in those time slices, where a shift from a positive to a negative anomaly occurs between two millennia.
In those cases, the adjustment is antipodal. Together with the less improved variability structure, this
is a clear deficiency of this second alternative. The adjustment on shorter time scales is avoiding this
misdirected adjustment, as the correction to the new SST conditions is occurring within the 40 years
period. Thus, together with a slightly increased variability pattern, the model’s time slice means are
converging the proxy mean in all time slices, but in a very dampened manner. This causes only a very
weak change in the overall trend for the full Holocene, which is thus very close to the reference. Instead,
the trend induced by the millennial-scale reconstruction is much closer to the proxy given evolution.

To compare the results of this new methodology also to the results of the fully coupled simulation, the
same representation with the four European regions is chosen. Further investigated is the precipitation
pattern which is also subject to change when the SST is changing. Despite some still existing deficiencies
in the representation of the regional patterns, clear improvements are achieved, as the results are much
closer to those of the proxy data. This is even the case over the southern European region, where the
fully coupled PlaSim simulation and several other models fail to capture the correct trends (cf. Chapt. 4).

Besides these achievements, the existing shortcomings of these reconstruction approaches could not
have been neglected and required a reconsideration and further modifications. These are pointed out in
the respective section and are targeted at an iteration procedure, where the TS-experiment is repeated
in terms of the resimulation of the three selected time slices. The new aspect is that each time slice is
split in segments of 100 years. For these, three to five iterations are carried out until PlaSim converges
best to the proxy mean climate, in terms of a minimization of the cost function. If this is achieved, the
next 100 years are simulated so that the climate of the whole time slice is reconstructed. The results are
encouraging with PlaSim now capturing the major variations of the proxy. The overestimated influence
of the preceding time slice, which has led to the misdirected adjustment as well as a temporal lag, can
thus be eliminated.

This chapter is closing with a comparison between the simulated as well as the deviated PlaSim-SST
and several SST-proxies from the Atlantic basin. The results, showing similar trends and also absolute
values, are astonishing, considering the discussed limitations of the results as well as the model- and
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proxy-dependent characteristics. This is thus a belated corroboration of the methodology in general.

Vegetation studies After determining the climatic conditions during the Holocene, the vegetation evo-
lution needs to be assessed. The European palaeovegetation is mainly investigated using the dynamic
vegetation model CARAIB in a very high resolution. Although only long-term climate means are used as
input data, this approach, nevertheless covering the full Holocene, is unique. The changes in vegetation
are diagnosed using on the one side the parameter GDD, which is a bioclimatic variable designating the
length of the growing season during the year. This is enhanced over the early Holocene at the northern
high latitudes - as a direct consequence of the positive insolation anomaly - and induces a northerly shift
of the treeline in terms of warmer forest types. With the declining insolation, GDD is also decreasing
in the northern and eastern parts of Europe, where, as a direct consequence, the warmer forest types are
replaced by colder types and tundra. A longer growing season in the early Holocene is also detected in
the warmer southern parts of Europe. However, an opposite trend in terms of an increase in GDD oc-
curs over the northwestern parts of Africa. This is consistent with enhanced vegetation cover which can
persist until the mid-Holocene, due to the favorable climatic conditions in terms of mainly an increased
precipitation, which has caused the “green Sahara”. With decreasing precipitation until the preindustrial,
also the vegetation cover is gradually receding, resulting in the desert types of today. These results are in
line with other model studies; however they vary slightly to palaeoobservations which can be attributed
to the model resolution which may be too large for a smaller region like Europe.

On the other side, the biome distribution gives more insight into a potential change of types during
the Holocene, which is already indicated by the climatic changes as well as the GDD variations. The
northward shift of the treeline is also directly displayed by a change in the biomes in terms of an ex-
pansion of warmer forest types and the instantaneous replacement of colder types. However, due to the
missing land ice in the model, the distribution of the warmer types may be overestimated. With the weak-
ening of the positive insolation anomaly in those regions, colder forest types and tundra are expanding
in the very northern parts of Europe and the warmer forest types are replaced southward. The southern
parts of Europe seem to be very peculiar also in the biome distribution, which is in line to the change
in the climatic conditions in these regions. Over SW-Europe, drier conditions during summer lead to
an expansion of grassland and woodland types which are receding until the preindustrial as an increase
in summer precipitation together with a general cooling are observed. A decline of grassland types is
also observed over SE-Europe. In general terms, a mixture of different biome types is observed in those
southerly regions at the beginning of the Holocene, which is getting more and more uniform until the late
Holocene which is consistent to a moistening and cooling trend in those regions during summer. In gen-
eral, these studies are mostly in line with other model studies on this topic but are partly diverging from
the results given by proxy data. Moreover, especially the early Holocene time slices are an important
issue of uncertainty which requires further analyses.

The second part of this chapter is dedicated to the investigation of the effects of extreme changes
in the land cover composition on the present-day climate and the vegetation distribution. The latter is
investigated using two phenomenological quantities, which are the Koeppen climate classification and the
Budyko dryness index. Apart from the influence on the global dynamics and the hydrological properties,
these modifications of the initial conditions induce changes in the climate classifications. Two regions
are emerging to be most sensitive to the external perturbations which are the northern high latitudes and
the desert parts of North Africa respectively. The fact that these changes can be identified with the static
climate classifications may be rather advantageous for the future investigation of human-induced changes
in land cover, which is revisited in the next paragraph.
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7.2 Outlook

One important issue in the context of the fully coupled simulation can be seen in the inclusion of land ice,
even in a prescribed form, to achieve an improved representation of the early Holocene climate. Insola-
tion changes together with the changing glacial conditions over the first millennia of the Holocene had
an enormous impact on the climate and vegetation evolution, partly also counteracting and outweighing.
This could be seen in the temperature evolution of these time slices as well as the distribution of GDD
and the biomes, where the too warm climate has led to deficiencies.

The more decisive part for the future is clearly the topic of the assimilation of the proxy time series,
i.e. the resimulation of the proxy climate. The proposals are on the hand related to the remarks in Sec-
tion 5.8 concerning the inclusion of several proxies as a reference; a feature, which should definitely be
pursued. On the other hand, and even more essential, some effort should be dedicated to the remarks in
Section 5.7 concerning the iteration procedure for the reconstruction of the Holocene climate. It is finally
concluded and recommended at this stage, that this should be done in any case to avoid misleadings in
the reconstruction as well as to achieve improved results for the European temperature and precipitation
patterns. The strong similarity to the SST-proxies is a further motivation for reconsidering the methodol-
ogy and the setup of new experiments with the modification in terms of the iteration procedure. However,
this could not have been implemented into this study for the full Holocene but only for the three selected
time slices. This may definitely be a feasible process of finding a synthesis between climate models and
proxy data. In any case, the inclusion of proxy time series into climate models is an important issue of
the palaeoclimate community and it would be of strong benefit to identify a feasible approach here. The
next paragraph is suggesting another, more external, direction of potential future research activities.

Human-climate interaction

At these very final stages of this thesis, the very early paragraphs of this work are reconsidered concerning
the larger framework this study is embedded in. With the results gathered in the preceding chapters
on the climate and vegetation evolution during the Holocene, a profound basis is provided to further
identify the linkages between climate and preindustrial cultures. Until now, only the climatic boundary
conditions have been identified which can now be used by GLUES to analyze the early human migration.
However, the mutual interaction has not been considered in this context yet, i.e. the influence of humans
on climate. However, with the results of the preceding section on climate-vegetation-interaction, an
alternative approach is conceived, which can be seen as an anticipatory remark of this interaction. As
mentioned at the very early stages of this study (cf. Sect. 1.1.2) and as was shown before, an altered land
cover composition has an enormous impact on climate. This has been diagnosed with the rather simple
phenomenological quantity, the Koeppen climate classification. It thereby makes no difference whether
these changes have a natural or anthropogenic origin (cf. Sect. 6.4). In this context, the rather sensitive
behavior of the Koeppen climate classification, with respect to biogeophysical changes, seems to be
feasible with respect to future studies of land use changes. In the already addressed modified version of
the Koeppen climate classification, which has been used diagnostically here, an additional tool has been
added which calculates, at each iteration, new global fields for the land surface parameters, mainly albedo
and roughness length, which belong to the essential boundary conditions in the land surface scheme of
PlaSim. After their recalculation, they can then be implemented into PlaSim for the next iteration. This
procedure would then be a similar asynchronous coupling which has already been discussed for CARAIB
in Section 6.3.3 and, moreover, it is also very close to the continuous replacement of the SST during the
reconstruction of the Holocene climate presented in Chapter 5. The theory of a full-interaction approach
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Figure 7.1: Schematic of the coupling of PlaSim and GLUES towards a “Human-Earth-System-Model”,
provided by C. Lemmen. The variables, obtained by the respective models, are given in circles and their
interaction is illustrated with arrows.

is illustrated in Figure 7.1. The variables, provided by the respective models, are given in circles and their
interaction is illustrated with arrows. Obtained with PlaSim, the climatic variables are used to calculate
the specific vegetation-related parameters with CARAIB or Koeppen. These could then, in principle,
be reimplemented into PlaSim, as natural changes in the land cover composition. The new and so far
unprecedented part would now be to use the output of either PlaSim or PlaSim-CARAIB to force the
model GLUES, which then calculates the anthropogenic influence in terms of crop fraction. This is then
transformed into fields for the land surface parameters albedo and surface roughness which can then
be, in turn, reimplemented into PlaSim. The natural and anthropogenic part of the land cover changes
thereby can of course be combined or rather should be considered together to achieve a more detailed
analysis.

This will now round out the whole picture of the linkages between climate and preindustrial cultures
and would lead, in the end, to a new “creation” of a model, thus a

“Human-Earth-System-Model”.

In fact, there are of course other studies existing which are quantifying the anthropogenic effect on
climate. These have already been tackled in Section 1.1.2. In this context, the work by Kleidon (2006)
with PlaSim-SimBA can also be stated where the author tries to simulate the human impact on climate
through modifications of the land surface. His approach is to use the parameter “Human appropriated net
primary productivity” HANPP (references in Kleidon 2006) which represents the human consumption of
the NPP of the biosphere. Assuming different intensities of human NPP, the author tries to quantify the
climate sensitivity in terms of global entropy production.
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Nevertheless and to now conclude finally, this mutual interaction between climate and humans, respec-
tively its consideration and thus simulation with GLUES, would be a completely new approach in the
scientific community. However, it should be said, that up to now, it is only about a theory and outlook
for a possible new and interesting direction of future research; indeed, the execution completely goes
beyond the scope of this study. Nevertheless, some related studies have already been carried out and
presented in Haberkorn et al. (2010b). If this multisided approach, i.e. the combination of climate and
vegetation reconstructions as well as of human activities, which is also concluded by Dearing (2006) as
the compulsory tool for a complete understanding of the causes of earth system changes, can be further
proceeded, also for other regions in the world, this will very likely lead to fundamentally new insights
into the history of climate-culture interaction.
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A Appendix

Additional figures of the interactive reconstruction

In Figure A.1, the individual ITS-time slices are again merged to give a complete overview of the
Holocene temperature trend (cf. Fig. 5.4 and Fig. 5.15).
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Figure A.1: Reconstructed annual mean surface air temperature [◦C] for the Lake Ammersee proxy (solid
black stairs) and the respective PlaSim time series (100 year running means) from 0 to 11 kyr BP; light
gray: reference, medium gray: PlaSim TTS, black: PlaSim ITS.
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The overall pattern confirms which has been indicated by the individual time slice means. Although
each time slice mean could be slightly improved with regard to an approximation to the proxy mean,
which was not always the case in the TTS-experiment, an only very reduced response caused by the
interactive reconstruction and no significant improvement of the overall trend has to be asserted. The
complete time series of this experiment and the reference are thus very close to each other and not at
all capturing the Holocene climate optimum which is indicated by the proxy. The slight improvements
which could be achieved in each time slice and thus no misdirecting adjustments are too weak to cause a
corrected representation over the full Holocene.

Biome classification in the modified version of the Koeppen climate
classification

In Table A.1, an overview is given of the biome classification used in the modified version of the Koeppen
climate classification. Also included are the land surface parameters, i.e. albedo, roughness length,
vegetation and forest cover, which are assigned to each individual biome.

Vegetation Koeppen
type class alb z0 cv c f

Tropical rain forest Ar 0.12 2.0 0.96 1.0
Tropical seasonal forest Am 0.12 2.0 0.81 0.9
Savanna Aw 0.15 0.361 0.6 0.6
Savanna As 0.15 0.361 0.6 0.6

Warm grass/shrub BS 0.20 0.10 0.29 0.0
Hot desert BW 0.28 0.004 0.08 0.0

Warm mixed forest Cr 0.15 0.716 0.83 0.8
Warm mixed forest
and xerophytic woods/shrub Cw 0.165 0.4135 0.715 0.5
Warm mixed forest
and xerophytic woods/shrub Cs 0.165 0.4135 0.715 0.5

Cool mixed forest
and temperate deciduous forest Do 0.155 1.0 0.55 1.0
Cool conifer forest Dc 0.13 1.0 0.96 1.0

Cold mixed forest Eo 0.15 1.0 0.51 1.0
Taiga Ec 0.14 0.634 0.68 0.9

Tundra FT 0.17 0.033 0.39 0.1
Polar desert FI 0.15 0.001 0.0 0.0

Table A.1: Land surface parameters of the modified Koeppen climate classification, adapted to the study
by Claussen (1994): albedo (alb), roughness length (z0), vegetation cover (cv), forest cover (c f ).
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