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Zusammenfassung

Ultrakalte Atome in einer Dimension: von zwei hin zu vielen Teilchen. In dieser Dis-
sertation werden ultrakalte bosonische und fermionische Systeme in Hinblick auf ihre stationären
sowie dynamischen Eigenschaften in eindimensionalen harmonischen Fallen und endlichen Git-
tern untersucht. Alle physikalischen Systeme werden im Rahmen dieser Arbeit mit einem
“Bottom-up-Ansatz” behandelt, ausgehend von dem zugrunde liegenden Zwei-Körper-Problem.
Die dem hier entwickelten “correlated-pair wavefunction” Ansatz zugrunde liegende Idee ver-
wendet die exakte Lösung des entsprechenden Zwei-Körper-Problems für die Konstruktion
der korrelierten Vielteilchenwellenfunktion. Für Bosonen und Fermionen in der harmonis-
chen Falle beschreibt der “correlated-pair wavefunction”-Ansatz sehr gut den Übergang von
schwacher zur starker Wechelwirkung. Außerdem werden bosonische Systeme mit zeitlich
getriebener Wechselwirkung in Hinblick auf resonante Anregungsdynamik untersucht, wobei
für deren Analyse die Eigenschaften des Zwei-Körper-Spektrums und des entsprechenden Viel-
teilchenspektrums benutzt werden. Endliche Gitter mit kommensurabeler und inkommensu-
rabeler Füllung werden mit Schwerpunkt auf “on-site” Effekten, welche aus starken Wech-
selwirkungen jenseits der Gültigkeit des “Single-Band-Ansatzes” resultieren, studiert. Die
“correlated-pair wavefunction” wird auf Gitterfallen verallgemeinert, um solche Effekte behan-
deln zu können. Der “Interband”-Tunnelmechanismus tritt in endlichen Gittern auf, weil Res-
onanzen im Vielteilchenspektrum bei bestimmter Wechselwirkungstärke den “Self-Trapping”-
Mechanismus überwinden. Mit Hilfe der analytischen Funktionen werden Eigenschaften von
Observablen berechnet und mit numerischen Ergebnissen der etablierten Berechnungsmeth-
oden Multi-Configurational Time-Dependent Hartree und Quantum Monte Carlo verglichen.
Experimentellen Daten gemessen nach deterministischen Präperation von wenigen Fermionen
in einer Falle stimmen sehr gut mit den Ergebnisse dieser theoretischen Arbeit überein.

Abstract

Ultracold atoms in one dimension: from two to many. In this thesis ultracold bosonic
and fermionic systems are studied with respect to their stationary and dynamical properties
in one-dimensional harmonic traps and finite lattices. All physical systems explored within
this work, are treated with a bottom-up approach, inspired from the underlying two-body
problem. This perspective is at the most illustrated from the correlated-pair wavefunction, an
Ansatz proposed here to describe the crossover from weak to strong interactions for bosons and
fermions trapped in a one-dimensional harmonic potential. The underlying idea of the Ansatz
is to employ the exact solution of the corresponding two-body system for the construction of a
many-body correlated function. Moreover, bosonic systems under driven interaction strengths
are studied with respect to resonant excitation dynamics, using for the analysis the properties
of the two-body spectrum and the corresponding many-body ones. Furthermore finite lattices
loaded with commensurate and incommensurate filling are investigated, with a focus on on-site
effects induced from strong interactions beyond the validity regime of standard single-band ap-
proaches. A generalization of the correlated-pair wavefunction to lattice potentials is performed
to cover these effects. Interband tunneling dynamics in finite lattices occur due to resonances
in the many-body spectrum at certain typically strong interaction strengths breaking the self-
trapping mechanism. The properties of the observables resulting from the analytical functions
proposed here are compared with corresponding ones calculated by established computational
methods: Multi-Configurational Time-Dependent Hartree and Quantum Monte Carlo. Recent
experimental data obtained after deterministic preparation of few-fermion ensembles in a trap
are in very good agreement with theoretical calculations performed in this work.
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Introduction

Das Zurückfahren der bunten Vielfalt auf das Allgemeine und Einfache, oder sagen
wir im Sinne deiner Griechen: des ’Vielen’ auf das ’Eine’, ist, was wir mit ’Verstehen’
bezeichnen.

The ascription of the colorful Multiplicity and Variety to the General and Simple,
or to say it in the sense of the Greeks: from the ’Many’ to the ’One’, is what we
mean by ’understanding’.

Wolfgang Pauli to Werner Heisenberg in Heisenberg’s ’Der Teil und das Ganze,
Gespräche im Umkreis der Atomphysik’

Prologue Democritus1 introduced the idea of elementary units of matter, the atoms, their
Greek name meaning that they are non further separable or divisible, i.e., they have no internal
structure, and constitute all visible and non-visible physis. These archetypical physical systems
have become in modern times a fascinating object of research for several generations of scientists,
the most prominent contributors being the inventors of quantum mechanics in the beginning
of the last century. The current notion of the word ’atom’, has been elaborated and deviated
from the initial idea of Democritus. Atoms are nowadays considered as relatively complex
objects with internal structure while the classical hard-sphere picture has been irreversibly
revolutionized by the probabilistic theory of quantum mechanics. However, the core idea of
Democritus is more than alive and still occupies the thinking of the scientists who aim to shed
light in the complex structure of the physical Cosmos from two perspectives: his claim for the
existence of elementary constituents of matter which is underlying the whole field of particle
physics, and his more general viewpoint to analyze complex structures and phenomena by a
bottom-up approach. The philosophical implications of the latter thinking line, maybe called
atomism, reductionism or materialistic structuralism, are only on the periphery of the present
thesis. However, the basic theme of this work is to uncover the structure and quantum properties
of interacting many-atom systems or in terms of Democritus to search for the ’atom’ or ’basic
entity’ underlying many-body phenomena. The bottom-line idea is that for correlated systems
interacting with pairwise forces the role of the ’basic entity’ is played not by single atoms
but by an interacting pair of atoms already correlated and with a rich behavior which is then
projected to the many-body system in various ways. The objective is therefore redirected from
the single atoms to the relation between them, particularly the pairwise interaction embedded
in the two-body properties.

Experimental Breakthrough Although atomic physics researchers attributed very com-
plicated properties to the underlying entities of nature, the degree of understanding has been
such that state-of-the-art experiments have achieved an unprecedented control of many-body

1Democritus (∆ηµoκρiτoς) was one of the great thinkers belonging to the philosophical tradition which
appeared in the Minor Asia together with his teacher Leucippus.
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ensembles of atoms [1, 2, 3]. Light beams and optical devices together with magnetic and
electric fields are part of a very powerful experimental toolbox which enables the controlled
manipulation of the atoms, freezing them down to nano-Kelvin temperatures [1], creating at
will trapping potentials with certain dimensionality [4] and profile [2] and tuning even their
collisional properties based on the so-called Feshbach resonances [5]. Certainly the most im-
pressive achievement of this development was the realization of the Bose-Einstein condensate
(BEC) in 1995 [6] with dilute gases 70 years after the initial prediction of Bose and Einstein
that a degenerate quantum gas of bosons2 occupies a single macroscopic state if it is cooled
under a critical temperature. This breakthrough has initiated a lot of theoretical studies while
more than a hundred labs with a cold atom apparatus exist nowadays around the world. A
second wave of the experimental revolution emerged with the introduction of optical lattices [2],
where many-body models mainly inspired from solid-state physics could be realized and studied
with a large degree of controllability over the physical parameters and measurement accuracy
with access to several observables. Exploration of phase transitions [7] and other important
physical phenomena, is nowadays performed in an artificial system much larger, clearer and
more transparent than the solid state equivalent while the idea of quantum simulators3 has
found its favorable environment in cold atom experiments.

This fascinating progress in the experiments goes hand in hand with theoretical investiga-
tions. Theoreticians are inspired from the enormous advances in experiment, and mainly from
the fact that systems and models which were thought as rough simplifications of the complex
natural reality can be nowadays designed almost at will in the labs. It is impossible to report
even shortly in the frame of this introduction on the whole progress in the field, but review
articles and textbooks [1, 2, 3, 5, 4, 8, 9] cover a lot of the different aspects of the past and
current research. The rest of this introduction is mostly devoted to experimental and theoretical
works which are conceptually or with respect to the content closely related to the present thesis,
while more specific reference to certain works is left for the introduction of the corresponding
chapters and sections.

Thesis framework drawn by seminal theory works The framework of this thesis can
be ideally sketched with reference to five seminal theoretical works [10, 11, 12, 13, 14], three of
which [10, 11, 12] have been done in the early 60’s long before the experimentalists managed
to turn them from ideal theoretical over-simplified models into lab-reality. The most common
theoretical approach to study BEC physics is the Gross-Pitaevskii equation (GPE) [1, 10], a
mean field treatment of cold bosonic many-body systems, relying on the fact that most atoms
of the ensemble at temperatures below the critical BEC transition occupy a single orbital. This
condensate-wavefunction or condensate mean field (ignoring thermal and quantum fluctuations)
describes the BEC in a Hartree-product approximation built up from single-particle condensate-
functions for each boson. The many-body system is then replaced by a one-body problem of
a non-linear Schrödinger equation with an external ’mean field’ accounting for the explicit
interaction with the other atoms. This treatment and its extensions including Bogoliubov
theory for elementary excitations and the Thomas-Fermi approximation for strong interactions
ignoring the kinetic energy may be considered as over-simplifying. Nevertheless, they have been
proven very powerful to explain phenomena of superfluid or non-linear nature like collective

2Nature provides exclusively only two categories of identical quantum particles, classified from there exchange
symmetry: bosons are able to occupy the same state, since a permutation of two leaves the wavefunction which
describes them unchanged (Bose-Einstein statistics) and fermions which are antisymmetric with respect to this
exchange (Fermi-Dirac statistics), and as a result occupy different states (Pauli exclusion principle).

3’Quantum simulators’ are thought as natural quantum computers which simulate physical models beyond
the efficiency of standard computers. This is the first application of the idea of ’quantum computers’ which is a
broader research field aiming to use quantum physics effects to perform data operations.
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oscillations [15], solitons [16], vortices [17], dynamics of Josephson junctions in double wells
[18, 8], and provide a reliable theoretical approach for most experiments with a large number
of bosons (of the order of a thousand to a million)4.

There is though at least one weak point of this approach, which particularly manifests in one
dimensional (1D) systems which are the focus of this thesis. When the interparticle interaction
is very strong and the correlations between the atoms induce fragmentation, i.e., occupation
of higher orbitals apart from the condensate mean-field, the GPE treatment is not adequate
to describe the observable behaviour. In 1D systems strongly interacting ensembles exhibit
spectacular features [4], the most prominent paradigm being the so-called fermionization of in-
finitely repulsive bosons which can be mapped to identical non-interacting fermions (Bose-Fermi
map) as Girardeau has shown in his ground-breaking work in 1960 [11]. Intuitively one may
understand this behaviour as an effective Pauli principle induced by the infinite repulsion pro-
hibiting the coincidence of two or more bosons. Experimentally the realization of the so-called
Tonks-Girardeau (TG) gas [19] and its excited state counterpart for infinitely attractive forces
(usually called super-repulsive) the super TG gas [20] became possible with the construction of
quasi-1D tubes by strong transversal confinement. These experiments and the theoretical work
of Girardeau fired up the interest in 1D systems exhibiting ultra-strong interaction effects [4].

In the intermediate interaction regime between the two extremes (infinitely strong repulsion-
TG and weakly interacting GPE) there is relatively less understanding and tools that can be
employed. Yet 1D systems are preferred by theoreticians [4] since certain model Hamiltonians
are integrable and usually approached via the so-called Bethe Ansatz5[21]. One of these models
is the Lieb-Liniger gas of bosons interacting via a contact potential in the continuum (absence
of trap). The system has been analytically solved both for the ground and the excited states
in the seminal paper of Lieb and Liniger in the early 60’s [12], the solution holding for all
interaction strengths from very weak to infinite repulsion (TG gas). This benchmark result has
been further used to approach trapped systems via the local density approximation [22]. A
main part of the present work is devoted to the approach of the crossover from weak to strong
interactions for trapped bosonic and fermionic ensembles, thus following the path that Lieb and
Liniger first opened and reaching the limit that Girardeau has drawn.

Trapped systems are essential in the research of cold atoms, among other reasons because
the experiments always load the ensemble in a trap [1, 2]. Especially those experiments that
aim to reach the 1D regime [4] use very strong laser fields in the transversal directions and a
smoother parabolic potential in the longitudinal [19, 20]. In his seminal work Olshanii [13] has
shown that these quasi-1D geometries affect the scattering properties of the atoms, introducing
the so-called confinement induced resonances. The whole description boils down to an 1D effec-
tive interaction parameter (or scattering length) tunable from zero to infinity via confinement
induced or Feshbach resonances. This effective description of the pairwise interactions will be
taken for granted allover this thesis which does not aim at elaborating on collision properties
(see relevant reviews [5]). Besides, from the viewpoint of many-body physics the scattering
problem is considered as an input parameter, and not as a real many-body system but (like the
GPE) as an effective one-body problem in the center-of mass frame. However there exist a lot

4Explanation of technical terms: Superfluid: a fluid with zero viscosity analogous to superconductor which
has zero electrical resistance. Collective oscillations: collective motion of the condensate in the trap induced by a
small initial perturbation of the trap due to the Bogoliubov elementary excitations. Solitons: exact solutions of
the GPE in the non-linear regime, which propagate as waves in a fixed form without dispersion. Vortex: Rotating
spiral motion of a fluid. Josephson junctions: superconductors (in this case superfluids coupled by a weak link.
Note: In this introduction, technical terms and field jargon has been avoided as much as possible, and when this
is not possible small explanations are given in the text or in footnotes.

5Other standard approaches like the Luttinger-liquid or bosonisation approach will not be discussed here,
there are excellent reviews from Giamarchi and coworkers [4]
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of important works for few-atom collisions [5, 9], also extending to the Efimov states [23].

There is nevertheless a two-body system which is of central interest for the present work: the
system of two interacting atoms in the harmonic trap which is explicitly solvable with respect
to the relative motion for one, two and three dimensions in isotropic traps. The analytical
solution performed by Busch. et. al [14] is used here for the 1D case as a building stone for
the bottom-up description of the many-body problem. Essentially one of the most important
proposals of the present thesis, the correlated-pair wavefunction (CPWF) to describe the ground
state of a trapped many-body system is based on the two-body functions which represent the
analytical solutions of the two-atom problem in the trap. In addition the energy spectrum and
other properties of the two-atom system constitute a basic inspiration and analysis tool of this
thesis.

Thesis structure Posturing the present thesis in this context, we emphasize that the many-
body problems in 1D are approached here beyond the simplified one-body picture of mean-field
treatments (GPE). The scattering properties (also effectively one-body) are used only as an
input. Our approach here builds rather upon the single pair behaviour of two correlated atoms
aiming to an explicit many-body description inspired from the Lieb-Liniger approach of the
crossover from weak to strong interactions and the Bose-Fermi map for the limiting case of
the TG gas. These three integrable systems in 1D [11, 12, 14], are the focus of the Chapter 1
of this thesis, which contains the main ideas of the corresponding works always seen from a
’two-to-many’ perspective which underlies this work.

Chapter 2 is devoted to 1D bosonic systems in the harmonic trap the most natural and
fundamental trapping potential which first appeared in 1D as well as higher dimensional ex-
periments [1, 6, 15, 19, 24]. In the first part (Chapter 2.1) we introduce the main proposal of
this thesis, the CPWF Ansatz [25] which is inspired from the two-body solution [14] aiming to
describe analytically the crossover from weak to strong interactions of the many-body energies
and densities. The accuracy of this Ansatz is tested with numerically exact calculations, and
is shown to be qualitatively and quantitatively in agreement with related results obtained by
numerical [26, 27, 28, 29] or approximate methods [22].

In a second step (Chapter 2.2), we set out from the stationary energy spectrum of the
two- and many- body case to analyze excitation dynamics of a few-boson ensemble with a
driven interaction strength in the harmonic trap [30]. Driven systems6[8] are in general more
complicated with exciting effects related also to quantum chaos in open quantum systems [31].
We build here again a bottom-up approach elaborating first on the two-boson case performing
additionally a Floquet analysis7 to explain the resonances which appear. This system has
connections to recent experimental [32, 33] and theoretical works [34] with driven interaction,
but also in general with non-equilibrium dynamics of driven cold atom systems [8, 35, 36, 37, 38]
and collective oscillation properties [15, 24].

Since stationary, dynamical and driven few-body systems are investigated in this thesis,
we have chosen as appropriate method for the numerical calculations the Multi-configurational
Time-dependent Hartree (MCTDH) [39] which is shortly described in the Appendix A and has
been already tested in several cases for calculating stationary states and tunneling dynamics of
few bosons [29, 40, 41]. The present thesis extends also the use of MCTDH to driven cold-atom
systems (Chapter 2.2) and fermions (Chapter 4) while for ground states of larger ensembles
we have used the established Quantum Monte Carlo (QMC) method [27] also reported in the

6By driven we mean that a control parameter is externally modulated with time. In our case the modulation
is periodic.

7Floquet method is a standard tool in quantum chaos studies [31] mapping an periodically oscillating system
to an effectively stationary one and will be analyzed in Chapter 2.2.
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Appendix A. The mathematical Appendix B reviews some special functions which are important
for this thesis, especially concerning the construction principles of the CPWF.

In Chapter 3, bosonic systems are loaded to finite lattice potentials, with different filling
factors to investigate stationary properties (Chapter 3.1) [42] and tunneling dynamics (Chap-
ter 3.1) [43]. After the (harmonic) trapping and colling, optical lattices have become in the
last ten years an indispensable tool of almost every cold atom experiment [2] and are usu-
ally approached by a tight-binding model with a coupling (tunneling) term between the lattice
sites and an on-site interaction, a so-called (Bose or Fermi) Hubbard model [44]. The effective
physics induced from such models are very rich especially concerning phase transitions [2] and
dynamics [8]. The most prominent example is the Mott-insulator (with the atoms localized in
each well) to a superfluid transition realized in optical lattices in 2002 [7] and giving a great
boost in similar experiments and theoretical works [2]. In 1D lattices there are phenomena
which are still not covered by this standard single-band approach of the Bose-Hubbard model
[45, 46, 47], and which are the focus of this thesis. We consider several observables and show
the interplay between commensurability and correlations [42] exploring different filling factors
with integer or rational number of atoms per site with increasing interaction strength in finite
lattices [42]. We also propose an analytical approach [48] based on a harmonic approximation
for each cite for the localized (Wannier) functions, which we will not keep in a Gaussian shape
(like in the standard approach) but modify them according to the CPWF which is based on the
exact function of the two-atom case in a single site. This allows us to capture on-site effects
that appear close to fermionization such as broadening of the on-site profiles in the densities
and the appearance of additional peaks.

Based again on the analysis of the spectrum for a triple well system, we extend our study
in the second part of this Chapter 3.2 to tunneling dynamics [43]. Tunneling is a basic counter
intuitive quantum phenomenon studied extensively in double wells and finite lattices [18, 49,
50, 40] loaded with cold atoms showing impressive effects like Josephson oscillations [18], self-
trapping due to the non-linearity [49] or correlated repulsively bound pair tunneling [50]. In
1D previous studies have explored the transition from correlated tunneling to single-particle
tunneling at the TG limit [40] or effects beyond Bose-Hubbard and GPE [51, 52]. In this thesis,
based on a bottom up approach on resonances of generalized number states extending effectively
to several bands of the lattice energy spectrum, we analyze the interband dynamics [43] which
appear for certain relatively strong interaction strengths breaking the self-trapping mean-field
mechanism.

In the last Chapter 4 of this thesis the focus turns from bosonic to fermionic systems [3], and
particularly a few-body two-component Fermi mixture in the harmonic trap [53]. Degenerate
Fermi gases have been prepared in low temperatures [54] a few years after BEC, but are nowa-
days in the forefront of the research for novel phases [3] and fundamental aspects of magnetism
[55] and superconductivity. In Chapter 4.1 we perform a generalization of the CPWF (proposed
in Chapter 2.1) for fermi-mixtures in a 1D parabolic trap and test its accuracy for several pop-
ulation imbalances, varying the repulsive interaction strength. We explore the physics of an
impurity in a fermi sea8 connected to polaronic physics which is the focus of recent experiments
and theoretical investigations [56, 57, 58, 59]. Cases of partial imbalance of population between
the two fermionic components of the mixture, but also the balanced case are also covered.

One of the most exciting aspects of cold-atom physics is that experiments –however im-
possible it may seem– are sometimes possible to realize and detect very abstract and simple
theoretical models, such that the theoretical treatment can be directly tested. A great mo-
tivation and inspiration for extending our study to fermionic systems, has been given from

8Impurity is an atom of different internal state which is distinguishable from the others which constitute the
surrounding fermi sea of identical non-interacting fermions
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the beautiful experiments performed from the group of Selim Jochim in Heidelberg. In these
experiments they are able to deterministically prepare a certain number of fermions with con-
trolled imbalance of population between the two components in a quasi-1D trap [60]. As first
application they have studied the two-body case [61] and experimentally verified the seminal
theoretical results [14, 62] which are also the basis of the present thesis. Extending recently
their studies by building up a Fermi sea atom by atom around an impurity, they measured the
energy and their results are available for comparison with our theoretical treatment in the very
last part of this thesis (Chapter 4.2) [63] . The question that arises by this bottom-up approach
is ’how many atoms are necessary to reach the infinite (polaronic physics)?’ or to put it simpler
’how many is many?’9.

Understanding the ’many’ from the ’one’ or better from ’a correlated single pair of atoms’
is the bottom line of the present thesis which is summarized –for the certain systems examined
in this work– in the concluding remarks (Chapter 5). Yet a lot of questions and new research
ideas arise from the results that are shown here which experiment and theory are setting out
to approach, with an unpredictable but certainly exciting feature.

9Philip W. Anderson’s famous article ’More is Different’ [64] fired up lively and passionate discussions about
emergent phenomena providing the scientific research and philosophical thinking with indispensable oxygen.
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Chapter 1

Integrable 1D many-body models

There are two basic arguments that speak against one-dimensional 1D systems and one for
them. Opponents would say that 1D models are not realistic because the real world comprises
higher dimensions. Furthermore 1D systems are not spectacular, and usually boring. We have
already seen the counter-argument to the first position. In cold atom physics, creating quasi-
1D systems with a high accuracy is absolutely possible and realistic experimentally, via strong
confinement of the transversal degrees of freedom [19, 20, 24]. For the second argument, there
could be many opinions, but from the perspective of many-body physics it is probably enough
to say that on a line and only on a line, the two opposite types of identical particles the bosons
and the fermions come close via the Bose-Fermi map [11]. Alone this connection between the
systems with different statistics should be motivating enough to study 1D systems. The most
important argument though, supporting 1D physics is that we can actually solve exactly in a
closed form a lot of models, among them also the hard-core bosons which can be mapped to
identical (non-interacting) fermions. This constitutes an oasis for theoreticians because apart
from the textbook basic single-particle models (free space with periodic or hard-wall boundary
conditions, harmonic trap, infinite lattice) they can also solve their many-body extension. This
is not to be underestimated in view of the large complexity that many-body systems usually
are attributed with.

The first decisive step for the exact solution of 1D systems was done right after the burst
of the quantum theory revolution, in 1931 by Hans Bethe [21]. He proposed an Ansatz named
after him, for solving the Heisenberg model for antiferromagnetism. The Bethe-Ansatz has
been proven to be the absolute tool for exact solutions of fundamental 1D models like the Ising,
the Hubbard and the Heisenberg model. In the 1960’s Elliott Lieb and Werner Liniger solved
via the Bethe Ansatz the uniform Bose gas in 1D [12]. The latter is the simplest and most
fundamental Hamiltonian for bosonic systems in 1D, so it certainly deserves a rather short but
detailed enough description in this thesis. It is consisted of just the kinetic energy and an
interaction modeled by a Dirac δ function with a strength g

H = −1

2

N∑
i=1

∂2

∂x2i
+ g

∑
i<j

δ(xi − xj) (1.1)

The Lieb-Liniger (LL) parameter γ = g
n1D

where n1D = N/L is the density of a system of
N bosons and length L is a dimensionless measure of the interaction strength. An interesting
difference from the 3D case is that for larger density the effective interaction becomes lower
[1, 4, 13]. Rather than just reproducing the seminal paper of Lieb and Liniger [12], we will
describe the solution from the viewpoint of this thesis: from two to many, or from a single
pair to the case of arbitrary number of bosons. The same will be done for the extreme case of
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infinitely strong repulsion between 1D hard core bosons which has been shown also in 1960 by
Marvin Girardeau [11] to be soluble under a mapping to identical fermions. The aforementioned
lattice models (Ising, Hubbard, Heisenberg) although extremely important are not on the focus
of the present thesis1.

This chapter is organized as follows: First we state and prove the theorem of Girardeau for
the relation between hard-core bosons and fermions in general. Then we take the uniform case
for two bosons infinitely repulsive which we generalize to an arbitrary atom number, thereby
examining the Tonks-Girardeau (TG) limit of the LL model. Then we consider arbitrary in-
teraction strength first for two atoms and then extend to the Bethe-Ansatz solution of the
Lieb-Liniger model. In the last section we describe the solution of a trapped system of two
atoms [14] which is essential for the whole theoretical approach of this thesis.

1.1 Tonks-Girardeau gas

It is well known that fermions are the constituents of matter and have the property to avoid
being at the same state or at the same place (if they are identical). This so-called Pauli
exclusion principle can be thought as a repulsive force or Fermi-pressure that actually prevents
the world from collapse. Formally it means that the total wavefunction ΨF (x1, ..., xN ) describing
a system system of N fermions vanishes it the case at least two of them meet each other
ΨF (x1, ..., xi = xj , ..., xN ) = 0. If we now consider a system of bosons that experience an
infinite repulsion every time they meet each other xi = xj (or they overcome a certain hard-
core sphere distance |xi − xj | < R), it is probably intuitive to think that they will resemble
fermions at least in that ΨB(x1, ..., xi = xj , ..., xN ) = 0 = ΨF (x1, ..., xi = xj , ..., xN ). This is the
essential feature that allows us to map infinitely repulsive hard core bosons to non-interacting
identical fermions and thereby provide an exact solution of this strongly interacting highly
correlated system in terms of a non-interacting one. If we know the single-particle solutions
of the external potential ϕn and we are able to construct the fermionic wavefunction by the
Slatter Determinant ΨF (x1, ..., xN ) = det[ϕn(xi)] and then impose the correct symmetry for
the bosons. The formal statement and proof of this useful theorem that establishes a beautiful
and on the first place non-expected relationship between 1D bosons and fermions is given next.

1.1.1 Bose-fermi map theorem

For any given 1D system without interaction, if ΨF is the fermionic solution of the Schrödinger
equation then

ΨB = AΨF A :=
∏
i<j

sgn(xi − xj) (1.2)

has bosonic permutation symmetry and satisfies the Schrödinger equation with hard-core bound-
ary conditions (g →∞)

ΨB|xi=xj = 0, i < j. (1.3)

Therefore with the use of products of signum functions (see also Appendix B) multiplying
the fermionic function we can establish the right symmetry for the bosons. One can think of
A as a symmetrization operator which takes the values ± depending on the ordering of the
particle coordinates on the line. If one does a permutation of between two coordinates xi ↔ xj
the sign of A changes. This is true for all odd permutations while the opposite happens for
even ones. One can now simply see that ΨB = AΨF has the correct bosonic symmetry. If one

1The Bose-Hubbard model which is fundamental for 1D lattices will be shortly described and used as an
analysis tool in the corresponding Chapter 3.1.
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applies the permutation on it, the fermionic function takes a minus sign ΨF → −ΨF but this
is healed by the operator A which also changes sign A→ −A so that the combination remains
the same ΨB → ΨB. On the first place the operator A seems to introduce a discontinuity to
the function since the signum function is discontinuous at zero. It actually makes the function
piecewise-defined in the different domains of ordering of the particle coordinates. Still the hard-
core boundary condition Eq. 1.3 assures the continuity of the wavefunction at the turning
points. Therefore we have the three properties that we need: (i) the function ΨB is continuous
inside each domain and at the boundaries, (ii) it is solution at each domain (since ΨF is) and
satisfies the boundary condition and (iii) it has bosonic symmetry.

The Bose-Fermi map applies to every stationary state (ground or excited). Especially for the
ground state the simplification goes further since there are no other nodes (zeros) in both the
bosonic and fermionic wavefunctions apart from those introduced by the hard-core boundary
condition or the Pauli principle respectively. Therefore since the fermionic function ΨF has the
same sign as A everywhere the product AΨF reduces to

ΨB = |ΨF |. (1.4)

Another property of this map is extremely useful: Since A2 = 0, all local quantities (as well
as the energy) derived from the density |ΨB|2 are exactly the same for hard-core bosons and
identical fermions . This is not true for non-local properties like the momentum distribution. We
are interested in observables like the local densities i.e. diagonal kernels of the reduced density
matrices, which are the appropriate tools for analyzing a many body state |Ψ⟩. The one-body
density ρ(x) ≡ ⟨x|ρ̂1|x⟩, diagonal kernel of the one-body density operator ρ̂1 ≡ tr2,...,N |Ψ⟩⟨Ψ| is
calculated by the integral:

ρ(x) =

∫ ∞

−∞
...

∫ ∞

−∞
|Ψ|2dx2...dxN (1.5)

with Ψ(x1, ..., xN ) normalized so that also
∫
ρ(x)dx = 1, tracing out all other degrees of freedom

except for one. The two-body density ρ2(x1, x2) ≡ ⟨x1x2|ρ̂2|x1x2⟩ diagonal kernel of the two-
body density operator ρ̂2 ≡ tr3,...,N |Ψ⟩⟨Ψ| given by the integral:

ρ2(x1, x2) ≡
∫ ∞

−∞
...

∫ ∞

−∞
|Ψ|2dx3...dxN (1.6)

from which we obtain a two-body pair-correlation function2. These two functions illustrate the
basic properties of a correlated system in a one- and two-body level, and will be shown in several
cases discussed in the following Chapters.

In the infinitely repulsive TG limit they are equal to the fermionic ones:

ρ(x) =
N−1∑
n=0

|ϕn(x)|2 (1.7)

and

ρ2(x1, x2) =
1

N(N − 1)∑
0≤n<n′≤N−1 |φn(x1)φn′(x2)− φn(x2)φn′(x1)|2.

(1.8)

The ground state energy in the fermionization limit is also given by the fermionic expression
ETG(N) =

∑N−1
n=0 En summing up all single-particle state energies En up to the Fermi edge

(the state that the last fermion occupies).

2We will use the terms ’two-body’ and ’pair-correlation’ equivalently in the text.
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One can derive also an extension of the Bose-Fermi map to mixtures (Bose-Bose or Bose-
Fermi) or spinor systems [65]. Although this idea can be applied in very different contexts and
systems, it is important to underline that it refers exclusively to 1D. For higher dimensions the
division into domains fails, since for example two atoms may have the same position at xi = xj
but different in transversal direction, or the same radial distance and different angular part.
There is therefore something special in 1D which makes possible such a beautiful effect, the
relation between the basic statistical features of identical particles in nature.

1.1.2 Tonks gas limit of the Lieb-Liniger model

The immediate application of the Bose-Fermi map, would be the 1D uniform Bose gas – the LL
model Eq. 1.1 in the case γ, g → ∞. The fermionic function is build up from the eigenstates
of the kinetic energy operator, i.e., the plane waves of the form eikx. We have ΨF ∝ det[eikjxl ]
where det denotes the Slatter Determinant. According to Girardeau’s theorem [11] Eq. 1.2 we
then obtain for the wavefunction of the bosonic system:

ΨB = AΨF ∝ det[eikjxl ]
∏
s<t

sgn(xt − xs). (1.9)

The gas is thought to be uniform in a space of length L with periodic boundary conditions
Ψ(x1, ..., xj = 0, ..., xN ) = Ψ(x1, ..., xj = L, ..., xN ) for all particles (for hard-wall boundaries see
[66]). This results to a condition for the k-vectors:

kj =
2π

L

(
nj −

N + 1

2

)
(1.10)

with nj an arbitrary integer. To obtain the ground state one should minimize the energy which

is the same as the fermionic: E = 1
2

∑N
j k

2
j . This is done by choosing the k-vectors with the

smallest magnitude, that is nj = j = 1, 2, ..., N . For the basic case of two atoms this means
k1 = −k2 = π/L which results to the function:

ΨTG−LL(x1, x2) =

√
2

L
sin

(
π|x1 − x2|

L

)
(1.11)

Let us immediately write down also the corresponding N -body ground state in terms of
products of pair functions (which is a reformulation of this particular Slatter determinant):

ΨTG−LL(x1, ..., xN ) =
2N(N−1)/2

√
N !LN

∏
i<j

sin

(
π|xi − xj |

L

)
= |ΨF | (1.12)

It is obvious that these two last exact results for the single pair and the N -body problem of
the Tonks gas have a strong relation. The pair-function, from which the N -body (product) state
(Eq. 1.12) is built up, is exactly the one corresponding to the exact solution of the two-body
case Eq. 1.11. This is particularly interesting from the viewpoint of this thesis since it has a
strong similarity to the Ansatz proposed also for the case of the parabolically trapped system (see
Chapter 2.1). This type of functions were first introduced by Jastrow [67] to solve problems with
short-range interactions in nuclear physics where the density is much higher and the correlation
factor is of short range. An other important point here is that both functions vanish at the
manifolds where two atoms meet each other Mij = {(x1, ...xi, ..., xj , ..., xN ) ∈ RN |xi = xj}.
This is exactly the necessary condition that a fermionic or a TG wavefunction should meet. We
illustrate this by plotting in Fig. 1.1.2 (a) the two-body case Eq. 1.11 as a function of the relative
motion coordinate x1−x2

L . The blue line corresponds to the TG limit of the two-atom case for
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the LL-gas where the function vanishes at x1 = x2. Note also that the states ΨTG−LL(x1, x2)
and ΨTG−LL(x1, ..., xN ) are symmetric with respect to the exchange (or permutation) x1 ↔ x2
or in general xi ↔ xj due to the absolute value in the corresponding Eqns. 1.11 and 1.12.
The absolute value accounts in this product form of the ground state for the symmetrization
operator A (see previous section and Appendix B).

Since the periodic boundary conditions correspond to a rather artificial and exotic system
of atoms confined on a ring, Lieb and Liniger rather preferred the thermodynamic limit where
N → ∞, L → ∞ with a constant density n1D = N/L. In this limit every sum over j of a
quantity G(kj) can be replaced by an integral over k:

N∑
j

G(kj)→
L

2π

∫ +k0

−k0
G(k)dk with k0 = πn1D = πN/L (1.13)

from which one can compute several thermodynamic quantities (energy per atom, chemical
potential and pressure):

E

N
=
k20
6

µ =
∂E

∂N
|L =

k20
2

p = −∂E
∂L
|N =

2E

L
(1.14)

These are all exactly the same as for fermions. But other properties like momentum distribution
are related to the statistics of the identical particles as we have already mentioned.

1.1.3 Tonks gas limit of the harmonic trap

The most natural and fundamental extension of the LL model is the 1D Bose-gas trapped
in a parabolic potential. It is well known that the harmonic trap is the most fundamental
model for all traps since it represents a system next to the equilibrium point, and we are lucky
that the corresponding single-particle quantum problem is analytically soluble via the Hermite
polynomials. It is important to mention that a trapped system is also experimentally more
realistic since the free untrapped case is just an idealization. Knowing the single-particle states
of the Hamiltonian H = − ∂2

∂2x
+ 1

2x
2, we can again express the fermionic function in terms of a

determinant and the bosonic via the Bose-Fermi map. For two bosons the ground state looks
exactly like the corresponding fermionic Slatter determinant (consisted of the ground and first
excited state of the harmonic trap Hamiltonian):

ΨTG−HT (x1, x2) =
1√
π
e−

x21
2
−x22

2 |x1 − x2| (1.15)

with the difference that we take again an absolute value due to the permutation symmetry.

The corresponding case of N atoms if one again writes the Slatter determinant in a product
form reads [68]:

ΨTG−HT (x1, ..., xN ) =
2N(N−1)/4√
N !
∏N−1
n=0 n!

√
π
exp

(
−

N∑
i=1

x2i
2

)
P∏
i<j

|xi − xj | (1.16)

It is obvious again that these functions vanish at the collision points of any pair, and that
the two-body part of the N -body case is a product of functions of the distance between two
atoms |xi − xj | which is a direct generalization of the two-body case. The exact solution for
this limit is an essential tool for the Ansatz proposed in this thesis for arbitrary strength of the
interaction in the 1D harmonic trap (Chapter 2.2).
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Figure 1.1: (a) Wavefunction for the relative motion for two atoms in the homogeneous 1D LL-
gas for different interaction strengths. (b) Energy as a function of the interaction LL-parameter
γ for the same case. (c) Different approaches shown in [12] on the energy as a function of γ for
the thermodynamic limit. (d) The two-body correlation function at zero distance as a function
of γ for different number of atoms (from Pethick and Smith pg. 476 [1])
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1.2 Lieb-Liniger model

Keeping in mind the extreme case of infinite interactions (TG gas) we turn now again to
arbitrary coupling strengths firstly for the LL model [12] which is solved via the Bethe Ansatz
[21]. The most important difference with the case of infinite repulsion is that the boundary
condition due to the interaction does not have the simple form of Eq. 1.3 which is just a
vanishing of the wavefunction at the meeting points analog to Pauli exclusion principle. Since
the interaction strength g is here finite the bosons still have some probability to be at the
same spot. However the delta-like interaction potential of the LL-model (Eq. 1.1) introduces a
discontinuity to the first derivative at the meeting points which is proportional to the strength
of the interaction.

1.2.1 Lieb-Liniger for a single pair

Let us first consider the case of two bosons. It is always possible (when the particles are
identical and the Hamiltonian quadratic) to separate into center of mass R = x1+x2

2 and relative
coordinate r = x1 − x2. In this center of mass frame (CMF) we can rewrite the kinetic energy

terms of the two-body Hamiltonian as − ∂2

2∂x21
− ∂2

2∂x22
= − ∂2

4∂R2 − ∂2

∂r2
. One can now reduce the

problem to the relative motion since the center of mass is decoupled and does not experience
any interaction. The lowest energy state corresponds to zero momentum in the center of mass
motion.

The differential equation for the relative motion reads:

−Ψ′′(r) + gδ(r)Ψ(r) = EΨ(r) (1.17)

Integrating this in a small interval r ∈ [−ϵ,+ϵ] around r = 0 and taking the limit ϵ→ 0 we
obtain:

Ψ′(0+)−Ψ′(0−) = gΨ(0) (1.18)

Considering that the function should be symmetric due to the bosonic nature Ψ(r) = Ψ(−r)
one may write more compactly:

2Ψ′(0) = gΨ(0) (1.19)

This general form of condition is known under the name Bethe condition, and is widely used
in 1D systems where a delta function induces a discontinuity in the derivative. Let us perform
also a slightly different derivation which will enhance the understanding of the argumentation
in the many-body case (Chapter 2.1). We assume that the wavefunction should contain the
absolute value of the relative motion coordinate i.e. the distance Ψ(|r|) (as it will be proven to
be the case). Then the operation of the relative motion Hamiltonian on this wavefunction can
be written as: [

− d2

dr2
+ gδ(|r|)

]
Ψ(|r|) = −d

2Ψ(|r|)
d|r|2

+ δ(|r|)
[
g − 2

d

d|r|

]
Ψ(|r|) (1.20)

using relations explained in the mathematical appendix B (Eq. B.1, B.2). Then the quantity
multiplying the delta function should vanish when |r| → 0 which results again to the Bethe
condition. The other part of the equation (here just the kinetic term of the second derivative)
indicates the specific functions Ψ(|r|) that should be used (in this case the plane waves).

One can also rewrite the Bethe condition back to the original coordinate system:

1

2

(
∂

∂x1
− ∂

∂x2

)
Ψ|x1=x2+ϵ −

1

2

(
∂

∂x1
− ∂

∂x2

)
Ψ|x1=x2−ϵ = gΨ|x1=x2 (1.21)
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Taking into account the symmetry of the wavefunction the latter becomes:(
∂

∂x1
− ∂

∂x2

)
Ψ|x1=x2+ϵ = gΨ|x1=x2 (1.22)

The space attributed to the Bethe condition shows the importance it has on the solution
of 1D problems, its main contribution being to assure that the two-body nature of collisions is
correctly taken into account.

To proceed on the solution of the LL model for two atoms, we can now consider first in the
fundamental domain 0 ≤ x1 ≤ x2 ≤ L where we make the Ansatz of Bethe form3:

Ψ(x1, x2) = Aeik1x1eik2x2 +Beik2x1eik1x2 (1.23)

The boundary condition Eq. 1.22 gives then

B

A
=
k2 − k1 + ig

k2 − k1 − ig
(1.24)

For real k2 − k1 ⇒ |B| = |A| and for g →∞⇒ B = −A⇒ Ψ(x1, x1) = 0 which reproduces
the result for the TG gas Eq. 1.11 obtained previously by means of the Bose-Fermi map.

Because of the symmetry Ψ(x1, x2) = Ψ(x2, x1) for the full space we have:

Ψ(x1, x2) ∝ (k2 − k1 − igsgn(x2 − x1))eik1x1eik2x2

−(k1 − k2 − igsgn(x2 − x1))eik2x1eik1x2

From the periodic boundary condition for the first atom Ψ(0, x2) = Ψ(L, x2) we obtain:

eik1L = e−ik2L =
k1 − k2 + ig

k1 − k2 − ig
(1.25)

and the periodic boundary condition for the second particle Ψ(x1, 0) = Ψ(x1, L) is automatically
satisfied due to the symmetry.

The total momentum is given by P = (k1+k2) =
2πν
L from Eq. (1.25) where ν is an integer.

The ground state has total momentum zero, therefore k1 = −k2 = k.

Combining the above we obtain the form of the ground state for two-atom Lieb-Liniger
model for arbitrary interaction strength g:

ΨLL(x1, x2) =
1

L

[
2kL

kL+ sin(kL)

]
cos

[
k

(
|x1 − x2| −

L

2

)]
(1.26)

where k ∈ [0, π/L] for the ground state as g increases according to the boundary condition:

g = 2k tan(kL/2) or γ = kL tan(kL/2). (1.27)

which results from the Bethe condition Eq. 1.22 using the function of Eq. 1.26. We plot
this function for different values of the interaction γ in Fig. 1.1.2 (a). One realizes that with
increasing g (or γ) the probability to find the two atoms at the same spot reduces subsequently
and reaches zero in the TG limit where the function takes the form obtained previously Eq. 1.11.

3One may consider again the problem only in the relative coordinates making an Ansatz of the form Ψ(|r|) =
A sin(k|x|) +B cos(k|x|) which probably more easily leads to the same result. We prefer though here to present
the Bethe Ansatz form since it connects easier to the many-body case in the next section.
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The energy for two atoms is γ-dependent it is monotonically increasing and reaches a finite
value as γ →∞ :

E = k2 =
N

2
n21De(γ) (1.28)

with e(γ) = (kL)2/4 where k depends on γ due to the boundary condition Eq. 1.27. This
function is plotted in Fig. 1.1.2 (b). For small γ ≪ 1 we have (kL)2 ≈ 2γ ⇒ e(γ) ≈ γ/2.
For large γ ≫ 1 we have kL ≈ π(1 − 2/γ) ⇒ e(γ) ≈ π2/4 − π2/γ. The energy per atom at

fermionization γ →∞ is therefore Eγ→∞/N =
π2n2

1D
8 which is not very far from the estimation

for the thermodynamic limit Eq. 1.14. This is an additional indication important for the
present thesis (except those of the functional form that we have seen) that the two-body and
the many-body case have a very close connection,

1.2.2 Lieb-Liniger for N bosons

In the general case of N -body LL model with arbitrary interaction strength we will just state
the solution without proof, and show again the analogies with the two body case. The Bethe
Ansatz reads:

Ψ(x1, ..., xN ) = N
∑
P

(−1)[P ]ei
∑N

n kPnxn
∏
j>l

[kPj − kPl
− igsgn(xj − xl)] (1.29)

The sum runs over all permutations k1, k2, ..., kN , while [P ] is the parity of the permutation.
For one particular pair of atoms out of the ensemble this function looks very much like that of
a single pair in the two atom case Eq. (1.26):

Ψ(x1, x2) ∝ (kl − kj − igsgn(x2 − x1))eikjx1eiklx2 (1.30)

−(kj − kl − igsgn(x2 − x1))eikjx1eiklx2 . (1.31)

The periodic boundary condition is also analogous to the two-body one Eq. 1.27 :

eikjL =
∏
l ̸=j

kj − kl + ig

kj − kl − ig
for j = 1, 2, ..., N. (1.32)

For g → ∞ these conditions reduce to those of the TG gas eikjL = (−1)N−1. By taking the
logarithm the boundary condition for the k-vectors becomes

kjL+

N∑
l

θ(kj − kl) = 2π

(
nj −

N + 1

2

)
(1.33)

with θ(k) = iln
(
ig+k
ig−k

)
= 2arctan(k/c). These conditions for g → ∞ are identical to those of

the TG gas Eq. 1.10 where for the ground state one should choose nj = 1, 2, ..., N .

Unfortunately we do not have here a simple expression for the energy. Even for the ther-
modynamic limit it is rather a set of integral equations that defines e(γ) in Eq. 1.28. More
illustrative and having very similar behaviour to the two-body case is Fig. 1.1.2 (c). For large

γ ≫ 1 we have e(γ) ≈ π2

3 −
4π2

3γ which differs only by 4/3 times the result for two bosons (another

indication of the connection between the two cases) and for γ →∞ reaches the value π2/3. For
the opposite limit γ → 0 it has a linear increase e(γ) ≈ γ. From e(γ) one can calculate several
thermodynamic quantities as before.
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A very interesting fact is that the derivative of the energy with respect to the interaction
parameter is connected via the so-called Hellmann-Feynman theorem [1] to the pair-correlation
function at zero distance [g2(0) = ρ2(x1 = x2)]:

g2(0) = n21D
de(γ)

dγ
(1.34)

One may understand this intuitively since the change of the energy is related to the overlap of
the atoms which is mainly prominent on the diagonal of the two-body density x1 = x2. This
relation derived in Pethick and Smith pg. 475-476 has been illustrated in Fig. 1.1.2 (d) taken
from this book, for few atoms N = 2, 3, 4, 5 and also for the thermodynamic N → ∞ limit.
Physically this simple calculation (given the e(γ) relation) confirms the intuition that for low
interaction parameter the overlap of the atoms is maximum, while it tends to zero in the TG
limit (γ → ∞) where the effective Pauli principle prevents the atoms from being at the same
place. There is a very interesting aspect of this figure which we would like to underline, namely
that the behaviour of the curves already for N = 2 but also for a few-body ensemble of N = 5 is
very close to that of the thermodynamic limit (N →∞). This is an inspiring feature connecting
the two- few- and many-body physics in 1D, a first sign that these systems are closely related,
as the present thesis indicates in several other cases (trapped bosonic in Chapter 2.1, 3.1 and
fermionic systems 4.1). It is also instructive that this happens already on the level of the energy
and related to the two-body properties.

1.3 A single pair in the harmonic trap

The system of two atoms in the harmonic trap interacting with a regularized contact poten-
tial, seems so fundamental that one would expect a very old paper would have approached it.
However the problem was first solved analytically by Thomas Busch et. al. in 1998 [14]. The
solution explained in this seminal work is general and applies to all dimensionalities from an
isotropic 3D parabolic trap, to 2D harmonic potential and finally the case on which we focus
here i.e. the pure 1D harmonic trap. Since the latter case is of great importance for the present
thesis constituting the building block and the basis for the construction and analysis of many-
body states and dynamics, it will be presented next following a different pathway from the
original (mainly 3D) paper, which will enhance the understanding of the many-body CPWF
Ansatz (Chapters 2.1, 4.1).

In 1D the full Hamiltonian for two-atom problem in a harmonic trap of frequency ω∥ in the
general case reads:

H = − ℏ2∂2

2m1∂x21
− ℏ2∂2

2m2∂x22
+

1

2
m1ω∥2x

2
1 +

1

2
m2ω

2
∥x

2
1 + g1Dδ(x1 − x2) (1.35)

We have written down here the most general Hamiltonian but in this thesis only atoms of one
atomic species therefore having equal mass m1 = m2 = m will be concerned. Among other
reasons because the above Hamiltonian only for the latter case decouples to the center-of-mass
and relative motion as we will see next.

We choose this point to introduce the interaction strength parameter g1D which was derived
the same year as the two-atom paper of Busch et. al by Maxim Olshanii in his seminal paper
on confinement induced resonances4[13]. . Olshanii derived the relation of this parameter to

4The two papers are from many scientists working on collision properties seen as complementary the former
concentrating on the eigenstates of the closed and the latter on the universal properties of scattering in confined
geometries
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1. the 3D s-wave scattering length a3D which characterizes the collision properties in 3D for
a given magnetic field and tuned by the Feshbach resonances [5] and should be smaller
than the average interparticle distance.

2. the effective length of the trapping potential in the transversal direction a⊥ ≡
√

ℏ
mω⊥

which controls the dimensionality and in general for a quasi 1D system should be at least

ten times larger than the corresponding one of the longitudinal trap a∥ ≡
√

ℏ
mω∥

.

Given these conditions the effective 1D scattering length reads:

a1D = − a⊥
a3D

(
1− |ζ(1/2)|a3D√

2a⊥

)
(1.36)

where ζ(1/2) = 1.4603 is the Riemann zeta function, while the interaction parameter we are
interested here reads

g1D = − 2ℏ2

ma1D
=

2ℏ2a3D
ma2⊥

(
1− |ζ(1/2)|a3D√

2a⊥

)−1

(1.37)

First observation here is that the effective interaction strength in 1D g1D is inverse analog to
the effective 1D scattering length a1D which is different from the standard analogous behaviour
in the 3D case. The tuning of this interaction parameter can be done in two ways as this
relation shows: (i) by tuning the a3D via Feshbach resonances or (ii) by changing the transversal
confinement length taking care to maintain the condition for being in the quasi-1D regime. We
will consider this interaction parameter as tunable at will from weak to strong couplings, since
this represents also the current status of the state-of-the-art experiments [20, 61, 24]. We
perform now a rescaling of the Hamiltonian such that lengths and energies are scaled by a∥ and
ℏω∥ respectively.

H = − ∂2

2∂x21
− ∂2

2∂x22
+

1

2
x21 +

1

2
x21 + gδ(x1 − x2) (1.38)

with only one remaining free parameter g = g1D
ℏω∥a∥

. This Hamiltonian and its many body

equivalent will be studied next and in Chapters 2.1 and 4.1 for bosons and two-component
fermions respectively with increasing repulsive interaction strength g ∈ [0,∞)5.

1.3.1 The exact solution in 1D

One may solve the above Hamiltonian in an equivalent way as we did for the Lieb-Liniger model
in the continuum. One important feature of quadratic potentials in general is that they can
be separated into center-of-mass and relative coordinates H = HCM +Hr. The center of mass
equation of motion here is another harmonic trap since HCM = − ∂2

4∂R2 + R2 (with effective
mass MCM = N = 2) with known solution for all eigenstates [eg. the ground state reads
ΨCM = 1√

π
exp(−R2/2)]. Therefore the main effort concentrates on the relative motion part

which in the case of two atoms in the trap reads:

Hr = −
d2

dr2
+

1

4
r2 + gδ(r) (1.39)

This Hamiltonian is the same as that from the two-atom LL model, except from the second term
coming from the trapping potential. The Ansatz used for the LL model with plane waves being

5Essentially this is also the parameter g that appears in the LL model EQ. 1.1 if one is to realize it with cold
atoms in quasi-1D traps.

11



-4

-2

 0

 2

 4

-10 -5  0  5  10

E
n

e
rg

y

 coupling strength g

(a)

0
1
2

-4

-2

 0

 2

 4

-2 -1  0  1  2

E
n

e
rg

y

1/g

(b)

0
1
2

Figure 1.2: (a) Lower energy spectrum as a function of the interaction strength g for the two-
atom case in the harmonic trap [14]. (b) The same versus 1/g. (c) The wavefunction of the
relative motion for the same case, shown for different interaction strengths from zero to infinity
corresponding to different parameters µ ∈ 0, 1 and comparison of µ = 1 with the fermionic
antisymmetric function.
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the eigenfunctions for the equation without the interactions (the mere kinetic energy operator
in that case) should be here replaced by the corresponding one for the differential equation
related to the trap. This equation(

d2

dr2
− 1

4
r2
)
Dµ(r) =

(
µ+

1

2

)
Dµ(r) (1.40)

is called Weber equation and we show in the mathematical Appendix B that the solutions which
we are interested in here are given by the so-called Parabolic Cylinder Functions (PCF) Dµ(r).
For real µ and r these functions diverge as r → −∞ but are well defined and converge to zero for
r → +∞. This does not cause a problem, since due to the bosonic symmetry we need a function
that is permutationally symmetric therefore we use the absolute value [or distance between the
atoms D(| − r|) = D(|r|)] as we had also in the LL case. We remain therefore only with a
well defined function of |r| with one parameter, the effective quantum number µ that should be
determined. The parameter µ determines also the energy ε(µ) = µ+1/2 for the relative motion
(see Eq. 1.40), which is here not necessarily a half integer like in the single-particle harmonic
oscillator problem but can take every real value. To determine µ we impose the condition at
the contact point coming from the interaction or else the Bethe condition exactly like in the
case of the LL model (see Eq. 1.19):

2
dDµ(r)

dr
(0) = gDµ(0) (1.41)

with the difference that here should be applied to the corresponding functions (PCF). Note that
the presence of the trapping potential does not change the boundary condition: it vanishes in the
’integral around zero’ (see Eq. 1.18) derivation, and it does not have a δ function contribution
in the ’Hamiltonian operation’ (see Eq. 1.20) derivation. From known formulas for the values
of the (PCF) derivative Eq. B.22 and function Eq. B.21 at zero (see mathematical Appendix
B) one obtains:

g = −
2

3
2Γ
(
1−µ
2

)
Γ
(−µ

2

) (1.42)

This transcendental equation can be solved with respect to µ in order to define eigenenergies.
In the repulsive interaction side for a certain g there is one solution for every interval between
two subsequent integers. To give a picture of the solution for the eigenenergies as a function of
the interaction strength we plot in Fig. 1.3.1 (a), (b) the lowest part of the spectrum. For weak
interactions g < 1 one can approximate the energy of the relative motion by

ε(g) = 2n+
1

2
+

g√
2π

(
n− 1

2

n

)
+O(g2) (1.43)

which is a small perturbation compared to the non-interacting levels e(0) = 2n6. On the other
hand for strong coupling strength as g → ∞ each state approaches the next (or previous in
the attractive side) odd level e(g → ±∞) = 2n ± 1. At this ’fermionization’ limit the ground
state takes the form we already shown in Eq. 1.15, since the relative motion has the profile
of the first Hermite polynomial Ψr(|r|) = e−r

2/4|r| (see also in the Mathematical Appendix B
Eq. B.26). In Fig. 1.3.1 (c) we show the profile of the ground state of the relative motion for
several interaction strengths g. We observe that the function acquires a cusp at r = 0 for g > 0
[or µ > 0 from Eq. (1.19)] which goes to zero as g → ∞ (µ → 1), retrieving the fermionic
state but with bosonic symmetry. This behaviour of the two atoms avoiding each other at

6Note that only even states are relevant for the relative motion also due to the bosonic symmetry.
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Figure 1.3: (a) The energy for N = 3, 4 atoms obtained by a Jastrow and a Bethe Ansatz in the
homogeneous LL-case as a function of the interaction strength g. (b) The relative error that of
the Jastrow Ansatz compared to the Bethe Ansatz (exact solution of the LL gas).

the contact points, which is enforced by the Bethe condition, is essential for the treatment of
larger ensembles of atoms, and has been also seen in the case of the LL model. The PCF here
has slightly different behaviour close to r = 0 and certainly vanishes like ψ(r) ∝ e−r

2/4|r|µ as
r → ±∞ in contrast to the periodic nature of the LL Bethe Ansatz and the trigonometric
function appearing in the corresponding two.body case Eq. 1.26 (see in comparison Fig. 1.1.2).
Let us make also some comments on the attractive side which is not on the focus of this thesis.
The lower state falls to a molecular behaviour with strong binding as g → −∞. The first excited
state though corresponds to the so-called super-repulsive side since effectively the repulsion is
even stronger than for the TG gas, and the energy increases further from the fermionization
limit: this is the two-body analog of the super-TG gas. Better this is demonstrated in Fig. 1.3.1
(b) where the spectrum is plotted with respect to the inverse interaction parameter 1/g (which
is analog to the effective 1D scattering length): we observe that the red line of the repulsive side
is continued by the green line on the other side of infinite attractive interactions. Some times
this is also called the attractive and repulsive side of the (Feshbach) resonance, the resonant
position being at the point where g diverges.

The discussion of this two-body case and the exact solution are very essential for this thesis
particularly for the next Chapter 2. Interestingly the 3D and 2D solutions [14] also share
a similar functional form and energy behaviour like the 1D case, a fact that gives hope to
an extension of our proposals presented in the next Chapters to higher dimensions. More
specific investigations on correlation properties of this two-body system [69] as well as quasi-1D
corrections for anisotropic traps [62] are also worth mentioning.

1.3.2 From two to many: an interlude

In the previous sections of this chapter we presented in a pedagogical way from the ’two to many’
perspective basic theoretical models and their solutions. We have seen that there are certain
connections between the function for the two-body problem and those for the corresponding
many body, as well as a two-body condition (Bethe condition) which appears all over since
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it reflects the nature of the interaction: two-body contact (δ-like) potential. Looking for a
gap in this systematic study, there is absence of an analytical treatment for the case of the
many-body trapped system for arbitrary interaction strength, since the system which lacks an
exact solution. There exist though the solutions of the two body system (PCF) [14] and the
many body TG-gas (Eq. 1.16 at the infinite interaction limit. The next Chapter 2.1 (as well as
Chapter 4.1 for fermions) are devoted to this system and the basic proposal of this thesis: the
many-body CPWF to describe the crossover from weak to strong interactions in the trap.

The term ’correlated-pair’ indicates that the two-body solution in the trap presented above
[14] is the ’building stone’ upon which we construct our many-body Ansatz. The main problem
is (compared to the LL case and the corresponding plane waves) that the two-body solution in
terms of PCF’s is not separable to a sum. Therefore the natural choice to construct a many-
body function in this case is to take a product of pair-functions, a technique that is usually
attributed to Jastrow [67], and even constitutes the main idea of the Laughlin wavefunction
Ansatz for the explanation of the anomalous quantum Hall effect [70]. A Jastrow-type Ansatz
will be also our choice for an explicit many-body wavefunction in the next Chapter 2.1.

We underline here that the Jastrow-type of Ansatz is different from the Bethe Ansatz in that
it contains no sums. In this sense it is also simpler to write down the explicit wavefunction and
in a sense more intuitive for the understanding of the many-body behaviour since it is totally
based on the two-body one. The usual Jastrow Ansatz that is used for example in Quantum
Monte Carlo studies (see Appendix A) as a variational or guiding function [27, 71] is inspired
from the two-body solution of the LL-model containing the trigonometric function Eq. 1.26.
Our choice for the trap is to use instead the corresponding two-body function from Busch et.
al [14].

There is however a nice point to be made here within the LL model, comparing a Jastrow
and a Bethe Ansatz. As we have seen the non-interacting but also the infinite repulsive case
(TG gas) Eq. 1.12 the Bethe Ansatz and the Jastrow form are the same as can been shown from
the exact solution of Girardeau [65]. Therefore one may use also in between (for intermediate
interaction strengths) a Jastrow type Ansatz of the form:

ΨLL−Jastrow(x1, x2, ..., xN ) = C
∏

ΨLL(|xi − xj |) (1.44)

where C is a normalization constant and ΨLL(|xi − xj |) the two-body function in Eq. 1.26.
In Fig. 1.3.2 (a) we compare energy obtained by the two Ansatzes, i.e. Bethe and Jastrow
for few atoms (3 and 4) as an example. It is striking that is an impressive agreement for
arbitrary interaction strengths, and as expected coincidence for zero and infinite interactions.
In Fig. 1.3.2 (b) we show the relative error of the Jastrow Ansatz compared to the Bethe exact
solution of the problem. The largest deviation is in the regime of intermediate interaction
strengths, which implies that the correlations in that case are a bit different than those that
the product form of the Jastrow Ansatz induces. A comparison like this will be done for the
case of the harmonic trap in the next Chapter 2.17although in that case the exact solution does
not exist and therefore we have to resort to numerical methods for calculating the exact ground
state and comparing it to our Jastrow-type Ansatz (the CPWF based on the two-body solution
of the harmonic trap case). There is though a very important common feature of the LL-model
and the trapped system, namely that the limiting cases of zero and infinite repulsion can be
written in a form of a Jastrow-function (see Eq. 1.16 and 1.9) [71].

Although the above considerations clarify the most important part of the ’two to many’
perspective of this thesis, the issue is not limited only to construction of ground states but con-
cerns also the understanding of more complex phenomena of many-body physics. For example

7A Jastrow-type CPWF Ansatz is also extended to finite lattice potentials in Chapter 3.1 and to harmonically
trapped two-component fermions in Chapter 4.1.
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our analysis on driven interaction systems and on tunneling dynamics is dependent on the two-
and more general few-body spectrum which underline corresponding resonant mechanisms (see
Chapter 2.2, 3.2). In general one could say that the questions that arise from the study of
few-body systems always reflect those for the many-body equivalent (or even the thermody-
namic limit of infinitely many atoms), and what we can learn from the study of the ’few’ may
help us to understand better the ’many’. One other very important question which this thesis
partially touches is the crossover between many-body and few-body physics, eg. one may ask
what number of atoms is enough or necessary to reproduce the behaviour in the thermodynamic
limit, or to put it in a simpler form the question ’how many is many?’. With these thoughts and
questions in mind we set out to examine specific physical systems in 1D in the next Chapters.
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Chapter 2

Bosons in a harmonic trap

In this chapter and for the most part of this thesis (except the last Chapter 4) we exclusively
discuss bosonic systems. In particular here we are interested in the prototypical trap which
represents the whole class of traps with a minimum: the harmonic (or parabolic) trap. Cold
bosons in parabolic traps is the fundamental system of ultracold atom research, appearing
in many experimental and theoretical works [1, 15, 24, 14, 26, 27, 28, 29]. The aim of this
Chapter is to approach two particular physical problems: the ground state properties in a
1D harmonic trap along the crossover from weak to strong interactions (Chapter 2.1) and the
excitation dynamics induced by a driven interaction strength (Chapter 2.2). Both problems
are tackled via a bottom-up approach starting from the two-body case and generalizing to the
many-body system. For the ground-state properties we introduce in Chapter 2.1 an Ansatz
based on the functions which describe the two-body solution, the CPWF, the main proposal of
this thesis. In the second part (Chapter 2.2) the interaction strength is not set to a specific value
as in stationary problems but is rather periodically driven and induces correlated dynamics of
the wave packet in the harmonic trap. The analysis builds upon the two-body stationary and
Floquet energy spectrum, and concerns resonant excitation dynamics and acceleration processes.

2.1 Correlated-pair wavefunction (CPWF)

The standard way to approach the ground state properties of a 1D trapped system in the
literature is to start from the homogeneous space solution of the LL-model (see Chapter 1) and
perform a local-density approximation [22] which in fact transforms thermodynamical quantities
like the chemical potential in order to take into account the trapping potential. Our approach
here via the CPWF is different since it initiates not from the homogeneous but the trapped
two-body system, and constructs an explicitly correlated many-body wavefunction in the form
of Jastrow-Ansatz (see also Chapter 1). The power of this Ansatz is based on the fact that
it captures correctly the behaviour at the contact points, while it also reproduces the exactly
known limits at zero and infinite interactions (TG limit).

In the existing relevant literature the TG limit in the trap is investigated with respect to the
stationary but also dynamical properties [68, 72, 73]. The crossover to this limit from 3D to 1D
[27, 74, 75] as well as the different regimes of correlations, coherence and quantum degeneracy
properties [76, 77, 22, 78] were investigated. On the side of numerical investigations, Quantum
Monte Carlo1studies covered not only the 1D case but also the transition from high to low
dimensional systems [27] while the evolution of the energies, the densities and other observables
as a function of the interaction strength was studied in [26, 29, 28, 79]

1Quantum Monte Carlo method based in random walks is probably the most prominent approach for ground
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Our approach here takes a detour from approximate and numerical methods. We will develop
an analytical many-body wavefunction to accurately describe the crossover of a 1D bosonic
system from weak to strong interactions in a harmonic trap. The explicit wavefunction, which
is based on the exact two-body states [14] (see Chapter 1), consists of symmetric multiple
products of the corresponding parabolic cylinder functions (see also Appendix B), and respects
the analytically known limits of zero and infinite repulsion for arbitrary number of atoms (see
Chapter 1). For intermediate interaction strengths we demonstrate, that the energies, as well
as the reduced densities of first and second order, calculated from the CPWF are in excellent
agreement with large scale numerical calculations. The construction principles, accuracy test
and descriptive power of this Ansatz will be presented next.

2.1.1 System-Hamiltonian

The 1D N-body Hamiltonian in the harmonic trap reads:

H = −1

2

N∑
i=1

∂2

∂x2i
+

N∑
i=1

x2i
2

+ g
∑
i<j

δ(xi − xj) (2.1)

where the contact interaction of atoms located at xi, i = 1, ..., N , is represented by the Dirac
δ-function, and lengths and energies are scaled by a∥ and ℏω∥ respectively (see also Chapter 1).
We study this system with respect to the single remaining parameter g which can change from
zero to infinity (attractive i.e. negative values are not considered here).

Not only the two-body case (see Chapter 1) but also the N-body Hamiltonian has an im-
portant property that we employ here: the separability into center-of-mass and relative motion
H = HCM +Hr, where HCM ≡ P 2

2N + NR2

2 describes a harmonic oscillator in the center-of-mass

coordinates R = 1
N

N∑
i=1

xi and P = −i
N∑
i=1

∂

∂xi
. In the following, we exclusively address the

relative motion problem which is non-trivially coupled in the general case. For example the
corresponding Hamiltonian Hr written in lab coordinates:

Hr = −
1

2N

P∑
i<j

(
∂

∂xi
− ∂

∂xj

)2

+
1

2N

P∑
i<j

r2ij +
P∑
i<j

gδ(rij), (2.2)

mixes different degrees of freedom in a non-trivial non-separable way.

2.1.2 Ansatz

The correlated-pair wavefunction (CPWF) developed here is inspired by the idea that the
pairwise contact interaction may be adequately addressed in the many-body system, if the
discontinuity of the derivative that it causes is imposed on each pair of atoms in the ensemble,
in a similar way as for a single pair. Essentially the so-called Bethe condition which has been
extensively discussed in the previous Chapter 1 can be also applied here for the specific form
of Jastrow-like Ansatz we propose. The CPWF for the relative motion is formed as a pairwise
product expansion of functions based on the two-body solutions, thereby respecting the two
exactly solvable limits of zero and infinite interaction strength for an arbitrary number of atoms.

state properties and is explained in Appendix A. Other approaches are exact diagonalisation, density matrix
renormalization group, and MCTDH which is the basic tool for this thesis.
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Postulates for the CPWF

Specifically, our construction principle is composed of the following three postulates:
(i) The CPWF for the relative motion of N atoms is a product of parabolic cylinder functions

(PCF) Dµ [80] of the distance rij = |xi − xj | of each pair:

Ψcp = C
P∏
i<j

Dµ(βrij), (2.3)

where P = N(N−1)
2 is the number of distinct pairs and the parameters β and µ, to be determined

next, are the same for every pair since we deal with identical particles, while the absolute value
enforces bosonic permutation symmetry as we have seen also in the case of the LL model-
especially the two-body and TG limits (see Eqs. 1.9, 1.26). The normalization constant C will,
without loss of generality, be omitted in the following.

(ii) The boundary (or Bethe) contact condition 2βD′
ij(0) = gDij(0) (see also Chapter 1),

where D′
ij =

∂Dij

∂(βrij)
and Dij = Dµ(βrij), is imposed for each pair in the ensemble at rij = 0,

and determines µ for a certain value of the interaction strength g. With the known expressions

for the PCF Dµ(x = 0) = 2
µ
2
√
π

Γ( 1−µ
2 )

and
∂Dµ

∂x (x = 0) = −2
µ+1
2

√
π

Γ(−µ
2 )

[80] (see Mathematical Appendix

B), the resulting transcendental equation

g

β
= −

2
3
2Γ
(
1−µ
2

)
Γ
(−µ

2

) (2.4)

is solved for µ, selecting the solution in the interval µ ∈ [0, 1] which corresponds to the ground
state. The origin of this boundary condition will be discussed below. One may already note
that this is pretty much the same relation (except from the parameter β which appears here)
as the one derived for the two-body case in Ref. [14] stated also in Eq. 1.42 of Chapter 1. This
reflects already the two body nature of the Ansatz which builds upon the two-body function
and the Bethe two-body boundary condition.

(iii) For

β =

√
2

N
, (2.5)

Ψcp reproduces the exact analytically known solutions in the limits g = 0 and g →∞, for any
N . In these limits, µ equals 0 and 1 respectively and in both cases (as well as for every integer

µ) Dµ(x) = e−
x2

4 Heµ(x) where Heµ(x) are the modified Hermite polynomials (see Mathematical

Appendix B). Therefore the total wavefunction Ψ = ΨRΨr with ΨR = CRe
−NR2

2 and Ψr = Ψcp

reproduces

Ψg=0 = C0 exp

(
−

N∑
i=1

x2i
2

)
(2.6)

for the non interacting and

Ψg→∞ = C∞ exp

(
−

N∑
i=1

x2i
2

)
P∏
i<j

|xi − xj | (2.7)

for the infinitely strong interaction limit, which we also stated in Chapter 1 Eq. 1.16, discussing
the TG case in the trap [68]. The latter coincides with the (fermionic) determinant, written
in form of pairs, and with implemented bosonic symmetry. For this particular choice of β the
CPWF is also exact for arbitrary g in the case of N = 2, but β can be generally treated as a
variational parameter for given values of g and N .
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Figure 2.1: Contour plots of the density distribution |Ψ(x1, x2, x3)|2 = 0.01 for N = 3 using
Ψr = Ψcp with (a) µ = 0.2, (b) µ = 0.5 (c) µ = 0.8. (d) The two-body correlation function
(density) for (d) g = 0.2, (e) g = 2.0, (f) g = 20.0.

Discussion

Postulate (i) addressing the construction of a many-body wavefunction via a product of functions
of the relative distance appears also in other treatments in similar form like Jastrow-Ansatzes
[67]. Nevertheless, the particular choice of the PCF as a building block proves to be, as we will
show, a very efficient approach for the present problem, owing its inspiration to the two-body
exact solution by Busch et al. [14]. Key features of our approach are postulates (ii) and (iii)
determining the properties of the PCF, thereby ensuring that Ψcp reproduces the two analytical
limits of zero and infinite coupling for any N . It also constitutes the exact solution at arbitrary
interaction strength for N = 2 (with β = 1) [14] which possesses a high degree of generality: it
holds for bosons or fermions in one-, two- and three-dimensional harmonic traps and arbitrarily
strong attractive or repulsive contact interactions, including ground and excited states of the
relative motion (see also Chapter 1). This readily implies that if our CPWF with the former
two-body solution as a building block is sufficiently accurate for the 1D repulsive bosonic case,
a similar Ansatz could be envisaged for other setups.

To illuminate the imposed boundary condition in postulate (ii), as well as why the CPWF
is exact for two atoms, we investigate the action of the relative motion Hamiltonian operator

(Eq. 2.2) on the CPWF Ψcp. Introducing the notation ϕkl,mn,... =
∏

i<j(ij ̸=kl,mn,...)

Dµ(βrij) and

χlm = 1− 2δlm, we obtain:
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HrΨcp =

P∑
i<j

δ(rij)
(
−2βD′

ij + gDij

)
ϕij(2.8)

− β2
P∑
i<j

(
D′′
ij −

(βrij)
2

4
Dij

)
ϕij

+
2−Nβ4

4N

P∑
i<j

r2ijDij ϕij + β2
∑

k,l,m,n

D′
klD

′
mnχlmϕ

kl,mn,

where
∑

k,l,m,n

sums over non-repeated terms with k ̸= l ̸= m ̸= n using also relations explained

in the mathematical Appendix B. The first sum in Eq. (2.8), containing the δ-interaction for
each pair, vanishes at rij = 0 by imposing the boundary conditions 2βD′

ij(0) = gDij(0). This
provides the behaviour at the two-body contact point arising from the discontinuity of D′

ij for
each pair, which we have also seen in the LL-model and two-body case in the harmonic trap
(see Chapter 1, especially the derivation of the Bethe condition for the two-body LL model
Eq. 1.20). Thus, the pair contact manifolds Mij = {(x1, ...xi, ..., xj , ..., xN ) ∈ RN |xi = xj}
(two-atom collisions) of dimensionality N −1 are taken into account, while higher order contact
(three-atom collisions etc.) represent lower dimensional manifolds. The second sum in Eq.

(2.8) is given by the Weber equation [80]: D′′(x)− x2

4 D(x) = −(µ+ 1
2)D(x) (see Mathematical

Appendix B) which also appears in the two-body case (see Chapter 1 Eq. 1.40). As we have
seen there the PCFs are the general solutions of this equations, which is an essential feature
of the CPWF Ansatz and the contribution to the energy is P (µ + 1

2). For N = 2 (β = 1,
P = 1) the last two terms in Eq. (2.8) vanish and therefore Ψcp with the corresponding
boundary condition is the exact solution with energy of relative motion ϵr = µ + 1

2 (see also
Chapter 1). For N > 2 the last two sums in Eq. (2.8) do not vanish and provide additional
contributions to the energy. Essentially the last terms constitute also the actual problem, of
the non-separable highly-coupled Hamiltonian of the relative motion. Still the CPWF Ansatz
succeeds in simplifying the rest of the terms in the way we have shown.

Before comparing our analytical approach with corresponding numerical results, we illustrate
in Fig. 2.1 the spatial distribution of three atoms according to the CPWF. Similar to the
two-body case (see Chapter 1 and Fig 1.3.1 where a cusp appears with increasing interaction
at the collision point r = 0, for three atoms the contour plots demonstrate, for increasing
interaction strength, depletion of the probability density along the collision manifolds Mij .
The conceptually important physical insight offered by our CPWF approach is that it captures
the correlation properties in the vicinity of collision surfaces, i.e., the tendency of the atoms to
repel and thus avoid each other. The latter is also demonstrated by the correlation hole which
appears with increasing interaction on the diagonal (x1 = x2) of the two-body density [see
Fig. 2.1]. Furthermore the two body density is a broadened compared to the Gaussian shape
at zero interaction. These important effects induced by the interaction are captured from our
analytical approach, and are in accordance with numerical results in previous works [29].

2.1.3 Accuracy of the Ansatz

The Ansatz we proposed above is not the exact solution of the problem, but is a free of vari-
ational parameters approach to the ground state which is designed from first principles, i.e.
the postulates we presented above. Surprisingly though such a theoretical idea is characterized
apart from qualitative features that we have already seen (such as the depletion on the collision
manifolds, and the two-body nature of the approach) by a very good quantitative agreement
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Figure 2.2: (a) Ground state energies as a function of the interaction strength for few bosons
in the trap comparing results obtained by MCTDH and by the CPWF Ansatz. (b) Energies
divided by the corresponding value of the TG limit as a function of the inverse interaction
strength comparing DMC with CPWF calculations for many-body ensembles.

with calculations from numerically exact methods at least for a few atoms, as we will show next.
We consider two very important observables the (ground state) energy and the (one body) den-
sity. We have already seen that an integration should be performed concerning the last terms
of Eq. 2.8 to obtain the energy of the Ansatz. This has been done here for few atoms with
integration routines in Mathematica. The one-body density together with the energy probably
the most direct observable to probe experimentally eg. via absorption imaging which essentially
scatters light on the atoms and the shadow produced due to the diffraction of the light from
the atomic cloud is the fingerprint of the cloud density [1, 2].

There are several numerical approaches to the 1D problem which are limited in terms of
the particle number they can handle for a given accuracy: Exact diagonalisation [26], Quantum
Monte Carlo [27], and MCTDH [29] have been employed. We have compared the properties
of the CPWF with numerical results from the MCTDH method for few atoms (up to 6) and
with Quantum Monte Carlo for larger number of atoms. Both methods are explained in the
methodological Appendix A2.

The few body case- MCTDH comparison

Let us start with the few body-case and the ground state energy. In Fig. 2.2 (a) we observe
an excellent agreement between the energy calculated using Ψcp and the numerical results as
a function of g for up to six atoms. The relative error is typically up to the order of 10−2

for the most difficult regime of intermediate values of g (the curves also agree with Refs [26]
and [29]). For very weak and very strong interactions (the latter being a challenging regime
for numerical methods [29]) the CPWF gives highly reliable results being close to the exact

2For the MCTDH approach we assured high numerical accuracy with a dense grid, small width of the Gaussian
extrapolation of the δ-function and large basis sets. We have even employed an exact diagonalisation method
to crosscheck the results of MCTDH, with the two numerically exact methods agreeing very well of the order of
10−3 relative accuracy in most cases (see also [26, 29]) and practically coincide to what concerns us here.
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solution with β =
√

2
N , while for intermediate values of g (corresponding to µ ≈ 0.5) stronger

deviations are expected, especially as N increases. Although we aim to a fully free-of-parameter
explicit wavefunction approach, we note here that this deviations can nonetheless be cured very
efficiently when the parameter β is treated variationally leading to an agreement of 10−3 (has
been checked with Mathematica calculations).

Concerning the actual behaviour of the energy curves there is a very similar smooth crossover
for any number of bosons, which also resembles the functional form of the two-body case (see
Chapter 1), a fact that was an important inspiration and motivation for the construction of
the CPWF. According to standard 1D theory [13, 76, 22] the TG limit is approached either for
large interactions g →∞ as confirmed here, but also for small number of atoms N . Therefore
few-body 1D systems enter more easily the TG regime, which is an important motivation
for studying them separately from many-body systems. In terms of the effective Lieb-Liniger
parameter γ ∝ g

N (see also Chapter 1) the TG limit is approached for γ ≫ 1 which corresponds
to the two aforementioned cases [12, 22]. In accordance to this behaviour, the energy we

calculate for a given g, lies closer to the Girardeau prediction ETGN = N2

2 for smaller N . For

instance at g = 2.0, EN

ETG
N

≈ 0.74, 0.64, 0.59, 0.56, 0.51 for N = 2, ..., 6.

The many body case- QMC comparison

As we have demonstrated, few-body systems are preferable to study the transition to the TG
state, and have also more pronounced effects in the densities as we will see in the next section.
Yet concerning the accuracy of the two-body based CPWF Ansatz it is important to be checked
for larger number of atoms. The MCTDHmethod (or the exact diagonalisation) we have used up
to this point is not adequate for this purpose since many degrees of freedom strongly correlated
exceed the efficiency of truncated-basis based methods (see also Appendix A on Computational
methods). We resort therefore (among other options like Density-matrix renormalization group
method [28], or extensions of MCTDH for bosons-MCTDHB [147] to the Quantum Monte Carlo
(QMC) method described shortly in the Appendix A. Monte-Carlo simulations in configuration
space have been using trial functions of Jastrow-type as an initial guess and as guiding functions
for the diffusion [27]. In the Appendix A, the great importance of a good choice of an initial
guess for the Variational Monte Carlo (VMC) but also of as a guiding (appearing in the quantum
force as a function that ’guides’ the walkers to positions where it is for physical reasons more
possible for the atoms to be placed) for the Diffusion Monte Carlo (DMC) algorithms has been
underlined. The typical trial-guiding function that are commonly used [27] are of the form of
Bijl-Jastrow functions, with a single-particle part (SPP) which accounts for the form of the
external potential and an interaction part (IP) which accounts for the collision. For a 1D
harmonic trap the standard form reads:

ΨT =
∏
i

e−βx
2
i /2

︸ ︷︷ ︸
ψSPP

∏
i<j

cos

[
k

(
|xij | −

L

2

)]
︸ ︷︷ ︸

ψIP

(2.9)

The form of the SPP corresponds obviously to the ground state of a single-particle in a harmonic
trap (setting also the presumably variational parameter β = 1). For the IP the standard Bijl-
Jastrow type of functions are used, and an interesting remark is that the form cos

[
k
(
|xij | − L

2

)]
is actually the solution of the two-atom LL gas [12] (Eq. 1.26) of length L with k determined from
the Bethe condition at the contact point xij = 0 [discontinuity of the derivative Eq. 1.19,Eq 1.27]
(see also Chapter 1)3. For long range interparticle distances |xij | > L one takes a constant

3This form of Jastrow Ansatz (Eq. 1.44) we compared also for the homogeneous case in the last section of
Chapter 1, with the corresponding exact solution, i.e. the Bethe Ansatz.
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value for the IP. Notice that this approach contains one variational parameter L (if we consider
β fixed) which should be optimized since here there are no periodic boundary conditions as in
the LL case.

The CPWF can be also used for Monte-Carlo simulations since it has the form of a Bijl-
Jastrow function, but with a different approach for the two-body part than the standard trigono-
metric functions used in Eq. 2.9. Seen from this perspective the CPWF can be rewritten replac-

ing the IP with the hypergeometric functions U

(
−µ

2 ,
1
2 ,

x2ij
2

)
(see Appendix B Eq. B.12), which

apart from an exponential term (which combines with the center of mass motion), coincide with
the Parabolic Cylinder functions which are the analytical solution of the relative motion of two
atoms in a trap (see Chapter 1). Our proposal then for the trial function in the harmonic trap
reads:

ΨT =
∏
i

e−βx
2
i /2
∏
i<j

U

(
−ν
2
,
1

2
,
r2ij
2

)
(2.10)

and has no variational parameter in the IP since ν is given from the Bethe condition Eq.
1.42, while the one in the SPP can be fixed to β = 1 according to the ground state of the
Hamiltonian of the harmonic oscillator (Eq. 2.1 with g = 0. The latter makes sure that the

function simultaneously correct for the Tonks gas limit g → ∞ with ν = 1 [U

(
−1

2 ,
1
2 ,

r2ij
2

)
=

rij = |xi − xj | see Appendix B] (see also Chapter 1).

A remark on the two approaches is in order here: the functional form of the standard
approach Eq. 2.9 can come very close to the one proposed here Eq. 2.3, since it contains a
variational parameter L which when optimized one obtains a functional form for the IP close to
the hypergeometric functions. The advantage of the proposed approach is that it can be used
without any free parameter. Still one can insert one variational parameter in the last argument
of the hypergeometric function and use it variationally too, while the exponential in the SPP
contains also a possible variational parameter β4. Nevertheless, our aim is rather to propose
a trial function that can describe correctly the behaviour without free parameters. Since both
approaches are employing in some sense the two-atom solution in the continuum (Eq. 2.9) and
in the trap (Eq. 2.10), they offer a physical picture which generalizes the two-body problem to
the many-body one.

Let us now discuss the results for the energy of the ground state as a function of the
interaction strength g for larger atom numbers (compared to those calculated with MCTDH),
which are obtained using in VMC and DMC as initial guess and guiding function our Ansatz
(Eq. 2.10). The CPWF is used without any free parameter and VMC is just used to estimate
the energy of this Ansatz. Even inserting one variational parameter does not change the results
a lot, therefore we concentrate on the parameter-free version of our Ansatz. The DMC is
performed to calculate the numerically exact value of the energy (after equilibration) since it
overcomes by the random process of walkers’ redistribution the obstacle of a certain functional
form which appears in the VMC (see Appendix A on Computational Methods). The particle
numbers vary from 5-50 atoms which are typical population of each 1D tube in the corresponding
experiments [20]. In Fig. 2.2 (b) the ground state energy of the interacting many-body system
divided by the energy corresponding to the Tonks-Girardeau limit (which is equal to that of
the corresponding system of identical fermions E(g → ∞) = N2/2 -see also Chapter 1) as a

4Note here that the writing of the CPWF in the initial form Eq. 2.3, connects the exponential of the relative
motion and the hypergeometric function with one and the same parameter β. In the form of Eq. 2.10 the
function containing two body terms is disconnected from the exponential behaviour and therefore one may use
two independent free parameters. Equivalently in the original form one may insert additionally a variational
parameter in the exponential of the center of mass motion.
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function of the inverse of the interaction strength 1/g (which is proportional to the effective 1D
scattering length a1D ∝ −1/g [13]- see also Chapter 1). The uppermost curve (corresponding
to the DMC calculation of the energy) and points (corresponding to the energy calculated from
the CPWF with VMC Eq. 2.10 ) for N = 5 atoms confirm the results obtained before with
MCTDH and Mathematica showing that our Ansatz works very accurately for few atoms. Still
up to 10 atoms the qualitative and also quantitative agreement is very good (up to 2% error),
especially for very weak g → 0 and very strong interactions close to the resonance (TG limit)
g → ∞. In the intermediate interaction regime there are larger and larger deviations of the
energy computed by the Ansatz as we see for 20, 30 and 50 atoms. Still the agreement remains
good for strong and weak interaction strengths, and the qualitative behaviour throughout the
crossover from non-interacting to fermionization is captured from the Ansatz.

We have seen therefore that the few-body cases (up to 10 atoms) are covered very well from
this two-body based Ansatz, the CPWF, while the agreement for larger number of particles
is mainly qualitative allover and very good close to the exactly known limits. Therefore this
study rises the question of the kind of transition ’from two to few’ and ’from few to many’ in
a very particular way5. An extension of this study may consider different forms of the two-
body function and compare them, insert variational parameters, or parameters which can be
determined imposing certain conditions or postulates, or understanding more deeply the nature
of the short-range and long range behaviour (exponential and Bethe condition), or even extend
this study to other problems with eg. different kind of interaction, mixtures, fermions, other
types of potential. The two latter cases have been tried and are reported in the next two
Chapters 3.1, 4.1. The above postulated CPWF is thus thought as a first approach on this
direction providing already very interesting insight in this simple system of trapped interacting
bosons.

2.1.4 Densities and remarks

One-body densities

Except from the energy the CPWF can be also compared with numerical results for other
observables like densities. We have seen already the two-body density profiles in Fig. 2.1 which
are very similar to that of numerical studies eg. [29], but such plots are difficult to compare.
Therefore we show in Figs. 2.3 (b–d) curves depicting the profile of the one-body density
ρ(x) for various interaction strengths. In most of the cases the CPWF as stated in Eq. 2.3
is shown to capture very well not only qualitatively, but also quantitatively, the properties of
the crossover from weak to strong correlations. As a result of increasing repulsion between the
bosons, ρ(x) flattens and forms an N -peak structure (including x < 0) close to fermionization,
effects already shown in numerical studies [26, 27, 29] captured here from out analytical Ansatz.
For intermediate g = 2.0, the deviation between the CPWF and numerical results is somewhat

larger if β is fixed to
√

2
N , but can be reduced substantially by treating β variationally. For

this case, we have also plotted the Thomas Fermi (TF) curve (in our scaling)

ρ(x)TF =
1

N

(
18N2

64g

)1/3(
1− x2

R2
TF

)
(2.11)

with RTF =
(
3
2Ng

)1/3
[22]. The TF regime which results from the GPE equation if one neglects

the kinetic energy therefore results to a simple inverted parabola profile of the density Eq. 2.11.
The TF approximation is predicted to be valid for γ ≪ 1, corresponding to a low interaction of

5One may connect this to the classical philosophical enigma known as sorites paradox: how many sand corns
do we need to form a heap?
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Figure 2.3: One-body density profiles ρ(x) for (b) N = 3 (c) N = 4 and (d) N = 5 atoms ob-
tained by MCTDH and CPWF for different coupling strengths g. For intermediate interactions
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the order of g ≈ 1 for the presently used small N (for very weaker or stronger interaction cases
the TF profile deviates more from the exact [22]). We may note here that in the usual mean field
treatment of BECs (in 3D) the TF approximation is considered as very strongly interacting.
In 1D physics we have seen though that the TG regime is the true infinite repulsion limit.
Nevertheless from the perspective of ’interaction energy’, i.e. part of the energy of the system
that is attributed to interaction, the TG regime can be considered as ’non-interacting’ since
in principle only kinetic energy of ’identical fermions’ contributes according to the Bose-Fermi
map. On the other hand the TF regime remains the ’strongly interacting’ case in the sense
that the interaction effects are very important. This may give also an insight to the maximum
deviation of the CPWF from numerical results exactly for this intermediate interactions. We
see that for fixed g = 2.0, the TF profile becomes more accurate for larger N except from the
edge tail which is due to quantum pressure missing in the TF approximation6. . The predictions
concerning the Tonks gas (density profile and corresponding radius) in [22, 78, 68] are of course
precisely reproduced here since for any N , CPWF is the exact solution in this case.

One may extend this study to other observables especially non-local ones, like the one-body
density matrix, the momentum distribution, the dynamical structure factor, and higher order
correlation functions. The choice here was to show simple observables like the energy and the
density which demonstrate many important effects of 1D physics in the trap, and are intuitive
to understand and relatively easy to measure.

First conclusive remarks

The many-body wavefunction presented in this section for the problem of zero-range repulsively
interacting bosons with arbitrary coupling strength in a 1D harmonic trap, has been inspired by
the exact analytical solution of the two-body case. We have shown that taking a product expan-
sion of pair wavefunctions similar to the two-body solution, leads to an impressive agreement
with extensive numerical calculations for any value of the coupling strength, while it reproduces
the analytically solvable cases of zero and infinite interaction. Therefore the construction prin-
ciple of our approach may be applicable to other setups, e.g. in higher dimensions or excited
states, where the building block –the two-particle function– can be represented by an analytical
expression similar to the exact solution of the relative motion for the two-body problem, and
some limiting cases of the relevant parameters (here e.g. zero and infinite interaction strength)
are either exactly or approximately known. Improvements of our approach may be possible
(e.g. by taking into account variationally optimized parameters or lower dimensional spaces
where three or more atoms meet), and it is an excellent starting point for variational calcu-
lations (performed also here), for Quantum Monte-Carlo methods as an appropriate guiding
function of Jastrow type, or for exploring the limits of mean-field treatments. Along with an
accurate description of a highly correlated many-body problem, we believe that this approach
offers valuable physical insight into the correlation properties at collision manifolds, which is
conceptually useful in the theoretical treatment of many-body problems.

2.2 Driven interactions

We have seen in the previous section how the correlation properties of the ground state change
when the interaction strength increases. In this section we investigate the dynamical behaviour
for an oscillating interaction strength, beyond stationary properties but using them as an anal-
ysis tool [30]. The driving of the interatomic coupling induces excitations of the relative mo-

6Also the prediction for RTF ∝ N
1
3 is confirmed by our results since the TF effective radius is reproduced if

we consider ρ(RTF ) ≈ 5%ρ(0) as negligible density
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tion exclusively with specific and controllable contributions of momentarily excited many-body
states. Mechanisms for selective excitation to few-body analogues of collective modes and accel-
eration occur in the vicinity of resonances. We study via the few-body spectrum and a Floquet
analysis the excitation mechanisms, and the corresponding impact of the driving frequency and
strength as well as the initial correlation of the bosonic state. The whole analysis is based on
the fundamental case of two atoms which is analyzed in detail and forms a key ingredient for
the bottom-up understanding of cases with higher atom numbers, thereby examining finite-size
corrections to macroscopic collective modes of oscillation. In this way the ’from two to many’
perspective which forms the bottom line of this thesis, is extended to the driven dynamical
behaviour.

Before proceeding on the presentation of the results, a short report on progress of time-
dependent driven systems in the context of cold atoms is essential. Time-dependent driving
is usually applied to external traps, providing inspiring effects such as the dynamical control
of tunneling [35, 36], dynamical localization [37], photon-assisted tunneling [38] via a periodic
driving of the lattices or the excitation of collective oscillations in a harmonic trap [24] . However,
investigations considering a time-dependent scattering length, usually referred to as ’Feshbach
resonance management’ [34] for the mean-field situation, have inspired a lot of research on
control of solitons [81] or modulational instabilities [82]. Experimental investigations in this
direction have been performed recently [32, 33]. Collective excitations via harmonic time-
modulation of the scattering length have been proposed and analyzed in Refs. [83, 84] and
experimentally achieved in Ref. [33]. The main advantage of the driving of the scattering length
compared to other driving modes applied on the external potential for examining collective
excitations [15, 24], is that other species or non-condensed fractions are hardly affected (only
indirectly due to mean-field coupling or particle exchange terms) by the driving of the interaction
of one-species [33]. Apart from the harmonic trap, a two mode system with time-varying
interaction has been studied with Floquet theory, leading to many-body coherent destruction
of tunneling and localization [85].

On the other hand, beyond the mean-field regime, there are relatively few works dealing with
the time-dependent modulation of the scattering length, addressing mainly the experimental re-
sults on the formation of molecules [32] from a few-body perspective [86, 87]. While these works
concentrate mainly on the attractive part of the two-body spectrum and on the corresponding
bound state, our work focuses exclusively on repulsive interactions. As illustrated in Ref. [86]
in a harmonic trap the coupling of an excited two-body state to the molecular ground state is
very efficient since nearby states are out of resonance, and possess a relatively small coupling
to the initial state. For the repulsive case as we will demonstrate, the relevant few-body states
reflect the equidistant spectrum of the harmonic trap and therefore lead to a more complex
dynamics involving several instantaneous configurations. A recent publication [88] explored
the integrability of the system, via a similar model with time-modulated interaction thereby
calculating the dynamical structure factor.

Very interesting theoretical studies have been done with the so-called scaling approach [89,
90], where time-dependent parameters controlling eg. the width of the many body function
are inserted and the Schrödinger equation is then mapped to differential equations for these
parameters, eg. the so-called Ermakov equation which relates to the rescaling of the width
according to the driving of the trapping frequency. One reason that we chose to study time-
dependent interaction in the harmonic trap, is that the scaling approach has been proven very
powerful for the understanding of other kinds of driving like the breathing of the trap frequency.
In the course of the research the author has investigated numerically such a driven system with
the main findings concerning the change of the width of the wavefunction being in complete
accordance with the predictions of the scaling approach. Therefore we concentrate next on the
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time-dependent driving of the interaction strength and our bottom-up approach of many-body
dynamics.

This part is organized as follows: Firstly we introduce our model of driven interaction
strength, and subsequently focus is on the case of two atoms thereby examining the mechanisms
of controlable collective excitations to specific states and the influence of parameter changes on
them. We investigate next the acceleration mechanism via multiple excitations and calculate
the Floquet spectrum of this case illustrating the underlying mechanism for the appearance of
the resonances. An extension of this study to higher atom numbers is performed in the last
part concentrating on the analogue of the breathing mode for collective oscillations and finite
size corrections.

2.2.1 Modeling the time-dependent interaction

There are two parameters in Eq. 1.37 that can be tuned to attain a time-dependent interaction
strength:

1. the scattering length a0 via a change of the strength of e.g. a magnetic field B approaching
to or departing from a Feshbach resonance –Feshbach resonance management [34]– as
a0 = abg(1 − ∆B

B−B0
) where ∆B and B0 are the width and the position of the resonance,

respectively, and abg is the background scattering and

2. the transversal length a⊥ by modifying the relevant laser parameters, taking into account
the quasi-1D restrictions posed above (see Chapter 1 and [33]).

The 1Dl N -body Hamiltonian studied here is exactly the same as in the previous section Eq.
4.1 but with a time-dependent coupling g(t). Initially, the atoms are prepared in the ground
state of the harmonic trap with an interaction strength g0. We will then explore the excitation
dynamics for a periodic driving of the repulsive interaction strength of the form:

g(t) = g0 +∆g sin2(ωt) (2.12)

where ∆g is the amplitude of the driving and ω the driving frequency. The impact of each
of these three parameters of the driving law (g0,∆g, ω) will be examined. The reason for the
specific choice sin2(ωt) for the driving is our focus on repulsive interactions (as in the previous

section), i.e., g should stay positive for g0 ≤ 0. Since sin2(ω) = 1−cos(2ω)
2 , the above driving law

comprises a periodic oscillation with frequency 2ω. Investigating purely attractive interactions
as done in Ref. [86] or alternating between attractive and repulsive interactions such as in Refs.
[87, 32, 34] represent interesting but different situations.

2.2.2 Two-body problem and instantaneous eigenspectrum

In Chapter 1 we have seen that in the special case of two atoms the relative motion (r = x1−x2)
reduces to an effective one-body problem Eq. 1.39 with the driven contact interaction affecting
only the relative motion, leaving unaffected the center of mass. Therefore we focus on the
relative motion, which in the time-dependent case actually represents a one-particle problem
with a harmonic trap and a delta barrier with oscillating height placed in the center. With the
transformation r =

√
2x, g(t) =

√
2g′(t) we obtain the standard form of the harmonic oscillator

Hamiltonian

Hr =
p2x
2

+
x2

2
+ g′(t)δ(x). (2.13)

Hr defines an analytically solvable eigenvalue equation as we have seen in the first Chapter 1
[14] in the case of a time-independent parameter g. We will discuss the resulting relative
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Figure 2.4: (a) The three lowest eigenenergies of the symmetric (0,2,4) and antisymmetric
(1,3,5) eigenstates of the relative motion for two atoms with increasing interaction strength g.
(b) The energy difference between the eigenstates of the relative motion ϵ2− ϵ0 and ϵ4− ϵ2 with
increasing g.

motion spectrum in more detail as it is very important for the understanding of the excitation
dynamics of the relative motion. The solutions cover in general the complete interval g ∈ [0,∞)
and we will refer to them as the instantaneous eigenstates ϕn, where n = 0, 1, 2... are the energy
levels for a certain time instant tref . In spite of the existence of these stationary solutions the
driven time-dependent problem possesses no closed analytical solution, although a study via the
evolution of the coefficients in an expansion with respect to the corresponding instantaneous
eigenstates is natural [86, 87].

In Fig. 2.4(a) we show the lowest lying eigenenergies forHr for repulsive interaction strengths
(the full range was presented in Chapter 1 Fig. 1.3.1). For g = 0 the eigenspectrum of Hr is the
harmonic oscillator single-particle spectrum with the equidistant eigenenergies ϵn = n + 1/2.
As g increases the odd levels are unaffected by δ(x) since they possess a node at the coordinate
origin. Each even level approaches energetically the next upper odd level forming a doublet
spectrum, characteristic for double-well potentials (see also [29]). In the limit where the ’barrier
height’ is infinite g →∞ the even levels become degenerate with the odd ones a complementary
picture for the TG limit g →∞. More important for the present study is the energy difference
between two even levels with increasing interaction strength shown in Fig. 2.4(b). In fact, since
the initial preparation is in the ground state which corresponds to an even state of the relative
motion, the dynamics can only lead to a population of other even states, and the corresponding
energy distance is crucial for the time-evolution. For the two limits of zero interaction and the
Tonks-Girardeau gas (g →∞) the gap between two even parity levels is |ϵn−ϵn−2|g=0 , g→∞ = 2.
Starting from g = 0 and increasing g this value slightly decreases [see Fig. 2.4(b)], since the
states with larger quantum number n possess a lower probability density at x = 0 and are
therefore less affected by the contact interaction. The slope at g = 0 reads:

dϵn
dg

∣∣∣
g=0

= ⟨ϕn|δ(x)|ϕn⟩ = |ϕn(0)|2 =
π

n!Γ2
(
1−n
2

) (2.14)

The response to a minor increase of g therefore depends on the value of the harmonic oscillator
eigenstates at x = 0 which decreases with n [see Fig. 2.4(a)]. Therefore at the onset of the
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interactions the successive even states tend to approach each other energetically. Fig. 2.4(b)
shows the effect of an increasing coupling strength g on the distance between the first two even
levels ϵ0 and ϵ2 (red line). The most rapid change of this energy gap is near g = 0 with a
minimum value ϵ2 − ϵ0 ≈ 1.85 at g∗ ≈ 2.2 and it approaches asymptotically the value 2 for
g → ∞. The slope dϵ(g)

dg is decreasing as g increases [see Fig. 2.4(a)] and from some value of
g on, the energy gap starts to increase again and asymptotically approaches the value of the
non-interacting system. Additionally, since dϵn

dg decreases with increasing n the deviation from
the value 2 for ϵ2 − ϵ0 shown in Fig. 4.1(b) (red line) is the largest possible such deviation
between two successive (even) states. This is exemplarily shown in the same figure by the
distance between the next pair of successive states e2 and e4 (green line). It is obvious that the
energy gap ϵ4− ϵ2 is always larger than the ϵ2− ϵ0 gap, and this holds analogously also for gaps
between higher lying neighboring states.

The above discussed features of the energy spectrum and the corresponding gaps, possess a
crucial impact on the dynamics which we will discuss later. As g(t) changes with time according
to Eq. (2.12) different regions of g-values in Fig. 2.4 are probed according to the choice of the
parameters g0 and ∆g. We might already foresee e.g. that a driving around small g-values
possesses a greater impact than for a driving for larger g-values, since the corresponding slope
is larger, subsequently leading to larger energy variations. The equidistance of the spectrum
close to the two extreme limits, as well the decrease of the gaps at small to intermediate values
of g will also be of great importance concerning a possible resonant behaviour.

2.2.3 Resonant controllable excitation

The wave packet of the relative motion at t = 0 corresponds to the ground state of Hr in
Eq. (2.13) with g(0) = g0. This an even state and since parity is conserved during the time
evolution only even parity states can be occupied, which relates to the bosonic permutation
symmetry. In this work we are interested mainly in two quantities:

• the population of momentarily eigenstates ϕn at a certain time pn(tref ) = |⟨ϕn(tref )|ψ(tref )⟩|2,
where ψ(t) is the wavefunction of the relative motion. We use tref = 2πk

ω (k ∈ N0) without
loss of generality.

• the time evolution of the energy ϵ(t). We refer only to the relative energy since the center
of mass is completely untouched by the change of g.

We start our investigation in the regime of small driving amplitudes where the excitation
dynamics is to a larger extent controllable. The main role in this regime is played by the driving
frequency. If this frequency is much lower than the gap between two even states (ω << 1) then
we are in the adiabatic regime and the evolution involves only the momentarily ground state ϕ0
(with p0 > 0.99). Approaching the first resonance ω = 1 from below induces an excitation to
the state ϕ2 of the relative motion. This is shown for a typical case in Fig. 2.5 (a) where g0 = 0,
∆g = 0.05 and ω = 0.99. We see that the ground state looses population while the second
excited state gains. The next even level ϕ4 remains almost unpopulated. For the particular
case though where g0 = 0 (and correspondingly for g0 →∞) since the eigenspectrum is initially
completely equidistant, an excitation to the next level ϕ4 is not prohibited corresponding to a
two step process. Therefore we see in Fig 2.5 (b) that a bit closer to the resonance (ω = 0.997)
the n = 4 level gains population after the n = 2 level does so. This is also in general the
case for larger amplitudes ∆g > 0.5 where multiple excitations are enhanced as we will see
later on. Therefore, while the system departs – in this case completely – from the ground
state, the first collective excitation to state n = 2 is necessarily combined with a transfer of
population to the next level and therefore a controllable excitation exclusively to the second
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Figure 2.5: Population of instantaneous eigenstates with time variation, for (a) g0 = 0.0, ∆g =
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Several cases are shown for different values of g0 and ∆g.
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level (complete depopulation of ground state and complete population of the second excited
level) is not possible here. It becomes though possible if the initial interaction is stronger. For
instance for g0 = 2.0, ∆g = 0.1 we see in Fig. 2.5 (c) a complete transfer of population to the
first excited level. Therefore, the non-harmonicity in the spectrum due to the initial correlations
is helpful from the point of view of a controllable state excitation and preparation. Let us note
that for a controlable creation of such states, one should choose a small amplitude ∆g < 0.5,
since larger amplitudes lead easily to multiple occupation of excited states due to the close to
equidistant spectrum. Additionally the driving frequency should be carefully tuned to be close
to the corresponding energy spacing of the spectrum with g(0) = g0. For this case ω = 0.925
–somewhat lower than the resonant frequency for the non-interacting g0 = 0 situation– we have
a decreased gap in the energy spectrum [see Fig. 2.5 (b)].

As an overview of the resonances in this regime we present in Fig. 2.5 (d) the minimal
occupancy of the instantaneous ground state p0 as a function of the driving frequency for several
small amplitudes of the driving. We observe that far from resonance the minimal p0 ≈ 1, so
there is hardly any excitation as expected. The frequency where the ground state becomes at
a certain time completely unoccupied corresponds to the resonance. The resonant frequency is
slightly shifted to lower values for a larger amplitude of the driving which is attributed to the
decrease of the energy gap in the spectrum [see Fig. 2.5 (b)], as ∆g covers larger regions of g
(for g0 = 0). We also observe that for g0 = 2.0 the resonant frequency is shifted to much lower
values than for g0 = 0, approximately corresponding to the energy gap of the levels at g = 2.0
(ω = ϵ2−ϵ0

2 ≈ 0.925). For this case though, small changes in the driving amplitude do not shift
significantly the position of the resonance, since the energy spacing in the vicinity of this value
of g0 does not change substantially [see Fig. 2.4 (b)]. However, the most important difference
of the two cases for different initial coupling strength g0 is the fact that the case g0 = 0 leads
easily to multiple excitation of higher states since the energy gaps are all close to the same
value corresponding to the same resonant frequency, while for larger g0 the energy spacing is
not equidistant and therefore a complete controlable transfer to a certain state is possible.

A comment on the robustness of the initial state preparation is in order here. Apart from
being easily excitable to different instantaneous states, the initially non-interacting ensemble is
in general more sensitive to the driving of the interaction. Even far from resonance the evolution
of this initial state (g0 = 0), leads to a change in energy of the order of 10% while for stronger
and particular intermediate interactions as well as close to the fermionization regime g0 = 20.0
it is ten orders of magnitude lower. This is understandable if one inspects the slopes of the
energy curves in Fig 2.4 (a), which are much larger for small values of g. This could be a
signature for the detection of a highly correlated ensembles like the Tonks Girardeau gas, i.e.,
by studying their response to changes of the interaction strength.

Not only an excitation to the first excited state of the relative motion is possible, but also to
other excited states if the resonant frequency is chosen correspondingly as we can see in Fig. 2.6
(a). As expected the resonance width though decreases for transitions to higher states. The
effect of the initial g0 and of the amplitude ∆g is similar to the previous case.

For larger amplitudes the controllability of the excitation process reduces, as many states
are subsequently excited, and simultaneously taking part in a complex time evolution. A typical
example is presented in Fig. 2.6 (b). Still the frequency plays the dominant role and only close
to resonances the evolution leads to highly excited states of the spectrum. Mechanisms of
acceleration appear then which we will discuss in the following section. We would like to note
here that a large ∆g, offer the possibility of ’multi-photon excitations’. In this case even for low
frequencies which are an integer ratio of the principle resonant frequency, excitations become
possible.
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Figure 2.6: Occupation of the adiabatic eigenstates of the Hamiltonian for g0 = 0, ∆g = 0.5
close to the second and the first resonance (a) ω = 1.98 (b) ω = 0.998

2.2.4 Multiple excitation and Floquet analysis

We will now more thoroughly examine the case of strong driving, which makes it possible, as
we will show, to accelerate the atoms, i.e., to increase the mean value of the energy with time.
The process of multiple excitations as we have seen, is possible close to resonances, since the
spectrum is approximately equidistant. Especially a larger value of ∆g leads to a covering of
wider areas of the energy gaps, and therefore the comparatively small differences between the
gaps effectively drain away. Through this multiple excitation process, the system never returns
completely to the ground state, and indeed occupies gradually increasingly higher lying states.
This excitation process induces an increase of the energy to very high values as long as the gaps
to higher excited states are in the resonance window.

We present in Fig. 2.7 the time evolution of the expectation value of the energy, close to
the first resonance for ∆g = 20.0. For values of the frequency sufficiently far from resonance, a
repopulation of the ground state in the course of the time can be observed, while a multi-mode
behavior is encountered due to an excitation of several states. Approaching the resonance, the
instantaneous ground state is never repopulated significantly, on the opposite, higher states of
the spectrum are subsequently populated in the same manner as shown in Fig. 2.6 (b). This
leads to an acceleration, i.e., energy gain of the atoms. Our finite time simulations indicate that
this energy gain approaches a saturation to very high values of the energy for strong but finite
∆g.

Floquet quasienergies

Let us analyze this resonant mechanism from the perspective of Floquet theory which has been
developed for time-periodic Hamiltonians. The Ansatz of the Floquet theory for the time-
dependent wave packet reads:

ψk(r, t) = eiqkt
∑
n

ukn(r)e
inωt (2.15)

34



 0

 10

 20

 30

 40

 50

 0  20  40  60  80  100

E
n
e
rg

y

time

ω=1.05
ω=1.0

ω=0.95
ω=0.9
ω=0.8
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several frequencies close to resonance. Acceleration shown close at the resonant frequency

where uk(r, t) =
∑

n u
k
n(r)e

inωt are the so-called Floquet eigenstates or quasi-energy states,
which are time periodic functions expanded here into a Fourier series and qk are the quasiener-
gies. Introducing this Ansatz into the Schrödinger equation for the Hamiltonian in Eq. (2.13)
we find:

qku
k
n(r) =

[
nω + (− d2

dr2
+ 1

4r
2) + (g0 +

1
2∆g)δ(r)

]
ukn(r)

−1
4δ(r)∆g(u

k
n−2(r) + ukn+2(r)) (2.16)

The r.h.s. of this equation is the Floquet Hamiltonian which has diagonal, i.e., proportional to
ukn, and off-diagonal terms coupling the different modes ukn−2, u

k
n+2. To find ukn and eigenvalues

qk one should solve this eigenvalue problem by diagonalizing the corresponding Hamiltonian.
The harmonic oscillator fm(r) basis is very convenient to express the Floquet Hamiltonian in
our particular problem, not only because of the harmonic part of the potential which has as
matrix elements the harmonic oscillator eigenvalues but also because the matrix elements of δ(r)
are of the form

∫
drfm(r)δ(r)fm′(r) = fm(0)fm′(0). An alternative method equally well-suited

for our problem is to write the Floquet eigenvectors in terms of parabolic cylinder functions [80]
D(ν, x) which are the solutions of the underlying stationary problem [14] (see Chapter 1). In
this representation we have

ukn(r) = cknD
k
n(−(qk + nω), r) (2.17)

and we use again the important properties Eq. B.21 and B.22. By integrating Eq. (2.16)
using these relations we obtain a recursive system of algebraic equations for the coefficients cn.
Demanding that this system possesses solutions we obtain the values of quasienergies qk. We
have used both methods to derive the eigenspectrum of the Floquet Hamiltonian for our problem
and confirmed the agreement crosschecking the results and thereby the numerical convergence.

We show in Fig. 2.8 (a) the eigenspectrum of the Floquet Hamiltonian, i.e., the Floquet
quasi-energies with increasing driving frequency ω for a typical case g0 = 0.0 and ∆g = 1.0. In
the dense spectrum of quasi-energies we encounter points of accumulation when the frequency
is at resonant values (ω = 1, 2, 3...). At these points, many Floquet quasi-energies take a value
close to the harmonic oscillator eigenenergies (0.5, 1.5, 2.5...), and form Floquet bands. The
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Figure 2.8: Floquet eigenspectrum for (a) increasing driving frequency ω with g0 = 0.5 ∆g = 0.5,
(b) increasing initial interaction strength g0 for the resonant frequency ω = 1 and ∆g = 0.5

even-frequency resonances (ω = 2, 4, 6...) correspond to accumulation points with an energy
gap 2, i.e. at the quasi-energy values 0.5, 2.5, 4.5, ....

Let us now show how these results obtained for the Floquet Hamiltonian are connected with
the quantum acceleration processes for quantum resonances. In dynamical systems a pure point
Floquet spectrum is associated with localized behavior and the energy remains bounded at all
times, while singularly continuous components are responsible for diffusive behavior and growth
of the energy (see Ref. [[91]] and references therein). At the resonant driving frequencies as
we have seen above the quasi-energies are accumulating and approach particular values forming
close to continuous areas. This property of the spectrum leads to the acceleration and energy
gain.

Besides, in Fig. 2.8 (b) we see that with increasing g0 and for the resonant frequency ω =
1 the eigenenergies of the Floquet spectrum deviate from each other, and only come close
again as we approach the fermionization limit in the next upper level. This deviation from
the accumulation points makes the evolution less diffusive for intermediate interactions, and
corresponds to the picture of the instantaneous spectrum, where the energy gaps for intermediate
values of g become less equidistant, prohibiting multiple excitation.

2.2.5 Larger atom numbers and finite size effects

The extensive analysis of the two-body case above, is very useful for a bottom-up understanding
of the effects occurring for higher atom numbers. The main reason for this are the properties
of the many body spectrum of the harmonic oscillator including the delta-type interaction. We
present in Fig. 2.9 the energetically low lying part of the spectrum for three and four atoms
with increasing interaction strength [see also Ref. [29]]. We observe that all states show a
quite similar evolution and thus the energy gaps between them do not deviate significantly
(crossings or anti-crossings do not occur). Also important is that most of the states correspond
to excitations of the center of mass, which are not relevant to our study. For example the first
excited state and one of the two states of the second excited band which behave exactly like the
ground state, correspond to the ground state of the relative motion and to the first and second
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Figure 2.9: The lowest eigenenergies with increasing interaction g for (a) three and (b) four
bosons.

excitation of the center of mass motion, respectively.

The time-dependent variation of the interaction strength which affects only the relative
motion offers the possibility of a controllable excitation to specific states also for higher atom
numbers, since states like those mentioned above which correspond to excitations of the center
of mass do not contribute to the time evolution and are therefore avoided. We demonstrate this
in Fig. 2.10 (a) for the case of three atoms and an initial value g0 = 2.0 in the intermediate
regime, where an excitation predominantly to the lower state (corresponding to an excitation
of the relative motion) of the second excited band of eigenstates is performed [see Fig. 2.9(a)].
We denote here by the numbers 0, 2, 4 the energetically ordered states which correspond to a
respective excitation of the many body relative motion. The resonant frequency for excitation
from state 0 to state 2 will be referred as the principle resonance in the following.

The above signifies that higher number of particles allow for a similar control of their dynam-
ics as in the case for two atoms which is mainly due to the similarities of their underlying energy
spectrum. One important difference here is that for equal parameters, systems with larger atom
numbers experience a stronger impact of the driving than those with a lower atom number. This
can be seen from the the maximum loss of population of the instantaneous ground state with
time in Fig. 2.10 (b) in a non-resonant case which gets larger with an increasing number of
particles. An explanation for this atom number related effect is the response of the ground
state energy to the variation of g:

dE

dg

∣∣∣
g=0

=
N(N − 1)

2

∫
|ϕ0(x)|4dx, (2.18)

where we see that the slope of the total energy at g = 0 increases quadratically with the particle
number. Therefore a variation of g possesses a greater impact for higher atom numbers.

Another important observation concerning the size of the system is the position of the
principle resonance in the regime of intermediate interactions. We have seen already that for
e.g. g0 = 2.0 the resonant frequency is lower than for very weakly or strongly interacting initial
states. This frequency becomes even lower as the number of particles increase which is based
on the decreasing energetical spacing in the corresponding many-body spectra with increasing
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Figure 2.10: (a) population of instantaneous eigenstates for three atoms with g0 = 2.0, ∆g =
0.05 and ω = 0.9. (b) Population of the instantaneous ground state for different particle
numbers: N = 2, 3, 4 g0 = 0.0 ∆g = 1.0 and ω = 0.6

particle number. Consequently a lower value of frequency is needed for larger atom number for
the corresponding resonant excitation via driving of the interaction strength.

The above observation is important for modes of collective oscillation of the wavefunction,
in analogy to the macroscopic collective oscillations [15, 1]. Many measurements in experiments
are based on exciting collective modes, which are usually analyzed within the effective mean
field descriptions [92]. The frequencies of these oscillations can be obtained with a high accuracy
from the experimental data usually observing the size or the mean position of the condensate
[24, 20], and represent a very important measure for identifying different interaction regimes.
For example in 1D the TF limit, or the TG and Super-TG gas, possess a very characteristic
ratio between the so-called dipole mode which is an oscillation of the center of mass of the
condensate with the trap frequency ωd, and the breathing or first compression mode, where
essentially the size of the condensate is oscillating with a frequency ωb. For the effectively
non-interacting limits (g = 0,∞) this ratio is ωb/ωd = 2 while for the Thomas Fermi limit it
is ωb/ωd =

√
3 ≈ 1.73 [92]. These important theoretical results have been confirmed in the

corresponding experiments [24, 20].

From the few body perspective which we examine here, the mode of oscillation that we
excite by varying the scattering length, is of a compressional-breathing type. We demonstrate
this in Fig. 2.11 where we show several snapshots of the one-body density for characteristic
time moments. The excitation to the second state of the spectrum which corresponds to an
excitation of the relative motion (and therefore to a broader wavefunction), possesses therefore
the characteristics of a breathing mode. The characteristic frequency of such a mode, in the
intermediate interaction regime could be compared with the mean field result for the TF regime.
For non-interacting cases we confirm the ratio ωb/ωt = 2. The Thomas Fermi regime applies to
large ensembles of atoms, and the analogy with a the finite system examined here can be at most
indicative. Nevertheless in 1D systems we can take the minimum value of the energy gap which
appears close to g = 2.0 as corresponding to the Thomas-Fermi regime (see also corresponding
arguments in Chapter 2.1). In doing so, we can reveal finite size corrections for the breathing
mode of the TF limit, starting with two atoms ωb/ωt ≈ 1.85 and going to ωb/ωt ≈ 1.78 for five
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Figure 2.11: One body density for the case of three atoms as in Fig. 2.10 for several time
snapshots.

atoms with a further tendency to decrease with increasing particle number. In the macroscopic
limit N →∞ we should approach the mean field estimate ωb/ωt =

√
3 ≈ 1.73 [92].

This interrelation of the collective mode frequencies and their finite size deviations within
the few-body spectrum are probably valuable for further studies on connecting, checking and
reinterpreting mean field results in the light of the exact many-body spectrum and behaviour.

Conclusive remarks

We examined the effects of a periodically driven interaction strength on ultracold bosonic sys-
tems in a 1D harmonic trap which can be realized by a time modulation of magnetic fields
utilizing Feshbach resonances or periodically changing the transversal confinement length in a
waveguide via laser fields. Following our bottom-up approach we have first examined in de-
tail the two-body case were all basic effects are present, demonstrated and analyzed. We have
shown that the feature of near equidistant energy levels for arbitrary interaction strength for
the relative motion of two atoms in a harmonic trap but also for the corresponding many-body
spectrum for larger atom numbers has important consequences for the excitation dynamics. In
particular, the energetical spacing yields resonant driving frequencies, which one can employ to
excite particular states of bosonic relative motion. We underline that unlike other driven many-
body systems, the variation of the interaction strength offers the possibility to design excitations
of the relative motion of a certain species exclusively with a very high degree of controllability
for certain regimes of the driving parameters. Approaching the resonant frequencies the atoms
excite to the corresponding excited level of the relative motion which has been demonstrated
here by calculating the occupation of instantaneous eigenstates. For strong driving amplitudes
in the vicinity of the resonances the energy reaches out to very high values with several and
successive excitations to energetically higher lying states of the spectrum. This multi-excitation
process of acceleration is also analyzed via the properties of the Floquet spectrum. The initial
interaction strength distorts the energy spectrum shifting the position of the resonances, while
highly correlated initial states are quite insensitive with respect to the changes of the repulsive
interaction. We have shown via our exact numerical calculations, that for any number of atoms
there is a similar and for larger ensembles even more sensitive response to the driving of the
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interaction strength leading to higher excitation amplitudes. Effects due to the finite size of the
system, are also analyzed from the perspective of collective oscillation modes, and especially
the analog to the macroscopic breathing mode is established, thereby discussing similarities
and deviations from mean field approaches. Interesting outlooks are the exploration of different
driving laws, including the possibility to alter between repulsive and attractive interactions or
using different potential landscapes.
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Chapter 3

Bosons in finite lattices

Right after the extensive studies of harmonically trapped systems, the interest of the cold-atom
community focused on other kinds of potentials. The most popular and favorable potential
landscape is the optical lattice which allows for the investigation of quantum phenomena occur-
ring in different areas such as condensed matter physics or quantum simulators and information
processing [2, 44]. In this Chapter we will examine stationary properties of few-boson systems
in finite 1D lattices for different filling factors exploring the interplay between commensurability
and correlation effects [42] (Chapter 3.1) and inter-band tunneling dynamics in a triple well [43]
(Chapter 3.2). In Chapter 3.1 different filling factors will be investigated, focusing on effects
beyond the standard single-band approach of the BHM. Apart from numerical calculations we
will extend the CPWF to lattice geometries in order to cover strong-correlation on-site effects.
In the second part (Chapter 3.2) we will analyze resonant tunneling mechanisms which appear
for strong interactions in a 1D triple well potential, and can be explained via the stationary
few-body spectrum, seen again from a bottom-up perspective.

3.1 Commensurability vs correlation

The flexible experimental toolbox of optical lattices enabled the investigation of specific models
in a very controlable environment. The most prominent example is the Bose-Hubbard model
(BHM) a very effective approach which will be described in the beginning of this chapter. The
physics of this model which include a phase transition from a coherent superfluid (SF) to a
Mott-insulator (MI) state with localized atoms in each lattice site [7] have been studied the-
oretically [44] and proposed for experimental realization in optical latices in [44]. The first
seminal experiment on this system [7] has triggered a lot of research. Further highlights in-
clude quantum phases like Bose glass and Mott-shells, occurring for disordered, confined and
incommensurate systems [93, 94, 95, 96, 97, 98, 99, 100, 101].

1D optical lattices are very special and appealing systems since they combine the physics in a
lattice (phase transitions) with the special features of 1D [29, 42, 46, 73, 102, 103, 104, 105, 106].
An important phenomenon for strongly interacting systems is the so-called pinning transition
where atoms close to the TG regime turn to a Mott insulator phase for a perturbatively deep
lattice [46] also demonstrated experimentally in [47]. Localization, delocalization as well as lat-
tice imperfection effects have been studied for small ensembles in Ref. [107] showing interesting
analogies with macroscopic phases. In particular momentum distributions, pair correlations
and energy spectra give insight to the MI-SF transition with increasing lattice depth or unveil
the effect of an incommensurate filling, while a Bose-glass phase emerges when breaking the lat-
tice symmetry. The effect of a higher filling factor and the subsequent on-site fragmentation of
atoms in periodic 1D lattices has been explored in [45]. The authors investigate a commensurate
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case with two atoms per site and distinguish between a phase of MI with unperturbed Wannier
functions, and a second transition to a state with two fragmented orbitals on each site. In the
first part of this Chapter 3.1 we aim to perform a complete numerically exact investigation
for the whole range of interaction strengths from uncorrelated to fermionized bosons. Thus we
go far beyond the BHM regime and concentrate on on-site effects and changes on the on-site
localized functions. We examine via different observables both the localization mechanisms in
the commensurate filling with one and two atoms per site for finite lattices and the on-site
fragmentation of atoms for strong interactions, as well as various incommensurate cases.

In this section we will first introduce the 1D lattice model and discuss properties of the single-
particle states within the tight-biding approximations and the Bose-Hubbard model. Then we
will discuss properties of different filling factors commensurate and incommensurate via one
and two-body densities, populations and fluctuations, one-body density matrices and natural
orbitals. This extended study of few-body 1D systems in lattices extends the work that has been
done with MCTDH in harmonic trap and double wells. In the very last part we will discuss an
extension of the CPWF introduced for the harmonic trap in the previous Chapter 2.1 to cover
lattice geometries.

3.1.1 Model

We are interested here in finite multi-well systems. These can be prepared experimentally e.g.
by using more than one counter-propagating laser beams (standard optical lattice technique)
and forming a superlattice of copies of small finite lattices, or from the beam waist which always
produces an approximate harmonic confinement resulting in a concentration of the cloud density
in the few central wells of the potential [2]. The effective 1D Hamiltonian reads:

H = − ℏ2

2M

N∑
i

∂2

∂x2i
+

N∑
i

V0 sin
2(κxi) + g

∑
i<j

δ(xi − xj) (3.1)

The potential is characterized by the depth V0 and periodicity d (distance between two successive
minima) setting κ = π/d. In order to restrict the infinite potential to a finite number of sites
W and a length L, we impose hard-wall boundary conditions on appropriate position1.

All the parameters are considered to be tunable almost at will in corresponding experiments,
for example using Feshbach and confinement induced resonances for altering the interaction
strength, as well as manipulating the intensity and angles between the laser beams to change
the profile of the potential. The interaction strength g is the main parameter and we will take
representative values to cover the complete crossover to fermionization in all different cases
of commensurability. We use a sufficiently large lattice depth2 such that at least two single-
particle bands lie energetically below the continuum for reasons we explain later on. The way we
render our system finite via imposing hard-wall boundaries does not restrict the generality of our
treatment and results. In particular, independently of the specific experimental implementation
(using multi-color lattices and/or harmonic confinement [2]), finite systems exhibit intrinsic
features which differ from infinite lattices (periodic boundary conditions); the confined traps
result always in spatial inhomogeneities of the densities which are absent in the periodic case.

1In our numerical calculations, since we aim to different multi-well systems we chose for convenience to keep
a standard grid and a standard length L therefore the length unit was defined as Lu = L/10 and the energy unit
as ℏ2/ML2

u setting also ℏ = M = 1. This somewhat not standard choice of units was done only for numerical
convenience, we keep here presenting the results as obtained with this scaling and presented in [42]. Since though

the usual scaling is in units of the recoil energy ER = ℏ2κ2

2M
and lattice constant d we note that to transform in

these units the relation g′ = g1D
dER

= 2d
Luπ2 g holds.

2V0 = 7.0− 20.0 which is of the order of 4− 20 ER depending on κ
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These inhomogeneities can be increased or manipulated if there is a harmonic confinement or
a disordered surface. Although we are focusing here on the case of equal on site energies (our
hard-wall boundaries let the potential unaffected in between), we observe a rich behaviour that
captures the main effects of a finite confined system. All our numerically exact calculations
are performed by the MCTDH method which is employed here for lattices (see appendix for a
description) following the line of single double well potentials from previous studies [29]. In the
following subsections we refer to the single-particle spectrum within the tight-binding approach
and the Bose-Hubbard model for weak interactions. Both approximations are valid only in
certain regimes which we address to explain a part of the observations. Covering the complete
interaction crossover from g = 0 to g → ∞ by MCTDH we are able to show the regimes of
validity but also examine effects going beyond these models.

3.1.2 Single-particle states

A discussion of the single-particle states is necessary in order to understand the limit cases of
non- and infinitely- interacting atoms (according to the Bose-Fermi map -see Chapter 1). Ana-
lytical expressions for the delocalised single-particle states, i.e. Bloch states, are available for pe-
riodic boundary conditions. For finite lattices, we use the tight-binding approximation assuming
only a nearest-neighbor tunneling coupling term J ∝ −

∫
ws(x)hiws+1(x)dx between the sites s

and s+ 1 where ws(x) are the on-site localized Wannier states and hi = − ℏ2
2M

∂2

∂x2
+ V0 sin

2(κx)
the single-particle part of the lattice Hamiltonian Eq. 3.1. Within this approximation, valid
for a relatively deep potential, we express the Bloch states in terms of Wannier functions. The
single-particle Hamiltonian written in a matrix form using the localized states basis is:

h̃i =


ϵ1 −J 0 ..
−J ϵ2 −J ..
0 −J ϵ3 ..
.. .. .. ..


where ϵs (s = 1, 2, ..,W ) are the on-site energies, which in our case are equal (ϵ1 = ... = ϵW ≡ ϵ).

The hard-wall boundary conditions imply that there is no tunnel coupling between the first
and the last lattice site as opposed to the periodic where there is a single coupling for all sites.
The resulting eigenvalues are: Eq−1 = ϵ − 2J cos( qπ

W+1) (q = 1, ...,W ), and the eigenfunctions
read:

|φq−1⟩ =
√

2

W + 1

W∑
s=1

sin

(
sqπ

W + 1

)
|ws⟩ (3.2)

These lowest-band single-particle eigenstates are sketched in Fig. 3.1 for the triple well
using the Gaussian approximation for the Wannier functions around the center of each well
x̃s ⟨x|ws⟩ = (πd2)−1/4e−(x−x̃s)2/2d2 : |φ0⟩ = 1

2(|w1⟩ +
√
2|w2⟩ + |w3⟩), |φ1⟩ = 1√

2
(|w1⟩ − |w3⟩),

|φ2⟩ = 1
2(|w1⟩−

√
2|w2⟩+|w3⟩), with corresponding energies E0 = ϵ−

√
2J,E1 = ϵ, E2 = ϵ+

√
2J .

Note that for the ground state the middle well is occupied with a larger amplitude compared
to the two outer ones. For the states of the excited bands the harmonic oscillator orbitals of
higher order can serve as localized functions to a rather good approximation3. In a recent paper
[94], the single-particle states of the lowest band for the case of a lattice with a superimposed
parabolic trap were derived analytically within the tight-binding approximation.

3The computation of the eigenstates, done by numerical diagonalisation of the single-particle part hi of the
Hamiltonian Eq. 3.1 (with N = 1) is in good agreement with this simple model h̃i.
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Figure 3.1: Sketch of the finite three-well lattice and the corresponding single-particle states for
the first two bands.

3.1.3 Bose-Hubbard model

Bosons in optical lattices have bee mostly studied in the literature within the Bose-Hubbard
model [44, 2], employing the tight-binding and lowest band approximation. Apart from the cou-
pling term J and the on-site energies ϵs introduced in h̃i, there is additionally on-site interaction
with strength U which reads for a delta contact potential U = g

∫
dx|ws(x)|4:

ĤBH = −J
∑
<s,s′>

â†sâs′ +
U

2

∑
s

â†sâ
†
sâsâs +

∑
s

ϵsâ
†
sâs (3.3)

where < s, s′ > indicates the sum over nearest neighbors. Both parameters J and U can be
tuned by the lattice constants V0 and d. Increasing for example the laser intensity, the lattice
becomes deeper, and thus the ratio U/J increases substantially leading to the MI phase in the
commensurate case: the atoms save interaction energy by being localized in different wells and
the tunneling to neighboring sites is strongly suppressed. The SF phase on the other hand, is
characterized by phase coherence and delocalization of the atoms. Quantum phase transitions
at zero temperature are triggered by quantum fluctuations, and in this sense, we can examine in
our few-body ensembles signatures of the MI and SF phase. We use as a measure of localization,
the local (on-site) particle number fluctuations:

∆Ns
2 = ⟨ns2⟩ − ⟨ns⟩2 = N [ρ2s(N − 1) + ρ1s(1−Nρ1s)] (3.4)

where ρ1s =
∫
s dxρ(x) and ρ2s =

∫
s

∫
s dx1dx2ρ(x1, x2) are the one- and two- body densities

respectively, integrated over the lattice site s. The SF-MI transition is accompanied by decreas-
ing and finally vanishing fluctuations ∆Ns as U/J increases (corresponding in some sense to
vanishing local compressibility in the MI phase [93]). Another sign of the transition is the loss
of coherence because of the localization of the atoms in individual sites. This can be observed
in the momentum distribution, where the visibility of the interference peaks in the coherent
SF phase is reduced, ending up with a smoothened incoherent Gaussian-like profile in the MI
regime [7]. Recent advances in experiments with single-site probing make it possible to exactly
measure the structure of the density in the lattice, revealing mott cells of one two three and
four atoms per cite [108].
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For filling factors higher than one, ν ≡ N
W > 1 and strong interactions it is necessary to

go beyond the simple BHM, which assumes unperturbed Wannier orbitals and is restricted to
the lowest band, one has to include higher band effects [107] to examine the fermionization and
generally strong correlation effects. The Bose-Fermi map already indicates that the lowest band
levels are not sufficient to accommodate a number of fermionized bosons larger than the number
of wells. Let us briefly mention effective models relevant for the discussion of filling factors higher
than one. A modulation of the Wannier functions to take into account on-site interaction effects
has been proposed [107, 109, 110] or splitting into two orbitals into the same well [45]. Another
recent few-body study suggests to optimize the BHM parameters such that they agree with the
exact results specifically in the strongly interacting regime [111]. Besides this, the concept of
extended fermionization valid in the extreme limit of BHM U/J → ∞ under the assumption
that the atoms occupy different layers of MI and SF character [112] gives a valuable picture
for situations where an incommensurate fraction of atoms sits on a commensurate localized
background. We need to emphasize that the following results are obtained by the numerically
exact MCTDH method and we only refer to other models for explanation and comparison.
Nevertheless in the end of this section we propose and test the extension of the CPWF to
lattices as an alternative bottom-up approach to effects beyond Bose-Hubbard physics.

3.1.4 Commensurate filling factor ν = 1

The SF-MI transition arises only for commensurate setups, since for incommensurate ones there
is always a delocalised (SF) fraction of atoms. We will examine two cases of commensurate
filling: ν ≡ N

W = 1 and ν = 2, the latter being particularly interesting for the study of on-
site interaction effects with two atoms per site (see next subsection 3.1.5). The former case
discussed here is important to understand the basic features of the system which also agree
with the predictions of the BHM.

The spatial distribution of the atoms For the non-interacting ground state, the density
of atoms is larger for the middle sites and decreases as we go to the outer ones, illustrated here
for 6 wells and 6 atoms in Fig. 3.2(a) for g = 0. This occurs for setups with hard-wall boundary
conditions but is generally characteristic of finite lattices (independent of the number of sites
and atoms), since the kinetic energy term renders the middle wells energetically more favorable.
We remark that the atoms reside all in the same single-particle ground state which has indeed

the maximal density in the middle: ρ1s ∝ | sin
(

sπ
W+1

)
|2 (see Eqs. 3.2, 3.4 and Fig. 3.1).

As the interaction strength increases (Fig. 3.2(a)), we observe a gradual redistribution of the
density which leads to equal population of all sites. Let us explain this observation in terms of
the BHM which predicts a simple localization process where each atom sits in one well to save
interaction energy. In the Fock state representation |N1, N2, ..., NW ⟩, where each basis vector is
parametrized by the occupation numbers for each site, with increasing U/J , the vector which
has no double occupation |1, 1, 1, ...⟩ becomes the lowest eigenstate of the BHM Hamiltonian.
As soon as the atoms localize (one per well), the increase of the interaction does not affect them
anymore. In this fermionization limit their energy actually saturates to the fermionic value.
Here J is fixed (since there is a fixed depth V0 = 12.0 corresponding to 6.2ER with d = 1.6) and
U varies with g. In this special case ν = 1 and in general for ν ≤ 1, the Bose-Fermi map does
not hold only for the abstract state ΨTG ←→ Ψfer but also for the Wannier state [104, 105, 46].
In other words, the U/J → ∞ limit of the BHM where each atoms sits in one well |1, 1, 1, ...⟩,
is here equivalent to the fermionization limit, where each atom occupies a single-particle level.
Thus the BHM is valid in the case of ν = 1 for the whole range of interactions. In Fig. 3.2(b)
(inset) we plot the population of each well, Nρ1s , as a function of the interaction strength.
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Figure 3.2: (a) One body-densities ρ(x) for 6 wells and 6 atoms corresponding to different values
of g: non interacting (g = 0.0), weakly interacting (g = 0.2, 0.6), Mott insulator-fermionization
limit (g = 10.0). (b) Particle number fluctuations as g increases: red, green and blue lines
correspond to the left 3 wells s = 1, 2, 3 counting from the outermost one. (inset) On-site
population as g increases.

While for the outer (s = 1) and middle (s = 3) wells the population evolves monotonically to
the final value, the intermediate wells (see s = 2) act as a ’carrier’ of atoms and thus their
population may exceed for some intermediate interaction strength (g ≈ 0.1) their final one.

Diminishing fluctuations as a sign of localization The uniformisation of the population
with increasing interaction strength is a pre-signature for the localization. A more accurate mea-
sure indicative for this mechanism, is the particle number fluctuations (Eq. 3.4) which decrease
substantially as the interaction increases [Fig. 3.2(b)]. Of course, a lower J , corresponding to a
deeper lattice, enhances the localization process. For a very deep lattice U/J → ∞ we expect
them to vanish completely, while in our case they saturate to a small value. The rather shallow
depth of our lattice permits an occupation of the interwell space with a non-zero overlap between
atoms sitting in neighboring sites. Including this area into the integrations of the one- and two-
body density (Eq. 3.4) we end up with a small contribution to the fluctuations even in the
strongly interacting limit. Note also that the middle wells (s = 3), which can ’lose’ population
with respect to both sides, keep on having larger fluctuations than the outer ones (s = 1).

In Fig. 3.2(b) we observe that the fluctuations converge to a constant value for g ≈ 3.0.
This convergence happens for values of g significantly larger than those where the uniform
distribution of the population is achieved (g = 0.6 Fig. 4.2(b) inset). Technically speaking,
particle-hole excitations like |2, 0, 1, ...⟩, |0, 2, 1, ...⟩ contribute to the ground state vector for
g ≈ 0.6 resulting in an equal site distribution but without forming a localized state |1, 1, .., 1⟩.
Perfect localization occurs only when the latter vector is the eigenstate of the system suppressing
all other contributions.

Let us point out here the effect of the hard wall in comparison with periodic boundary
conditions. In our confined system for weak interactions, the Fock states with less occupation
in the outer wells outweigh those with less occupation in the center and therefore we observe
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Figure 3.3: Two body-density ρ2(x1, x2) for 6 wells and 6 atoms. Shown are 4 values of the
interaction strength (a) g = 0.0, (b) g = 0.2, (c) g = 0.6, (d) g = 10.0.

an imbalance of the sites population. In the case of periodic boundary conditions even the
non-interacting state possesses a uniform population of the sites due to symmetry. Hence, what
really happens in the latter case within the transition from weak to strong interactions, is only
a reduction of fluctuations by going to the state |1, 1, 1, ...⟩, and not a redistribution of the site
populations as in our case.

Two-body correlations The two-body density ρ2(x1, x2) plotted in Fig. 3.3, gradually shows
full depletion of the diagonal (x1 = x2) as the interaction increases4. . Starting from g = 0
and for increasing interactions (g = 0.2), the diagonal peaks indicating double occupation
(especially the middle) fade out, while the off-diagonal ones are amplified. In the regime where
equal distribution over the sites has been achieved (g = 0.6), the diagonal of the two body
density has not yet been fully emptied, a sign that some double occupation is still present and
thus a true localized state with unit filling is not yet reached (in accordance with the previous
observations). For g → ∞ the repulsive forces mimic the Pauli exclusion principle preventing
two atoms from being at the same spot. As a result, if one atom sits in one well, any second one
distributes itself equally over the other wells, but has zero probability to be in the same well.

Non-local correlations We will next cast light on the system from the perspective of the non-
local properties specifically the off-diagonal kernel of the one-body density matrix ρ1(x, x

′) ≡
4The emptying of the diagonal of the pair-correlation function reminds the situation in the harmonic trap (see

Chapter 2.1), and is a general two-body effect of the repulsion
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Figure 3.4: Off diagonal one-body density matrix ρ1(x, x
′) for 6 wells and 6 atoms for different

the interaction strengths (a) g = 0.0, (b) g = 0.2, (c) g = 0.6, (d) g = 10.0.

⟨x|ρ̃1|x′⟩ and the momentum distribution. While the local properties in the TG-limit have
exactly the fermionic profile, the bosonic permutation symmetry plays a significant role for the
coherence properties (see also Chapter 1). The off-diagonal behaviour of ρ1(x, x

′) as |x− x′| →
∞ is a measure of coherence [113]: it indicates non-vanishing off-diagonal long range order
(ODLRO) in infinite homogeneous systems. In our finite setups though there can be no true
ODLRO, so the term coherence refers here to the off-diagonal parts of ρ1(x, x

′) showing short
and long range one-particle correlations.

For zero interactions (see Fig. 3.4 g = 0.0) we observe that the off-diagonal spots fade out for
an increasing distance from the center as expected for a confined system. For weak interactions
(g = 0.2), the off-diagonal contributions -especially the remote ones- become more pronounced,
along with the outer wells on the diagonal. This is a common feature for finite setups, being
accompanied by the initial density redistribution. The atoms redistribute all over the lattice
such that they reduce the interaction energy, and as long as they stay in one orbital (see
explanation later on), increase the correlations all over the space. As the interaction strength
increases further (g = 0.6), the localization on discrete sites gradually destroys the ODLRO .
However, some short range coherence persists as the distribution of the atoms becomes uniform
(g = 0.6) and dies out for a stronger value of the interaction strength (g = 10.0). This matches
with our previous observation, that the diminishing of the fluctuations and coherence in the MI
phase does not necessarily coincide with the appearance of a uniform population.

Momentum distribution The off-diagonal part of the one-body density matrix is not an
observable but it is indirectly accessible via time-of-flight measurements [2, 1], which yield the
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momentum distribution ρ̃(k):

ρ̃(k) = 2π⟨k|ρ1|k⟩ =
∫
dx

∫
dx′e−ik(x−x

′)ρ1(x, x
′). (3.5)

The time-of-flight measurement is one of the first tools that optical-lattice experimentalists used
[7, 2] switching of the light and letting the cloud fall and get absorbed. The wavefunctions at
each lattice site expand and interfere with each other. The interference pattern reveals the
momentum distribution and the degree of coherence of the system.

In Fig. 3.5(a) we observe that ρ(k) exposes a rich pattern for g = 0 with Bragg peaks near
the reciprocal lattice vector (k = a∗ = 2π

d d = 1.6) which is gradually smeared out as the
interaction strength increases. The central peak corresponding to the ODLRO is high but gets
even slightly higher for small interactions (g = 0.05), matching with our observation in ρ1(x, x

′)
that the remote off-diagonal humps increase. In this SF coherent regime (g = 0.0, 0.05, 0.2)
there occur also minor dips at the points km = (m/W )a∗, due to the suppression of standing
waves with odd parity and wavelengths λm = Wd

m (m = 1, 2, ...) resulting from the confinement,
since the ground state possesses an even parity [107]. For g = 0.6 a value corresponding to
uniform distribution in the density, the central peak is substantially lowered, which is a typical
sign of coherence loss because of localization, but the lattice geometry fingerprints (side peaks)
in the momentum profile do not vanish completely implying again imperfect localization. As the
interaction increases further (g = 10.0), ρ(k) goes to a smoothened Gaussian-like profile with
complete destruction of the superfluid interference pattern and the visibility of the associated
peaks [7, 107]. We end up with a ’MI-type’ incoherent state.

Fragmentation analysis via natural orbitals The complete information in the one-body
level is given by the spectral decomposition of ρ̃1 ≡

∑
l=0 nl|ϕl⟩⟨ϕl|, where the relative popu-

lations nl serve as a measure of fragmentation into effective single-particle states ϕl (natural
orbitals). In [114], a criterion for the a non-fragmented condensed state was introduced exactly
by demanding the highest such occupation n0 to be very close to one.

For zero interactions, all the atoms reside in the lowest (ground state) natural orbital (see
Fig. 3.5(b) g = 0.0). Increasing the interaction they gradually fragment into the first N =
W = 6 orbitals. Thus, in this case (ν = 1) the effective description through the lowest-band
single-particle states holds. The population of each orbital in the fermionization limit is not
exactly 1/N as we would naively expect from a mapping to non-interacting single-particle
states according to Girardeau’s theorem (for fermions nl = 1/N for l = 0, N − 1). This is
because the natural orbitals are effectively modulated single-particle states originating from the
spectral decomposition of ρ̃1, and this modulation accounts for interaction effects. The lowest
orbital ϕ0, for example (see Fig. 3.5(c)), is broadened for weak interactions (g = 0.2), following
the evolution of the one-body density. The latter fact validates the use of the GPE mean-field
treatment for weak interactions where all the atoms are assumed to reside in a single ’condensate
orbital’. The modulation of this dominant orbital is responsible for the initial extension of the
off-diagonal range in ρ1(x, x

′) and consequently leads to an increase of the central peak in
ρ(k) (see Fig. 3.5(a)). The fragmentation observed for higher interactions (see Fig. 3.5(b)), is
beyond the regime of validity of the GPE, and due to the admixing of higher orbitals coherence is
destroyed. This may be compared with the cases of the double well and the harmonic trap [29]:
in the double well, the interaction immediately bridges the gap within the lowest-band doublet
and thus destroys the coherence. Note that the ground state orbital in case of the double-well
has already an equal distribution for the two wells and thus there is no dramatic flattening of
the density due to the interactions as in the case of more wells examined here. In the harmonic
trap there is an initial extension of the long-range order exactly for the same reason as here,
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Figure 3.5: (a) Momentum distribution for 6 wells and 6 atoms. Shown are 5 different values of g:
non interacting (g = 0.0), weakly interacting (g = 0.05, 0.2, 0.6), Mott insulator-fermionization
limit (g = 10.0). (b) Population of the natural orbitals as a function of the interaction strength.
(c) Profile of lowest natural orbital for several values of the interaction.
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Figure 3.6: (a) One body-density ρ(x) for 3 wells and 6 atoms. Shown are 5 different values of
g: non interacting (g = 0.0), weakly interacting (g = 0.02, g = 0.2), and on-site fermionization
crossover (g = 5.0, g = 20.0). (b) Particle number fluctuations as g increases for the left (s = 1)
and the middle (s = 2) well. (inset) On-site populations.

i.e., the ground state orbital is broadened and holds the main population (the gap between the
ground and the excited state is relatively large here). For very strong interactions (Fig. 3.5(c)
g = 10.0), the profile of the orbitals tends to return to the non-interacting one indicating the
validity of the Bose-Fermi map in the TG-limit.

3.1.5 Commensurate filling factor ν = 2

The case of ν = 2, is here examined for 6 atoms in 3 wells. This case is very important since we
expect on-site interaction effects to be present because of the higher number density of atoms.
These effects are on the focus of the extension of the CPWF that we will perform in the last part
of this study. Essentially on-site effects are similar to harmonic trap effects (see Chapter 2.1)
for strongly interacting bosons.

Local densities The one-body density ρ(x) redistributes resulting to an equal population
for all wells with increasing repulsion (see Fig. 3.6(a) g = 0.2). In terms of BHM, we have a
formation of a ’Mott state’ of 2 atoms per site residing in unaltered Wannier orbitals as the
vector |2, 2, 2, ...⟩ becomes eigenstate of the Hamiltonian for U/J →∞.

After this localization into pairs is achieved, on site interaction effects become apparent in
ρ(x) beyond BHM. In particular, there is a broadening of the one-body density in each well
resulting from the increase of the on-site repulsion (Fig. 3.6(a) g = 5.0). For even stronger
interactions, we observe the formation of two density maxima per site corresponding to the
tendency for spatial separation (Fig. 3.6(a) g = 20.0). This on-site fermionization crossover is
very similar to the single harmonic trap case discussed in the previous Chapter 2.1 and in this
particular case of ν = 2 the underlying system of two atoms in a trap [14] (see Chapter 1) shows
similar patterns. This fact inspires our approach of these phenomena in terms of a generalization
for lattices of the main proposal of this thesis, the CPWF (see subsection 3.1.8).

Similar patterns appear in the double well [115, 116, 117, 29] (the prototype finite lattice) and
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Figure 3.7: Two body-density ρ2(x1, x2) for 3 wells and 6 atoms for (a) g = 0.0, (b) g = 0.2,
(c) g = 5.0, (d) g = 20.0.
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1D lattices with periodic boundary conditions [45]. In the latter case the authors distinguish two
phases: first the localization into pairs (BHM regime), and second fragmentation of each pair
into two orbitals in the same well, which is consistent with our exact results. Another approach
is the modulation of the Wannier localized-functions include on-site two-particle interaction
effects [109]. It is important to note that the on site interaction effects appearing here, go
beyond the validity of the BHM. This is because higher band contributions need to be taken
into account5. In terms of the Bose-Fermi map, for ν = 2 all the levels of the first two bands are
occupied in the fermionization limit. The upper band (see Fig. 3.1) involves excited functions
with one node per site. The combination of these functions with the lowest band ones, gives
the observed wiggled fermionization profile with a local minimum in the middle of each well.
The particle number fluctuations (Fig. 3.6(b)) together with the populations (Fig. 3.6(b) inset)
illuminate the whole process: first the atoms distribute homogeneously (g = 0.0 − 0.1), then
localize and the fluctuations tend to a low value (g ≈ 0.1− 1.0) as expected for commensurate
filling in the MI phase, and finally each pair of atoms exhibits an individual on-site two-body
crossover as described above.

In the two-body density ρ2(x1, x2) the diagonal contribution is reduced with increasing value
of g (see Fig. 3.7 g = 0.2). In fact the maxima on the diagonal acquire half the population
of any off-diagonal one, which matches with the pair localization process leading to an equal
population of all sites. For stronger interaction (see Fig. 3.7 g = 5.0) the formation of a
correlation hole at x1 = x2 in the diagonal occurs. This is an inherent two-body effect of the
on-site fermionization process which is smoothened out in the integrated one-body density (for
the same interaction strengths maxima in ρ(x) are not yet pronounced). The correlation hole
is a significant characteristic of ν > 1 filling factors in general, since it is impossible for the
atoms to be in completely different wells (as they do in the ν = 1 case- see above) and thus
are obliged to minimize their overlap on the same site (diagonal). Nevertheless, we observe
that the formation of the correlation hole begins after the localization of two atoms per well is
established. Also visible in Fig. 3.7, is a broadening (for g = 5.0) and a fragmented pattern (for
g = 20.0), which appear in the off-diagonal.

Non-local properties Regarding the non-local properties the main effects are similar to
the case of ν = 1. For the TG limit, ρ1(x, x

′) (Fig. 3.8 (a), g = 20.0) reflects the N = 6
maxima of its diagonal part ρ1(x, x) = ρ(x), while the off-diagonal shows slight short-range
correlations because of the broadening of the on-site functions. In the momentum distribution
the interference peaks (Bragg and central one) become lower already for the onset of interactions
[ Fig. 3.8 (c)], ending up of course in a complete smoothening for strong interactions g = 5.0, 20.0.
The TG profile (g = 20.0) differs from the localized (Mott) state (g = 2.0) in particular by the
fact that the high momentum tails are more pronounced in the former case. Note that from
g = 2.0 to g = 5.0 there is an increase of the k = 0 peak which can be attributed to the
on-site broadening of the density (similar to the case of the harmonic trap, see [29]). The
immediate lowering of the central peak for small interactions g = 0.0, 0.02, 0.2 is attributed
to the deeper lattice that we use here compared to the case ν = 1 in the previous subsection
(V0 = 12.0 = 6.2ER for ν = 1 and V0 = 7.0 = 15.4ER for ν = 2 with d = 3.3). The
fragmentation process is enhanced and thus the coherence is directly destroyed by admixing
higher orbitals. Indeed, in a heuristic single-particle picture, the energy levels within one band

5In a different context an effective two-band model was introduced in ref [131]. In the course of the present
research, a two band model (with the first two oscillator orbitals at each site) was also implemented and compared
with the exact results. The agreement is qualitatively adequate, but a many-band approach is actually needed
which make the calculation very tough. Therefore we have chosen as a better and more appropriate method in
the context of this work, the modulation of the on-site function according to the CPWF. In a sense a multi-band
approach is a try to catch the feature of the CPWF by an infinite expansion
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come closer for a deeper lattice and thus the gap is bridged easily by the interactions. The
instant approach of the populations of the contributing natural orbitals of the lowest band (see
Fig. 3.8 (b) 0,1,2) accounts for this fact. Furthermore, the population of the natural orbitals
goes in groups of W reflecting the band structure. We have in principle contributing orbitals
of the first 2 bands: orbitals 0-2 of the effective first band and 3-5 of the second band (being
indistinguishable in Fig. 3.8 (c)). The first W orbitals (0-2) corresponding to the lowest band
have the dominant contribution and are modulated, following quite well the evolution of the
one-body density, including the on site interaction effects (see eg. the lowest orbital profile in
Fig. 3.8 (d)).

General remarks and energy properties

Let us generalize our findings before we move to the case of an incommensurate filling. The
equal distribution of the density onto the lattice sites and the subsequent loss of fluctuations
shown here, are also predicted by the BHM. These processes, which happen within the lowest
band (and with Wannier states almost unaltered), are enhanced for a deeper lattice. On-site
interaction effects occurring only for ν > 1, i.e, density broadening and formation of maxima
as well as correlation hole and fragmented patterns in the two-body density, only show up for
strong interactions (beyond BHM) when a substantial population of atoms is well localized in
one site. This fermionization crossover also applies to any integer filling factor, with the on-
site phenomena involving ν = 2, 3, 4... atoms per well. The off-diagonal one-body correlations
increase for increasing but weak interactions with the atoms dominantly occupying the first
orbital which flattens initially. For stronger interactions the fragmentation of atoms destroys
the coherence and the high visibility of the peaks in the momentum distribution is washed out
to a smooth profile. For two atoms per site the high momentum tails show differences between
the ’BHM insulator’ and the Tonks limit.

A general comment about the behaviour of the energy is in order here. The ground state
energy increases with g and saturates for g → ∞ to the corresponding fermionic one (see
Chapter 1. One particular aspect of this crossover is the response of the energy when we switch
on the interactions.. Close to g = 0 the slope for the energy is approximately

dE

dg

∣∣∣
g=0

=
N(N − 1)

2

∫
|φ0(x)|4dx. (3.6)

For hard-wall boundary conditions we know from Eq. 3.2 that with increasing the number of
wells (the size of the system), the population in the center of the lattice also increases if we keep
the filling factor constant. Thus one would expect that the repulsive interaction affects larger
systems more strongly due to the existence of areas with higher density. On the other hand,
the integral of the single-particle ground state wavefunction to the fourth power representing
the interaction term in the Eq. 3.6 above, is lower for a potential with more wells as the
delocalization of the state increases. The above effects cancel out resulting in an almost size-
independent evolution of the ground state energy per atom as long as N =W [see Fig. 3.9(a)].
Of course, for increasing filling factors interaction effects manifest more strongly in the evolution
of the energy as the density plays the dominant role.

A second aspect is the energy gap between the ground and the first excited state. Let us point
out that even without interactions, we have here an energy gap between the two states of the
order of J [see Fig. 3.9(b)]; a continuous band structure which results in a gapless spectrum in
the SF regime arises only in the limit of an infinite lattice. Moreover, since the Bose-Fermi map
holds also for excited states, we can compute exactly the gap in the fermionization (g → ∞),
which is of course the interband gap of the single-particle spectrum. In the BHM regime (see
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Figure 3.8: (a) One-body density matrix ρ(x, x′) for 3 wells and 6 atoms in the fermionization
limit g = 20.0. (b) Population of the natural orbitals as a function of the interaction strength.
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filling ν = 1 for the cases 4 atoms in 4 wells and 6 atoms in 6 wells. (b) Two first eigenstates of
the spectrum of 3 atoms in 3 wells as the interaction strength increases. (inset) weak interactions

Fig. 3.9(b) inset), the gap is of the order of U , but in general, as considered here, it is evolving
continuously and occurs not as a sudden transition as it does in the macroscopic case [44, 7].

The last comment refers to the role of the kinetic energy, which is related to the param-
eter J and this, in turn, to the lattice depth. We have already underlined its impact on the
enhancement of localization and fragmentation for a lower J . In fact we performed all the
calculations assuming a sufficiently deep lattice, such that at least two single-particle bands lie
below the energy maxima of the barriers (see Fig. 3.1). This choice validates our argumentation
in terms of the tight-binding approximation and also it ensures validity of the BHM for small
interactions. In the other limit of a shallow lattice, a hydrodynamic approach in the framework
of the sine-Gordon model has been employed [46] showing an arbitrarily small perturbative
lattice potential is enough to result in an insulating phase for the TG gas with commensurate
filling (see also the related experiment [47]). However, the latter discussion is based on the
thermodynamic limit. For our system, if we have atoms delocalised above the barriers, then the
on-site few-body effects smoothen out, and there is an interaction induced broadening leading
to a filling of the space between the wells. Nevertheless, there is something important that
we have to keep in mind for incommensurate filling ν > 1 too (see subsection 3.1.7). As the
total energy increases the atoms come energetically closer to the continuum (in other words
occupy higher bands) where the barriers thin out and thus there is an enhanced penetration
into the barrier (flattened on-site functions) which effectively results in larger fluctuations. A
hint towards this effect is already evident in the case of ν = 2 in the one body density [Fig. 3.6
(a)] where for strong interactions g = 5.0, 20.0 we see a slightly higher density in the inter-well
space. Accordingly the fluctuations [Fig. 3.6 (b)] show a slope to slightly higher values .

3.1.6 Incommensurate filling factor ν < 1

Incommensurate filling is more susceptible to the exact number of atoms compared to the
number of wells, with one main feature: there is always a delocalised fraction of atoms which is
crucial for the analysis of the observables. We consider essentially two cases of ν non-integer:
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Figure 3.10: (a) One body-density for 7 wells and 5 atoms for different values of g: non in-
teracting (g = 0.0), weakly interacting (g = 0.5, g = 1.0) and fermionized limit (g = 3.0). (b)
Particle number fluctuations as g increases for the sites s = 1, 2, 3, 4.(inset) On-site population.

ν < 1 where on-site interaction effects do not manifest due to low population and ν > 1 (see
next subsection) which for strong interactions can be interpreted as a fraction N mod W of
extra delocalised atoms sitting on a commensurate background of localized atoms [112].

The main concern here is how the atoms distribute over the lattice as the repulsion increases.
In the weak interaction regime, the repulsive forces drive the atoms away from the highly
populated center of the potential, (see for example 5 atoms in 7 wells in Fig. 3.10 (a) for
g = 0.5, 1.0). In this case the one-particle density does not tend to an equal site occupation (as
in the commensurate cases), but stays even for strong interactions asymmetric (g = 3.0). The
exact number of atoms N and wells W determines the fermionized distribution of the density:

ρ(x)Fermi ∝
W∑
s

N∑
q

| sin
(

sqπ

W + 1

)
|2|ws(x)|2 (3.7)

where q includes only lowest-band states since N < W . Hence, the BHM is valid for the whole
range of interactions. We can understand the final profile also in a hole-excitation picture where
starting from the the Mott-insulator in the commensurate case N = W we annihilate W − N
atoms Ψ =

∑N−W
α=1 aα|MIN=W ⟩. While in the case of commensurate filling ν = 1 the addition of

N =W coefficients in Eq. 3.7 leads to equal site occupation, here we can have imbalances and
oscillations of the density depending on how many orbitals contribute according to the numbers
W and N [Fig. 3.10 (a) g = 3.0, Fig. 3.10 (b) inset]. Triggered by the interaction, the ’transfer’
of atoms from the middle of the potential to the outer positions passes through the intermediate
wells which gain and lose population (Fig. 3.10(b) inset s = 2). The number fluctuations in
Fig. 3.10 (b) saturate to a rather high value because of the incommensurate filling ν < 1 which
allows only delocalised phases. The fluctuations are greater in the wells with less population
corresponding to ’holes’ (Fig. 3.10 (b) compare s = 2, 3 with s = 1, 4).

A main difference between commensurate and incommensurate filling is that in the latter
case the ’coherence’, or better the off-diagonal part of the one body density matrix ρ1(x, x

′),
cannot vanish completely since the atoms remain in fact delocalised. The remaining one-body
correlations in the fermionization limit (Fig. 3.11 (a) g = 20.0) are concentrated mostly close
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Figure 3.11: (a) ρ1(x, x
′) for 7 wells and 5 atoms in the fermionization limit. (b) Population

of the natural orbitals as a function of g. (c) Momentum distribution for different values of g:
non interacting (g = 0.0), weakly interacting (g = 0.1), fermionization limit (g = 3.0, 20.0).

to the diagonal, i.e., between neighboring lattice sites, although some amplitude is still visible
for next to nearest neighbor sites. It is interesting though that this short range coherence is
not equally distributed on all close to the diagonal spots. For example, in the case of 5 atoms
in 7 wells, there is a quite well localized atom in the central site as the vanishing off-diagonal
terms in the center of Fig. 3.11 (a) indicate. The distribution of short-range correlations is
again related to the commensurability of the setup, and can be understood in the following
way: divide the real space of the multi-well potential into N equal intervals and put each atom
in the middle of one interval; then those which lie closer to the middle of a site are also better
localized than those who lie close to the inter-well barriers affecting the one-body correlations
accordingly, i.e., when there is more localization the correlations die out.

The attempted localization of the atoms as the repulsion increases distorts to some extent the
interference pattern in the momentum distribution (Fig. 3.11 (b)). In particular the central peak
is lowered due to the partial loss of coherence but the peaked structure is not fully smeared out
(Fig. 3.11 (b) g = 3.0, 20.0). The initial increase of coherence for weak interactions is manifested
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Figure 3.12: (a) One body-density for 5 atoms and 4 wells. Shown are 4 different values of g:
non interacting (g = 0.0), weakly interacting (g = 0.05, 1.0, 5.0), fermionization limit (g = 20.0).
(b) Particle number fluctuations as g increases for the sites s = 1, 2. (inset) On-site populations.

by the increase of the height of the Bragg peaks (g = 0.1). These characteristic peaks remain
also prominent in the case of fermionization, i.e., the delocalization persists. We do not observe
an increase of the central peak of the momentum for low interactions as in the case of ν = 1,
even though we use a rather shallow lattice V0 = 10.0 = 4.1ER with d = 1.42). Although the
first natural orbital is broadened and dominant [Fig. 3.11 (c)], the density of ’condensed’ atoms
n0N
W is not as high in this case of incommensurate filling ν < 1 as for the case ν = 1 and this
explains the instant lowering of the k = 0 peak. As expected W natural orbitals contribute
substantially (see Fig. 3.11 (c)) as for ν = 1, but the contribution of each orbital here, differs
throughout the fermionization crossover.

3.1.7 Incommensurate filling factor ν > 1

The incommensurate filling ν > 1 case has a very rich behavior since it combines localization,
delocalization as well as on-site interaction effects. It is instructive to keep in mind the properties
of the corresponding ν< = NmodW

W filling case, which refers only to the ’extra’ incommensurate
fraction of NmodW atoms, thereby pointing out similarities and differences which allow to
identify the effect of the commensurate background’6.

One extra atom on a unit filling background

We begin with the simplest case of one extra atom added to the unit filling (here 5 atoms in 4
wells). For weak interactions the g = 0 nonuniform occupation of sites tends to become uniform
[Fig. 3.12(a) g = 0.05]. For a slightly higher interaction strength though, there is an interesting
revival of the tendency to predominantly occupy in the middle wells (compare Fig. 3.12(a)
g = 0.05 and g = 1.0). To understand this, we need to go beyond the lowest band and BHM
analysis (since ν > 1) and consider contributions of higher bands. The higher band states possess
a similar distribution with respect to the different wells as the lowest band (see cs,k Eq. 3.2).

6For all the following cases the length unit is L/9 and d = 2.2 (four wells). The lattice depth is chosen
V0 = 20.0 = 19.6ER such that the atoms are confined energetically below the continuum.
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Thus the energetically lowest level of the excited band, which has a dominant population in
the middle (see eg. Fig. 3.1 for the triple well), when contributing, results in repopulation of
the center. Additionally as the interaction increases, the total energy of the atoms becomes
higher and thus they approach energetically the top of the barriers of the potential close to
the continuum (see also the case ν = 2). This enforces the hopping term since higher bands
with larger coupling J1 > J0 contribute (compare intra-band splittings in Fig. 3.1) and as a
consequence the kinetic energy term redirects the atoms to the center. This intuitive picture
of contributions from higher energy states that we have drawn here for the repopulation of the
middle, is also consistent with the treatment of the Tonks limit via the Bose-Fermi map, i.e.,
if bosons are thought as non-interacting fermions. According to the theorem, the extra atom
lies exactly on the energetically lowest single-particle level of the excited band, which possesses
also higher contributions in the middle, while the other atoms completely occupy the lowest
band states forming a MI background of one atom localized per well. This results in a slight
broadening especially of the central peaks of the one-body density (Fig. 3.12(a) g = 20.0), a
standard on-site interaction effect for ν > 1, which we encountered also in the previous section
for ν = 2. Let us note that the situation is quite different for a sufficiently shallow lattice not
considered here: the extra atom would go closer or even above the barriers and thus would fill
the inter-well space, distributing smoothly over the potential and resulting in strongly reduced
two-body on-site effects [29]. A reference model to understand incommensurate filling ν > 1, in
qualitative agreement with our results, was given in [112]: the atoms occupy different horizontal
’layers’, each one on top of the other, all having commensurate MI states and only the highest
one being incommensurate (with NmodW atoms) and delocalised.

In the evolution of the populations with increasing g we can verify the density variation
in the center wells (see Fig. 3.12(b) inset). In the strongly interacting regime, the populations
remain quite similar due to the background of localized atoms and they differ only because
of the non-uniform distribution of the extra atom in the first level of the excited band. The
particle-number fluctuations (Fig. 3.12(b)) remain quite large, since the extra delocalised atom
does not allow for a perfect insulator phase. Nevertheless they are substantially diminished
compared to the corresponding ν< = 1/4 single-particle case because of the localization of
the background. The middle wells (s = 2) have larger particle-number fluctuations than the
outer (s = 1), since the latter can ’lose or gain’ population only from one side. The two-body
density shown in Fig. 3.12 (c),(d) for the non-interacting and the fermionization limit, acquires
a correlation hole in the diagonal, which is an inherent two-body effect for ν > 1, integrated out
in the one-body density. The effect is more prominent in the central diagonal peaks because of
the higher population there. The off-diagonal maxima corresponding to the center wells show
a slight broadening due to repulsion.

The non-local properties confirm the incomplete localization in this case. In the one body
density matrix ρ1(x, x

′) the remaining coherence in the strongly interacting limit (Fig. 3.13
(b)), is concentrated close to the diagonal . Due to the localized background the long range off-
diagonal terms almost disappear, compared to the ν< = 1/4 case of a single particle (Fig. 3.13
(a)). The off-diagonal humps, which are mainly visible in the center, reflect a widened pattern
(Fig. 3.13 (b)). In general, as long as the population of the wells increases, the on-site interaction
effects become more evident. In the momentum distribution (Fig. 3.13(c)) the central peak and
the Bragg peaks are from very weak interactions (g = 0.05, 1.0) lowered because of the large
depth of the potential used in this case (V0 = 20.0 = 19.6ER). Small peaks still persist, revealing
incomplete localization due to the extra atom (Fig. 3.13(c) for g = 20.0).
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A repulsive pair of atoms on a localized background

One-body densities Choosing the number of atoms and wells at will, one encounters many
different incommensurate cases and corresponding effects. We focus here on the case of in-
commensurate filling with two extra atoms, which exhibits a distinct behaviour: the extra pair
of atoms feels the interaction with the background atoms, additionally to the intra-pair re-
pulsive forces. From the above discussion (sec IV. B.1), we recall tendencies to first equalize
and then repopulate the center wells with increasing g. Indeed this happens also in the low-
interaction regime for the case of 6 atoms in 4 wells examined here (see Fig. 3.14(a) g = 0.1, 1.0,
Fig. 3.14(c)). It even results in a broadening of the central peaks and wiggles in the one-body
density for higher interaction strengths (Fig. 3.14(a) g = 10.0, 30.0). To realize the peculiarity
of this effect one has to consider the fermionization limit which exhibits only a slight broadening
but no wiggles at all; the atoms are rather distributed uniformly in accordance to the Bose-
Fermi map (Fig. 3.14(a) and Fig. 3.14 (b) for g = 100.0) which predicts equal contribution from
the two first levels of the excited band. However, for strong but finite interactions the extra
atoms concentrate more in the center resulting in an effectively higher local filling νs=2,3 ≈ 2;
only for g > 30 the repulsion is strong enough to drive the bosons to the outer wells.

In Fig. 3.14(c) we observe that for weak to intermediate interactions (g ≈ 0.05 − 0.8), the
populations and the fluctuations are almost constant. Beyond this regime (close to g = 0.8), the
population of the center wells (s = 2) increases and approaches the value for two atoms in these
sites νs=2,3 ≈ 2, while the fluctuations are again strongly reduced. This can be understood as a
localization behaviour (’Mott-like phase’) in a central ’domain’ of the potential in analogy with
similar situations appearing for an optical lattice with a superimposed harmonic confinement
[93, 94, 95, 96, 98, 99, 118, 119, 120]. In the latter case, the harmonic potential increases the
on-site energy as we go to the outer wells and thus sets an ’energetic obstacle’ for the atoms
to occupy them. Therefore, they prefer to localize in the center and form Mott domains (or
shells), possibly surrounded by a superfluid layer of delocalised atoms. As an illustration of this
effect in our few-body setup, we present the case of 5 atoms in a 1D lattice with a superimposed
harmonic trap (Fig. 3.14(a) inset). For strong interactions (g = 30.0 here) we have exactly
two atoms in each middle well and one atom divided into the two outer wells surrounding the
’Mott-shell’. We underline that our numerically exact method which goes beyond BHM brings
a new light on the strongly interacting regime including the on-site interaction effects; here we
point out the formation of wiggles in the one-body density inside the ’Mott-shell’ of two atoms
per site. For our initial setup though there is no harmonic confinement and thus no ’energetic
obstacles’ between the wells; nevertheless the hard-wall boundary conditions on the edges,
make it preferable for the atoms to be in the center. We can thus comment that the finite size
itself makes it possible for qualitatively different spatial regions to occur in incommensurate
1D lattices. For stronger interactions, the fluctuations increase again (Fig. 3.14 (b)) as the
atoms occupy higher energy levels and delocalize further. The fermionization comes with equal
population N

W = 1.5 atoms per well (Fig. 3.14 (b) inset).

Similar phenomena of course can occur for other cases of incommensurate filling ν > 1.
The case of two extra atoms is representative, but let us stress that the exact number of wells
and atoms is important for the possible effects. For example, in the case of 5 atoms in 3 wells
(Fig. 3.14 (d)), the repulsively interacting extra pair of atoms is prohibited from occupying the
middle well, since it would require a very undesirable triple occupation of a single site with
strongly repulsive atoms. Thus the revival of occupation in the center is avoided, and each of
the two extra atoms is mostly located in one outer well, indicated by the corresponding wiggles
of the one-body density.
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Figure 3.14: (a) One body-density for 6 atoms and 4 wells for different values of g: non in-
teracting (g = 0.0), weakly interacting (g = 0.1, 1.0), strongly interacting (g = 10.0, 30.0)
and fermionization limit (g = 10.0). (inset) The case of a superimposed harmonic trap with
strong interactions g = 30.0 for 5 atoms. (b) Particle number fluctuations as a function of g
for s = 1, 2. (inset) On-site populations. (c) Same plot for the weak interaction regime. (d)
One-body density for 5 atoms in 3 wells for g = 0.0, 0.05, 5.0, 20.0.
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Figure 3.15: Two body-density ρ2(x1, x2) for 6 atoms and 4 wells for (a) g = 0.1, (b) g = 10.0,
(c) g = 30.0, (d) g = 100.0.

Two-body densities We analyze now the case of 6 atoms in 4 wells from a two-body per-
spective. For weak interactions, the off-diagonal peaks of ρ2(x1, x2) become more pronounced
than the diagonal contribution (Fig. 3.15 g = 0.1). For stronger interactions (g = 10.0) they
reconcentrate in the center, the correlation hole is starting to be formed. The off-diagonal humps
start to broaden in the middle and acquire fragmented patterns while the correlation hole be-
comes more evident (g = 30.0). In the fermionization limit (g = 100.0) the distribution on the
diagonal becomes equal for all sites, and the off-diagonal contributions lose their fragmented
pattern. As a last comment for the comparison of the crossover seen in the one- and two-body
density, we observe that the formation of correlation hole in the diagonal of the two body-density
(Fig. 3.15 g = 10.0) corresponds to a widening of the corresponding one-body density peaks
(Fig. 3.14(a) g = 10.0), while the appearance of wiggles (Fig. 3.14(a) g = 30.0) is connected
with the fragmented patterns in the corresponding off-diagonal humps of the two-body density
(Fig. 3.15 g = 30.0).

An interesting effect occurs in this case for the one-body density matrix ρ1(x, x
′). The

remaining coherence in the strongly interacting limit is only concentrated in the left and the
right part of the space (diagonal squares in Fig. 3.16 (a),(b)). This indicates that the two
extra atoms, tend to localize with respect to each other since the off-diagonal squares of this
plot are completely depleted; the left is completely uncorrelated with the right part of the
space. However, the extra atoms remain coherent with the background of localized atoms in
the place where each of them is localized (left and right). Apparent is the formation of wiggles
in the center of the diagonal for g = 30.0 (Fig. 3.16(a)) along with the formation of fragmented
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Figure 3.16: One-body density matrix ρ(x, x′) for 6 atoms in 4 wells (a) g = 30.0, (b) g = 100.
and (c) 2 atoms in 4 wells fermionization limit g = 20.0. (d) Momentum distribution for 6
atoms in 4 wells for different values of g: non interacting (g = 0.0), weak interacting (g =
0.005, 0.1, 2.0), strong interactions (g = 10.0, 30.0) and TG limit (g = 100.0) which is compared
with the TG limit of 2 atoms in 4 wells.

patterns in the remaining off-diagonal contribution. For the fermionization limit (Fig. 3.16(b)
g = 100.0) these wiggles are smeared out to an equally broadened profile, while there is a very
strongly fragmented pattern in the populated off-diagonal spots. It is worth comparing this to
the fermionization limit with the corresponding ν< = 2/4 case, 2 atoms in 4 wells (Fig. 3.16
(c)). The coherence between left and right part of the potential is present in the latter case
(off-diagonal squares retain contribution), which means that one atom mainly localized in the
left part does penetrate into the right part. Contrarily, the background of localized atoms in
the case of 6 atoms in 4 wells, prevents each of the excited extra atoms from intruding into the
side where the other one sits.

The localization of the extra atoms in the two middle wells for strong interactions leads to
an almost smoothened profile of the momentum distribution (Fig. 3.16(d) g = 10.0). As we go
to the fermionization limit (g = 100.0), the central peak becomes a little higher, and the profile
is somewhat distorted again because of the delocalization of the extra atoms. Of course the
corresponding ν< = 2/4 case (Fig. 3.16(d) 2 atoms in 4 wells) is much less smoothened, since
the delocalization is not hindered by any localized background.
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Figure 3.17: Ground state energies divided by the corresponding values of the Tonks-Girardeau
(TG) limit for (a) a double and (b) a triple well as a function of the inverse interaction strength.
Several cases with respect to the number of atoms per lattice site (pls) are shown, comparing
numerical and analytical results.

3.1.8 Correlated-pair wavefunction approach

We have explored in the previous subsections few-body systems in lattice potentials. The most
important finding are the on-site effects beyond the single-band BHM. Here we approach these
effects via an explicit wave-function inspired from the CPWF proposed in Chapter 2.1 for the
harmonic trap. The calculations for this part have been done with the Quantum Monte Carlo
method (see Appendix A on computational methods). Our aim is therefore to write a Jastrow-
type function as done for the harmonic trap (see Eq. 2.3) for the finite lattice potential, and
check its accuracy compared with DMC calculations for the energy. Our proposal here is in the
spirit of the CPWF to use for the two-body part of the trial function the exact solution two-body
in a single trap (see Chapter 1). For the single-particle part we use localized Wannier functions
of Gaussian profile to capture the arrangement of the atoms in the lattice, which are distorted
by the hypergeometric functions inspired from the two-body problem in the trap to describe
pair-correlation and on-site effects. A Variational Monte Carlo (VMC) approach allowing for
one or two variational parameters has been also employed without substantial differences with
respect to the evaluation of the energy compared to our parameter-free Ansatz. To overcome
any restrictions of using a certain trial function, we perform a diffusion Monte-Carlo (DMC)
simulation which provides us with the numerically-exact energy of the system with which we
compare (see also Chapter 2.1). In a second step we demonstrate on-site features for several
observables (one-body density, pair- correlation functions) captured from our analytical trial
function.

We will examine here only double and triple well potentials with different commensurate
filling factors7. The extension of the CPWF will be done keeping the two-body part (which
is the core idea) but using a different SPP part for the case of a deep finite optical lattice.
In the case of a perturbative lattice one could take the same approach or probably slightly

7The construction of these finite multi-well traps is similar to the one used previously (see Eq. 3.1) imposing
hard-wall boundary conditions. Particularly here we use an optical lattice profile of the form V0 sin

2
(
πxi
2α

+ ϕ
)
.
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Figure 3.18: One body densities for (a) four and (b) six bosons in the double well for several
interaction strengths covering the crossover from weak to strong couplings.

(Eq. 2.3) modified by an inverse lattice term for the SPP like 1 − γ sin2(πxi/2 + ϕ). But for
a deep lattice V0 > 4(ER) a radical change of the SPP should be employed in terms of the
tight-binding model which is valid for this case, since next to next-neighbor tunneling is at
least one order of magnitude smaller than nearest-neighbor tunneling. In a general sense one
can write an expansion of Gaussian functions (as an approximation to the localized Wannier
functions) localized at the position xj of each lattice site j:

ψSPP (xi) =
∑
j

fje
−β(x−xj)2 (3.9)

The parameter β is related to the effective confinement frequency of each well (considered as a
harmonic oscillator), and in our case can be set to β =

√
V0. The coefficients fj are actually

dependent on the interaction between the atoms, and can be in the general case derived from a
Bose-Hubbard model calculation. In general for weak interaction strengths the atoms tend to be
more in the center of the potential (for harmonic or hard-wall confinement), while increasing the
interaction strength leads us to the Mott-insulator phase where the atoms are essentially equally
populating all wells as we have seen in the previous results (or forming wedding-cake structures
of several Mott shells) [44, 2]. In the case of an optical lattice plus a parabolic confinement the
tight-binding model for the single-particle problem has been solved in [94] by means of Mathieu

The rescaled 1D Hamiltonian reads:

Hlat = −1

2

N∑
i=1

∂2

∂x2
i

+
N∑
i=1

V0 sin
2
(πxi

2
+ ϕ

)
+ g

∑
i<j

δ (xij) (3.8)

where the lengths are scaled by the lattice constant α and the energies by the recoil energy ER = ℏ2
mα2 . We further

confine this infinite lattice system to a finite region L ∈ [−5/2, 5/2] (with ϕ = π/2) and L ∈ [−7/2, 7/2] (with
ϕ = 0) imposing hard-wall boundary conditions at the edges, such that two and three lattice sites are isolated,
respectively. The Hamiltonian is characterized by two parameters: the rescaled interaction strength g = g1D

ERα

and the potential depth V0 (in units of ER). We will consider here rather deep lattices (V0 = 40) such that the
on-site effects can be demonstrated and also a tight-binding approximation with well-localized Gaussian functions
at each well which we will introduce next can be considered a good approach.
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Figure 3.19: Two-body density for 4 atoms in the double well for (a) g = 2.0 (b) g = 5.0 (c)
g = 10.0 (d) g = 20.0

functions which offer the coefficients for a localized functions expansion. We note here that this
can be also considered as a parameter free Ansatz for the SPP provided that we use the form
of Eq. 3.9 with a fixed β =

√
V0

8. Yet this will not cover the full range from weak to strong
interactions since the distribution of weights will change with increasing interaction strength as
we have seen above. We take a detour from this issue by focusing on interaction effects that
appear on-site like those shown above [42] and not on the redistribution of the atoms from the
superfluid to the Mott insulator state. We will examine here cases with equal population in
each lattice site or obtain this equal distribution for a perturbatively weak interaction strength.
We will therefore use equal coefficients (fj = 1 for all j) in the expansion Eq. (3.9) constructing
thus a direct generalization of our Ansatz for lattices (for periodic lattices this choice is actually
the only reasonable). A similar approach based on the two-body solution [14] (see Chapter 1)
was performed in [109].

Results from the generalization of the CPWF to finite lattice systems using the corresponding

8According to [94] fj are the Fourier coefficients of the Mathieu function ce (x,−q): fj =
1
π

∫
ce (x,−q) cos (2jx) dx. The parameter q = 8J

ω2 where:

J = −
∫

w(xj)

(
−1

2

d2

dx2
+ V0 sin

2 (πx/2)

)
w(xj−1) (3.10)

characterizes the system, where w(x) are the localized Wannier functions for each well . If Gaussian profile
functions are used for w(x) like in Eq. 3.9 one obtains

q(V0) = −
√
8πV

1/4
0 e−2

√
V0

[(
3
√
V0 − 1

)
+ e

− π2

8
√

V0

√
V0

]
. (3.11)

.
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single-particle part (Eq. 3.9) are compared in the following with DMC calculations for the
energy. We consider here cases that are also relevant for cold-atom experiments, i.e., two to
four atoms per lattice site [2]. In Fig. 3.17 the curves obtained from the Ansatz and the DMC
are presented with respect to the same variables as in Fig. 2.2 for the double [Fig. 3.17 (a)]
and the triple [Fig. 3.17 (b)] well potentials. The agreement between the trial-function and the
DMC energy is very good for the case of two atoms per site both for the double and the triple
well potentials. This is to be expected since the CPWF is actually the exact one in the case of a
harmonic trap for two atoms (see Chapters 1, and 2.1) [14, 25]. However for three and four atoms
per lattice site the deviations start to be substantial at intermediate interaction strength (g ≈ 1)
and become even stronger as we approach the resonance (see Fig. 3.17). The reason for these
deviations lies in the nature of multi-well potentials. As long as the atoms stay in low energy
states, which is the case for weak interactions the harmonic approach of each lattice site remains
a good approximation. However, as the interaction strength increases and the atoms come
energetically closer to the threshold of the barriers of the potential, each lattice site becomes
more and more anharmonic, as well as the tunneling coupling to the neighboring lattice sites
increases. This breaks the validity of a harmonic approach and produces deviations of the Ansatz
which still though works qualitatively and as we will see next captures important properties
of the on-site behaviour beyond the weak coupling and the Bose-Hubbard regime. Another
important difference compared to the case of the harmonic trap is that here the fermionization
limit (g → ∞) is not reproduced exactly by the Ansatz, due to the anharmonicity explained
above. Therefore one of the major advantages that our Ansatz proposed in Chapter 2.1 [25]
possesses in the harmonic trap, namely reproducing the exact behaviour in the two limiting
cases (non- and infinitely interacting ensemble) is missing here. Yet the predictions of the
Ansatz are slightly better if one treats the parameter β variationally (VMC calculations show
a correction up to 1− 2% in the error), but certainly there is space for improvement combining
probably Bose-Hubbard and exact solutions for the particular profile of the multi-well potential
in the trial function.

In Fig. 3.18 the one-body density for the cases (a) four and (b) six atoms in the double well
is shown. We observe that the main on-site effects from the previous results are capture from
the CPWF Ansatz here: the density at each well becomes broader (see g = 2.0, 5.0) acquires a
small plateau (g = 10.0) and finally develops a number of maxima corresponding to the number
of atoms localized per site. In Fig. 3.19 the two-body density or pair-correlation function of 4
atoms in the double well is plotted. For weak interactions [g = 2.0 Fig. 3.19 (a)] we have only 4
distinct peaks due to the double well potential and as the interaction strength increases [g = 5.0
Fig. 3.19 (b)] the diagonal x1 = x2 tends to deplete (as seen also in the results above). For
stronger interactions [g = 10.0 Fig. 3.19 (c)] even the off-diagonal peaks broaden while close to
fermionization [g = 20.0 Fig. 3.19 (d)] there are additional peaks appearing at the off-diagonal
spots.

Conclusive remarks

We have performed in this part (Chapter 3.1) a numerically exact investigation (via MCTDH)
of few-boson systems in finite 1D lattices for varying strength of the repulsive interactions and
extended our analytical approach in terms of CPWF to capture on-site effects on lattice geome-
tries. In the unit filling case, we have shown the evolution from a non-interacting state with
a maximum of the density in the center well to an equal site distribution and a simultaneous
decrease of the fluctuations; these effects are in accordance with the predictions of the BHM,
following the SF - MI transition from a delocalised to a localized state. Beyond that, for higher
commensurate filling, on-site interaction effects like broadening and wiggles in the one-body den-
sity as well as correlation hole and fragmented patterns in the two body density occur especially
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in the strongly repulsive limit approaching fermionization. To capture these effects analytically
with a bottom-up approach we have performed a generalization of the CPWF approach for
lattices and tested it via Quantum Monte Carlo calculations. Concerning non-local properties,
the coherence loss due to the interaction is reflected in the reduced off-diagonal contribution
in the one-body density matrix and the smoothening of the peaked pattern in the momentum
distribution. The high-momentum tails show a difference between the Mott-insulator within
the Bose-Hubbard model with unperturbed Wannier functions and the Tonks limit with two
fermionized atoms per site. Interestingly, there is a slight increase of long-range correlations on
the onset of interactions with the atoms remaining mostly in one orbital which broadens. The
fragmentation into different natural orbitals for strong interactions reflects the band structure
of the lattice. The effect of a deeper lattice on enhancing and accelerating these processes was
pointed out. For incommensurate filling we have shown that the density distributes inhomo-
geneously depending on the number of atoms and wells, and partially delocalised incoherent
states are formed. In particular for filling factor greater than one, the degree of localization of
these extra atoms depends on the interaction strength, the presence of the background atoms
as well as the specific conditions of the setup. For finite systems, it can vary locally, leading
to spatial variations for the observables, in analogy with the insulating and superfluid domains
which appear in the case of an additional harmonic confinement.

Our study suggests many promising routes for further investigations, like spatially inhomo-
geneous lattices, particularly the case of an external harmonic trap and disorder with arbitrary
energy offsets between the wells. A combination of the BHM with modified Wannier localized
functions inspired from the CPWF or multi-band approaches could probably provide a more
accurate and insightful bottom-up approach on lattice potentials in 1D also for many-body
systems. The extension of this idea to fermions or mixtures (see next Chapter 4.1) and the
improvement of it to describe more accurately the full crossover may represent a valuable input
to relevant experimental studies [60, 61].

3.2 Interband tunneling dynamics in a triple well

Another very important application of multi-well systems is the study of tunneling phenomena
this fundamental quantum dynamics mechanism. Many studies both theoretical and exper-
imental [49, 50] concentrate on mean-field tunneling mechanims. Theoretical investigations
for 1D systems with MCTDH have demonstrated beyond-mean field effects [51, 52] in the
crossover from correlated tunneling to fermionization effective single-particle behaviour [40]. In
this part we will show beyond mean-field and single-band mechanisms of resonant tunneling in
a triple well few body system. Our treatment relies on generalized number states which include
multi-band structures and inter-band tunneling mechanisms. We will see that the underlying
few-body spectrum in a single site (related to the ’two to many’ perspective in the harmonic
trap in Chapter 2.1) supports certain resonances and corresponding single- two- and in general
few-body correlated tunneling in the strongly interacting regime.

The double well is the simplest case of a multi-well potential, and a plethora of phenomena
have been observed and analyzed in great detail for this system [29, 115, 117, 121, 122, 123].
Loaded with a Bose-Einstein Condensate (BEC), the double well manifests itself as a bosonic
analogue of the superconducting Josephson junction [18, 51]. In the low-interaction regime, the
coherent phase coupling of the BEC in neighboring wells dominates the tunneling properties, and
gives rise to population transfer such as Rabi oscillations and π-mode oscillations [124], while
in the somewhat stronger-interaction regime, the nonlinearity introduced by the interaction
dominates, and the BEC can become self-trapped [18]. On the other hand, for few-body systems,
the microscopic counterpart of BECs, the tunneling between two neighboring wells also takes
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place in a correlated manner, exhibiting pair tunneling in the low- to intermediate-interaction
regime [50, 40], and turning to self-trapping for stronger interactions [40, 49], which indicates the
intrinsic correlation between micro- and macro-ensembles of ultracold atoms. The generalization
from double well to multi-well systems can provide a bottom-up understanding of mechanisms
operating in the infinite optical lattice.

A straightforward natural extension of the double well is the 1D triple well. In the triple
well, ultracold atoms also show correlated tunneling and self-trapping in the lower- and stronger
interaction regime, respectively [125], and present at the same time novel properties such as
stationary tunneling, in which the loss of coherence between bosons leads to a steady state
[126]. Reference [126] provides an extensive study of the long-time evolution of the dynamical
properties of micro- and macro-ensembles of bosons in the triple well. All these studies may
generalize the phenomena in the double well to the optical lattices, and bridge the gap between
the micro- and macro-systems, as we can see the triple well as a prototype of optical lattices.
Moreover, similarly to the analogue of the double well to the Josephson junction, the triple
well is the minimal system which can model the source-gate-drain junction, and draws lots of
attention from the perspective of atomtronics. A variety of proposals to achieve controllable
atom transport based on the triple well have been presented [127].

A widely used approximation in the study of cold atoms is the single-band approximation,
which ignores the higher band contribution. This single-band approximation, working success-
fully in the low interaction regime, finds difficulties in the strong interaction regime, where the
strong correlation between bosons suppresses the coherence, and consequently leads to phenom-
ena such as the fragmentation of bosonic ensembles, fragmented pair tunneling and eventually
breaking up of the tunneling pairs in the Tonks-Girardeau regime [50, 128]. Efforts have been
done to extend the studies to the strong-interaction regime, by explicitly taking into account the
higher band contributions. It has been shown that higher band effects can give rise to effective
many-body interactions [129, 130], and can modify the Bloch oscillation [131] as well as Mott
transition [45, 132].

In this part the stationary properties discussed before provide the basis to explore dynamics
in a lattice system. We study the tunneling of a small ensemble of strongly repulsive bosons in
a 1D triple-well potential. The usual treatment within the single-band approximation suggests
suppression of tunneling in the strong interaction regime. However, we show that several win-
dows of enhanced tunneling are opened in this regime. This enhanced tunneling results from
higher band contributions, and has the character of interband tunneling. It can give rise to
various tunneling processes, such as single-boson tunneling and two-boson correlated tunneling
of the ensemble of bosons, and is robust against deformations of the triple well potential and
could be used to transport cold atoms in a controllable way. We introduce a basis of generalized
number states including all contributing bands to explain in a bottom-up manner the resonant
tunneling mechanisms.

3.2.1 Setup and generalized number-state Representation

We explore the correlated quantum dynamics of a few-boson system confined to a 1D triple well
depicted in Fig. 3.20(a). The bosons are initially loaded in one well with a certain interaction
strength (which is obviously not a stationary state) and then we let the system evolve dynam-
ically. The model Hamiltonian is given by Eq. 3.1 as before and the triple well is confined by
hard wall boundaries9. The potential depth is large enough such that each well confines three

9We rescale here Eq. 3.1 in units of the recoil energy ER = ℏ2κ2/2M , while the space and time are given in
the unit of κ−1 and ℏ/ER, respectively. This amounts to setting ℏ = M = κ = 1. The coupling of the interaction
potential now reads g = g1DM/ℏ2κ. We we apply hard-wall boundary conditions at x = ±3π/2κ. Experimentally
the triple well potential can be realized, e.g., by a bichromatic optical lattice, formed by laser beams of different
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Figure 3.20: (a) Sketch of the triple well potential as well as the first three Wannier levels in each
well. (b) Response of the on-site energy of different number states to the interaction strength.
The red line gives the response of the triple modes, and the blue and green lines provide the
response of the single modes and pair modes, respectively. number states belonging to different
bands are denoted by different line types: solid - ground band, dashed - first excited band,
dash-dotted - second excited band, dotted - third excited band. Arrows indicate the resonance
points of the triple mode with various modes.

localized single-particle Wannier states: the ground, first excited and second excited Wannier
states. As a result of the hard wall boundary conditions, the on-site energy of the Wannier
states in the left and right well εiL/R is slightly larger than that of the Wannier states of the

same energetic level in the middle well εiM (i ∈ [0, 2]), as shown in Fig. 3.20(a).
We approach the dynamics of this system by a number-state representation including the

contribution of different bands. This representation is closely related to the bottom-up approach
and the energies of on-site configurations that we have approached previously by the CPWF
(see Chapters 2.1, 3.1). In this sense it follows the bottom line of the present thesis for the
approach of many-body effects via the two-body underlying system. The wavefunction of the
bosons can be expanded in a series of generalized number states which encode the distribution
of all the bosons among the three individual wells and the degree of excitation (in upper bands):

|Ψ⟩ =
∑
N ,i

CiN |NL, NM , NR⟩i. (3.12)

The summation runs over all possible configurations N = (NL, NM , NR), where NL, NM and
NR are the number of bosons localized in the left, middle and right well, respectively, with
NL+NM +NR = N .The summation runs also over the index i which labels the excitations for
a given configuration N = (NL, NM , NR) according to their energetical order. In the spirit of
the BHM the interaction takes place only for bosons siting in the same well.

The spatial representation of these generalized number states reads:

⟨x|NL, NM , NR⟩i = SϕiN (x− rN ) (3.13)

frequency, or a harmonic trap superimposing an optical lattice [2]. The results and findings presented here are
to a large extent independent of the exact form the triple well potential and the boundary conditions.
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where S refers to the symmetrization operator among all the bosons, and x = (x1, ..., xN ) is
a vector containing the positions of all particles. ϕiN (x − rN ) is a function with multiple
centers rN = (rL, ..., rL︸ ︷︷ ︸

NL

, rM , ..., rM︸ ︷︷ ︸
NM

, rR, ..., rR︸ ︷︷ ︸
NR

) where {rL = −π, rM = 0, rR = π} label the

minimum positions of the three wells. The function ϕiN (x− rN ) possess non-zero values only
in the interval x − rN ∈ [−π/2, π/2] accounting for strong localization in each well (it is a
very localized version of the Wannier functions). This wavefunction ϕiN satisfies the following
eigenvalue problem: N∑

j=1

− ℏ2

2M
∂2xj +

N∑
j=1

W (xj) + VI(x)

ϕiN (x) = eiN ϕiN (x), (3.14)

where W (x) = V0sin
2(x) with hard wall boundary conditions at x = ±π/2 such that the

confinement is limited to a single site, and eiN is the ith eigenenergy. The potential VI(x)
contains interactions only among bosons that belong to the same well eg. interactions only for
the NL bosons among themselves and correspondingly for the NR and NL atoms.

The most important feature here is the response of the energies eiN to the interaction
strength. As the interaction strength rises from zero to infinity, the wavefunctions of the number
states change from the non-interacting form to the fermionized one [29, 25, 42], in which bosons
with strong repulsive interaction in 1D avoid spatial overlap. Correspondingly, the on-site
energy increases from the sum of the (non-interacting) single-particle (Wannier) energies and
saturates to the corresponding value of non-interacting fermions. Tunneling dynamics appear
when between these two limiting cases, the energy difference of two number states becomes
much smaller than the effective coupling between them. For instance, the on-site energy of
number states with lower excitation i, but higher degree of localization of the bosons can
cross that of other number states at a particular interaction strength, resulting in an enhanced
tunneling between the corresponding number states. As such tunneling directly results from
the contributions of excited number states, from higher bands of the system, we refer to this
enhanced tunneling as ”interband” tunneling.

Let us briefly provide a comparison of the number states introduced here and in other
works focusing on higher band effects. In previous works [129, 130, 131], the wavefunction
is expanded with respect to the number states of non-interacting bosons, and the interaction
potential is treated as a perturbation to these states. This means that these number states are
just products of non-interacting single-particle Wannier functions. The perturbative treatment
of the interaction potential limits such an expansion to the low-interaction regime. In our
case the generation of number states intrinsically treats the interaction and the confinement
potential, i.e., VI(x) and W (x) in Eq. 3.14, in an inseparable manner, so that it becomes valid
in the complete interaction regime, and uncovers the interplay between the interaction potential
and the confinement potential.

3.2.2 Mechanisms of interband tunneling

Interband tunneling is a general phenomenon insensitive to the total number of bosons, given
all the bosons are well localized in the individual wells. The minimal system to unravel this
phenomenon is that of three repulsively interacting bosons in the triple well. Therefore to illus-
trate the whole process and make clear the previously introduced concept of generalized number
states we will focus on this particular example. The number states of this system can be divided
into three categories: the ”single mode” {|1, 1, 1⟩i}, implying that all the bosons are localized
in different wells, the ”pair mode” {|2, 1, 0⟩i, |2, 0, 1⟩i, |1, 2, 0⟩i, |0, 2, 1⟩i, |1, 0, 2⟩i, |0, 1, 2⟩i}, refer-
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ring to that two bosons are localized in the same well, and the ”triple mode” {|3, 0, 0⟩i, |0, 3, 0⟩i,
|0, 0, 3⟩i}, which refers to all the bosons residing in the same site.

The three categories of number states show a different response to the increase of the in-
teraction strength, as schematically shown in Fig. 3.20(b). For the single modes (blue lines),
the on-site energy is barely affected by the interaction strength and remains constant in the
complete interaction regime. It corresponds to the summation of the on-site energy of single-
boson Wannier states in each well, i.e., ei|1,1,1⟩ = εlL+ ε

m
M + εnR, where the configuration (l,m, n)

depends on the degree of energetic excitation i. This mode is the simplest one but the general-
ization of such Mott-like |1, 1, 1 > configurations to possible occupation of on-site excited levels
(or bands) is very important for the analysis performed here10. The energy crossover from
weak to strong interaction for the pair-modes (green lines in Fig. 3.20(b)) reminds a lot the
case of two-atoms in a harmonic trap [14]. Indeed for this single-site which is approached here
as a sinus-lattice potential with hard-wall boundaries the difference with the fundamental case
in the parabolic trap is only quantitative. In a sense this case and the other many-body modes
can be approached by the generalization of the CPWF that lies on the core of the present thesis
(Chapter 2.1,3.1) or some other effective treatment11. The on-site energy of the pair modes
always coincides with that of the corresponding single modes in the non-interacting regime, and
saturates to the next upper band of the single modes in the TG limit. For the triple modes,
the on-site energy saturates to the third upper band of the single modes, and crosses several
energy levels of single and pair modes in the intermediate regime (see for example the crossings
indicated by arrows in Fig. 3.20(b)). These crossings are essentially the underling mechanism
of interband tunneling. When the on-site energy of the triple modes crosses that of the single
and pair modes of different energy levels, resonant tunneling processes take place, while away
from these resonant regimes, the tunneling will be suppressed, and self-trapping is prominent.
In general, windows of enhanced tunneling open on top of the self-trapping, due to the resonant
coupling of number states belonging to different bands. It is worth mentioning here that if
we consider only single band approximation, i.e. only number states with i = 0 the interband
tunneling cannot occur and be analyzed.

In the following we provide several examples of the interband tunneling process by nu-
merically exact quantum dynamical studies: The simulations are performed by applying the
MCTDH method and the concept of generalized number states is used for the interpretation of
our results.

3.2.3 Single-boson tunneling

We demonstrate the single-boson interband tunneling process for three bosons initially localized
in the same well of a triple well. Let’s concentrate first on the case where all atoms are loaded
in the left (or equivalently rightmost) well, i.e. , the initial state is of the form |3, 0, 0⟩0 (triple
mode). The single-band model predicts self-trapping of all the bosons in the initial well when
the interaction strength is large enough. Fig. 3.21 shows the oscillation of the population
in each well for different interaction strengths. As shown in Fig. 3.21(a), for the interaction
strength g = 0.1, all the bosons remain essentially trapped in the left well, and tunneling is
strongly suppressed. This indicates that the bosons become self-trapped due to the repulsive

10The on-site energy spectrum of the number states shown in Fig. 3.20(b), illustrates the ”band-like” structure
of the number states. In the figure, the ”energy gap” between ”bands” is to a good approximation the on-site
energy difference of Wannier states of adjacent energy levels, while the energy splitting within a ”band” results
from the on-site energy difference of the Wannier states in the outer and middle well, i.e., εlL/R − εlM .

11This holds for the energetically lower pair or triple mode, while for the corresponding excited (or higher band)
modes of the generalized number state representation (eg. the upper green lines of Fig. 3.20(b)) an excited-state
Ansatz is necessary.
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Figure 3.21: The population oscillations of three bosons in the triple well initially localized in
the left well for (a) g = 0.1 and (b) g = 3.26. The emergence of enhanced tunneling windows
(b) on top of the suppressed-tunneling background (a) is demonstrated

interaction. In Fig. 3.21(b), however, for g = 3.26, where the single-band model predicts even
stronger self-trapping than that of g = 0.1, we observe the enhanced tunneling. The population
in the left well oscillates between three and two, and that of the middle and right well oscillates
between zero and one approximately. This implies that a single boson tunnels to the middle
and right well with the other two bosons remaining localized in the left well.

To clarify the mechanism underlying the enhanced tunneling in Fig. 3.21(b), we monitor the
contribution from different number states, |i⟨NL, NM , NR|Ψ(t)⟩|2, as a function of time. Here
the number states |NL, NM , NR⟩i are computed numerically utilizing improved relaxation within
MCTDH, and then |Ψ(t)⟩ is projected onto them at different times12. As shown in Fig. 3.22
only the states |3, 0, 0⟩0 (initial state), |2, 1, 0⟩1 and |2, 0, 1⟩1 possess a significant contribution
in the course of the tunneling process. |2, 1, 0⟩1 and |2, 0, 1⟩1 refer to states where two bosons
localize in the two-boson ground state of the left well while one is in the first excited Wannier
state of the middle and right well, respectively. In this way a boson hops to the first excited
Wannier state of the middle and right well during the tunneling process, and the tunneling is
indeed a single-boson tunneling. This tunneling mechanism corresponds therefore to the first
crossing of the triple mode |3, 0, 0⟩0 with the first excited pair mode |2, 1, 0⟩1 which is indicated
by the (light-blue) arrow in Fig. 3.21(b).

Besides the number states occupation, the tunneling process can also be demonstrated by the
one-body density evolution. Fig. 3.23(a) shows the one-body density at different time instants
of the tunneling process. The density profiles offer additional evidences of the excitation into
different bands throughout the time evolution. At t = 0 the density profile is roughly a Gaussian
localized in the left well, and this corresponds to the initial state |3, 0, 0⟩0. As time evolves, the
density profile populates the middle and right well, and instead of the typical single-particle

12It is of course challenging to perform a better approximation for these states analytically by means of the
CPWF or another approach to predict also the position of the resonance.

75



0 400 800 1200
0.0

0.5

1.0

 

 

 |
0
< | t

 |
1
< | t

 |
1
< | t

P
ro

b
a

b
ili

ty

Time

Figure 3.22: Probability of number states for the tunneling process shown in figure 2(b), for the
states |3, 0, 0⟩0, |2, 1, 0⟩1 and |2, 0, 1⟩1, among which the tunneling mainly takes place. For this
value of g, these three number states are in resonance, as marked by the blue arrow in figure
1(b).

ground-state (Gaussian-like) profile, the density in the middle and right well shows a nodal
structure, which is typical for a single boson in the first excited on-site state, thereby verifying
the contribution of the states |2, 1, 0⟩1 and |2, 0, 1⟩1 to which we referred above. A schematic
picture of this tunneling process is shown in Fig. 3.23(b), where a single boson initially localized
in the left well tunnels among all the three wells, and the other two bosons remain localized
in the left well. When the boson tunnels to the middle and right well, it actually occupies the
first-excited on-site level in the corresponding well.

An alternative single-boson tunneling mechanism appears when all bosons are initially
trapped in the middle well, i.e in the state |0, 3, 0⟩0 and the interaction strength is very strong
(g = 9.85) such that the boson tunnels to even higher Wannier states. This time the population
in the middle well oscillates approximately in the interval [2, 3], while the population in the
left and right well oscillates approximately within [0, 0.5], as shown in Fig. 3.24(a). This indi-
cates that a boson in the middle well tunnels to left and right well with the same probability.
Fig. 3.24(b) confirms this tunneling behavior with the probability evolution of the number states
with |0, 3, 0⟩0, |1, 2, 0⟩3 and |0, 2, 1⟩3 sharing the major contribution. |1, 2, 0⟩3 and |0, 2, 1⟩3 refer
to the states of two bosons in the middle well with the third one in the second excited Wannier
state of the left and right well respectively, and this indicates that the bosonic tunneling to the
left and right well hops to the second excited on-site state. This interband tunneling mecha-
nism corresponds to the (purple) arrow in Fig. 3.21(b), where the triple mode |0, 3, 0⟩0 meets
the second excited pair mode |1, 2, 0⟩3.

In the one-body density [Fig. 3.25(a)] we see initially all bosons trapped in the middle well.
The deviation of this profile from a Gaussian indicates the strong on-site interaction which leads
to patterns similar to this of the harmonic trap (see also Chapters 2.1, 3.1 [29, 25, 26]. At later
times, where a single boson tunnels to the left and right well, where two nodes (in each site)
appear demonstrating the occupation of the second excited on-site energy levels in both wells.
We also illustrate this tunneling process in Fig. 3.25(b) showing that the bosons tunnel between
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Figure 3.23: (a) The one-body density at various time instants. Initially all bosons are localized
in the left well (black line), then one boson tunnels to the middle well (red line), and to the
right well (blue line). The nodal structure in the middle and right well demonstrates that the
boson in the middle and right well are in the first excited Wannier level. (b) Visualization of
the tunneling process: in the tunneling process a boson tunnels forth and back between the left,
middle and right well, with the other two bosons remaining in the left well. The dashed lines in
the middle and right well illustrate the Wannier energy levels as in figure 1(a). The parameters
are the same as in Fig. 3.21(b) and Fig. 3.22.
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Figure 3.24: (a) The population oscillation of three bosons in the triple well, for the interaction
strength g = 9.85. The three bosons are initially localized in the middle well. (b) Time-
dependence of the occupation of |0, 3, 0⟩0, |1, 2, 0⟩3 and |0, 2, 1⟩3. As the system tunnels to
the cat state |1, 2, 0⟩3 + |0, 2, 1⟩3, one boson tunnels to the left and right well with the same
probability, which gives rise to the coincidence of the population in the left and right well and
that of the two number states |1, 2, 0⟩3,|0, 2, 1⟩3, as shown in (a) and (b), respectively.
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Figure 3.25: (a) The one-body density at various time instants for the tunneling process in
Fig. 3.24. All bosons are initially localized in the middle well (black line), then one boson
tunnels to the left and right well with the same probability (red and blue lines). The nodal
structure in the left and right well indicates the occupation of the second excited Wannier
states in both wells . (b) Visualization of the tunneling process: in the tunneling process a
boson tunnels from the middle well to the outer wells. The dashed lines in the left and right
well illustrate the Wannier energy levels.

the initial state |0, 3, 0⟩0, and the cat state |1, 2, 0⟩3 + |0, 2, 1⟩313.
Up to this point we have demonstrated that tunneling emerging from a state of three bosons

localized in the same well can be enhanced by the resonant coupling to number states relating
to higher bands, and this resonant coupling gives rise to interband tunneling, in which a sin-
gle boson tunnels to different excited Wannier states of different wells. The above-mentioned
interband tunneling mechanism may also interplay with the external confinement to achieve
a tunable tunneling not only to a certain band but also to a certain well. A slight tilt po-
tential Vtilt = 0.1 · x can be applied to the triple well, which detunes |2, 1, 0⟩1, |2, 0, 1⟩1, and
now |3, 0, 0⟩0 gets into resonance with |2, 1, 0⟩1 and |2, 0, 1⟩1 separately at different interaction
strengths. Consequently a boson can selectively tunnel to the middle or right well at differ-
ent interaction strengths. For instance, |3, 0, 0⟩0 gets into resonance only with |2, 1, 0⟩1 at the
particular interaction strength g = 3.0, and consequently a single boson tunnels only to the
middle well as shown in Fig. 3.26. In experiments, the main difference of various realizations
of the triple well potential is represented by the shift of the on-site energy of each well. The
interband tunneling under tilt potential demonstrates that such tunneling is robust against the
on-site energy shift, and consequently robust against deformations of the triple well potential
from the ideal sine-square form. Earlier works also suggest that the tilt potential can be used
to transport bosons in multi-well trap both dynamically [133] and adiabatically [127]. We point
out that the interplay between the interaction potential and tilt potential can realize a specific
transport of bosons not only into particular wells but also to particular on-site states (of excited
bands) in corresponding wells.

13The states |1, 2, 0⟩3 and |0, 2, 1⟩3 have the same coupling to |0, 3, 0⟩0, and during tunneling no relative phase
arises between these two states.
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Figure 3.26: Applying a tilt potential Vtilt(x) = 0.1 · x, the tunneling of three bosons is shown
with the initial condition that all bosons reside in the left well, for g = 3.0. The population in
the left, middle and right well is provided. One boson exclusively tunnels to the middle well.

3.2.4 Two-boson correlated tunneling and beyond

An interesting phenomenon in case of a double well is pair tunneling [50, 40], for which two
repulsively interacting bosons tunnel as a pair forth and back. Pair tunneling arises since number
states corresponding to bosonic pairs in each well are resonant with each other, and detuned
from all other states. Pair tunneling is a special case of correlated tunneling, in which atoms
do not tunnel independently. When higher bands come into play, various types of correlated
tunneling occur and can be addressed by simply tuning the on-site energy of the initial state
into resonance with the desired state.

As an example, we demonstrate numerically a correlated tunneling process, in which two
of the three bosons initially localized in the middle well simultaneously tunnel to the left and
right well, respectively. We take as the initial state |0, 3, 0⟩0 for g = 5.8, where |0, 3, 0⟩0 is
resonant with |1, 1, 1⟩6. The latter excited single mode refers to the configuration of a single
boson located at the ground state of the middle well while the other two are in the first excited
level of the left and right well. From the population oscillation shown in Fig. 3.27(a), we see
that the occupation of the middle well oscillates within the interval [1, 3], and each occupation
of the left and right well oscillates within [0, 1]. This indicates that two bosons initially localized
in the middle well propagate in a correlated manner to the left and right well in the course of
the tunneling process. From the time evolution of the probability of number states, shown in
Fig. 3.27(b), we find that the tunneling mainly takes place between |0, 3, 0⟩0 and |1, 1, 1⟩6, with
a minor intermediate contribution from |1, 2, 0⟩1 and |0, 2, 1⟩1. According to the configuration
|1, 1, 1⟩6, this means that during the tunneling two of the three bosons initially localized in the
middle well tunnel to the first excited Wannier states of the left and right well simultaneously.
The nodal pattern of the density profile in the left and right well in Fig. 3.28(a) confirms the
occupation of the first excited on-site states in these wells. Fig. 3.28(b) is a schematic plot of
such a tunneling process which corresponds to the (blue) arrow in Fig. 3.21(b) where the triple
mode |0, 3, 0⟩0 crosses the sixth excited single mode |1, 1, 1⟩6.

Correlated tunneling refers to the notion of tunneling of interacting atoms that don not
move independently, in comparison with the independent tunneling of free atoms. In the single
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Figure 3.27: Tunneling of three bosons initially localized in the middle well for g = 5.8. (a)
Population oscillation of the left well (red line), the middle well (black line), and the right well
(blue line). The plots of the population in the left and right well practically lies on top of each
other, indicating the correlated property of the two bosons tunneling to these wells. (b) Time
occupation probability of the states |0, 3, 0⟩0, |1, 1, 1⟩6, |1, 2, 0⟩1 and |0, 2, 1⟩1.

Figure 3.28: (a) One-body density at different times for the tunneling as in Fig. 3.27. Initially
all the three bosons are localized in the middle well (black line), and gradually two of them
tunnel to the left and right well (red and blue lines). (b) illustration of such tunneling process.
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band approximation it is impossible to tune arbitrary number states into resonance via a change
of the interaction strength, which is due to the different on-site energy dependence of number
states on the interaction strength. This, however, becomes possible when we take into account
higher bands, and in principle tunneling between arbitrary spatial and energetic configurations
is achievable. As an example, we have shown here the correlated tunneling of two bosons initially
in the middle well simultaneously to the left and right well.

Such interband tunneling mechanisms can be straightforwardly extended to larger systems
containing more bosons. We take four bosons in the triple well for instance. In such a system,
there are four different categories of number states. In addition to the single mode, pair mode
and triple mode, there exists the ”quadruple modes” of {|4, 0, 0⟩i, |0, 4, 0⟩i, |0, 0, 4⟩i}, referring
to four bosons in the same well. We can further separate the pair mode into two categories:
the ”double-pair modes”, such as |2, 2, 0⟩i, referring to the case that the four bosons are divided
into two pairs and each of the pairs occupies a different well, and the ”single-pair mode”,
containing a pair and two separate bosons, such as |1, 2, 1⟩i. Now in this system, besides the
single-boson tunneling and two-boson correlated tunneling in the three-boson case, we can even
realize correlated tunneling of pairs, by tuning the number states |0, 4, 0⟩0 and |2, 0, 2⟩1 into
resonance, for instance. Therefore our bottom-up approach with the generalized number states,
provide an intuitive explanation but also a detection tool of inter-band tunneling mechanisms,
which break in certain strong-interaction regimes the self-trapping of the atoms.

Conclusive remarks

We have demonstrated in this part (Chapter 3.2 that in a system consisting of a small ensemble
of bosons confined in a 1D triple well, several windows of enhanced tunneling are opened in
the strong interaction regime, where in general the background of suppressed tunneling dom-
inates. When the initial state resonantly couples to different excited number states, various
tunneling processes can be realized, which manifests itself as a potential tool for controllable
dynamical transport of bosons. As an example, we demonstrated the single-boson tunneling
to the first and second excited on-site states, and the two-boson correlated tunneling. In this
way, tunneling between arbitrary spatial and energetic configurations of bosons in a multi-well
trap are in principle achievable just by tuning the interaction strength, and as a consequence
controllable dynamical transport of bosons to specific wells and specific in-well energy levels
becomes possible. To understand the interband tunneling, we introduced a basis of generalized
number states, which treat the interaction in a non-perturbative way such that these are valid
even in the strong-interaction regime (and are only meaningful and defined for large V0). The
bottom-up approach with these number states was done here in a numerical manner, but the
core of the explanation is strongly related to the approaches we have performed in the previ-
ous Chapters 2.1, 3.1 via the CPWF and the ’two to many’ bottom line. We also notice that
similar efforts have been put forward to provide an analytical description in the strong interac-
tion regime [132, 130, 129]. The interband tunneling we discuss here can be straightforwardly
generalized to multi-well systems with more atoms while mixed or fermionic ensembles may
show additional interband tunneling effects. This also opens the doorway to an interpretation
and controllable preparation of the general non-equilibrium quantum dynamics in multi-well
system.
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Chapter 4

Fermions in a harmonic trap

In this Chapter we turn our attention to fermionic systems, which have different statistics
than the bosonic ones that we have considered so far. In a sense fermionic physics are richer
already due to the mere fact that there is an additional degree of freedom namely the spin,
or the pseudospin. In the first part (Chapter 4.1) we explore two-component fermi-mixtures
numerically via MCTDH and analytically via a generalization of the CPWF. In the second part
(Chapter 4.2) we compare our results with recent experimental data for the case of an impurity
in a few-body Fermi sea.

4.1 Two-component Fermi mixture

Degenerate Fermi gases have been prepared in low temperatures [54] exposing impressive fea-
tures like superfluidity [134] according to the Bardeen-Cooper-Schrieffer (BCS) pair theory
[135]. Two-component Fermi-mixtures prepared usually in two hyperfine states or with differ-
ent atomic species are in the core of research for novel phases [3]. Ensembles with imbalanced
component populations [136] can lead to the coexistence of normal and superfluid phases [137]
or to a more complex phase with a spatially varying gap [138]. For extreme polarizations
(population imbalances) polaronic physics for attractive [57] and repulsive impurity atoms [58]
have been recently examined. An open debate in the field is the observation of itinerant ferro-
magnetism induced by interactions [55]. Fermionic physics in 1D may prove to be even richer
in phenomenology as the first experiments in confinement-induced molecules [139] and spin-
imbalanced Fermi gases [140] indicate. On theoretical side there have been already several
studies on the corresponding polaronic physics [141, 142, 144, 143, 145], TG and super-TG
gases specifically their pairing properties and dynamics [65].

In this part, we explore in particular a few-fermion mixture consisting of two distinguishable
components which are repulsively interacting and confined in a 1D harmonic trap. Different sce-
narios of population imbalance ranging from the completely imbalanced case where the physics
of a single impurity in the Fermi-sea is discussed to the partially imbalanced and equal popula-
tion configurations are investigated. For the numerical calculations we use for first time in such
systems the MCTDH method, used only for few-boson systems so far in this thesis and in the
literature [29, 41, 40]. Apart from numerical calculations we generalize our Ansatz the CPWF
proposed in the previous Chapters for bosons to mixtures. From weak to strong coupling be-
tween the components the energies the densities and the correlation properties of 1D systems
change vastly with an upper limit set by fermionization where for infinite repulsion all fermions
can be mapped to identical ones (see Chapter 1. The numerical and analytical treatments are
in good agreement with respect to the description of this crossover. The case of an impu-
rity atom showing reach behaviour of the evolution of the energy and density as we approach
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fermionization both for the impurity atom and the majority ones is a case of particular interest:
in recent experiments [63, 60, 61] exact populations of majority atoms have been prepared with
high fidelity and their energy has been measured, and will be compared (in Chapter 4.2 with
the results obtained here. Our work is also in close connection with other theoretical treatments
of two-component fermi gases which share also the viewpoint of this thesis ’from to to many’
[146].

4.1.1 System

The system consists of a two component Fermi gas with the two species prepared e.g. in the
two lowest hyperfine states ( for 6Li |F = 1/2,mF = ±1/2 > see ref. [60, 61]) confined in a
pure 1D harmonic oscillator potential. We have to stress here that the two components are
distinguishable, therefore we may speak of a pseudospin degree of freedom (in this particular
example the nuclear spin) that distinguishes the two ’species’1. . The atomic species are there-
fore the same, but only atoms with exactly the same hyperfine state are indistinguishable, i.e.
atoms that belong to the same component (like atoms) and are subject to fermi statistics. Due
to antisymmetry s-wave interactions between identical fermions (same hyperfine state) are not
possible, while p-wave interactions are negligible. Therefore the important interaction param-
eter here, is the interaction strength that between atoms belonging to different components
(unlike atoms). Still this has to take into account the quasi-1D nature of the confining potential
and the resulting confinement induced resonances [13]. The effective 1D interaction strength
is then the same as that for bosons Eq. 1.37. Again this inter-species (or inter-component)
interaction strength can be regarded as tunable over a very large range from zero to infinitely
repulsive. The effective rescaled 1D Hamiltonian is then similar to that of the bosons in the
harmonic trap that we have studied in the first Chapter 1 Eq. 2.1:

H = −1

2

N∑
i=1

∂2

∂x2i
+

1

2

N∑
i=1

x2i + g
∑

i≤NM<j≤N
δ(xi − xj) (4.1)

with the difference that the interaction term applies to unlike atoms. The total number of atoms
is N and NM is number of like atoms which has the larger population in the trap. We remain
therefore with a single parameter g, the rescaled coupling strength between the NM majority
fermions and the Nm = N −NM minority fermions. We will examine next the following cases

• a single impurity for the completely imbalanced configurations 2:1, 3:1, 4:1

• a balanced population 2:2

• a partially imbalanced population 3:2

the notation being NM :Nm. We restrict ourselves to these few-body scenarios which are relevant
to the experiment [60, 61] (the first case is already realized experimentally [63]) and for which
we can obtain reliable accurate numerical results with the MCTDH method (see Appendix A
Computational Methods). In most cases these are sufficient to reveal the mechanisms present
also for larger N . Next we present the generalization of the CPWF for this case.

4.1.2 Ansatz: generalization of correlated-pair wavefunction

We may start here with the special balanced case of two atoms (1:1) which allows for an exact
solution not only in 1D but also in higher dimensions as we have seen in Chapter 1 [14]. We

1We will call atoms belonging to different components ’unlike atoms’ and those which belong to the same
component ’like atoms’ as it is common in the literature [146]
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should underline here that this case concerns two distinguishable atoms and it coincides with the
case of two interacting bosons. It can be nevertheless studied also with two atoms of fermionic
species (eg. 6Li) but in different hyperfine states which are as we stated above distinguishable.
This system has been prepared experimentally very recently in Ref. [61] and the energy was
measured with a very good accuracy and agreement with the theoretical analytical curves of
Ref. [14] via tunneling rates after opening the harmonic trap from one side (more about this
experiment in the next section). Extending this study to higher particle numbers from the
theoretical side is the basic scope of the present section. The important starting point here,
is that the nature of the interaction effects between unlike atoms is exactly the same as that
for bosons. This is the connecting line between this last Chapter 4 on trapped fermions and
Chapter 2.1 for trapped bosons. This fact allows us to use again the known two-body solution
(see Chapter 1) which corresponds here to the 1:1 case also for constructing a many-body
wave-function in the spirit of CPWF for the general NM : Nm case.

There are also a lot of other similarities with the bosonic case (Chapter 2.1) in the trap
enhancing the introduction of a CPWF for the fermionic case. The most important point is the
Hamiltonian can also in this case be separated into a center-of-mass and relative motion part
the latter being the complex one resisting an analytical solution. The substantial difference
in the case of fermions is that like atoms should be put on the levels of the Fermi ladder to
put it in a simple way. The identical fermions of each component should be represented by an
antisymmetric function. We have seen already in Chapter 1 that the Slatter determinant for
the trapped fermionic system can be also written in form of products of pairs (Jastrow-type
function). This is the way the bosonic function for the TG case was written in Eq. 1.12 after
the application of the Bose-Fermi map. The absolute value appearing in the TG function to
symmetrize it (according to the bosonic permutation symmetry) is here not needed, in fact
it should be absent such that the function becomes antisymmetric for exchange of identical
fermions.

Concretely, the generalization of the CPWF we propose here for the relative motion reads
then:

Ψcp =
P∏

i≤NM<j

Dµ(βrij)

PM∏
i<j≤NM

D1(βxij)

Pm∏
NM<i<j

D1(βxij) (4.2)

(up to a normalization constant which we neglect here), where P is the number of distinct
pairs of unlike atoms, PM and Pm are the number of pairs of majority and minority like atoms
respectively. The pinning of identical fermions belonging to the same component on the corre-
sponding Fermi-ladder is done by choosing µ = 1 as a parameter for the PCFs and xij = xi−xj
as their argument (see the two last terms of Eq. 4.2) which corresponds to the energetically
lowest orbital of the fermionic relative motion: D1(x) =

√
2xe−x

2/4. Therefore the part of
the total wavefunction which refers to identical fermions is the correct non-interacting ground
state resulting from the Slatter Determinant: Ψid =

∏
i e

−x2i /2
∏
i<j(xi − xj) with all xi’s and

xj ’s being exclusively coordinates belonging to like fermions. For the interacting pairs in the
wavefunction the parameter µ of the PCF (see first term of Eq. 4.2) which depends on the
interaction strength g should be determined. This can be done exploiting the Bethe condition
2βD′

ij(0) = gDij(0) which is imposed for each pair of unlike atoms at rij = 0 exactly as in the
case of bosons (see Chapter 2.1). The resulting transcendental Eq. 1.19 is solved for µ, selecting
the solution in the interval µ ∈ [0, 1] which corresponds to the ground state.

A key feature of the CPWF as we have seen also in Chapter 2.1, is that it reproduces the
exact analytically known solutions in the limits g = 0 and g → ∞, for any N by choosing

β =
√

2
N . In these limits, µ equals 0 and 1, respectively and the total wavefunction takes the
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following form

Ψg=0 = e−
∑N

i=1 x
2
i /2

PM∏
i<j≤NM

rij

Pm∏
NM<i<j

rij (4.3)

for the non-interacting and

Ψg→∞ = e−
∑N

i=1 x
2
i /2

P∏
i≤NM<j

|rij |
PM∏

i<j≤NM

rij

Pm∏
NM<i<j

rij (4.4)

for the infinitely strong repulsion limit [65] which are the exact solutions in both cases. Of
course the CPWF is also exact for arbitrary g for the case N = 2 (with β = 1) [14] since indeed
our general Ansatz is inspired by this two atom case [14, 25].

Using the CPWF as trial function one can treat β as a variational parameter for given values
of g and N . One may also decouple the full wavefunction not to a center-of-mass/ relative
motion frame, but to a single-particle and two-body part in a Jastrow form as we have done
in Chapter 2.1 for the bosons. Then it can be used for Monte Carlo simulations also inserting
more variational parameters (at least one for each part). Generalizations of this function can
also be extended to other cases like bosonic mixtures or even fermion-boson mixtures or to
many component mixtures. One should take µ = 1 for identical fermions and a µ ∈ [0, 1] for
interacting pairs (bosonic or distinguishable) according to Eq. 1.19. Yet one has to keep in mind
that in case of more than two species and for the situation that only a subset of the coupling
strengths are infinite the above Ansatz may not be exact. For example for a mixture of bosons,
the unlike ones may be interacting and the like atoms non-interacting does not constitute a TG
gas. Consequently the cases of a single species bosons and two species fermions are the most
natural ones for which this Ansatz should have its best performance. Applications to other
cases or even other potentials or higher dimensions are left as an open possible research field.

A first illustration of the behaviour of the CPWF is given for the case 2:1 in Fig. 4.1
(b) for weak and (c) for strong interaction strength, where contour plots of the probability
density are shown. On the manifoldsMij = {(x1, ...xi, ..., xj , ..., xN ) ∈ RN |xi = xj} where the
identical atoms meet (here the plane x1 = x2) the probability density possesses already for weak
interactions [Fig. 4.1 (b)] a low probability, while stronger interactions between the non-identical
atoms [see Fig. 4.1(c)] reduce the values of the density also on the other two planes (x1 = x3,
x2 = x3). This is a main intuitive picture that the CPWF captures, treating each fermionic pair
–being interacting or not – correctly at its contact point, where the wavefunction should tend
to vanish as we increase the coupling strength from weak to strong interactions. In the next
section the accuracy of this approach with respect to the energy is tested by comparison with
corresponding numerical results for all cases examined in this work. The specific behaviour of
the densities will be addressed in the sections thereafter.

4.1.3 Accuracy of the Ansatz

The energy of the interacting ensemble is a first observable that can be measured experimentally
for example by RF-spectroscopy (see e.g. Refs. [57, 58, 63]) or by determining tunneling rates
[61]. We compare here the numerical MCTDH results to the calculations using the CPWF and
consequently obtain information on the validity and accuracy of the CPWF in the same way
we did in Chapter 2.1.

In Fig. 4.1 we also show the energies obtained from calculating the expectation value of the
Hamiltonian operator using the CPWF [Eq. (4.2)]. The accuracy of the Ansatz is very good
especially for weak and very strong interactions, yet there are deviations from the numerical
results in particular for intermediate coupling strengths, especially for larger particle numbers
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Figure 4.1: (a) Energy as a function of the inverse interaction strength 1/g for all cases examined
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(see e.g. the curves for the configuration 2:1 in comparison with 4:1). It is to be expected that
the CPWF works good close to the two exactly known limiting cases since it reproduces them
[see Eqs. (4.3) and (4.4)]. The deviation for larger numbers of atoms is due to the two-body
nature of the function which does not take into account higher correlations. Nevertheless a
relative error of 2-3% can be achieved also by taking variational trial functions with a single
variational parameter. Admittedly the accuracy of this CPWF is not as strong as it was for
the bosonic case (see Chapter 2.1) which may also be attributed to the face that the CPWF
here includes the non-interacting like pare of atoms in a unperturbed form. Still obviously these
pairs are also affected indirectly from the inter-species interaction, and it can be that this is
not optimally taken into account with the present form of the CPWF. Introducing variational
parameters all over may improve the performance, but this is left to further research, which may
get also better insight on the nature of this indirect correlation of the fermions (with respect to
their the short- and long-range behavior).

Concerning the physical behavior, the energy increases as the coupling strength gets larger
(Fig. 4.1), but not with the same slope for all configurations. The range of the energies is
bounded by the non-interacting values (for the configurations 2:1, 2:2, 3:1, 3:2 and 4:1 it is
2.5, 4, 5, 6.5 and 8.5 respectively) and the value at fermionization which is Eg→∞ = N2/2.
This means that e.g. the partially imbalanced case 3:2 or the equal population one 2:2 increase
stronger than the corresponding impurity cases 4:1 and 3:1 since more interacting pairs of atoms
are included in the ensemble. On the other hand if we consider only the impurity cases, then
the gain of energy per majority atom (compared to the corresponding non-interacting state) at
a finite value of the interaction strength is larger for a smaller number of atoms. This means
that by adding majority fermionic atoms the energy gain per atom decreases since the majority
atoms lie higher and higher in energy, such that they almost do not feel the impurity fermion at
the bottom. Yet when the interaction becomes very large the impurity affects all atoms and at
fermionization the energy gain is for all cases equal to Eg→∞−Eg=0 = N2/2−N2

M/2−1/2 = NM .
Further features of the behaviour of the physics of the impurity in the finite Fermi-sea confined
in a harmonic trap, a case also related to the experiment [63] will be illustrated in the next
section. A relevant question in this context is the connection between many-body polaronic
physics in the continuum (see eg. Refs. [141, 142, 56, 57, 58]) and the few-body behaviour of
an impurity in the harmonic trap.

4.1.4 An impurity atom in a sea of majority fermions

In this section we focus on the impurity physics in 1D and analyze the corresponding probability
densities. Major progress in recent experiments [108] have extended towards probing the density
distribution on a single atom or a single site level. As demonstrated in Figs. 4.2 and 4.3 for the
configurations 2:1 and 3:1 respectively, the probability density shows a vast change for both the
majority atoms and the single minority one. In the same Figures we show also the one-body
density obtained by the CPWF (Eq. 4.2).

We focus first on Fig. 4.2 (a-d) which shows the evolution of the one-body density of the
impurity from weak (g = 0.5, 2.5) to stronger interactions (g = 5.0, 20.0). For weak interactions
[g = 0.5 Fig. 4.2 (a)] the impurity density is very close to the ground state orbital of the
harmonic trap (Gaussian profile). As the interaction increases [g = 2.5 Fig. 4.2 (b)] the density
becomes broader and the peak lowers, which is a typical effect of repulsive interaction also in the
case of bosons (see also Chapter 2.1) [25, 29]. Still one may expect that in the case of fermions
this single impurity atom would be even more confined and pinned in the middle of the trap
due to the repulsive interaction with the surrounding majority atoms. However the opposite
effect is observed: the density is stretched to cover a larger space in the trap and becomes
delocalised. For even higher interaction strengths [g = 5.0 Fig. 4.2 (c)] it even tends to acquire
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Figure 4.2: One body densities of (a-d) the impurity and (e-h) majority fermions for the 2:1 case
with varying interaction strength g using the numerical (MCTDH) approach, and the analytical
(CPWF) and variational Ansatz.
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side lobes. More spectacularly for very strong interactions, the density of the impurity acquires
three distinct maxima, an effect which is very evident in few-body fermionization profiles also
for bosons (see also Chapter 2.1) [65, 25, 29]. The number of maxima is equal to the total
number of atoms in the trap and according to Girardeau’s theorem [65] the local properties
like densities should be exactly the same for a fermionized ensemble and for the corresponding
ensemble of N identical fermions. This vast change of the density of the impurity atom as
we follow the crossover from weak interactions to fermionization also for the case of the 3:1
configuration is shown in Fig. 4.3 (a-d).

The impurity is strongly affected by the repulsion with the majority atoms, which in turn are
also strongly influenced by the single minority atom. Their densities for the case 2:1 depicted
on Fig. 4.2 (e-h) possess at weak interactions [g = 0.5 Fig. 4.2 (e)] two maxima (corresponding
to a two identical-fermion ground-state profile) which are pushed to outwards as the repulsion
increases [g = 2.5 Fig. 4.2 (f), remember that the corresponding impurity density becomes more
delocalized in Fig. 4.2 (a),(b)] and start to acquire a plateau and finally an additional peak in
the middle for very strong coupling [g = 5.0, 20.0 Fig. 4.2 (g),(h)]. A similar behaviour is
observed also for the case 3:1 where the middle peak for weak interactions is slightly broadened
pushing the outer maxima outwards [g = 0.5, 2.5, 5.0 Fig. 4.3 (e),(f),(g)] and finally is turned
to two peaks reaching the fermionization profile for strong coupling [g = 20.0 Fig. 4.3 (h)].
The impurity fermion affects therefore the density profile of the majority atoms equally strong,
leading to the extreme infinitely repulsive limit where it becomes effectively indistinguishable
from the majority fermions (strictly only for the local properties, of course).

An issue that is worth noting here is that the very strong change in the density profile
(where more distinct peaks appear) is happening rather abruptly for a very high interaction
strength. The latter distinguishes the case of few fermions from that of few bosons which
acquire substantial peaks already for intermediate interactions (see Chapter 2.1 and [25]). In
other words, this is a characteristic behaviour of two-composite few fermion systems, which
becomes interesting in the very strong correlation regime, being the important regime of 1D
physics. This regime is difficult to access both for the experiment (one has to approach very
closely to the g → ∞ resonance, and simultaneously avoid losses to the molecular side [63])
and for numerical calculations since a lot of basis functions have to be included, rendering the
treatment of a resulting huge Hilbert space very difficult. The application and convergence of
MCTDH for such strong interactions is a very subtle issue, and has been tested extensively in
this work, leading to the reliable results for the cases presented, which we also compare with the
corresponding CPWF (which naturally provides the correct profile for infinite repulsion, thus
not running into the aforementioned difficulties).

The accuracy of CPWF to describe the evolution of the densities of the impurity or the
majority atoms is very good close to the two, the non-interacting and fermionization, limits as
expected and describes the crossover qualitatively very well. Yet at intermediate interactions,
the CPWF densities tend to be broader and acquire minor additional peaks compared to the
numerical results [see Figs. 4.2, 4.3 (b),(c),(f),(g)]. This is in accordance with behaviour of the
corresponding energies, i.e., the fact that the analytical CPWF energies lie above the numerical
ones in the intermediate interaction regime [see Fig. 4.1(a)]. For the 2:1 case we present also
the densities obtained by a variational treatment of the parameter β (minimization of the
energy using the CPWF Ψcp as a trial function). We observe in Fig. 4.2 that the variational
treatment of the CPWF represents a significant improvement over the fixed β CPWF case: the
corresponding densities get closer to the numerical ones. Further improvements of the Ansatz to
capture the exact quantitative behaviour may include more variational parameters or a different
construction as discussed above. Yet we may emphasize that the correct qualitative behaviour
is captured by the explicit function Ψcp. A similar good agreement exists for the next two cases
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of partial and complete balance of populations that we present in the next section.

4.1.5 Equal populations and partial imbalance

In the following we analyze the density profiles of two cases which exhibit a different crossover
to fermionization than the impurity physics discussed above: equal populations and partial
imbalance. Since the Ansatz of the CPWF possesses a similar accuracy as already depicted in
Fig. 4.1 (a) we will concentrate here on the physical effects for these cases and present only the
numerically obtained densities in Fig. 4.4.

Fig. 4.4 (a) shows the one-body density profiles for different interaction strengths for the
case of equal populations (2:2). Note that the two hyperfine states possess exactly the same
profile features in this completely balanced case. The two initial peaks for weak g = 0.5 get
broadened and flattened (g = 2.0) and start already for intermediate g = 5.0 to acquire side
peaks, resulting in 4 distinct peaks for a strong coupling g = 15 according to the fermionization
theorem. The crossover is here much smoother than in the case of the impurity (reminiscent
of the bosonic case [25, 29]) with each peak (corresponding to a pair) spiting to two. The
behaviour for equal populations can be also generalized to higher particle numbers, and we
expect no substantial differences which we have checked for the few body case of 3:3 where the
3 initial peaks evolve to 6 again due to ’repulsive pair splitting’.

Another very interesting scenario is that of a partially imbalanced population, which we
illustrate here for the case 3:2 in Fig. 4.4 (b) and (c) showing the density profiles with increasing
coupling strengths for the minority and the majority atoms, respectively. The two minority
atoms possess 2 lobes for weak interactions g = 0.5 which are slightly pushed outwards in the
trap for intermediate interactions g = 5.0, 10 forming a small plateau in the middle. Only for a
strong coupling g = 14 a third maxima rises in the middle of the potential and some outermost
side wings are forming, which result to two additional peaks at g = 16. We see again here a
rather abrupt and interesting behaviour for strong interactions very close to the resonance, like
in the case of the impurity fermion. The majority atoms [Fig. 4.4 (c)] also hold the three-lobe
profile for intermediate interactions (g = 0.5, 5.0, 10), while from the plateaus forming between
the peaks two additional peaks emerge near g = 14.0 resulting in a profile with five maxima close
to the resonance. Inspecting Fig. 4.4 (b) and (c) the two peaks of the minority density (g = 10)
which are located at the positions of the two plateaus of the majority density seem to represent
a rather stable configuration for the repulsive particles. Still the tendency to fermionize in order
to avoid each other as much as possible breaks this configuration giving rise to the additional
peaks.

The above mechanisms of the crossover to fermionization are present also in ensembles with
larger number of atoms, yet they are more prominent and illustrative for few-atom systems.
The connection between these mechanisms and the many-body phases like BCS and FFLO, is
an open research pathway.

Conclusive remarks Exact numerical calculations (MCTDH) and the analytical approach
the correlated-pair wavefunction CPWF have been employed to explore the properties of few-
fermion two-component mixtures in an 1D harmonic trap. The CPWF was here generalized to
cover the case of mixtures, is shown to be in a very good agreement (for the energies and the
densities) with the numerical results of MCTDH (used here for the first time for the few-fermion
case). Three general cases were examined: (a) an impurity in a sea of majority fermions, where
we have observed a strong variation of the density with an increasing strength of the repulsive
interaction both for the impurity atom and the majority ones, (b) an equal population case
for which the behaviour is smoother with two peaks arising in the place of one as the coupling
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Figure 4.3: One body densities of (a-d) the impurity and (e-h) majority fermions for the 3:1 case
with varying interaction strength g using the numerical (MCTDH) approach, and the analytical
(CPWF) Ansatz.
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Figure 4.4: one body densities for the case (a) 2:2 (the densities for the two components are
identical) and for the case 3:2 for the (b) minority and (c) majority fermions.
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strength increases for each pair of atoms and (c) a partially imbalanced case where very close
to the resonance additional peaks arise on top of the plateaus in the density.

Most of these theoretical considerations are also studied in a very controllable manner in
experiments of few fermion systems with a deterministically preparable atom number [63, 60, 61]
which we will report in the next part of this Chapter. The generalization of our Ansatz for
the CPWF to mixtures is open to further improvements and applications which were initiated
and sketched here, as well as to the extraction of other observables unraveling mechanisms and
physical properties characterizing few-body systems in connection with and analogue to the
corresponding many-body physics.

4.2 Application to the experiment

Our present study is close connection to the experimental work in preparation [63], which has
achieved the deterministic loading with a specific number of fermions of their quasi-1D trap with
a very high fidelity [60, 61] and accurately controlled imbalance of population. The state-of-the
art of these experiments, allows for a study of specific configurations of populations of different
hyperfine states like those which we have discussed above: highly imbalanced with one impurity
atom surrounded by several (1-5) majority atoms, as well as a balanced or partially imbalanced
ensemble. The first efforts of this group have concentrated on preparing deterministically the
number of fermions in the trap [60] with an innovative trick: they open partially the trap from
the one side by a constant magnetic field and the fermions that are energetically above the barrier
tunnel completely out, letting only a part of the Fermi Ladder occupied. Of course this trick
is specific for fermions, which occupy high states due to the Fermi pressure (or Pauli exclusion
principle). With this innovative mechanism they were also able to measure energies, firstly of
two distinguishable atoms [61], the most important underlying theory for the present thesis
(see Chapter 1), and confirm the theoretical curves of ref. [14]. To determine the energy after
preparing the two atoms, and tuning their interaction to a certain strength via Feshbach and
confinement-induced resonances, they opened the trap once again, and measured the tunneling
time for one atom to leave the trap. The higher energetically the atoms are due to stronger
interaction, the faster they leave the trap. The connection of this tunneling rates with the energy
has provided a measurement of the lowest repulsive and super-repulsive state of Ref. [14] for
the 1D case. Extending their study to larger number of atoms, and probing the transition ’from
two to few’ (or ’from few to many’) is the next step of these experiments which nicely meets
the concept of the present theoretical thesis.

System The first idea and current research focus of these experiments after the realization
of the two atom (1:1) case, is to add majority atoms ’one-by-one’ in the fermi see around the
impurity and measure the energy via radio-frequency spectroscopy. This preparation of the
fermi see follows the exactly opposite pathway to the standard method of loading impurities
in a fermi see, to study impurity or polaronic physics. The aim is to probe the transition
to the thermodynamic limit NM → ∞ step by step or better ’atom by atom’. The system
is consisted of a two component Fermi gas (6Li) with the two species prepared in the two
lowest hyperfine states [60, 61]. The trap is in a good approximation harmonic and quasi-1D
since the ratio between the longitudinal over the transversal trap frequency is ω∥/ω⊥ ≈ 1/10.
After preparing a few-body equal population system, the trap is opened from the one side only
for atoms belonging to one hyperfine state, leaving only one atom of this component in the
trap playing the role of the impurity (while the majority atoms remain trapped) and thus the
configurations 1:1, 2:1, 3:1, 4:1 and 5:1 are obtained. The system is described by the same
pure 1D Hamiltonian Eq. 4.1 but we have to underline that the scaling is somewhat different
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taking the reduced-mass µ instead of the atom mass m in the relevant length a∥ ≡
√

ℏ
µω∥

and

energy scale ℏω∥ to be in accordance with the experimental units. Therefore also the interaction

strength g values considered below should be multiplied with
√
2 to transform to the old units.

4.2.1 Energy

Two values of the interaction strength a weak g = 0.26 and a stronger one g = 2.009 are
measured on the repulsive side of the resonance for all configurations. The experimental data
for the energy gain per majority atom due to the interaction ∆E = E(g)−E(g = 0) are shown
in Fig. 4.5 (a) for both interaction strengths and for all configurations Nmaj = 1, ..., 5 while
Fig. 4.5 (b) and (c) focus on weak and strong interactions respectively. Predictions of numerical
calculations in a pure 1D harmonic trap with MCTDH (see section above) plotted in the same
figures show a very good agreement with the experiment. We have seen in the previous section
that the CPWF deviates slightly (2-3%) from the numerical results, therefore also from the
experimental. Therefore only numerical exact calculations are shown here for simplicity, and in
order to keep the focus on the experimental results. These results demonstrate that for higher
interaction strength g = 2.009 we have higher gain of energy, while for increasing number of
majority atom the energy gain per atom becomes lower and vanishes as Nmaj → ∞ since the
energy gain is finite for finite g and distributes to more and more atoms. The higher value that
the energy gain can reach is at the TG-limit g →∞ ∆E → Nmaj which can be understood as
a crossover of the non-identical impurity atom to become ’identical’ due to the interaction (see
Chapter 4.1 and Chapter 1). Since the impurity lying for g = 0 on the single-particle ground
state of the harmonic trap it has to jump Nmaj states to reach the Fermi energy (the highest
occupied state for the system of N identical fermions).

One of the main purposes of the experiment is to reach the thermodynamic limit of Nmaj →
∞. Our methods focusing mainly on few body physics are not capable to make claims on
this limit. One approach that has been tried is to use the theoretical results obtained in the
continuum (without trapping potential) in the seminal paper of McGuire [141]. This paper
uses a Bethe-Ansatz approach like in the Lieb-Liniger model (see Chapter 1) to calculate the
wavefunction in the continuum for an impurity atom in the Fermi-see. In the limit of Nmaj →∞
with γ = g

√
2/kF constant2, McGuire obtained the following formula for the energy gain

∆E =
k2F
π
(γ/2 + tan−1(γ/2)− (γ/2)2

(π
2
− tan−1(γ/2)

)
(4.5)

where kF denotes the Fermi momentum of Nmaj atoms which in the case without trap is
(Nmaj − 1)π/L with L being the size of the system. This has been shown be in good agreement
in 1D systems with other standard theoretical approaches for polaronic physics in the continuum
like the particle-hole excitations [142]. Here we will use this formula adapted to the case of the
harmonic trap. The energy gain at fermionization is in the case of the the continuum and for

Nmaj → ∞ approximately ∆E = EF =
k2F
2 . The corresponding energy gain for the harmonic

trap is as we have seen ∆E = Nmaj (which is a factor 1/2 lower than the Fermi energy which we
omit). Therefore we set kF =

√
2Nmaj . Then we can plot the results as a function of γ according

to the formula Eq. 4.5. In Fig. 4.6 we show the experimental data together with McGuire’s
curve and numerical calculations for finite number of atoms. All curves and experimental data
for finite Nmaj lie between the exact solution for 2 atoms [14] and the Nmaj →∞ formula Eq.
4.5. This implies that the latter formula resulting from considerations in the continuum sets an
upper limit for the energy gain. An important observation here is that 6-7 atoms are enough

2The
√
2 factor appears here again to adapt McGuire’s scaling to the experimental one
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Figure 4.5: (a) Energy gain ∆E due to the interaction over the number of majority atoms
Nmaj plotted for two different interaction strengths a weak (b) g = 0.26 and a stronger one (c)
g = 2.009.
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to capture the physics of the impurity in the 1D trap as both calculations and measurements
demonstrate. Adding more majority atoms in the trap lying in excited single-particle states,
does not affect the impurity a lot, while in the continuum the majority atoms lie energetically
closer and therefore have a larger impact on the impurity. This is observed also in the context
of 3D polaron physics where the impurity attracts or repels (as in our case) a few surrounding
majority atoms [57, 58]. These results provide a first evidence to the direction of understanding
many-body phenomena, via a few body system. In this case experiment and theory go hand
in hand, trying to give an answer to very fundamental questions like what is the underlying
physics of many-body systems or ’how many is many?’.

4.2.2 Impurity tunneling

We have given already the picture of the impurity atom shifted energetically up in the Fermi
sea of the majority atoms due to the interaction. While the previous measurement has shown
the ’collective’ total effect on the energy gain, here we aim to understand the impurity atom
itself on its way from the bottom of the trap at g = 0 to higher energy levels as g → ∞. The
measurement performed here is similar the one described in Ref. [61], where the potential is
opened from the one side and one atom is left to tunnel out. The barrier is set to a different hight
for each interaction strength, in order to let only one (majority or minority) atom to tunnel
out (after a certain holding time), and then a measurement is performed to probe weather the
impurity atom has tunneled out or one of the majority atoms. The impurity tunneling is an
event which is expected to be rather seldom, since most majority atoms lie on higher energy
levels close to the top of the trap and therefore have larger probability to pass the barrier. The
experimental results together with theoretical predictions for the tunneling probability of the
impurity over the total one-particle tunneling probability are shown in Fig. 4.7. We observe that
the impurity does tunnel out only for rather high interactions because it is shifted energetically
closer to the edge of the Fermi sea, and therefore close to the top of the barrier.

The theoretical approach to the evaluate the probability of one-particle tunneling and partic-
ularly of impurity tunneling relies on a projection of the many-body state onto non-interacting
many-body configurations. We denote by 211 in the first two places the energy levels that the
majority atoms occupy (in this example first excited and ground state), and in the last place
the corresponding level for the impurity (here ground state). The latter configuration is also the
starting point at g = 0, and the only possible configuration for the atoms (the corresponding
antisymmetric configuration 121 is also included on the same time). In this configuration and
since the barrier should lie close to the second non-interacting level to let only one atom to
tunnel out, we assume that this atom will be always from the majority, since it lies energetically
certainly above the impurity. As the interaction strength increases, configurations which have
the same total symmetry such as 213 (but not 212) gain population (as a part of the projection
coefficients of the many-body state), thereby increasing the probability of minority tunneling
since in some of them like 213 or 215 the impurity atom sits energetically above the majority
ones on the top. The most important such configurations for the one-particle tunneling are:
211 / 312, 321, 213, 411 / 422, 215, 521, 512 (separated with ’/’ are levels with different total
energy) and from those only 213 and 215 lead to tunneling of the minority. Note here that
we have excluded the possibility of two-particle tunneling, i.e., all the states like 413 or 323
which have two atoms above the second energy level. Yet, in this particular measurement one
has also to take into account that atoms lying on level 2 may tunnel which is very important
due to the increase of majority tunneling from the always highly populated state 211. For this
we have used a fitting function of the possibility of one atom tunneling from the second level
(within a certain holding time) and the hight of the barrier (this possibility is rather high only
for low interactions and low barriers). The theoretical predictions take into account all the
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Figure 4.6: (a)Energy gain ∆E due to the interaction over the number of majority atoms Nmaj

plotted as a function of −1/γ = −
√
N/g. Focus on the points for weak (b) g = 0.26 and a

strong (c) g = 2.009 interaction strength.
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Figure 4.7: (a) Nmaj = 2 and (b) Nmaj = 3 probability of impurity tunneling as a function of
−1/g

aforementioned states and divide those who give probability of impurity tunneling by all others
[P= prob(impurity tunnel)/prob(1-atom tunnel)]. The agreement with the experimental data,
demonstrate exactly this behaviour of the impurity which pushes its way up to the top. At
fermionization of the impurity, although the atoms are not identical fermions (see also Chap-
ter 1), the probability of minority tunneling reaches approximately 1/3 since all atoms have the
same possibility to occupy the highest level.

For the configuration 3-1 the problem is more involved since for the non-interacting ground
state 3211 the impurity sits energetically very low at the bottom and therefore is very difficult
for it to tunnel. Moreover, the state 3214 is excluded due to symmetry reasons and the only
rather highly populated state from which the impurity can tunnel alone is 3215. Additionally
the barrier is set rather close the third level where the majority atoms have a lather large
probability to tunnel. The involved states here are (the last number denotes always the energy
level which the impurity occupies): 3211/ 3213, 4212, 4313, 5211 / 3215, 4214, 4313, 4322,
5213, 5312, 5321, 5411, 6311, 7211. We take two theoretical curves one including only states
which have one atom on level 5, and one which has all possibilities with one or two atoms on
level 4 and above. Both still reveal an increasing probability of minority tunneling approaching
the TG limit, while the latter case shows always a lower probability like the experimental data,
since it contains more lower lying states. For the impurity tunneling is also taken 50% from the
4214 state which results from the mechanism shown in [61] where one of the two atoms tunnels
out and the energy of the other drops after the tunneling process.

Conclusive remarks

This very innovative method of probing features of exclusively one (impurity) atom belonging
to a highly correlated many-body ensemble, may give very important insights to other polarized
systems, in connection to very exciting questions eg. for the physics of itinerant ferromagnetism
[55]. Here the physics of an impurity in an ’atom by atom’ constructed 1D Fermi sea have been
studied, with important implications on the corresponding many-body physics. The system is
studied both experimentally and theoretically with very good agreement. The experiment has
prepared and probed an 1D highly imbalanced system of a few fermions with one impurity and
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a deterministically determined number of majority atoms (up to 5). With the RF spectroscopy
measurements the total energy of the highly polarized 1D system has been obtained with a
very good accuracy, while the one-atom tunneling measurement can probe the energy shift of
the impurity exclusively, since one can still distinguish between the different components even
reaching the fermionization limit.
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Chapter 5

Conclusions and outlook

Conclusive remarks and perspectives have been included in each section of the present thesis. In
this Chapter we will only summarize the very basic aspects and provide a more general outlook.

All one-dimensional systems studied in this thesis are investigated numerically or analytically
by a bottom-up approach. The basic proposal of this work, the correlated-pair wavefunction, is
inspired from the solution of two-body problem in a harmonic trap. Generalizing the function
describing the two-atom problem to approach the crossover from weak to strong repulsive inter-
actions of the trapped many-body system of bosons (Chapter 2.1) or two-component fermions
(Chapter 4.1) we were able to capture qualitatively but also quantitatively main features of
observables like energies and densities. A basic feature and inspiration for our approach have
been –apart from the two-body case – the exact solutions for the infinitely repulsive limit
(Tonks-Girardeau gas) which our function reproduces and for the crossover in the homogeneous
case [all analyzed in Chapter 1]. In the trapped case, since there is no exact solution that
covers the whole crossover, we compare observables like the energy and the density obtained
by our Ansatz, the correlated-pair wavefunction, with numerical calculations via the Multi-
Configurational Time-Dependent Hartree method and Quantum Monte Carlo (Appendix A)
showing a very good qualitative and quantitative agreement.

Apart from this approach we analyze in detail effects appearing for strong interactions be-
yond the single band Bose-Hubbard model for one-dimensional finite lattices (Chapter 3.1). We
discuss different classes of commensurability and localization mechanisms, and uncover strong
correlation effects for large filling factors and strong interactions, like on-site broadening and
peaks in the density and correlation-holes in the pair-correlation function. Particularly incom-
mensurate setups make it possible for an inhomogeneous distribution of the density and corre-
lation properties. A detailed study has been also performed for the fermionic two-component
mixture in Chapter 4.1 for various population imbalances. Especially the case of a single impu-
rity in a few body Fermi sea, shows a very special behaviour in the one-dimensional case, with
strong correlation effects between the impurity atom and the surrounding ones. Our results
for this case have been also compared with recent experimental measurements (Chapter 4.2)
showing a very good agreement.

Not only stationary but also dynamical properties have been studied in this thesis. The
resonant mechanisms of excitation and acceleration in a harmonic trap with driven interaction
strength have been analyzed via a bottom-up approach stemming out from the two-body energy
and Floquet spectrum and the corresponding properties of the stationary many-body spectrum
(Chapter 2.2). In a different context, resonant tunneling mechanisms which brake the self-
trapping in the strongly interacting regime have been unveiled with few atoms in a triple well
(Chapter 3.2). The bottom-up approach here is based on generalized number states which take
into account the on-site interaction and its effect on the many-body energy. The mechanisms
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of inter-band tunneling going beyond the single-band approach make it possible to control and
design the transfer of a specific number of atoms (single- and two- atom processes have been
shown) to a particular excited state (or band).

In all systems tackled here we have concluded that our bottom-up approach can shed
new light to extensively studied phenomena, but also to uncover novel effects which appear
in strongly correlated many-body systems. The questions and further research options that pop
up from these investigations are twofold. On the one hand, this study can be extended to other
systems, setups and phenomena. Most directly one may explore other potential landscapes, pos-
sibly with higher dimensionality (2D and 3D) or mixed dimensions, or different configurations
of mixed systems (eg. Fermi-Bose or Bose-Bose mixtures). Another possibility is to change the
nature of the interaction, eg. taking dipolar forces changing drastically the two-body properties
which are the basis of the bottom-up approach proposed here. The ’two-to-many’ perspective
has to be extended to really large ensembles of atoms in order to approach the thermodynamic
limit and possibly address the question ’how many is many?’. On the other hand, a further
deepening in the fundamental systems discussed here, possible developments, improvements and
analysis of the properties of the correlated-pair wavefunction bottom-up approach as well as
the examination of other observables can provide more insight to the many-body physics from
a two-body perspective. We may conclude that ’more is indeed different’ but the knowledge we
gain from the ’single pair’ and its correlation properties is very insightful for the many-body
system.
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Appendix A

Computational methods

Treating time-dependent or independent quantum systems with many interacting degrees of
freedom, i.e. solving the corresponding Schrödinger equation, is a computationally very demand-
ing problem. In the standard approaches the many-body wavefunction for a highly-correlated
ensemble should be represented in terms of an enormous basis of single-particle functions, ren-
dering the Hilbert space very huge. Unavoidably all methods for ab initio numerical calculations
employ a truncation of the Hilbert space, in the best case still able to represent the main features
of the function, and to reduce the computational effort meanwhile assuring the convergence of
the process1. The most natural and direct of all methods is of course the exact diagonalization,
which is nothing but the most standard approach of quantum mechanics, for any Hamiltonian
system. The Hamiltonian operator H is expressed as a set of matrix elements Hkl =< k|H|l >
where |k >, |l > are elements of the orthonormal basis which can be choosen according to
the particular features of the problem (truncated of course to render the algorithm feasible).
Computational schemes then allow to diagonalize this matrix and obtain the corresponding
eigenstates and eigenvalues. The many-body nature of the problem is represented in the basis
vectors typically by number states which are usually a superposition of single-particle states,
each one assigned to a certain degree-of-freedom. A highly correlated system requires a lot of
such uncorrelated basis states to be adequately treated, rendering the standard computational
methods inoperative. Yet there is a workaround which helps the reduction of the necessary basis
vectors, if they are variationally optimized. A relatively smaller non-fixed single-particle basis,
subject to a variational principle, is likely to represent the correlated state more effectively
and render the corresponding code feasible. In general terms this procedure is also a part of
the method we resorted to in the largest part of the present thesis, the Multi-Configurational
Time-Dependent Hartree (MCTDH) which we explain in details in the first Section A.1 of this
Appendix. The straight-forward exact diagonalization is only used selectively in certain cases
of small ensembles (2-4 atoms) to cross-check the MCTDH results. MCTDH is also an in-
herently time-dependent code (wave-packet propagation), very efficient for driven systems (see

1Another possibility is of course to reduce the complexity of the problem itself, by proposing a simplified
model which is equally rich and captures the physical properties of the system (e.g. the GPE or the BHM see
Chapter 3.1). The procedure of consecutive simplifications and modeling of the natural reality is probably the
strongest tradition in physics, and in fact the usual method it employs to approach a problem. For instance the
models and systems studied in this thesis are all simplifications of the real scattering and interaction processes
happening even in this highly isolated, ideally controlled quantum world of experimental ultracold atom real-
izations [5]. The mere fact that we consider purely one-dimensional confining potentials in zero temperature is
already a strong approximation. Therefore the purpose here is to tackle the problem without any further sim-
plifications, as the Hamiltonians studied in this thesis describe it (and this is thought and proved to be accurate
enough for many experimental realizations). The way out of the complexity proposed here are the analytical
functions to describe the highly-correlated many-body ensemble inspired from the relatively simpler and more
intuitive two-body problem.
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eg. Chapter 2.2) as well as time-evolution of wave-packets (see e.g. Chapter 3.2) and therefore
ideal for the purposes of the present thesis. Other popular methods also very efficient for highly-
correlated low-dimensional systems include the Density-Martix Renormalization group [28] and
Quantum Monte Carlo (QMC) citeastra. The latter method, with a different philosophy from
the others, combining variational and diffusion Monte-Carlo, has been also used complementary
in this thesis for stationary problems to cover larger numbers of particles, and will be exposed
in the second Section A.2 of this Appendix. Apart from these state-of-the-art methods, there is
a whole tradition in cold-atom physics based on mean-field approaches such as the celebrated
GPE, the Bogoliubov theory extended also to multi-orbital mean field providing explanations
to several phenomena within there range of validity (typically weak interactions). Although at
certain points we will resort to benchmark results obtained by the latter methods, our treatment
of highly-correlated systems takes a detour of mean-field approaches in general, trying to move
the standard single-particle picture to a single-pair one with the correlated-pair functions as a
building stone. In the following sections we will then only refer in detail to the two numerical
methods used within these thesis MCTDH ( Section 6.1) and QMC (Section 6.2).

A.1 Multi-configurational time-dependent Hartree

The MCTDH method [39] is the computational tool which is applied in all systems discussed in
this thesis, providing also all observable quantities which are shown and compared with other
approaches. MCTDH is in principle a wave-packet propagation method, very efficient for higher
dimensional problems and correlated systems, typically for molecular and nuclear applications
(usually with non-identical particles). It has been proven to be reliable also systems with few
cold bosons first with respect to their static properties in harmonic trap and double well [29] as
well as corresponding dynamics [40]. Extensions to bosonic mixtures either of different mass,
or different hyperfine state have been performed [29, 40, 41]. In the present thesis some of these
calculations are repeated and refined (concerning mainly the harmonic trap for bosons) while
the application of MCTDH is extended to mixtures of fermions (Chapter 4.1) and explicitly
time-dependent (driven) systems (Chapter 2.2). In other works, MCTDH has been extended
also to treat already by the construction of the corresponding Ansatz bosonic (MCTDHB)
[147] or fermionic systems (MCTDHF) [148] as well as multi-layer schemes (ML-MCTDH). In
this thesis we have resorted to the initial Heidelberg MCTDH package [149] implemented for
distinguishable particles and enforce the correct (anti)symmetry by the corresponding choice of
the coefficients of the MCTDH expansion as it was done in previous few body studies [29, 40, 41].
All methodological details around MCTDH and its extensions are explained extensively in
corresponding textbooks and reviews of the pioneering scientists [39]. Here we will essentially
summarize the main ideas, with a focus on the treatment of indistinguishable atomic systems
and particular relevant tricks and considerations that have been employed within the present
thesis.

A.1.1 The main idea

Within MCTDH, the time-dependent Schrödinger equation{
iΨ̇ = HΨ

Ψ(Q, 0) = Ψ0(Q)
(A.1)

is treated as an initial-value problem by an expansion in terms of direct (or Hartree)products
ΦJ :

Ψ(Q, t) =
∑
J

AJ(t)ΦJ(Q, t)
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≡
n1∑
j1=1

. . .

nf∑
jf=1

Aj1...jf (t)

f∏
k=1

φ
(k)
jκ

(xk, t), (A.2)

using a convenient multi-index notation for the configurations, J = (j1 . . . jf ), where f = N
denotes the number of degrees of freedom and Q ≡ (x1, . . . , xf )

T . The single-particle functions

φ
(κ)
jκ

are in turn represented in a fixed, primitive basis implemented on a grid. For indistinguish-
able particles as in our case, the single-particle functions for each degree of freedom κ = 1, . . . , N
are of course identical in both type and number (φjκ , with jκ ≤ n).

The principle idea of MCTDH is to treat both the coefficients AJ and the Hartree products
ΦJ in the above expansion variationally at every time step (therefore both of them are time-
dependent). Using the Dirac-Frenkel variational principle, one derives equations of motion for
both AJ ,ΦJ :

iȦJ =
∑
L

⟨ΦJ |H|ΦL⟩AL (A.3)

iφ̇κ =
(
1− P k

)(
ρk
)−1
⟨H⟩kφk (A.4)

where P κ =
∑nk

j=1 |φjk⟩⟨φjk| is the projection operator on the orthogonal complement of the

single-particle basis functions, ρkjl = ⟨φjk|ρ̂k1|φlk⟩ is the reduced one-body density matrix and

⟨H⟩kjl = ⟨Ψk
j |ρ̂k1|Ψk

l ⟩ is the mean-field Hamiltonian on the basis of functions Ψj
k = ⟨φkj |Ψ⟩ (the

k-th degree of freedom has been integrated out).
The advantage here is that the basis {ΦJ(·, t)} is variationally optimal at each time t,

allowing us to keep it fairly small. Exactly for this reason MCTDH is ideally designed to solve
time-dependent Hamiltonians like driven and in general time-dependent and highly-correlated
systems. The correct permutation symmetry can be enforced by symmetrizing the coefficients
AJ using (anti)symmetric superpositions of Hartree products for (fermions) bosons 2. In the
state-of-the art versions of MCTDH the permutation symmetry is by construction imposed to
the Ansatz (permanents or Slatter determinants) for bosons [147] (MCTDHB) or fermions [148]
(MCTDHF), while for mixtures one may use different layers of single-particle products in a
multi-layer scheme (ML-MCTDH).

A.1.2 Calculating stationary states and dynamics

Although the code is in principle designed for wave-packet dynamics, the calculation of sta-
tionary states is also incorporated, among other reasons to make an initial state preparation
possible. The Heidelberg MCTDH package [149] includes the so-called relaxation method which
provides the lowest eigenstates of the system by propagating a wavefunction Ψ0 (usually the
many-body product of single-particle functions of the corresponding single-particle problem) by
the non-unitary operator e−Hτ propagation in imaginary time. For reasonably large time of
propagation τ → ∞, this automatically damps out any other contribution except that of the
ground state where it relaxes

e−HτΨ0 =
∑
J

e−EJτ |J⟩⟨J |Ψ0⟩. (A.5)

Also available in the code is the scheme of improved relaxation [150] where ⟨Ψ|H −E|Ψ⟩ is
minimised with respect to both the coefficients AJ and the configurations ΦJ . The equations

2The ground state is automatically of bosonic character also for nonidentical atoms. Of course for identical-
fermions antisymmetrization of the coefficients should be enforced.
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of motion are solved iteratively, first for AJ(t) (by diagonalisation of ⟨ΦJ |H|ΦK⟩ with fixed
ΦJ) and then propagating ΦJ in imaginary time over a short period. The cycle will then be
repeated. The latter method is used in the present work to calculate the eigenstates and the
energy spectrum for all systems studied. The method is reliable and already used in previous
works [29], but one has to take care for instabilities in intermediate and strong interaction
strengths. An important trick is to use the function obtained for a certain interaction strength
g as an initial guess for a slightly increased g in order to avoid large and unstable variations,
especially for excited states which may lie close to other ones.

Another technical point is the effort of this method which scales exponentially with the
number of degrees of freedom, nN . As an illustration, using 15 single-particle functions and
N = 5 identical bosons requires 7.6 · 105 configurations J . This fact restricts the number of
atoms that can be treated via MCTDH depending of course on the strength of the correlation.
In any case, it is possible to cover at least for the ground state up to N = 6 atoms with 10
orbitals in the whole crossover from weak to strong interactions (and fermionization in 1D). Still
a finite number of even optimized orbitals are not sufficient to represent correlated many-body
states. This inherent deficit of all methods using a truncated Hilbert space, can be healed in
certain cases by repeating the same calculation with increasing number of orbitals, and thereby
check weather the code has converged. This convergence check has been employed allover in
the present thesis.

Recently useful workaround to this problem has been proposed in Ref. [151] and employed
also here enhancing a lot the calculations of the ground state in 1D. The main idea is to take
advantage of the fact that in 1D systems there is the exactly known limit of TG gas at interaction
strength g → ∞ (see Chapter 1). Therefore the upper limit of the ground state energy of the
system, i.e. the energy at fermionization, can be calculated given that one knows the single
particle spectrum (from exact calculations or analytical formulas); The energy obtained from
any truncated Hilbert space method, will at some finite g0 cross the fermionization energy. Only
by using infinitely many orbitals one could avoid this fact. The proposal of the authors in Ref.
[151] is to rescale the numerically used interaction strength parameter gn such as g0 becomes
the real fermionization limit. This can be done by the formula:

g =
gn

1− gn/g0
(A.6)

which ensures that g →∞ when gn = g0. All higher values of the numerical coupling strength
gn are skipped as unphysical. This trick has been in detailed explained and checked not only
concerning the energy but also other observables like the one-body density (where another g0
should be chosen according to the closeness of the function profile to the fermionized one),
showing firstly a vast improvement of the agreement between numerical results and solutions
of integrable systems in 1D (Lieb-Liniger and two atoms in harmonic trap, see Chapter 1).
We have also resorted to this method for the calculations of ground state energy of bosons
and fermions, and cross-checked results obtained also with different number of single-particle
functions. This double-check of the numerical results, have been proven to be very important
and efficient, since for example energies obtained with sufficiently enough orbitals (6-10) are
in very good agreement if one additionally rescales the interaction strength g according to the
above. This in fact enhances also the numerical effort since lower number of single-particle
functions can be used. However, we have explicitly used this trick only for energy calculations,
since other observables like densities (with functional form) are difficult to judge with respect
to their agreement with the fermionization profile. In fact other observables are generally not so
sensitive to small changes of the interaction strength. Still this method is certainly important
and valuable for truncated Hilbert space 1D calculations.
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A further technical detail concerns the representation of the δ-like profile of the interaction
potential. We have used a potfit scheme already included in the package of MCTDH with a
very narrow Gaussian profile

δ(x) ≈ 1√
2πσ2

e−x
2/2σ2

(A.7)

choosing the effective width σ = 0.02 − 0.05 such that it is small enough to portray a contact
interaction, but large enough to be sufficiently represented on the grid (typically of 0.01− 0.03
spacing). A cross check of certain cases using different σ and grid spacings was also performed
without substantial differences between different configurations. In general the griding affects
the effort of the calculations but not so immense as the number of single-particle functions, and
the workaround exposed previously in principle heals all numerical limitations.

On the other hand, the propagation in time of an initially prepared wave packet, should be
done by a lower number of atoms (typically 2-4) such that one can use enough orbitals (around
20-40) to describe it correctly in a reasonable time and ensure convergence. MCTDH is very
powerful especially at this type of calculation due to the optimization to the orbitals at each time
step, making even long-time dynamical calculations for relatively weak correlations available.
For driven systems which is the specialty of MCTDH one should take care to provide a lot
of orbitals if the calculation is close to a resonance (see Chapter 2.2) and multiple excitation
processes are expected. The time-evolution of the systems studied in this thesis, has been
checked by repeating the same calculation with a larger number of orbitals and checking for
short-and medium time convergence in the cases where this is possible. For an extension of this
work to larger number of atoms one should employ the state-of-the-art methods specialized on
bosons or fermions (MCTDHB or MCTDHF) while for mixtures a multi-layer scheme would
enhance the calculations dividing the space to more and less correlated degrees of freedom.

For the calculation of the ground state of bosonic systems we have used also the Quantum
Monte Carlo method, which we shortly explain next, performing thereby a crosscheck for few
atoms with the MCTDH results and extending the calculations to more particles.

A.2 Quantum Monte Carlo

The Quantum Monte Carlo (QMC) method, is one of the most popular in the field of cold
atoms and not only. Based on a random process in the course of which some artificial particles
called walkers are distributed in space (Markov chain) is ideal for large ensembles of atoms.
It is very convenient for the treatment of second quantization Hamiltonians like the Bose-
Hubbard model for extracting the properties of the system, but also for calculations explicitly
on the configuration space, like those we perform here. There are several types of the method,
the path-integral (based on the partition function to extract the observables), the Variational
(VMC) and the Diffusion (DMC) Monte Carlo. The latter two are employed in this thesis
for the calculation of the ground state of bosons in the harmonic trap and finite lattices. A
standard tool of the DMC method is to use a so-called guiding (or sampling or trial) function
which acts as a ’guide’ to the walkers such that they tend to sample more the important regions
of the configuration space. Especially for correlated many body problems there are explicitly
correlated functions typically of Jastrow type optimized by a VMC calculation which have
been employed in several works. Here we propose a modification of this guiding function, in
particular of its two-body term according to our correlated-pair wavefunction, inspired for the
two-atom problem in the trap. This function is not only used as a guiding here, but it is actually
compared as a (variational) Ansatz with which we compare the final DMC results. Therefore
we next present the main ideas of the method, with particular focus on the important role of
the guiding function.

107



A.2.1 Main ideas

The key idea of the QMC method, is the importance sampling which allows to distribute spatial
configurations of the atoms such that the correspond to a physical probability distribution. The
observables can then be obtained by estimators which are essentially the arithmetic average
value. The idea is better illustrated in the scheme of Monte-Carlo integration. The integral
over the configuration space of the function f(x) [in the following x denotes a vector containing
the positions of the N atoms) is usually done by a sample of equally spaced grid points xi
with the estimator I =

∑
f(xi)/N . Monte-Carlo integrals first choose a sampling function g(x)

(normalized as a probability function) which should have the overall properties and shape of
f(x) such that the important regions of the configuration space are better covered. Then the

Monte-Carlo estimator of the integral is IMC = 1
N

∑ f(xi)
g(xi)

.
The VMC technique is in particular the application of this method to the calculation of the

expectation value of the energy. In the standard variational process, one chooses (or makes a
good guess) a certain function ψT (x) with one or more free (variational) parameters. Then one
calculates for a certain set of the variational parameters the expectation value of the hamiltonian
operator with the Monte-Carlo scheme choosing as probability distribution for the sampling
points (or measure of the integral):

g(x) =
|ψT (x)|2∫
|ψT (x)|2dx

(A.8)

and as kernel of the integral the so-called local energy:

EL(x) =
HψT
ΨT

. (A.9)

Then the variational energy Evar =
∫
g(x)E(x)dx ≥ E0 is here calculated as a sum Evar =∑

EL(xi)/N over the N sampling points xi chosen randomly according to the probability dis-
tribution function g(x) and results to an upper limit for the true ground state energy E0. To
proceed for optimization of the trial function ψT (x) one chooses other sets of variational pa-
rameters and tries to find the one which minimizes the energy. Obviously the whole process of
variational optimization is severely dependent on weather the initial guess is a good one in the
sense that it captures the main shape and properties of the function. Since this is not always
the case, one may obtain an upper limit for the energy from a VMC calculation but then use the
corresponding function as an educated guess for the DMC calculation which does not possess
this restriction and converges to the numerically exact ground state.

The DMC method essentially also relies to an imaginary time propagation (or diffusion)
such as MCTDH relaxation process. The idea of solving it is though different than that of
MCTDH, and relies on stochastic processes which in the typical algorithms take the form of
Markov chains. The Markov chains are well defined memoryless transitions from one state to
another since they depend only on the state in the previous time step and not on states further
in the past. A random walk (Markov chain) procedure is applied on the walkers that in our
case represent spatial configurations of the atoms in the N-body space. We will explain next
in brief how this is seen from the perspective of Green functions and how it is in fact applied
algorithmically.

The aim of the DMC method is to solve the diffusion equation (Schrödinger in imaginary

time) ∂ψ(x,τ)
∂τ = −Hψ. In terms of the Greens function G(x′, x, τ) = ⟨xe−τĤ⟩ the solution can

be written as ψ(x′, τ) =
∫
G(x′, x, τ)ψ(x, 0)dx. Performing a short time approximation one

may neglect higher orders of O(τ3) and then split the exponential containing the Hamiltonian

to kinetic K̂ and potential term V̂ as e−τK̂e−τV̂ . Then for a small time step ∆τ we obtain for
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the Greens function

G(x′, x,∆τ) =

(
1

2π∆τ

)N/2
e−

(x−x′)2
2∆τ e−∆τV (x′). (A.10)

This can also be seen as a transition probability (in terms of a Markov chain) from configuration
x to x′. To do so one should correspondingly impose the normalization of the Greens function
multiplying with e∆τER which in other words means that we solve a new Hamiltonian H ′ =
K + V − ER. The reference energy ER is a shift of the energy such that the ground state is
always set as zero, but exactly this ER converges to a value (or oscillates around it) which is the
numerically exact ground state energy. The normalization of the Greens function is adequate
condition to preserve the norm of the state itself but only in the case that the state is everywhere
positive. This is the case for bosons, but not for fermions which suffer from the well-known sign
problem of QMC calculations usually healed by the fixed node approach. Since in this thesis
QMC is only applied to bosonic systems this problem will does not affect the calculations.

The essential feature of importance sampling is applied through the Ansatz of QMC which
is mixed product of a guiding (or trial) function ψG(x) and the wave-function ψ(x.τ) (unknown
solution of the Hamiltonian H ′) : f(x, τ) = ψ(x, τ)ψG(x, τ). This function satisfies the Fokker-
Plank equation (derived from the diffusion):

∂f(x, τ)

∂τ
=

1

2

∂

∂x

(
∂

∂x
− F (x)

)
f(x, τ)− (EL(x)− ER) f(x, τ). (A.11)

where F (x) = 2∂ψG(x)
ψG(x) is the so-called quantum force which then enters the short-time approx-

imation of the Greens function via the effective the kinetic energy term K̂ = 1
2
∂
∂x

(
∂
∂x − F (x)

)
.

We can rewrite now the short-time approximation Greens function as product of two terms:
G(x′, x,∆τ) = GD(x

′, x,∆τ)GB(x
′, x,∆τ). The diffusion term:

GD(x
′, x,∆τ) = e−

(x−x′+∆τF (x)/2)2

2∆τ (A.12)

which algorithmically is interpreted as a random step x′ = x + ∆τF (x)/2 +
√
∆τη where η

is a random variable with Gaussian distribution. The appearance of the quantum force and
therefore of the guiding function in this step is crucial and underlines the importance of an
educated guess for ψG which should guide optimally the random process. This random step has
an acceptance rate according to the Markovian chain prescriptions:

p =
GD(x

′, x,∆τ)ψ2
G(x

′)

GD(x, x′,∆τ)ψ2
G(x)

(A.13)

(in case this quantity is greater than one the step is always accepted). If the step is accepted
then the branching term of the Greens function

GB(x
′, x,∆τ) = e−∆τ(EL−ER) (A.14)

is calculated and the walkers are reweighted accordingly multiplying each walker weight by GB.
Here we rather used and birth and death process for the walkers instead of reweighting. In this
scheme the branching factor GB defines how may copies of new walkers (in the new positions)
will be created, and if q is very small the walker is killed. By this random walk process the
walkers are guided to the positions where they minimize the total energy of the system, and
this is the core idea of the DMC code.
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A.2.2 The guiding function

In all of the three algorithmic steps described in the previous section –the random walk step, the
acceptance and the branching process– as well as for the initial guess to start the DMC calcula-
tion, the guiding (or trial) function plays a crucial role. Essentially it governs the whole stochas-
tic process and the its outcomes, and therefore the choice one makes is essential. Furthermore
the distribution we finally obtain after the DMC run f(x1, ..., xN ) = ψ0(x1, ..., xN )ψG(x1, ..., xN )
is also a mixed product containing not only the true many-body ground state ψ0 but also the
guiding function ψG. Therefore observables like densities should be treated accordingly. For
all operators there Â is the so-called pure estimator ⟨Â⟩p = ⟨ψ0|A|ψ0⟩ (using the exact ground
state) and the variational estimator ⟨Â⟩v = ⟨ψG|A|ψG⟩ (using the trial or guiding function),
but here one should use the mixed estimator which contains both functions:

⟨Â⟩m =
⟨ψG|A|ψ0⟩
⟨ψG|ψ0⟩

(A.15)

For example the one-body density should be calculated as follows

ρ(x, x′) =

∫
ψ0(x, ..., xN )ψG(x

′, ..., xN )dx2dxN (A.16)

=

∫
f(x1, ..., xN )

ψG(x
′, ..., xN )

ψG(x, ..., xN )
dx2dxN (A.17)

where we use as a measure for the integral in the spirit of Monte-Carlo integration the quantity
ψG(x′,...,xN )
ψG(x,...,xN ) dx2dxN which is only dependent on the guiding function.

For the construction of an optimal guiding function, the particular features of the physical
system are very important. Considering 1D interacting bosonic ensembles the standard ap-
proach is to make a product Ansatz containing a single-particle part, which mainly deals with
the properties of the trapping potential and a two-body interaction part accounting for the
pairwise short range collision properties:

ψG(x1, ..., xN ) =

N∏
i=1

ψSPP (xi)
∏
i<j

ψIP (xi − xj) (A.18)

The typical functions that are used for the single-particle part in the case of harmonic trap
are Gaussian distributions e−βx

2
where β can be used as a variational parameter for the VMC

calculation. For the interaction part almost all approaches use the trigonometric functions
cos[k(|xij| − L/2)] which are in close connection with the solution of the problem in the con-
tinuum (LL-model see Chapter 1) with one variational parameter L, and k determined from
the boundary condition (or Bethe condition as it is often called –see Chapter. 1, 2.1). Our
approach in the present thesis is to use for the interaction part the solution of the two-body

problem in the trap the hypergeometric functions U

(
−ν

2 ,
1
2 ,

x2ij
2

)
. The main advantage of this

approach, apart from the conceptual one (using the exact two-body for the corresponding many-
body case), is that there is no need for variational parameters on the first place, as it is the
case for the parameter L in the standard approach. Further discussion on these approach and
its extension to finite lattices is left to the main part of the thesis (see Chapter 2.1). In this
methodological Appendix our main intention was to illustrate the importance of choosing an
appropriate guiding function for the QMC method.
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Appendix B

Special Functions

In the characters too, exactly as in the structure of the incidents, [the poet] ought
always to seek what is either necessary or probable, so that it is either necessary or
probable that a person of such-and-such a sort say or do things of the same sort,
and it is either necessary or probable that this [incident] happen after that one. It
is obvious that the solutions of plots too should come about as a result of the plot
itself, and not from a contrivance, as in the Medea and in the passage about sailing
home in the Iliad. A contrivance must be used for matters outside the drama—either
previous events which are beyond human knowledge, or later ones that need to be
foretold or announced. For we grant that the gods can see everything. There should
be nothing improbable in the incidents; otherwise, it should be outside the tragedy,
e.g., that in Sophocles’ Oedipus.

Aristotle, Poetics (1454 a33-b9) [on “Deus ex machina”]

Functions are mathematical objects or machines which serve a very specific purpose or
“function”: they associate (or transform) each input (from a set of inputs called arguments)
with exactly one unique output. One can imagine and construct arbitrarily many such objects.
Some of them though have become very popular since –due to their particular properties– they
occur very frequently as solutions to basic mathematical problems and physical models. For
their great contribution they are awarded with names. Some of them are build from basic
operations (addition etc) and are categorized as elementary. Such are for example the alge-
braic functions (polynomials, roots, etc) and transcendental functions (exponential, hyperbolic,
logarithm, periodic and trigonometric functions, etc). These constitute the basis for the vast
majority of calculations and solutions of physical problems. There are, however, some more
specialized objects, less well-known but still very useful for particular problems, appearing as a
“Deus ex machina”, when certain symmetries and relations exist in physical systems. It is then
logical due to their special character, properties and use, to call them “special functions”. We
will name just a few which are of particular interest for problems that the present thesis tackles:
the absolute value, the sign function, the Heaviside step and Dirac-delta function, the Gamma
function, the Hermite polynomials, the (confluent) hypergeometric functions and the parabolic
cylinder function. The rest of this mathematical appendix is devoted to a short –but elaborate
enough for the purposes of this work– introduction to the properties and relations of these
functions and acquaintance with their characteristics which are essential for the understanding
of the present thesis. This appendix serves therefore the self-consistence of the text, but aims
not to a complete and strict mathematical presentation of the special functions, which can be
found in textbooks -“Bibles”of functional analyses such as [80]
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B.1 Absolute Value, step, sign and Dirac-delta function

The functions introduced in this subsection have a very simple definition which can be written in
one line without mathematical complication. Yet, important properties and some peculiarities
or singularities they have as well as the connection between them, is not self-evident. They are
also connected with several aspects of the physical problems relevant to this thesis.

The absolute value has a different definition depending on the nature of input (or argument),
particularly weather it is a real or a complex number. We are more interested in real numbers
here, but it is much more than a side-remark to mention that the absolute value or modulus
of a complex number has played a decisive role for the physical theory underlying this whole
thesis namely Quantum theory. The wave-function which describes quantum particles is in
the general case a complex number and only its absolute value square is a directly measurable
quantity in the experiments according to the standard “orthodox”Copenhagen interpretation
(Bohr, Heisenberg, etc).

For a real number input the absolute value gives the (positive) numerical value of the input
without its sign. The blue line in Fig. B.1 shows the function |x|. Already the basic property
of this function is of great importance for our purposes. Consider a function for two particles
f(x1, x2) = x1 − x2. If now apply the permutation (exchange x1 with x2) we will get a minus
sign f(x2, x1) = −f(x1, x2) which means that f(x1, x2) is of fermionic character. Now consider
that we use the absolute value f̃(x1, x2) = |x1 − x2|. Now the permutation of two particles
gives the same function because the sign plays no role now due to the absolute value. We have
then f̃(x2, x1) = f̃(x1, x2) which is a function of bosonic character. This simple fact plays
a very important role for the construction of a many-body (bosonic) function out of pairs.
Furthermore it shows probably an intuitive understanding of the absolute value as the distance
from the origin or the distance between two numbers (or two points in configuration space, or
two particles). This notion of distance which is better illustrated by the definition |x| =

√
x2

which has its analog even for complex numbers |z = x+ iy| =
√
x2 + y2.

The sign (signum) function has also a very simple definition: it gives +1 when the real
number input is positive and -1 when it is negative (see also the illustration in Fig. B.1. As one
guesses immediately it has a very close relation to the absolute value:

|x| = xsgn(x) (B.1)

What is so important about this relation? If x ̸= 0 then we can write |x|
x = sgn(x) which is

by the way the derivative of the absolute value. One can see also in Fig. B.1 that the absolute
value has just a positive or negative constant slope, while it is ill defined at x = 0.

If one tries to go further with derivatives, will meet even more peculiar functions: the
Heaviside step function Θ(x) and the Dirac (generalized) function δ(x). The Heaviside step
function is a discontinuous function, zero for negative arguments and 1 for positive arguments,
and a conventional value at 0 (usually 1/2). It is plotted in Fig. B.1 and one can show easily
that sgn(x) = 2Θ(x)−1. More important is that the step function is the integral of the probably
most important function for the present thesis: the Dirac-delta function δ(x). We have that
Θ(x) =

∫ x
−∞ δ(t) dt. Now we are ready to define the derivative of the sign function or the second

derivative of the absolute value (for x ̸= 0):

d

dx

d|x|
dx

=
d

dx

|x|
x

=
d

dx
sgn(x) = 2

dΘ(x)

dx
= 2δ(x) (B.2)

So (two times) the Dirac δ-function is the second derivative of the absolute value! This is
probably not the way that Dirac has thought of it. The δ-function is in general very difficult to
think of (since it is not a function in the common sense but rather a distribution), but there is
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certainly one way which is the more common but also probably the most wrong and misleading:
to say that δ(0) =∞ and it is zero elsewhere. This picture comes from usual approaches of the
δ-function as a limit of a sequence of Gaussian (or other functions with peak at x = 0) when
the width tends to zero. This is also the approach that numerical methods (also the ones used
in this thesis) follow. The formal definition though is the following:∫ ∞

−∞
δ(x)dx = 1. (B.3)

You may allow now a comment on that. The δ-function is the usual model for contact (or
even short range) interactions (where the argument is the relative distance). From the common
picture we referred to previously, it makes sense that the δ-function has a local character, it acts
only at the point of contact (in terms of our physical system). This is probably a good picture
for classical physics when the contact interaction really affects the orbits of the particles only
when they meat. In quantum physics it is not necessarily so. The probability distribution, the
natural picture for a quantum particle, is not affected only locally at the meeting point from
the action of the δ-function. This is a very important fact for the considerations of the present
thesis. In fact it lies on the core of it, especially for the quantum-mechanical aspect of the
theoretical considerations. One should take seriously into account how the contact interaction
modeled by a δ-function acts, first to a single pair and then to the many-body system. Before
we enter this discussion let us mention two more important properties of the Dirac δ-function
in connection to the absolute value. The argument of the δ-function is sign-irrelevant like for
the absolute value, i.e, we have δ(−x) = δ(x). More general a scaling factor in the argument of

the δ-function can be easily extracted since
∫∞
−∞ δ(αx) dx =

∫∞
−∞ δ(u) du

|α| =
1
|α| ⇒ δ(αx) = δ(x)

|α| .
We have introduced and illustrated properties and relations of the most basic special func-

tions. We hope that the revising of these mathematical objects underlying and reconstructing
properties from the point of view of the physical systems examined in these thesis, will help to
the understanding of the physical problem itself, because these are decisive functions defining
the problem and indicating paths to solve it. In the following we introduce more complicated
special functions being solutions of important differential equations which are relevant here.
The functions introduced up to know have more to do with symmetry considerations, boundary
conditions and the interaction part of the problem, while in the next we will enter more the
field of differential equations arising.

B.2 Special functions for the parabolic trap

The functions introduced in this subsection are in close relation to each other and constitute
solutions of similar differential equations. The most general form of the differential equation
considered here is:

d2f

dz2
+
(
ãz̃2 + b̃z + c̃

)
f = 0. (B.4)

By completing the square and renormalizing z one obtains two distinct standard forms called
Weber equations (1869, Heidelberg):

d2f

dx2
+

[
−1

4
x2 + E(≡ ν + 1/2)

]
f = 0 (B.5)

and
d2f

dx2
+

(
1

4
x2 + E

)
f = 0. (B.6)
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Figure B.1: Illustration of basic special functions

For anyone who has has been engaged in quantum physics, these equations should ring a
bell. Most textbooks of quantum physics after setting up the postulates of quantum mechanics,
set out to solve particular systems, and specifically eigenvalue problems stemming up from the

(time-independent) Schrödinger equation [Ĥψ = Eψ or in configuration space − ℏ
2m

d2ψ(x)
dx2

+
V (x)ψ(x) = Eψ(x). There are not many that are solvable. Apart from free space (and all
possible boundary conditions, from periodic to infinite and finite square wells) where only the

kinetic energy operator − ℏ
2m

d2

dx2
is present, there is one form of potential that has attracted a

lot of interest: the parabolic or harmonic trap V (x) ∝ x2. This is not without reason: any
arbitrary potential can be approximated as a harmonic potential at the vicinity of a stable
equilibrium point. This means that in principle it can be a good model for many systems.

From this perceptive Eq. B.5 is not just another differential equation but probably one of the
most important in quantum physics. It occurs even in problems where it is not obvious, like the
famous Landau-Zener problem, swap in a two-level system. Before we set out to examine in par-
ticular the solutions of Eq. B.5 let us note that if any of the functions f(E, x),f(E,−x),f(−E, ix)
,f(−E,−ix) is a solution of Eq. B.5 or Eq. B.6, then all are solutions of either Eq. B.5 or Eq. B.6.
In general x and E can take complex values but we constrain ourselves here to real solutions of
real equations which can be given independently for Eq. B.5 and Eq. B.6.

We focus now on Eq. B.5. Let us also use the following notation for the constant E = ν+ 1
2 ,

which makes directly the link to an effective quantum number ν like the one of the harmonic
oscillator. The most direct solution of the Weber equation is called parabolic cylinder function
Dν(x) [often also denoted U(α, x) where α = −ν − 1/2 = −E]. In most textbooks introduce
them via their relation with confluent hypergeometric functions1 which are solutions of the
(Kummer’s) differential equation

xy
′′
+ (b− x)y′ − ay = 0. (B.7)

The confluent hypergeometric function of first kind 1F1(a, b, x) or Kummer’s function [also

1These are special cases of the genus hypergeometric functions, solution of the Euler’s hypergeometric differ-
ential equation
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denoted M(a, b, x)] is given by:

1F1(a; b;x) =

∞∑
k=0

(a)k

(b)kk!
xk, (B.8)

where (a)k = x(x+ 1) · · · (x− k + 1) = Γ(x+k)
Γ(x) is the Pochammer Symbol or rising factorial2.

.
Using this function one can write down odd and even solutions of Eq. B.5:

f1(ν;x) = e−
x2

4 F1

(
−ν
2
,
1

2
,
x2

2

)
(even) (B.9)

f2(ν;x) = xe−
x2

4 F1

(
−ν
2
+

1

2
,
3

2
,
x2

2

)
(odd) (B.10)

Now the parabolic cylinder function can be written as

Dν(x) =
1√
π
2

ν
2

[
cos(−νπ

2
)Γ(

1 + ν

2
) f1(ν, x)−

√
2 sin(−νπ

2
)Γ(1 +

ν

2
) f2(ν, x)

]
(B.11)

The confluent hypergeometric function of second kind U(a, b, x) or Tricomi’s function [also
denoted Ψ(a, b, x)] is another solution3 of Kummer’s differential equation B.7:

U(a, b, x) =
Γ(1− b)

Γ(a− b+ 1)
1F1(a, b, x) +

Γ(b− 1)

Γ(a)
x1−b1F1(a− b+ 1, 2− b, x). (B.12)

and the parabolic cylinder function is written in these terms:

Dν(x) = 2
ν
2 e−

x2

4
(−ix)

1
4 (ix)

1
4

√
x

U(−ν
2
,
1

2
,
x2

2
), (B.13)

which for the case which interests us here x > 0 reads:

Dν(x) = 2
ν
2 e−

x2

4 U(−ν
2
,
1

2
,
x2

2
), (B.14)

This is the most useful expression of the parabolic cylinder function for our purposes. We
usually take Dν(|x|) which means that we are interested only in the right half plane where the
function does not diverge thanks to the exponential term in Eq. B.14. But before we abandon
the purely mathematical world, and turn to physics, i.e., to boundary conditions of specific
problems, which will help us to see these abstract objects from a specific point of view, we state
a pair of properties of Dν(x). First its recurrence relations and derivatives which make it a
solution of the Weber equation Eq. B.5:

Dν+1(x)− xDν(x) + νDν−1(z) = 0 (B.17)

2Here we have also the appearance of the Gamma function Γ(x) = (x− 1)!, one important property of which
is: Γ(1 + x) = xΓ(x).

3The confluent hypergeometric functions are also connected to the Whittaker functions

M(κ,m, x) = e−
x
2 xm+ 1

2 1F1(m− κ+
1

2
, 1 + 2m;x) (B.15)

W (κ,m, x) = e−
x
2 xm+ 1

2U(m− κ+
1

2
, 1 + 2m;x) (B.16)

which are solutions to the equation d2w
dx2 +

(
− 1

4
+ κ

x
+ 1/4−m2

x2

)
w = 0. To Whittaker we owe the notation Dν(x)

for the parabolic cylinder functions
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D
′
ν(x) = −

x

2
Dν(x) + νDν−1(x) =

x

2
Dν(x)− νDν+1(x). (B.18)

D
′′
ν (x) =

x2

4
Dν(x) +

1

2
Dν(x)− xDν+1(x) +Dν+2(x) (B.19)

=
x2

4
Dν(x)− (ν +

1

2
)Dν(x) (B.20)

The last equation B.20 which follows from Eqs.B.17 and B.19, is nothing but the Weber
differential equation Eq. B.5. Other useful properties of Dν(x) is its value and its derivative at
x = 0:

Dν(0) =
2

ν
2
√
π

Γ
(
1−ν
2

) (B.21)

D′
ν(0) =

dD(x)

dx

∣∣∣∣
x=0

=
2

1+ν
2
√
π

Γ
(
−ν

2

) (B.22)

Also the integrals: ∫ ∞

−∞
Dm(x)Dn(x)dx = n!

√
(2π)δmn, (B.23)

where δmn is the Kronecker delta [orthogonality], and∫ ∞

0
(Dν(x))

2dx = π
1
2 2−

3
2
ϕ0(

1−ν
2 )− ϕ0(−ν

2 )

Γ(−ν)
(B.24)

where ϕ0(x) is the polygamma function.
Last but not least, the impressive fact that for ν = n = 0, 1, ... we have a special relation

to what every physicist would expect from the experience with the harmonic oscillator: the
Hermite polynomials:

U

(
−n
2
,
1

2
,
x2

2

)
= 2−nHn

(
x√
2

)
(B.25)

Dn(x) = 2−
n
2 e−

x2

4 Hn

(
x√
2

)
(B.26)

Hn(x) are the Hermite polynomials, the usual ones participating in the solution of the harmonic

oscillator ψn(x) =
e−

x2

2 Hn(x)√
2nn!

√
π

=
(−1)ne−

x2

2 dn

dxn
e−x2

√
2nn!

√
π

. With all these in hand we are ready to enter

the world of physics.
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and H. D. Meyer, Phys. Rep. 324, 1 (2000).
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