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Kurzfassung

Die vorliegende Dissertationsschrift beschreibt meine Forschung in der Ab-

teilung für Algorithmisches Molekulares Design im Zentrum für Bioinforma-

tik der Universität Hamburg in der Zeit vom 15.02.2008 bis zum 30.11.2011.

Die Resultate wurden in fünf Postern, zwei Konferenz-Vorträgen und sechs

Publikationen in wissenschaftlichen Fachzeitschriften veröffentlicht (siehe

Kapitel 7 und Anhang A). Eine weitere Publikation ist in Vorbereitung und

zwei Lehrbuchkapitel befinden sich in redaktioneller Bearbeitung.

Im Rahmen der Wirkstoffentwicklung werden routinemäßig Programme ein-

gesetzt, die kleine chemische Moleküle und ihre Interaktionen mit Pro-

teinen modellieren. Durch virtuelles (in silico) Screening werden aus großen

Substanz-Bibliotheken Moleküle selektiert, die mit hoher Wahrscheinlich-

keit an Ziel-Proteine binden. Diese Moleküle werden dann im Labor (in

vitro) auf ihre Aktivität untersucht und können nach weiteren Tests als

Wirkstoffe in Medikamenten eingesetzt werden.

Voraussetzung für die korrekte Berechnung von molekularen Interaktionen

und Eigenschaften ist die konsistente Behandlung von Molekülstrukturen

aus unterschiedlichen Dateiformaten. Viele Programme erfüllen dieses Kri-

terium nicht und einige Eigenschaften, wie beispielsweise das kleinste Set der

kleinsten Ringe einer Molekülstruktur, sind konzeptionell nicht eindeutig.

Um diese Probleme zu adressieren, habe ich die Software-Bibliothek NAOMI

mitentwickelt, die Moleküle aus unterschiedlichen Dateiformaten konsistent

verarbeitet. Es bildet die Grundlage für weitere Softwareentwicklungen.

Weiterhin habe ich Erweiterungen von NAOMI zur Behandlung molekularer

Zustände (prototrope Tautomere und Protonierungszustände) mitentwor-

fen. Mit den Unique Ring Families entwickelte ich ein Konzept, das zum

ersten Mal eindeutig und intuitiv molekulare Ring-Topologien beschreibt

und deren effiziente Berechnung (in polynomieller Zeit) erlaubt. Durch die

Anwendung von NAOMI in Kombination mit etablierter Software konnte

ich zwei Inhibitoren der humanen Deoxyhypusin-Synthase (DHS) entwerfen,

die erfolgreich die Vermehrung von HI-Viren in Zellkultur hemmen.



Abstract

This dissertation describes my research in the group for Computational Mo-

lecular Design of the Center for Bioinformatics at the University of Hamburg

from February 15th, 2008 until November 30th, 2011. The results have been

published in five poster presentations, two talks on scientific conferences,

and six publications in scientific journals (see chapter 7 and appendix A).

One additional publication is in preparation and two chapters for a text

book are in the editorial process.

In the drug development process, programs are routinely used to model

small molecules and their interactions with proteins. Virtual (in silico)

screening allows the selection of compounds from large substance libraries

which have a high probability of binding to a target protein. Most promising

molecules can then be tested in a laboratory (in vitro) for their activity

and can become the active substances of new drugs if additional tests are

successful.

A prerequisite of the accurate calculation of molecular interactions and

properties is the consistent handling of molecular structures from differ-

ent file formats. Many programs do not meet this requirement and some

properties such as the smallest set of smallest rings of a molecular structure

are ambiguous by definition.

To address these problems, I co-developed the software library NAOMI

which consistently handles molecules from different file formats. NAOMI

now forms the basis for a number of additional software developments. Fur-

thermore, I have co-developed an extension of NAOMI to model differ-

ent molecular states such as prototropic tautomers and protonation states.

With the Unique Ring Families (URFs) I developed a concept which repre-

sents the first unique and intuitive description of molecular ring topologies,

that can be calculated efficiently (in polynomial time). Using NAOMI in

combination with a number of virtual screening tools, I have been able to

successfully design two inhibitors of human deoxyhypusine synthase (DHS),

which inhibit the replication of HI viruses in cell-culture.
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Chapter 1

Introduction

1.1 Overview

This thesis describes my research in the group for computational molecular design [1]

at the Center for Bioinformatics (ZBH) [2] of the University of Hamburg. The group

is specialized on cheminformatics [3, 4] and focuses on the computer-based (in silico)

modeling of molecular structures and their interactions. An important part of chemin-

formatics is the design of small molecular inhibitors of proteins. Since proteins have a

vast number of functions in biological systems, their inhibition can have strong effects

on organisms. In 2008 the ZBH became a member of the consortium “Combating Drug

Resistance in Chronic Myeloid Leukemia and HIV-1 Infections”. The consortium was

funded by the Bundesministerium für Bildung und Forschung (BMBF) [5]. Since the

project required different areas of expertise, the consortium consisted of six different

groups with experience in Chemistry, in vitro and in vivo testing of small molecules,

x-ray crystallography [6], and cheminformatics. In the context of this consortium it

was one goal to design inhibitors against human Deoxyhypusine Synthase (DHS) [7] in

silico. DHS is a protein, which is involved in the replication of the human immuno-

deficiency virus (HIV) [8] via activation of the protein eIF-5A [9]. Inhibition of DHS

therefore is a promising approach to inhibit HIV replication and represents a new strat-

egy to treat HIV infections. Besides treating HIV infections, the project also aimed

at the design of drugs to treat chronic myeloid leukemia (CML) [10, 11]. CML is a

disorder, which leads to an unregulated growth of myeloid blood cells. It is caused

by a chromosomal translocation between the chromosomes 9 and 22. This leads to

an elongation of chromosome 9 and a truncation of chromosome 22. The truncated

chromosome 22 is also called Philadelphia chromosome [12] and includes a fusion of

the genes BCR and ABL. BCR-ABL positive cells contain a constitutively activated
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1. INTRODUCTION

tyrosine kinase. Due to the fact that activated eIF-5A plays a role in the proliferation

of these dysregulated cells [13], DHS is also a target for the therapy of CML.

To develop inhibitors against DHS, the cheminformatics tools, which had been

developed at the ZBH, were applied. These tools are designed to support the design of

small molecular protein inhibitors. During the application of the available tools, their

limitations became obvious. Molecular structures were not correctly processed and

results varied for different input file formats. An analysis revealed that these issues

were not caused by technical problems of the underlying code basis, but by the way

molecular structures were modeled. The analysis of commercially and freely available

tools showed similar limitations [A1]. To address these issues, a new way of modeling

chemical structures was designed and implemented at the ZBH. It was the short-term

goal of this approach to support the design of DHS inhibitors as well as other ongoing

projects. The long-term goal was to address these cheminformatics issues in general

and to provide a thoroughly validated code basis for future drug development projects.

The following sections introduce different cheminformatics aspects to provide a

foundation for the following chapters. Chapter 2 describes the development of chem-

informatics methods to address the observed limitations of cheminformatics tools. It

includes an introduction to commonly used molecular file formats and describes how

these can be processed consistently with the newly developed tool NAOMI [A1]. It also

describes the extension of the initial NAOMI tool to read molecular structures from

PDB [14] files and model different representations of molecules. Chapter 3 introduces

a new concept for the perception of molecular ring topologies, which addresses the

shortcomings of commonly used alternatives. Chapter 4 focuses on the in silico design

of inhibitors against DHS and CNI-1493. A conclusion and an outlook are provided in

chapter 5.

1.2 In silico Drug Design

During the last decades a number of approaches for the in silico design of drugs have

been developed. These approaches use the increasing power of modern computer sys-

tems to identify new potential ligands of proteins, to develop hypotheses about their

binding modes, and to optimize already known ligands. Depending on the input data,

the strategies for in silico drug design can be divided into two basic categories:

Ligand-based drug design approaches solely rely on data of known active and inac-

tive molecules. Based on the assumption that similar structures have similar properties,

structure-activity relationships (SARs) [15] can be analyzed. A quantitative structure-

activity relationship (QSAR) [16, 17] is an example of a ligand-based design strategy,

2



1.2 In silico Drug Design

which predicts a compounds activity based on a linear combination of molecular prop-

erties. If binding affinities or inhibitory effects at different concentrations are known

for a sufficient number of molecules, a model can be built which correlates the molecu-

lar properties with the measured affinities or inhibitory effects. This model can then

be used to predict the binding affinities of similar molecules, which have not yet been

tested. Despite the common use of QSAR models in cheminformatics, the underly-

ing assumption, that similar molecules have similar properties, is not always true. In

some cases even small modifications of a molecule can lead to significant changes of the

molecule’s binding affinity. This phenomenon is called activity cliff [18].

Structure-based drug design [19, 20] makes use of known protein structures and

tries to identify binders, which have an optimal fit to the protein’s ligand binding site.

Molecular docking [21] belongs to these structure-based design approaches and LeadIT

[22] is an example of a software which provides docking functionalities. A docking

with LeadIT consists of the following steps. First a ligand is virtually placed into the

binding site of a protein. The particular orientation of the ligand in the context of the

protein is called a pose. For each pose potential protein ligand interactions [23] are

calculated. These include, for example, electrostatic interactions and van der Waals

contacts. In addition to interactions which support the binding of a ligand, protein-

ligand and intra-ligand clashes are calculated and penalized. Modern scoring functions

also include entropic effects by modeling the desolvation of the ligand and the protein

upon binding [24]. The resulting score can be used to estimate the binding affinity and

to classify ligands as predicted binders or predicted non-binders. This classification

serves as a filter to select promising compounds from compound libraries. Selected

compounds can then be tested in vitro or in vivo for inhibitory activity or toxic side

effects.

Despite the increasing performance of modern computers and the development of

enhanced methods for the in silico design of new drugs, the accurate prediction of bind-

ing affinities is still a challenge. A first obstacle are the different representations of input

structures. These often originate from different sources or follow different conventions.

Furthermore, they are sometimes provided in different file formats or lack information

and are therefore under-determined. This poses a problem since ligand-based drug de-

sign approaches rely on accurate information about known active molecules. A second

challenge is the correct modeling of the ligand in the context of the protein binding

site. The binding site of a protein can strongly influence a ligand and lead to unusual

protonation states or tautomers [25, 26], which are only rarely observed in solution. In-

correctly charged structures and tautomeric forms of a ligand can lead to an incorrect

3



1. INTRODUCTION

prediction of molecular interactions and consequently to incorrectly predicted binding

affinities [27].

A description of the current methods of in silico drug design and the validation

of the different methods will be published in the chapter “Structure Based Virtual

Screening” of the next edition of the “Handbook of Cheminformatics” [B1].

1.3 Molecular Descriptors

As described in the last section, a number of different tools and approaches are available

to predict small molecule inhibitors of target proteins. Even if a compound is predicted

to inhibit a protein, it might still be inactive or it might be unsuited to serve as

a potential drug candidate. Properties which are important for a new drug are the

drug’s absorption, distribution, metabolism, excretion, and toxicity. These properties

are summarized under the term ADMET [28, 29]. The importance of these aspects vary

for individual drugs. Intra-cellular targets require, for example, that a drug passes cell

membranes. Toxic effects are usually undesired, but can, to some degree, be tolerated if

no alternative options for the treatment of a disease are available. To minimize the risk

of spending efforts on the analysis of compounds, which are likely to fail at later stages

of the drug development process, molecules are usually filtered by molecular descriptors

at early stages. This is especially important since the costs for the development of a

drug have been estimated to be approximately 1.8 billion dollars [30]. If liabilities of

lead structures can be identified early, the associated losses can be minimized.

A common descriptor which is used in these filters is the logP [31, 32] value. The

logP is the logarithm of the ratio of a molecule’s concentration in its neutral form in the

two solvents octanol and water. Therefore, the logP is a measure of lipophilicity and an

indicator of a molecule’s ability to passively pass cell membranes as well as an indicator

of its potential oral availability. Another commonly used descriptor is a molecule’s

number of rotatable bonds. It describes a molecule’s flexibility and is consequently an

indicator of a molecule’s loss of entropy upon binding. A set of filters which combines

multiple descriptors to assess a molecule’s oral bioavailability is Lipinski’s Rule-of-Five

[33]:

• molecular weight ≤ 500 Da

• logP ≤ 5

• ≤ 10 hydrogen bond acceptors

• ≤ 5 hydrogen bond donors

4



1.4 SMARTS Pattern Matching

The Rule-of-Five has been established by analyzing the properties of known drugs.

A number of variations of this rule exists. Lead structures in the drug development

process are often optimized by adding or replacing small substructures to finally form

a drug. This usually leads to molecules with an increased molecular weight as well

as a higher number of hydrogen bond donors, hydrogen bond acceptors, and rotatable

bonds. Lead structures are therefore often smaller than drugs and are described by a

different set of rules [34].

Using these filters, molecules with desirable physico-chemical properties can be se-

lected. The calculation of the individual descriptors depends on the particular molecu-

lar representations, i.e. the tautomeric forms and protonation states. Even if molecular

representations are sensible and pass the drug-like filters, they can still be reactive or in-

stable. Molecules containing reactive substructures should therefore be excluded. The

identification of the molecular substructures can be achieved by SMARTS [35] pattern

matching, which is described in the next section. All of these descriptors support the

selection of promising drug candidates and reduce the number of molecules which have

to be tested in later stages of the drug development process. For a detailed list of

available descriptors see the book “Molecular Descriptors for Chemoinformatics” [36]

by Todeschini and Consonni.

1.4 SMARTS Pattern Matching

A SMILES string is a 1D representation of a molecular structure. SMARTS is an

acronym for SMiles ARbitrary Target Specification. SMARTS strings describe mo-

lecular patterns and represent an extension of the SMILES language. In contrast to

SMILES strings, SMARTS allows logical operators as well as specialized symbols to

further describe atoms and bonds. An example is the description of atoms which are

connected to a particular number of heavy atoms or part of a certain number of rings.

These patterns can be fairly easy to interpret but can also be highly complex and

include recursive definitions. To visualize even complex SMARTS patterns, the tool

SMARTSviewer [37] is available. An example of SMARTS patterns and their visual-

izations with SMARTSviewer is shown in Figure 1.1.

SMARTS patterns are a valuable tool to identify molecules which contain certain

substructures. A common application is the search for molecules which include sub-

structures that are known to be required for the binding to a target protein. Another

application is the exclusion of reactive functional groups. An example is the exclusion

of “Pan Assay Interference Compounds” (PAINS) [38] from high throughput screens.

These include compounds with functional groups that are not suitable to be used in

5
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Figure 1.1: Shown are two different SMARTS patterns and their corresponding depictions

as generated by SMARTSviewer. A: SMARTS pattern matching catechols. B: SMARTS

pattern matching azides.

high throughput screening (HTS) campaigns. Due to these common applications, large

public databases like the ZINC [39] - and the Pubchem [40] databases directly support

the matching of SMARTS expressions on their web frontend.

Despite their common use, the results of matching a SMARTS expression can be

undefined if the ring memberships of individual atoms are matched. The ring defini-

tion of SMARTS is based on the smallest set of smallest rings (SSSR) [41]. An SSSR is

not necessarily unique for a given molecule, which can lead to ambiguous and counter-

intuitive results for the calculated ring-membership of individual atoms. While this

only has an impact on certain combinations of SMARTS patterns and molecular struc-

tures, it illustrates the need for a new and improved concept to describe molecular ring

topologies.
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Chapter 2

In silico Modeling of Molecules

2.1 Introduction to Molecular File Formats

A key element of all cheminformatics methods is the handling of data about molecular

structures. Molecular structures have been represented in the form of Lewis structures

for almost a hundred years [42]. Cheminformatics applications commonly interpret

molecules as undirected and labelled graphs [43]. An undirected graph is a set of

objects (called vertices or nodes) which are connected by bidirectional links (called

edges). Atoms are represented by a graph’s vertices and bonds are represented by edges

connecting the vertices. Vertices usually have annotated properties such as chemical

elements and coordinates. Edges are often labelled with bond orders. To share these

molecular representations, a number of file formats are available. The most commonly

used file formats are Accelrys SDF V2000 [44] (formerly MDL SDF), Tripos MOL2 [45],

Daylight SMILES [35, 46] and PDB [14]. While almost all molecular databases provide

structural data of small molecules in at least one of these formats, the underlying

chemical models differ significantly.

The Accelrys SDF format may contain multiple entries. Each entry includes a con-

nection table which describes a single localized valence bond structure of a molecule. It

contains coordinates and explicit formal charges for each atom and only allows single,

double, and triple bonds. Hydrogen atoms are commonly omitted. Furthermore, Accel-

rys SDFiles support additional data fields to annotate custom properties of a molecule.

While this file format requires a large amount of disc space, it precisely describes a

particular valence bond structure and allows the flexible annotation of additional prop-

erties.

SMILES is an acronym for Simplified Molecular Input Line Entry System [35]. A

SMILES string is a 1D representation of a molecular structure. Charges are explicitly

7



2. IN SILICO MODELING OF MOLECULES

annotated but hydrogen atoms are usually omitted. Hydrogen atoms can be derived

from localized bond orders and formal charges. In addition to localized bond orders,

SMILES strings can contain symbols for aromatic atoms and bonds. A single SMILES

string can therefore describe different Kekulé forms [47]. An advantage of SMILES

strings is the small amount of disc space, which is required to encode a molecule.

Additionally, it represents a well-defined valence bond structure, if symbols for aromatic

atoms and aromatic bonds are not used. Simple SMILES strings have the additional

advantage of being human-readable. A special type of SMILES string is a USMILES

[48], which can serve as a unique identifier for a molecule. A limitation of SMILES

strings is their lack of atomic coordinates. SMILES strings can therefore not be used

to store specific conformations of molecules.

The Tripos MOL2 format describes molecules by a connection table of bonds and

atoms with annotated properties. Hydrogen atoms are frequently omitted, but each

atom is assigned a Sybyl Type [49]. This includes information about the atom’s element

as well as its hybridization state. Nonetheless, Sybyl Types are not available for each

element. Furthermore, some Sybyl Types are ambiguous and can describe multiple

elements. Examples are the Sybyl Types Het and Hev, which describe hetero atoms

(N, O, S, P) and heavy (non-hydrogen) atoms, respectively. The bonds in a MOL2

file are labelled as single, double, triple, or aromatic. The MOL2 file format provides

coordinates for all atoms and supports the annotation of different concepts for the cal-

culation of charges. Consequently, it is an ideal format for storing molecular data from

cheminformatics applications. Examples of such applications are molecular dynamic -

and molecular mechanic calculations. There are two disadvantages of using the MOL2

format. Firstly, a large amount of disc space is required to encode the structural in-

formation. Secondly, the description of molecular entities can be ambiguous. This is

especially likely if hydrogen atoms and charges are omitted and aromatic bonds are

used in the MOL2 file. In this case, multiple valence bond structures and protonation

states can match the description of a single MOL2 entry. Furthermore, if no Sybyl type

is defined or if the Sybyl type is ambiguous, the atom’s annotated name has to be used

to identify its element. Since there is no standardized way of doing this, the correct

interpretation of MOL2 files can be challenging.

The PDB file format describes atoms by their element symbols and their atomic

coordinates. Connections between atoms can be explicitly specified. Bond orders are

not annotated. For atoms belonging to standard amino acids, the determination of

bond orders is straightforward, since templates or residues can be annotated. For

atoms of small compounds, which do not have an annotated residue or template, the

assignment of bond orders based on atomic coordinates can be difficult. The PDB
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2.2 Reading Different File Formats

format is therefore ideal to store the results of experimental methods, which are used

to determine 3D coordinates of the atoms of proteins. An example of such a method

is x-ray crystallography [6]. Due to the lack of annotated bond orders and templates,

the PDB format is only of limited use to encode structures of small molecules.

Due to their different advantages, these chemical file formats are commonly used in

the scientific community. It is therefore a basic requirement for every cheminformatics

tool to handle all these file formats consistently.

2.2 Reading Different File Formats

Despite advances in cheminformatics software, the consistent modeling of molecules

from different file formats remains a difficult task. To achieve this goal, the tool NAOMI

[A1] was developed. It provides a solid basis for the application of virtual screening

methods at the Center for Bioinformatics. The publication describing the tool in detail

is included in the appendix of this dissertation in chapter A.1.

NAOMI consistently handles the molecular file formats SMILES [35, 46], MOL2

[45], SDF [44], and PDB [14]. They do not only differ with respect to their format

specifications, but have different underlying chemical models. While SMILES and

MOL2 files support the description of conjugated rings with aromatic bonds, SDF

entries describe single valence bond structures with localized bond orders and formal

charges. PDB files of small molecules usually do not even contain bonds but only three

dimensional atomic coordinates of the molecules’ atoms.

Because of these differences, the demands on the software also significantly differ for

each of these formats. Due to the localized bond orders in SDFiles, the interpretation

of the underlying molecular structures is straightforward. Since no information about

electronically conjugated systems is annotated, aromaticity and delocalized bonds have

to be determined by the software if they are required for an application. On the con-

trary, MOL2 files and SMILES strings can include information about electronically

conjugated systems. To check the chemical validity of delocalized descriptions, lo-

calized valence bond structures have to be generated. The interpretation of PDB files

requires the detection of bonds and bond orders based on the atomic coordinates. Since

the determination of these coordinates is error prone, a software has to cope with this

uncertainty. A number of geometric properties can be calculated on the basis of atomic

coordinates to determine bonds and bond orders. These properties include atomic dis-

tances, bond angles, torsion angles, and measures of planarity. Due to the experimental

error of the determination of the atomic coordinates, the calculation of bond orders is

not straightforward. If multiple solutions are equally acceptable with respect to the

9



2. IN SILICO MODELING OF MOLECULES

coordinates, chemical knowledge is required to select the most likely structures. The

handling of PDB files is therefore complex and computationally challenging. A robust

approach which uses the NAOMI framework to read PDB files has been published in

the context of this dissertation [A2]. Chapter A.4 of the appendix includes a copy of

the publication. For the design of DHS inhibitors, docking experiments were carried

out with the software LeadIT [22] (version 1.4). A fundamental limitation was the

incorrect protonation of small molecules from MOL2 and PDB files. This lead to incor-

rect results of initial docking experiments. These experiments had to be repeated and

manually corrected. The NAOMI framework and its extensions represented a signifi-

cant improvement compared to these early versions of LeadIT. Using NAOMI it was

possible to first preprocess input structures and then import the structures into LeadIT

without allowing further changes to the protonation.

In the following chapters, the concepts behind NAOMI will be described in more

detail. NAOMI assigns localized bond orders and uses three distinct levels to describe

atoms (see Figure 2.1). At the first level an element type is assigned to each atom.

In NAOMI, an atom’s element is described by an object which annotates information,

which only relies on the atom’s chemical element and isotope. This atom type therefore

includes the atomic number, atomic weight and number of valence electrons. A second

level of description is the valence state type, which is assigned to each atom. The

assignment only depends on an atom’s valence state and includes information about an

atom’s formal charge and the number of single bonds, double bonds, and triple bonds.

Each valence state has a unique name which consists of the element symbol followed

by the number of single bonds, double bonds, triple bonds, and the formal charge. The

valence state types and localized bond orders of a molecule describe a localized valence

bond structure. As a third level of description, each atom is linked to an atom type.

An atom type describes an atom in the context of the molecule. It includes information

about an atom’s ideal geometry, the corresponding Sybyl type, and it annotates if the

atom is part of an aromatic ring.

=> Nitrogen

1. Element

atomic weight
atomic symbol
no metal
...

2. Valence State

=> N300

formal charge
bond orders
max hydrogens
...

3. Atom Type

=> N delocalized +

ideal geometry
sybyl type
aromaticity
...

NH2N
H

NH2

+

NH2
N

NN

N
+

Figure 2.1: NAOMI describes each atom at three levels.
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2.2 Reading Different File Formats

These three levels of description support different applications. Simple applications

like the calculation of the molecular weight are independent of the respective valence

state types or atom types. They only require the information which is stored as part

of the element type. A localized valence bond structure can be checked for validity

using the valence state types. If the bonds of a molecular structure are compatible

with the assigned valence states, the valence bond form is valid. To identify chemically

similar atoms, atom types are a suitable level of description since they include infor-

mation about the atom’s context. The two terminal nitrogen atoms of a guanidinium

group illustrate this (see Figure 2.1). They have different valence states (“N300” and

“N210+”) depending on the position of the double bond. Due to the delocalized charge,

the atoms can be considered equivalent. This is reflected by an identical atom type

assignment (“N delocalized +”) for both atoms. A second example are neutral aliphatic

and aromatic carbon atoms with two single bonds and one double bond. While the va-

lence states are identical, the atom types are different due to the delocalized electronic

system of the aromatic ring.

While this illustrates the advantages of the NAOMI model from a conceptional

point of view, the described approach is also computationally efficient. Element types,

valence state types, and atom types can be described by a finite number of static

objects which only have to be stored in memory once. Furthermore, the validity check

of a molecule is straightforward, since the assignment of valence states is restricted

to valid types. If a molecule contains atoms for which no valence state types exist, a

simple correction is applied (e.g., excess hydrogen atoms are removed). If the correction

attempt is unsuccessful, the molecule is considered invalid. In this case, the molecule

is rejected. By only allowing valid valence states and localized bond orders, it can

be easily checked if a valid valence bond form exists for a molecular representation.

This is achieved in two steps. Firstly, valence states, which are compatible with the

given representation, are assigned to each atom. Secondly, bond orders are assigned.

A valid valence bond structure exists, if there is an assignment of bond orders, which

is compatible with the valence state types of the atoms.

To analyze if the assignments of elements, valence states, and atom types are con-

sistently handled by the NAOMI framework, a number of validation strategies were

developed. The basis for these validation approaches is the generation of USMILES

strings by the NAOMI framework. These can serve as molecular identifiers since they

provide a unique 1D representation for each molecule.

To validate the file conversion with NAOMI, the structures of the directory of useful

decoys (DUD) [50] were used as input. The DUD decoy and DUD ligand data sets were

downloaded [51] in the SDF format as well as the MOL2 format. In a first step, the
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2. IN SILICO MODELING OF MOLECULES

molecular structures were initialized from both formats and converted to USMILES

[48]. All corresponding entries in MOL2 and SDF format for which different USMILES

were generated, were individually inspected to validate the initial data set. Afterwards,

the following four aspects of format conversions were analyzed:

1. Error Correction:

Are incorrect molecular representations corrected?

2. Conversion:

Does the interconversion of formats result in identical structures?

3. Consistency:

Are two consecutive conversion steps leading to consistent results?

4. Robustness:

Can input from other tools be handled consistently? Does a tool improve the

results of a consecutively used tool?

The results were compared to the commercial software CORINA [52], the commer-

cial software MOE [53], and the freely available software Open Babel [54]. For a more

detailed description of this analysis, see the publication [A1] which is attached in ap-

pendix A.1 of this thesis. As shown in the publication, NAOMI is superior to the tools

CORINA, MOE, and OpenBabel in all of these aspects.

This strength of the NAOMI framework is a direct result of the concept to assign a

valence bond type to each atom of a molecule and to only allow localized bond orders.

If the assignment of valence state types and bond orders is carried out consistently

for different file formats, the conversion between the file formats is straightforward.

Nevertheless, the concept of NAOMI is limited to the representation of Lewis structures.

Electron-deficient bonding is an example of a bond type, which cannot be correctly

modeled by the NAOMI framework. Diborane [55] (see Figure 2.2) contains two B-

H-B bonds. Each of these bonds contains two valence electrons which are distributed

between the three atoms. A bond which is connected to three atoms is not available

in the NAOMI framework and a hydrogen atom cannot have more than one bond. A

hydrogen atom which is connected to two atoms (in this case boron) would therefore

be considered invalid. This limitation is acceptable for regular cheminformatics tasks

since electron deficient bonds are usually not handled in the drug design process.

The NAOMI framework now serves as a basis for further developments at the Cen-

ter for Bioinformatics since almost all cheminformatics applications require data from

external sources. NAOMI is not limited to simple file conversions, but can be used to

further analyze and modify molecular structures. An example of an application which

makes use of the NAOMI framework and which can potentially enhances molecular
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H
H B B H

H

H

H

Figure 2.2: Molecular structure of diborane.

docking experiments, is the consistent handling of prototropic tautomers and protona-

tion states. The handling of these different molecular states is described in more detail

in the following section.

2.3 Prototropic Tautomers and Protonation States

Cheminformatics applications like molecular docking use input from various sources.

Different sources do not only differ with respect to the provided file formats. They can

also follow different standards for the representation of molecular structures. These

standards commonly include the selection of standardized protonation states and pro-

totropic tautomers. An example is the normalization of carboxylates, which are in

general represented in their charged form. Six-membered conjugated rings are usually

depicted with alternating single and double bonds, if possible. In the following, these

different representations of molecules will be summarized under the term molecular

states.

Molecular docking calculations are an example of a class of cheminformatics appli-

cations which can be sensitive to the particular positions of individual hydrogen atoms.

This is the case since these applications usually involve the calculation of explicit hy-

drogen bonds. Structures which have been standardized in different ways can therefore

lead to different results [27]. Another application for which molecular states are impor-

tant is the registration of molecular structures in public databases. A solution to this

issue is the generation of a canonical molecular state followed by the selection of rea-

sonable number of representative molecular states. The number of molecular states of a

compound can be high due to the combination of multiple molecular states of different

functional groups. For many applications it is, however, favorable to register only one

unique representative. This requires the canonical selection of a single molecular state

independent of the input form.

To tackle these tasks, the valence state model of NAOMI has been used to describe

molecular states and their relations. A molecular structure can be described by the

valence states of its atoms and their connectivity. Molecular graphs with the same

connectivity but alternative valence states will be called valence state combinations.
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2. IN SILICO MODELING OF MOLECULES

A valence state combination is valid if localized bond orders can be assigned in a way

which is compatible to the valence states.

Kekulé Structures
A

Resonance Forms
B

Tautomers
C

Protonation States
D

Redox Forms
E

O

OHHO

O

O- O

O-

N N

NHN NH
+

HNHN N NHN

O

Figure 2.3: The valence states of the NAOMI model can be used to describe different

molecular states. In different Kekulé structures (A) the corresponding atoms have identical

valence states. In different resonance forms (B) a charge switches from one atom to another

atom which is part of the same conjugated system. In tautomers (C), a hydrogen atom is

transferred from one atom to another atom in the same conjugated system. Protonation

states (D) involve the addition or substraction of single hydrogen atoms. Quinone (E) is

the oxidized form of hydroquinone.

To identify different molecular states, substitutions of valence states are classified.

Figure 2.3 shows a number of examples of distinct molecular states. In different Kekulé

structures (2.3A) all atoms have identical valence states. Resonance forms (2.3B) in-

volve the transfer of a charge between two atoms which are part of the same conjugated

system. This transfer leads to a change of bond orders. In the shown example, the two

oxygen atoms switch the valence states O100- and O200. Tautomeric forms (2.3C), do

not have different charges but involve a transfer of a hydrogen between atoms of the

same conjugated system. This results in a switch of single and double bonds for the

affected atoms. The atom in a tautomer, which has a higher number of single bonds

before the transition, will be called a tautomer donor in the following. After changing

its valence state it has a lower number of single bonds and becomes the corresponding

tautomer acceptor. Tautomers contain an identical number of tautomer acceptors and

tautomer donors which undergo opposite transitions. In the depicted example, the ni-

trogen atoms switch the valence states N110 and N300. Tautomers and resonance forms

each require an even number of atoms which change their states. Protonation states

(2.3D) involve the addition or subtraction of a hydrogen which results in a change of

the charge. In the shown example a nitrogen atom changes its valence state from N110

to N210+. The last example (2.3E) shows two redox forms of a molecule, which can be
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2.3 Prototropic Tautomers and Protonation States

transformed into each other by the addition or subtraction of two hydrogen atoms. For

a more detailed description of the different molecular states and their handling by the

NAOMI model, please refer to the corresponding publication [A3] which is attached to

this dissertation in section A.5 of the appendix.

The description of molecular states within the NAOMI model was used to enumerate

and canonize molecular structures using a branch and bound algorithm with a simple

scoring scheme. The results of the generation of different protonation states and tau-

tomers were compared to commercially and freely available software. The combination

of tautomers and protonation states will be summarized under the term protomers in

the following. The extension of the NAOMI framework was used to produce protomers

for four different data sets including the ZINC clean leads with approximately 6 million

compounds. For cases with more than one protomer, an average of 2.5 molecular states

were generated. The best scored protomer according to NAOMI was identical to the

initial representation in the ZINC data set in more than 83% of the cases. In about 16%

of the cases the representation in the ZINC database was found in the set of molecular

states with a score of at least 75% percent of the maximum score. Consequently, this

extended set of protomers included the input structure in more than 99% of the cases.

This is a strong indication of the quality of the produced molecular states. An average

runtime of 0.45 ms was required to generate molecular states for each molecule of the

data set on a standard PC∗. Due to the quality of the resulting structures and the fast

processing time, the presented approach is suitable to enumerate a set of meaningful

molecular states. This can improve the performance of cheminformatics applications

like molecular docking.

Pattern matching is commonly used in local approaches for the identification of

known tautomeric transformations [56, 57]. There is always the risk of missing pat-

terns if conjugated systems are too large to be adequately captured by small molecular

patterns. Furthermore, it is a challenging task to avoid that multiple patterns match

the same part of a molecule and lead to inconsistent results. Global approaches[58, 59]

often enumerate a large number of possibly artificial molecular states.

NAOMI combines the advantages of these approaches. The procedures for the

generation of valence bond structures can be described as a global approach, while

the scoring scheme adds the chemical knowledge of local approaches. Additionally,

NAOMI consistently handles different types of molecular states like resonance forms

and ionization states. Despite these advantages of the presented extension of NAOMI,

the concept is not suitable to calculate the energetically most favorable tautomer. It

can, however, be easily adapted to serve different purposes.

∗Intel Core i5-3570 CPU (4x 3.40 GHz) with 8 GB of main memory
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2. IN SILICO MODELING OF MOLECULES

In addition to the generation of a set of reasonable states, the generation of a canoni-

cal state was also implemented. The implementation was tested by first enumerating

molecular states for the input structure followed by the generation of a canonical form

for each of these states with NAOMI. The resulting canonical form was identical in

all of the cases. The presented approach can therefore be used to canonize molecular

states and to identify different states.
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Chapter 3

Unique Ring Families

3.1 Introduction to Ring Perception Concepts

Ring perception is a key step in a number of cheminformatics application. As described

in section 1.4, SMARTS expressions can be used to match atoms which are part of a

specific number of rings. The number of rings refers to an arbitrary selected smallest

set of smallest rings (SSSR) of the molecular graph. Besides matching SMARTS ex-

pressions, rings of molecular graphs are used to identify aromatic systems, calculate

atomic 2D or 3D coordinates, and determine molecular scaffolds. A detailed introduc-

tion of ring perception concepts will be published in the chapter “Ring Perception” of

the next edition of the “Handbook of Cheminformatics” [B2].

The calculation of an SSSR is only one of a number of different ring perception

concepts, which are commonly used in cheminformatics. These ring perception con-

cepts serve different purposes and have different advantages and disadvantages. In the

following paragraph, a number of graph theoretical terms will be introduced [43]. Us-

ing these terms, the different ring perception concepts will be described in more detail.

The terms will also be used in the results section of this thesis to describe a newly

developed and advanced ring perception concept.

In computer science, a subgraph is called a cycle if each vertex has a degree of two.

A connected cycle is called a ring. The size of a cycle C will be denoted as |C| and

is equal to its number of edges (bonds). The set of edges of a cycle will be written as

E(C). A basic idea of ring perception is the representation of rings by the incidence

vectors of their edges. Cycles can be combined by calculating the symmetric difference

(⊕) of their edges’ incidence vectors. This operation will be called addition of cycles.

The result of the addition of two cycles is also a cycle. A set of cycles is called a cycle

basis if all cycles of the graph can be calculated by the addition of a subset of its cycles.
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HN

A B

N N
⊕ =

Figure 3.1: A: The molecular structure of indole can be interpreted as a molecular

graph. B: The corresponding graph contains 3 cycles: a 5-cycle, a 6-cycle, and a 9-cycle.

The symmetric difference of the incidence vectors of the 5-cycle and the 6-cycle results in

the 9-cycle.

The size of a cycle basis is the sum of its cycles’ sizes. A minimum cycle basis is a

cycle basis with minimum size. Figure 3.1 shows the molecular graph of indole and its

cycles. Each set of two of its cycles forms a cycle basis since the third cycle can be

constructed by the symmetric difference of the incidence vectors of the other cycles.

The 5-cycle and the 6-cycle form a minimum cycle basis and represent an SSSR.

An efficient algorithm to calculate an SSSR has been published [41]. The concept

is sufficient for most molecules, but it can lead to inconsistent results for molecules

containing multiple SSSRs. The molecular graph of cubane illustrates this problem

(see Figure 3.2A). Cubane contains six different SSSRs each containing only five of the

six 4-cycles. For each of the SSSRs, four atoms belong to three of its cycles while the

remaining four atoms belong to only two of its cycles. Since an SSSR forms the basis

of the ring property of the SMARTS language, the pattern [R3] would only match four

of the eight equivalent atoms.

H
H

H
H

H
H

H
H

6
12

3
4

5

A B

n

Figure 3.2: The molecular graph of cubane contains six 4-cycles (A). Molecular graphs

having a structure as shown in B contain n 6-cycles and 2n macrocycles.

A conceptually straightforward but computationally demanding concept of ring

perception is the calculation of all rings (Ω). Ω can be calculated by an algorithm

introduced by Hanser [60]. In contrast to the calculation of an SSSR, the results of the

calculation of Ω are unique. Since the number of rings can increase exponentially with

the number of atoms of a molecule, this approach is not always feasible in the context
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of cheminformatics. An example of a concept which is focusing on the calculation of

synthetically meaningful cycles is the essential set of essential rings (ESER) [61]. This

concept lacks the complete description of a molecule’s rings since it does not necessarily

include a cycle basis. The relevant cycles (RCs) [62], which are also known as K rings,

represent a set of cycles which circumvents these problems. RCs are defined as the

union of all minimum cycle bases of a graph and completely describe a molecule’s

cycles. Furthermore, they are unique and their number is small for most molecules.

For molecules which contain small para-bridged rings in large macrocycles, the number

of RCs can grow exponentially with respect to the number of atoms. The disadvantage

of this approach becomes obvious if RCs are calculated for para-bridged 6-cycles in

macrocycles (see Figure 3.2B). In Vismara’s algorithm [62] for the calculation of the

exponential number of RCs a polynomial number of relevant cycle prototypes (RCPs)

is calculated in an intermediate step. The set of RCPs is not unique, but it completely

describes a molecule’s rings since it represents a cycle basis.

3.2 Motivation to Develop a New Concept

As described in the last section, ring perception is crucial in a number of different tasks

in cheminformatics. Therefore, the implementation of a ring perception algorithm was

a key step in the development of the software NAOMI. None of the approaches, which

are listed in the last section, combine the three important properties of chemical ring

descriptions, namely being unique, chemically meaningful, and efficient to compute.

The calculation of an arbitrary SSSR is not a suitable approach for a tool aiming

at consistently modeling molecules. An approach which circumvents this problem is

the calculation of RCs as described by Vismara [62]. While it yields identical results

for molecules containing only a single SSSR, the number of RCs is unique even for

complex molecules. At the beginning of the implementation of the NAOMI tool, the

potentially large number of RCs for a molecule was not a significant problem, since

most molecules only contain ring systems of low complexity. To assess the influence of

the calculation of RCs on the runtime of every-day tasks, the RCs were calculated for

the 32 593 299 molecules of the PubChem dataset. 31 706 629 compounds (97% of the

data set) contained at least one ring. For these molecules, the RCs could be calculated

in less than one ms in 31 658 230 (99.8%) of the cases on a standard PC∗. Only for 6

molecules the calculation of RCs required more than 1s with a maximum of 3s.

While this seems to be acceptable at a first glance, some procedures in the NAOMI

framework perform further calculations for each ring of a molecule. Aromaticity, for

∗Intel Core2 Quad Q9550 CPU (4x 2.83 GHz) with 4 GB of main memory; single thread only

19



3. UNIQUE RING FAMILIES

CID177973
16 398 RCs

Figure 3.3: The molecular structure of CID177973 contains 16 398 RCs.

example, is determined by analyzing the valence states of each ring of a molecule.

Furthermore, each ring is individually analyzed if 3D atomic coordinates have to be

calculated. This can result in high runtimes for molecules containing a large number

of RCs. An example is molecule CID177973 from the PubChem database, which is

shown in Figure 3.3. The NAOMI framework usually requires only 0.5 milliseconds

for the initialization of a molecule from an input file. The processing of CID177973 is

significantly slower and can require several minutes on a standard PC. The compound

has a similar structure as described in Figure 3.2B and contains 14 + 214 = 16 398 RCs.

Due to these issues, neither the calculation of a single SSSR nor the calculation of

all RCs represents a suitable approach for the calculation of molecular rings. Thus,

a new model had to be developed, which shares the advantages of both approaches

without sharing their disadvantages. This resulted in the development of the Unique

Ring Families which will be introduced in the next paragraph.

3.3 Introduction to Unique Ring Families

Unique Ring Families (URFs) are defined on the basis of RCs. Two RCs C1 and C2 of

a molecular graph G are URF-pair-related if the following three conditions hold:

1. |C1| = |C2|
2. E(C1) ∩ E(C2) 6= ∅
3. It exists a set S of strictly smaller rings in G such that C1 ⊕ (

⊕
c∈S c) = C2
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A URF is defined as the transitive closure of the URF-pair relation. Consequently,

all cycles of a URF have the same size and can be constructed by the addition of an

arbitrary cycle of the same URF and a subset of smaller cycles. Since this definition

of URFs is based on the RCs of a molecular graph, the URFs can be calculated in

two steps. At first, all RCs are calculated as described by Vismara. Secondly, the

three above mentioned properties are checked and the RCs are assigned to URFs. This

approach requires the calculation of the exponential number of RCs followed by an

analysis of every 2-pair of RCs. Hence, this approach is computationally demanding

and the required time for the calculation of URFs would increase exponentially with

the number of RCs.

To improve the calculation of URFs, an algorithm has been developed, which de-

termines the number of URFs and the edges belonging to each URF on the basis of the

polynomial number of RCPs. While the polynomial runtime complexity of the calcula-

tion of URFs is important, the most important advantage of URFs is the intuitive and

unique description of a molecule’s rings. Cubane, for example, contains six URFs. For

cyclophane-like structures, which only contain n small para-bridged cycles (see Figure

3.2B), n+ 1 URFs are perceived. The structure shown in Figure 3.3 includes a total of

15 URFs. Out of these, 14 URFs contain 6 edges and represent 6-cycles. The remain-

ing URF contains 112 edges and represents the large macrocycle including the smaller

6-cycles.

URFs combine three important properties for the description of molecular ring

topologies: (1) They provide a unique description of a molecule’s rings. (2) URFs can

be efficiently calculated (in polynomial runtime). (3) The description of a molecule’s

rings by URFs is intuitive. Due to these advantages, URFs are suitable to become a

standard concept for the description of molecular ring topologies.

Despite these advantages, there is also a disadvantage of the presented concept.

The number of rings of an SSSR is equal to the cyclomatic number. Let E(G) be

the number of edges (bonds) of a connected molecular graph and V (G) the number

of vertices (atoms). The cyclomatic number r can be calculated using the following

equation:

r = E(G)− V (G) + 1 (3.1)

Currently, there is no such formula to calculate the number of URFs. Nevertheless, the

number of URFs can be estimated since it is greater than or equal to r and smaller than

or equal to the number of RCPs. The number of RCPs can be estimated according to

theorem 4 of Vismara’s publication [62]. Let u be the number of URFs of a connected
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molecular graph. Then u can be estimated with the following equation:

r ≤ u ≤ rV (G) + E(G)2 (3.2)

A more detailed description of this ring perception concept can be found in the

corresponding publication [A4] which is attached to this dissertation in appendix A.3.
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Chapter 4

In silico Design of eIF-5A

Activation Inhibitors

4.1 Deoxyhypusine Synthase (DHS)

The previous sections introduce different aspects of cheminformatics, which form the

basis of in silico drug design. In the context of this thesis cheminformatics tools were

used to design inhibitors of the human protein DHS. The DHS will be described in

more detail in the following.

Human DHS is an enzyme which is involved in the activation of the human elon-

gation initiation factor 5A (eIF-5A). Two modifications to lysine 50 (lys-50) of eIF-5A

are required for its activation [9, 63] (see Figure 4.1). The first reaction is catalyzed

by DHS and involves the transfer of an amino-butyl residue from spermidine to lys-50

of eIF-5A. The resulting deoxyhypusine is further modified by the Deoxyhypusine Hy-

droxylase (DOHH) to form the unusual amino acid hypusine. This thesis focuses on

the inhibition of eIF-5A activation via inhibition of DHS. Efforts to identify inhibitors

of the DOHH are not discussed in this thesis.

Activated eIF-5A is a cellular cofactor of the HIV Rev protein [64–66]. The Rev

protein is required for the export of unspliced viral mRNA from the nucleoplasm to

the cytoplasm [67, 68]. Consequently, DHS is a required host cell factor for the HIV

replication and represents a promising target for the development of new anti-HIV ther-

apies. Since it is a host cell factor, DHS is not directly affected by viral mutations. The

development of viral resistances against DHS inhibitors is therefore unlikely. Inhibiting

a host cell factor bares the risk of negative side effects on the host. In addition to

its role in the replication of HIV, the hypusination of eIF-5A is essential for cellular
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Figure 4.1: The activation of eIF-5A consists of two steps. In the first step, which is

catalyzed by DHS, an aminobutyl residue is transferred from spermidine to lysine 50 of

eIF-5A. In the second step, the deoxyhypusine is oxidized. This reaction is catalyzed by

the DOHH.

proliferation and plays a role in the progression of CML [13]. Furthermore, it has been

published that activated eIF-5A is required for the elongation step of translation [69].

Figure 4.2 shows the structure of DHS as published under PDB code 1RQD [7].

DHS is a tetrameric enzyme (see Figure 4.2A) with four ligand binding sites at the

contact surfaces of the monomers (see Figures 4.2B and 4.2C). The two most potent

known inhibitors of DHS are N-1-guanyl-1,7-diaminoheptane (GC7) [70] and CNI-1493

[71] (see Figure 4.3). The compound CNI-1493 is also known as semapimod. GC7 has

structural similarity to spermidine which is the natural substrate of DHS. A number of

GC7 - and spermidine analogs [70] have already been tested for their inhibitory activity

against DHS. Furthermore, GC7 has been co-crystallized with NAD in the DHS binding

site [7] (see Figure 4.2B). Analogs of spermidine like 1,8-diaminooctane and GC7 show

dose-dependent inhibition of Rev and suppression of HIV replication [72, 73]. Despite

these promising experiments, GC7 is only of limited use as a drug candidate due to

possible interference with the natural metabolism of spermidine. Since GC7 is a potent

inhibitor of DHS and since its binding site is known, it can serve as a lead structure

for the development of new drugs.

CNI-1493 is an inhibitor of DHS which was tested in two clinical phase 2 trials

against Crohn’s disease [74–76]. Due to its size and number of charges, CNI-1493 is

not an optimal drug candidate. Nonetheless, it can serve as a lead structure for ligand
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4.1 Deoxyhypusine Synthase (DHS)

A B

C D

Gly314D

Glu323D

Asn292D

Asp243A

Trp327D Lys329D

Figure 4.2: A: DHS is a tetrameric protein B: There are four binding sites at the contact

surfaces of the monomers. C: GC7 and NAD bind close to each other in the binding site.

D: GC7 interacts with different amino acids of both protein chains which form each of the

binding sites.

25



4. IN SILICO DESIGN OF EIF-5A ACTIVATION INHIBITORS

GC7

spermidine

H2N
+

H2N
+

NH2

NH2

NH

NH

HNNH

O O

N

N

HN

HN

H2N

NH2

+

NH2

+
H2N

N

CNI-1493

N

NH3

+H
NH2N

+

NH2

N
H

H3N
+ NH3

+

Figure 4.3: The natural substrate of DHS is spermidine. Two potent inhibitors are

GC7 and CNI-1493. GC7 has a high similarity to spermidine and binds to DHS at the

spermidine binding site. The binding site of CNI-1493 was unknown at the beginning of

the work for this thesis.

optimization approaches. In contrast to GC7 the binding site and mode of action of

CNI-1493 were still unknown.

4.2 Initial Screening Efforts

The inhibition of DHS represents a promising strategy to develop novel HIV - and

CML therapies as described in section 4.1. As a first step of the design of new DHS

inhibitors, the clean leads subset of the ZINC data set [39] was screened in silico.

The ZINC database contains molecular structures of compounds which are described

as being commercially available. Compounds from the ZINC database can therefore,

in principle, be directly ordered from compound vendors if they are identified as hit

compounds in a virtual screen. This allows small lead times for following experiments.

Since the database includes millions of molecular structures, the first virtual screening

was performed with the TrixX [77] software, which is specifically designed for the fast

screening of large data sets into multiple receptors. The disadvantage of the software is

the required preprocessing of the input data. For each molecule a number of conformers

have to be generated. This requires time and disc space for storing the data. Since the

ZINC dataset was already preprocessed at the ZBH, this was not an issue.

Initial hits of the TrixX screening were again analyzed using LeadIT followed by the

even more accurate and time consuming HYDE [24] scoring function. The compounds

which were selected for further analysis are shown in Figure 4.4. In addition to the
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Figure 4.5: Modifications of GC7 (compounds 05, 06, and 07) and a substructure of

CNI-1493 (compound 08) were selected for further testing.

screening of the ZINC database, the known inhibitors GC7 and CNI-1493 were modified.

The guanidinium group of GC7 was replaced by a urea group. The length of the carbon

chain which connects the primary amine with the urea group was varied between 6 and

8 atoms. The corresponding compounds are shown in Figure 4.5 (compounds 05 -

08). In contrast to the guanidinium group, the urea group is not charged which could

potentially increase the ability of these molecules to pass cell membranes. Analyzing the

inhibitory effects of these molecules was a first test to replace the charged guanidinium

group. Compound 08 is a substructure of CNI-1493, which was selected to test the

hypothesis that one part of the symmetric CNI-1493 is sufficient to inhibit DHS.

Compounds 01 to 08 were tested for anti-retroviral activity in cell culture as well

as inhibition of DHS in an enzymatic assay by the group of Prof. Dr. Hauber from the

Heinrich Pette Institute [78]. Furthermore, the cell toxicity was analyzed. First tests

of compounds 01 to 04 showed good antiviral activities for compounds 01, 02, and
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Figure 4.6: Compounds selected for further analysis after initial testing of compounds

01 - 08.

04 while showing only low toxicity. Following these initial results, further compounds

were selected for the analysis. These compounds are shown in Figure 4.6. In a second

set of experiments, inhibition of DHS was only observed for compounds 04 and 09. At

a concentration of 80 µM compound 04 inhibited DHS activity by 11% and compound

09 showed 14% inhibition of DHS. Additionally, the inhibition of DHS by compound

04 was observed to be dose-dependent. The activity of DHS was reduced by 99% at a

concentration of 360 µM of compound 04. Due to these properties, 04 served as a lead

structure for further experiments.

Compound 04 which is also known as DAPI (4’,6-Diamidin-2-phenylindol) is com-

mercially available as a fluorescent dye. DAPI can intercalate into DNA and it can

bind to the minor groove [79]. It is commonly used for histological staining. These

properties of compound 04 explain the observed cell toxicity. Since DAPI is classified

as an irritant and since the observed inhibition of DHS was limited, compound 04 had

to be further optimized.

4.3 Improved Analogs of Lead Structure

Due to the cell toxicity and the limited inhibitory activity of compound 04, improved

analogs had to be developed. As tested during the design of GC7, the combination

of a guanidinium group and a primary amine showed the strongest interaction with

the terminal parts of the DHS binding site [70]. In addition to these substructures,

amidines were also considered during the optimization of compound 04, to allow the

identification of new lead structures. Besides including these substructures, the analogs

of compound 04 were also designed to have an increased flexibility. Compound 04

contains a conjugated electronic system which stabilizes a planar conformation. This

enables the compound to intercalate into DNA. To limit the risk of intercalation and

avoid the corresponding side effects, flexible linkers were included into the newly de-

signed analogs of compound 04. A further advantage of this flexibility is the ability

of the corresponding compounds to adapt to the DHS binding site, which can result
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Figure 4.7: Fragments selected to interact with TRP-327 and HIS-288 of the DHS binding

site.

in geometrically optimized interactions and therefore increased binding affinities. A

possible disadvantage is the increased loss of entropy during protein binding due to the

increased flexibility. To optimize the inhibitory effect of newly synthesized inhibitors

compared to GC7, a scaffold hopping [80] approach was pursued. Different variations

of the molecular core were analyzed. Compounds were selected to allow π-π stacking

interactions with tryptophane 327 of the DHS binding site.

Each molecular structure was formed by one core fragment (see Figure 4.7) with

two connected anchor fragments (see Figure 4.8). This lead to a total of 875 unique

molecular structures which were generated in silico and docked into the DHS binding

site using the software LeadIT. The four structures with the best docking scores are

shown in Figure 4.9. Out of these, compound 12 demonstrated dose-depend inhibition

of DHS and inhibited HIV replication by 14% at a concentration of 2µM in cell culture.

For further information on the design, synthesis, and testing of these inhibitors please

see the corresponding publication [A5], which is attached to this thesis in chapter A.6

of the appendix. Due to the observed activity of compound 12 and the inhibition of

HIV in cell culture, the compound and a number of derivatives were patented [E1].

To design compounds with improved activity against DHS and HIV further studies
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are required which involve additional cycles of in silico design, chemical synthesis, and

activity determination. The synthesis of derivatives of compound 12 is currently in

progress and the resulting compounds will soon be tested for their activity against

DHS and their inhibition of HIV replication.

4.4 Development of CNI-1493 Analogs

In addition to the design of DHS inhibitors which are based on the known DHS inhibitor

GC7 a second approach focused on the development CNI-1493 analogs. As described

in section 4.2 compound 08 is a substructure of CNI-1493 and does not inhibit DHS.

A crystal structure which was produced by the group of Prof. Dr. Hilgenfeld and which

has not yet been published, showed the compound CNI-1493 bound to the surface of

DHS in a stacked conformation (see Figure 4.10).

The observed binding site of CNI-1493 is close to the entrance of the spermidine

binding site and involves amino acids of two chains of DHS. This lead to the hypothesis

that the binding of CNI-1493 blocks the entrance to the spermidine binding site and

thereby inhibits the activation of eIF-5A. To analyze if the stacked conformation of
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4.4 Development of CNI-1493 Analogs

Figure 4.10: Conformation of CNI-1493 as observed by the group of Prof. Dr. Hilgenfeld.

CNI-1493 is required for its inhibitory activity and to find an optimal length of the

alkyl chain, different analogs of CNI-1493 were synthesized and tested. An overview of

the analogs is given in Figure 4.11.

For compound 21 a stronger inhibition of DHS compared to CNI-1493 was observed

at concentrations below 4 µM. Therefore, it was selected for analysis of its effects against

CML. The corresponding experiments are described in the publication [A6], which is

attached to this thesis in appendix A.2. In the publication, compound 21 is referred to

as DHSI-15. In summary, compound 21 demonstrated strong anti-proliferative effects

on BCR-ABL positive and negative cells. Due to the effect on BCR-ABL negative cells,

it is unlikely to be useful as a treatment against CML.

In addition to compound 21, compound 26 showed a similar inhibition of DHS

compared to CNI-1493. All other analogs showed a weaker inhibition. Due to the

conjugated electronic system in the central part of compound 26, a stacked confor-

mation of compound 26 is highly unlikely. Its inhibitory activity therefore indicates

that the stacked conformation of CNI-1493 is not required for the inhibition of DHS.

Consequently, further experiments are needed to verify the active conformation and the

binding site of CNI-1493. A publication which summarizes these results and includes

synthetic protocols for all CNI analogs, which are shown in Figure 4.11, is currently

in preparation for submission. The initial submission failed since the crystal structure

shown in Figure 4.10 has not yet been published by Prof. Dr. Hilgenfeld and his group.

As soon as the crystal structure is publicly available, the results of the testing of analogs

of CNI-1493 will also be submitted for publication.
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Chapter 5

Conclusion and Outlook

The first major contribution of this thesis to the field of chemoinformatics is the co-

development of NAOMI and its extensions to process PDB files and to generate dif-

ferent molecular states. These developments have accelerated the research at the ZBH

significantly. The NAOMI framework allows a consistent and efficient handling of va-

lence bond structures from different file formats and forms the basis for a number of

current developments in the group for “Algorithmic Molecular Design” at the ZBH.

MONA [81], LOFT [82, 83], and the ChemBioNavigator [84] are examples of published

tools which are based on NAOMI. In addition to the direct impact on the work at the

ZBH, the publication which introduced NAOMI also describes validation procedures

for cheminformatics tools in general. These can help developers to validate and improve

chemoinformatics applications.

The NAOMI framework could be used as a basis for further cheminformatics appli-

cations. An example is the currently available generation of a set of sensible molecular

states. This feature of the NAOMI framework could significantly enhance the results of

a docking software like LeadIT if it becomes properly integrated. Force fields which cur-

rently use the Sybyl Types for parametrization could possibly be improved by instead

using the chemically meaningful atom types of the NAOMI model. Since the NAOMI

framework was developed according to the needs at the Center for Bioinformatics, only

the most common chemical file formats are currently supported. Further improvements

could therefore include the support of additional input and output formats. INCHI [85,

86] codes are an example of a currently unsupported but widely used way to represent

molecular structures. In addition to the support of already existing file formats, a new

file format could be developed on the basis of the NAOMI framework and specialized

on the description of small molecules.
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The second contribution of this thesis to the area of Cheminformatics is the intro-

duction of URFs. The concept of URFs combines three important properties for the

description of molecular ring topologies. URFs are unique, can be efficiently calculated

in polynomial time, and provide an intuitive description of molecular ring topologies.

Thereby, URFs tackle the problems of the ambiguous SSSR rings, which are still widely

used. The corresponding publication [A4] has raised the awareness of the SSSR’s prob-

lems and brought alternative ring perception concepts to the attention of the scientific

community [87]. Despite the fact that the NAOMI framework supports the calculation

of URFs, it currently still calculates the RCs for each molecule (see appendix C) to

determine aromaticity and stereo information. If URFs would be used for this purpose

instead of the RCs, the runtime for the initialization of molecules with complex ring

systems could be significantly reduced. Furthermore, the aromaticity detection could

be changed to identify URFs as aromatic, if each bond of the URF is part of at least

one ring that is aromatic. This would avoid the need to identify a path with alternating

single and double bonds for large macrocycles. Another application for URFs is the

calculation of 3D atomic coordinates.

While cheminformatics is an area of research by itself, it also serves the purpose of

supporting the development of new drugs. In the presented work, a variety of chem-

informatics tools have been applied to develop new inhibitors against human DHS.

The result is a new dose-dependent inhibitor (see compound 12 in Figure 4.9) of DHS,

which inhibits HIV replication in cell culture without cytotoxic side effects at active

concentrations. The design of this inhibitor is the third significant contribution of the

work presented in this thesis. Compound 12 is a lead structure which can serve as

a starting point for further lead optimization studies. It inhibits DHS and has vali-

dated that DHS is a promising target for future HIV treatments. Since DHS is a host

cell factor, the danger of upcoming resistances against drugs targeting this enzyme is

minimal. Therefore, inhibitors of human DHS have the potential to support modern

therapies against HIV infections. In addition to the development of compound 12,

which was based on the known inhibitor GC7, analogs of CNI-1493 were also tested

for their inhibition of DHS. Based on a crystal structure which included CNI-1493 in a

stacked confirmation bound to the surface of DHS (see Figure 4.10), different analogs

of CNI-1493 were designed to test if the stacked conformation is required. Compound

21 showed a stronger inhibition of DHS compared to CNI-1493 and could potentially

adapt a similarly stacked conformation. It was furthermore tested against CML and

showed strong anti-proliferative effects against BCR-ABL positive and BCR-ABL neg-

ative cells. The anti-proliferative effect against BCR-ABL negative cells represents a

potential problem of DHS as a target and should be further investigated. The mostly
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planar compound 26 also showed inhibitory activity against DHS. The stacked confor-

mations of CNI-1493 bound to DHS as observed by Prof. Hilgenfeld seems not to be

a requirement for the binding to DHS. This could be explained by multiple binding

modes. Further analogs of the developed inhibitors are currently being synthesized and

will soon be tested for anti-retroviral activity and inhibition of DHS in vitro.

In summary, the work which is presented in this thesis introduced significant im-

provements to a number of aspects of cheminformatics and has demonstrated the value

of cheminformatics as part of the drug development process.
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Glossary

Ω set of all rings

ADMET absorption, distribution, metabolism, excretion, and toxicity

CML chronic myeloid leukemia; a hematopoietic stem cell disease

DAPI 4’,6-diamidino-2-phenylindole; a fluorescent dye which strongly binds to

DNA

DHS deoxyhypusine synthase

DOHH deoxyhypusine hydroxylase

eIF-5A elongation initiation factor 5A

ESER essential set of essential rings

GC7 N-1-guanyl-1,7-diaminoheptane

HIV human immunodeficiency virus

HTS high throughput screening

PAINS pan assay interference compounds

QSAR quantitative structure-activity relationship

RC relevant cycle

RCP relevant cycle prototypes

SAR structure-activity relationship

SMARTS smiles arbitrary target specification; a language to describe molecular

patterns by strings

SMILES simplified molecular input line entry system; a 1D representation of

molecular structures

SSSR smallest set of smallest rings
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URF unique ring family

USMILES unique SMILES

ZBH Center for Bioinformatics of the University of Hamburg

ZINC ZINC is not commercial (recursive acronym); a curated collection of

commercially available compounds
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’ INTRODUCTION

Chemical file formats provide the necessary data for applica-
tion programs and offer a means to share results with other
scientists in a computer readable form. For small molecules, the
most commonly used formats are Symyx SDF V2000 (formerly
MDL SDF),1 Tripos MOL2,2 and Daylight SMILES.3 Virtually
all public databases provide molecular files of at least one of
these types.

Unfortunately, many programs do not accept all formats as
input or generate only some of them as output. Hence, file format
converters are needed to exchange data between these tools. This
becomes especially important if several of these tools are com-
bined in a workflow. The consistent conversion of molecules is
crucial at this point, since even minor alterations might result in
errors in subsequent calculations.

The conversion process is difficult and error prone. File for-
mats implicitly represent an underlying chemical model which
has to be taken into account. Hence, the file format conversion is
actually a conversion between different chemical representations.
Furthermore, some programs generate files that do not follow
format specifications or contain errors. Converters must thus be
able to identify errors and ambiguities in input data and resolve
them consistently or discard the corresponding molecule.

Since chemical file formats play such a central role in chemin-
formatics, every tool and software package must be able to read
and write molecular files. Hence, every tool that supports more
than one file format can be used as a converter. However, there
are tools which have specifically been designed for file format
conversion, such as the free software OpenBabel4 and, more

recently, fconv5 or the commercial tools MOL2Mol,6 MN.
Convert,7 and Babel.8 Furthermore, there is a large number of
programming libraries for cheminformatics, both open source
and proprietary, which provide the necessary functionality to
read and write molecules. Evidently, these can be used to imp-
lement converter tools. Examples of such libraries are Open
Babel,9 CDK,10 CACTVS,11 JOELib,12 PerlMol,13 OEChem,14

and RDKit.15 Additionally, some tools are routinely used
for file format conversions, although that is not their spe-
cific purpose. Typical examples are programs for the genera-
tion of 3D coordinates, such as CORINA,16 LigPrep,17 and
CONCORD.18

We have implemented a new tool for the consistent conversion
of chemical file formats called NAOMI. This converter is based on
a robust chemical model which is designed to appropriately
describe organic molecules relevant in the context of drug
discovery. It provides a reliable and accurate internal representation
which allows for a consistent interconversion of the widely used

Figure 1. Different representations of carboxylates as observed in
MOL2 files.
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ABSTRACT: In most cheminformatics workflows, chemical information is stored in files which provide
the necessary data for subsequent calculations. The correct interpretation of the file formats is an
important prerequisite to obtain meaningful results. Consistent reading of molecules from files, how-
ever, is not an easy task. Each file format implicitly represents an underlying chemical model, which has
to be taken into consideration when the input data is processed. Additionally, many data sources contain
invalid molecules. These have to be identified and either corrected or discarded. We present the
chemical file format converter NAOMI, which provides efficient procedures for reliable handling of
molecules from the common chemical file formats SDF,1 MOL2,2 and SMILES.3 These procedures are
based on a consistent chemical model which has been designed for the appropriate representation of molecules relevant in the
context of drug discovery. NAOMI’s functionality is tested by round robin file IO exercises with public data sets, which we believe
should become a standard test for every cheminformatics tool.
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molecular file formats SDF V2000,1 MOL2,2 and SMILES.3

NAOMI also supports reading and writing SDF V3000 files but
does currently not implement all associated features, e.g., self-
contained sequence representation. NAOMI checks the chemical
validity of molecules and calculates molecular descriptors indepen-
dent of input file formats.

Although file IO is a task all cheminformatics tools have to per-
form, not very much is known about the methodologies applied
to address the problems related to file conversion. We assume
that many tools use approaches very similar to NAOMI, but un-
fortunately these are mostly not published. Furthermore, file IO
and conversion is rarely tested and validated exhaustively. The
aim of this paper is to explicitly put the focus on these tasks to
demonstrate the complexity and typical pitfalls. We present a
round robin test for cheminformatics tools able to read and write
different file formats and advocate the use of such tests routinely.
File Format Conversion. The conversion of file formats in-

volves two steps: First, the information provided by the input
format is interpreted to build an internal representation of themol-
ecule. Second, all relevant data for the target format is derived from
this representation. Due to the different underlying chemical mo-
dels of the file formats, the conversion usually involves switching
from one chemical description to another. Thus, it is important to
consider the requirements and limitations of these descriptions.
The Symyx SDF format1 represents molecules by a single va-

lence bond structure, also called Lewis structure.19 Hydrogens
are frequently omitted to save disk space, while the file format
specification ensures the presence of formal charges. The valence
bond description has limitations concerning kekule and resonance

structures, since multiple equivalent valence bond forms of the same
molecule may exist.
SMILES20 can represent molecules by a single valence bond

structure, whereas hydrogens are virtually always omitted. The
format also implements the concept of aromatic atoms and
bonds, which allows to represent aromatic systems with different
equivalent kekule forms by a single delocalized description. Ac-
cording to the Daylight theory manual,20 aromaticity in SMILES
is however not intended to model physicochemical properties
(Daylight theory manual, page 14). Nevertheless, aromatic atoms
and bonds are commonly used to describe molecules which are
aromatic in a chemical sense, although a single valencebond structure
would be sufficient to characterize these molecules unambiguously.

Figure 3. Schematical view of the three steps of molecule initialization.

Figure 2. Annotation of the three levels of chemical information for an oxygen of a carboxylate.

Figure 4. If no valence state can be identified for an atom, then a set of
simple correction patterns is applied.
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The TRIPOS MOL2 format implements the concept of aro-
matic atoms and bonds, too. Furthermore, the format offers the
possibility to describe equivalent resonance forms of common
functional groups, such as carboxylates and guanidinium groups,
with a delocalized representation. This is realized using specific
atom types, called sybyl types, which include information about
the atom’s hybridization. Usually, MOL2 files do not provide for-
mal charges, but hydrogens are specified. Unfortunately, there is
no exact documentation on how the sybyl types must be as-
signed. This leads to considerable differences between MOL2
files written by different tools. As shown in Figure 1 there are
many ways to combine sybyl types, bond orders, and charges to
describe the same functional group.

’METHODOLOGY

Chemical Model.A consistent chemical model is the keystone
for an appropriate internal representation ofmolecules in chemin-
formatics application. It also provides the framework for the
identification and correction of erroneous input molecules.
The atom-centered chemical model of NAOMI comprises

three different levels of chemical information which are assigned
to each atom during an initialization procedure. Each level ex-
tends the environment that is considered and provides a more
detailed description of the atom.
The element is the first and most basic level of description. It

provides properties which depend only on the atom’s chemical
element. These properties comprise the element symbol, the ele-
ment name, the atomic number, the atomic weight, the van der
Waals radius, the number of valence electrons, the covalent ra-
dius, and whether the element is considered a metal.
The valence state is the second level of chemical information

and extends the scope of the chemical element by taking bonds
and formal charges into account. Each valence state represents a
valid bond pattern of an atom in a valence bond structure of the
molecule. Valence states contain topological information which
include formal charge, number of bonds, bond orders, number of
free electrons, and whether the corresponding atom can be part
of a conjugated or aromatic system.
The atom type extends the valence state to model effects, such

as aromaticity and the existence of equivalent resonance forms.
This is needed to compensate for the shortcomings of a localized
molecular description.
To determine an atom type, the atom and all atoms in its con-

jugated system (if applicable) are considered. Atom types provide
an ideal geometry, a corresponding sybyl type, mark atoms as
conjugated or aromatic, and contain information about delocalized
electrons. Additionally, an atom type marks the corresponding
atom as a hydrogen-bond acceptor or as a potential hydrogen-
bond donor.

Each atom is assigned a corresponding element, valence state
and atom type (see Figure 2). Valence states ensure that each mole-
cule has a valid valence bond structure, while atom types allow easy
access to a delocalized description.
The basic assumption of the chemical model is that organic

molecules which are relevant in the drug discovery context can
always be represented by at least one valence bond structure. If that
is not the case, then the molecule will either be corrected or dis-
carded. Since there are no strict valence rules for metallic elements,
only monatomic ions are accepted. Molecules containing cova-
lently bound metals are currently not supported by the model.
Molecule Initialization. Overview. During the molecule in-

itialization data from input files is used to build the internal re-
presentation of the molecule. This task is carried out in three
separate steps (see Figure 3).
Element Assignment. First, the molecular graph is built from

the connectivity data provided by the input file. During this pro-
cess, the element for each atom is determined, and initial bond
types are assigned. The perception of elements, bond types, and
connectivity from the different file formats is implemented ac-
cording to their respective specifications. All elements of the
periodic table and bonds of type single, double, triple, and aro-
matic are supported. Molecules which have atoms or bonds with
undefined types are discarded at this point, since this information
is required in the subsequent steps.
The initial data are used to generate a valid valence bond form

of the molecule. A valence bond form is valid if valence states can
be assigned to all atoms and the aromatic bonds can be local-
ized. If no valence bond form can be generated and no correction is
possible, the molecule is discarded.
Valence State Assignment. They are selected on basis of the

formal charge and bond orders of the atom. Hence, molecules with
formal charges, hydrogens, and localized bond orders are the op-
timal input for this procedure. In this case, the assignment is
straightforward and unambiguous. The omission of hydrogens or
the use of aromatic bonds, which basically corresponds to the omis-
sion of bond orders, also poses no problem, since the remaining
properties are still sufficient to reach an unambiguous assignment.
If charges or multiple properties are missing, then additional data
from the input format is necessary to resolve ambiguities.
Each file format makes use of a different molecular representa-

tion and applies certain strategies to omit redundant information.
Hence, individual assignment procedures are needed for each file
format.
Molecules from SDF are supplied in a valence bond form,

which allows a direct comparison to valence states. If hydrogens are

Figure 5. If an input file annotates aromatic atoms and bonds (A), default
valence states are assigned in a first step (B). If this attempt is not successful,
alternative valence states are considered (C) to correct the input. Figure 6. Molecules are partitioned into zones of conjugated atoms.

The two oxygen atoms of the carboxylate group and the two nitrogen
atoms of the imidazole ring have different valence states but identical
atom types. Therefore, the valence states describe a localized structure
with a defined formal charge, and the atom types describe a delocalized
structure, with a delocalized charge.
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omitted, formal charges and multiple bonds are sufficient to un-
ambiguously identify the correct valence states.
Molecules from SMILESmay provide information on the bond

orders explicitly, whereas hydrogens are virtually always omit-
ted. If this is the case, the assignment works the same way as for
SDF. Additionally, SMILES implements the concept of aromatic
bonds. This means that bond orders and hydrogens can be mis-
sing, and hence ambiguities arise for certain types of atoms. The
most prominent example is the pyrrole-like aromatic nitrogen
(see Figure 5) which has to be provided with explicit hydrogens
for an unambiguous assignment.
Molecules from MOL2 usually have all hydrogens attached

but lack the specification of formal charges. If they also contain
aromatic bonds, two properties are missing. These ambiguities
can only be resolved by using sybyl type information. Addition-
ally, some resonance forms of common functional groups are
indicated by specific sybyl types. Their bond types and valence
states are adapted accordingly in a postprocessing step.
If no valence state could be found for an atom, the atom’s en-

vironment is checked by using simple patterns representing
common valence errors (see Figure 4). If a pattern matches, then
a valence state is assigned, and the bond orders and valence states of
the environment are adapted. Otherwise the molecule is discarded.
Afterward, the bonds marked as aromatic in the input file are

localized to ensure a valid valence bond form. Information about
the localized bond orders for each atom is provided by its

corresponding valence state. The information is used in a
recursive algorithm to assign defined bond orders to all bonds.
If the assignment of bond orders was not successful using the

default valence states, all atoms of a molecule are checked for an
alternative valence state assignment using rule sets specific to the
respective file formats (see Figure 5). All combinations of these
alternatives are enumerated, and the most probable solution is
picked by a simple scoring scheme. The score is calculated as the
sum of atoms which have the same valence states with respect to
the initial structure. Thus, the procedure assures a minimum de-
viation from the default assignment. If there are multiple solu-
tions with equal scores, a canonical solution is picked. If no so-
lution could be found, then the molecule is discarded.
Atom Type Assignment. At this point, a valid valence bond

form of the molecule is available and can be accessed during
subsequent calculations. Since all necessary information can now
be derived from the internal representation, the following steps are
independent of the input file format.
The next step is the generation of a delocalized description for

the molecule. The description allows to overcome the limitations
of the valence bond representation concerning kekule and re-
sonance structures. Although these aspects are handled by
separate procedures, both need information about the molecule’s
rings. These are calculated using the relevant cycles algorithm as
described by Vismara.21

Since equivalent kekule structures can only occur in cyclic sys-
tems, this information is stored directly in the molecule’s rings.
A ring is marked as delocalized if it has alternating single and double
bonds and the number of delocalized electrons does fulfill Hueckel’s
rule. Bonds from rings which are already marked are considered
both single and double during the check of neighboring rings. To
ensure that the assignment for all rings is independent from the
initial valence bond form, the assignment procedure is repeated until
the total number of marked rings does not change anymore.
For the identification of equivalent resonance forms, the mol-

ecule is partitioned into zones which correspond to its conjugated
systems (see Figure 6). This is done by using the information
provided by the valence states in combination with the molecule’s
rings. Each zone is checked for pairs of atoms for which a formal
charge can be exchanged. These atoms can be identified by
comparison of their corresponding valence states. Then all
possible resonance forms are enumerated, and all atoms with de-
localized charges aremarked. Finally, suitable atom types are selected
from a list provided by the valence state using the information about
the conjugated system and the delocalization of the atom.
After the initialization procedure, themolecule is represented by

a valence bond description (valence states and bond orders) and a
delocalized description (atom types and delocalization flags). Both
descriptions can be used in subsequent steps.
Validation. To evaluate the quality of file format conversions,

a method for comparing input and converted molecules is re-
quired. Unfortunately, there is no direct way to determine if two
molecular representations are identical. This is especially true if
they are stored in different file formats.

Figure 7. Various procedures test different aspects of file format
conversions. During these procedures, molecules are converted by
different combinations of tools. USMILES are used for the comparison
of the resulting molecules.

Table 2. Validation of Input Data Sets by NAOMI

data set

no.

molecules

no. rejected

molecules

corrected

molecules

no. diffs

MOL2 T SDF

DUD ligands23 3961 0 10 0

DUD decoys23 124 413 1 13 0

Table 1. Options Used for Computing Time Benchmarks

tool/options explanation

CORINA

�d wh write hydrogens to output file

�d no 3d disable generation of 3D coordinates

�t n do not write trace file

MOE

�SVL script (see Supporting Information)

NAOMI

�v 0 do not print messages to shell

Open Babel

�o can generate USMILES (only for SMILES as output)
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The comparison of unique SMILES (USMILES)22 is an easy
and verifiable way to identify differences between molecules. Two
things have to be taken into consideration with this approach:
First, USMILESgeneratedwith different tools are often not identical.
This means that the method will only be reliable if the USMILES
come from the same source. Second, some file format specific infor-
mation will be lost during the conversion. Therefore, USMILES
should be obtained from SDF files, since it provides an un-
ambiguous valence bond structure.
The public DUD ligand and the DUD decoy23 data sets are

used in all validation procedures. To establish a reference for the
comparison, both were converted from SDF and MOL2 to
USMILES (see Figure 7). These USMILES serve as a basis to de-
termine whether molecules change during conversion steps.
To investigate a tool’s ability to convert file formats, four valid-

ation procedures are used as shown in Figure 7. In the first

procedure, the internal error correction of the tools is analyzed by
conversion of molecules from SDF to SDF. The ability to convert
molecules from one format into another is investigated in the
second procedure by converting molecules from MOL2 to SDF.
The third procedure focuses on a tool’s internal consistency by
converting back and forth using the same tool twice. Finally, the
robustness is checked by using different tools subsequently in a
pipeline.
All validation procedures are performed with CORINA,24

MOE,25 Open Babel,4 and NAOMI. CORINA is commonly
used for generating 3D coordinates and for molecular file format
conversion and is considered the gold standard. MOE is used for
a variety of applications in drug design and supports preparation
of ligands for subsequent calculations. This includes the gen-
eration of protonation states and tautomers as well as filtering
according to molecular descriptors. Correct and consistent
reading and writing of molecules forms the basis for these
applications. An open source alternative to these tools is Open
Babel. Open Babel supports a variety of molecular file formats
and is designed to be used as a file format converter.
Computing Time Benchmarks. Although the consistency

and the quality of the converted molecules are of superior imp-
ortance, computing times play a significant role due to the in-
creasing sizes of current data sets. Hence, the runtime behavior is
analyzed in order to assess their applicability in large setups.
To investigate NAOMI’s performance, the ZINC-every-

thing data set is converted from and to MOL2, SDF, and
USMILES. Measured computing times are compared to the
commonly used tools CORINA, Open Babel, and MOE. For
an unbiased comparison, optional settings of these tools are
selected to yield similar results compared to NAOMI. There-
fore, generation of USMILES and writing of hydrogens are
enforced, and output of additional information is minimized
(see Table 1). Conversion from SMILES to MOL2 and SDF
using CORINA is omitted since CORINA automatically gene-
rates 3D coordinates upon conversion. Furthermore, SMILES is
not supported as an output format by CORINA. Although,
NAOMI is able to conduct its calculations in parallel, this option
is disabled for an easier comparison. All file format conversions are
performed on a Linux PC with two Intel Xeon CPUs (2.53 GHz)
and 32 GB of main memory.

’RESULTS

Data Set Validation. Results of the validation of the DUD
ligand and DUD decoy data sets23 are shown in Table 2. NAOMI
successfully converts all molecules except one from MOL2 and
SDF toUSMILES. A small number of incorrectly protonated nitro-
gens are corrected. Onemolecule (ZINC1583034) is rejected, as it
contains invalid phosphorus and nitrogen atoms (see Figure 8)
which cannot be corrected and localized. Since USMILES

Figure 8. Molecule ZINC0153034: (A) Rejected by NAOMI in DUD
decoy data set and (B) in current ZINC database.

Table 3. Data Sets Converted To USMILES by MOE and
Open Babela

MOL2 T SDF

tool data set no. rejected molecules no. diffs % of data

MOE DUD ligands 0 1598 40%

DUD decoys 0 67 042 54%

Open Babel DUD ligands 0 1875 47%

DUD decoys 0 46 987 38%
a Shown are the differences between the generated USMILES originat-
ing from MOL2 and SDF.

Table 4. Investigation of Correction Functionality

DUD decoys DUD ligands

tool no. rejected no. corrected no. rejected no. corrected

CORINA 0 0 0 0

MOE 0 13 0 8

NAOMI 1 13 0 10

Open Babel 0 0 0 0

Figure 9. (A) Molecule from DUD ligand data set. (B) Corrected molecule from MOE. (C) Corrected molecule from NAOMI.
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generated by NAOMI are identical for both file formats, they can
serve as a reference for the following validation procedures.
Both data sets could also be successfully converted to USMILES

by MOE and Open Babel. The molecule which was rejected
by NAOMI is neither discarded nor corrected by both tools.

USMILES originating from MOL2 and SDF, however, differ
significantly (see Table 3).
Tool Validation 1: Correction. As mentioned above, the

DUD data sets contain 24 invalid molecules in total of which one
has been rejected and 23 could be corrected. CORINA and Open
Babel convert those without performing any error correction
(Table 4). MOE and NAOMI correct the nitrogens with invalid
protonation states with differing results (see Figure 9 for an
example). Additionally, NAOMI corrects invalid phosphate groups.
Tool Validation 2: Conversion. Results of the investigation

of the conversion functionality (see Figure 7) are shown in
Table 5. By inspection of the differing molecules, we were able to
identify a small number of error classes that will be discussed
for every tool:
CORINA places positive charges on carbon atoms of guani-

dinium- and amidinium-like groups. This error also occurs in
five-membered aromatic rings containing this substructure.
MOE places positive charges on carbon atoms of guanidinium-

and amidinium-like groups in five-membered aromatic rings.
Depending on the substituents, the carbon atom is either charged
twice or a carbon atom next to it is negatively charged.
Open Babel’s most prominent class of errors is the incorrect

conversion of aromatic systems containing charged nitrogen
atoms. All bonds in these systems are converted to single bonds
in the resulting SDF file. The second kind of error concerns
protonation states. Open Babel does not consider input hydro-
gens to determine formal charges. Therefore, many atoms are
neutralized during the conversion process. Since MOL2 entries
often do not provide formal charges, this may lead to unexpected
results.

Table 5. Investigation of Conversion Functionality

DUD decoys DUD ligands

tool no. diffs % of data no. diffs % of data

CORINA 5522 4% 439 11%

MOE 4287 3% 181 5%

NAOMI 0 0% 0 0%

Open Babel 13 469 11% 966 24%

Table 6. Investigation of tool consistency

DUD decoys DUD ligands

tool starting file format no. diffs % of data no. diffs % of data

CORINA MOL2 5522 4% 439 11%

SDF 4174 3% 235 6%

MOE MOL2 5770 5% 457 12%

SDF 5683 5% 453 11%

NAOMI MOL2 0 0% 0 0%

SDF 0 0% 0 0%

Open Babel MOL2 17 351 14% 1168 29%

SDF 17 364 14% 1168 29%

Table 7. Investigation of Tool Robustness

DUD decoys DUD ligands

tool X tool Y starting file format no. diffs % of data no. diffs % of data

CORINA MOE MOL2 4265 3% 176 4%

SDF 5931 5% 449 11%

NAOMI MOL2 58 0% 0 0%

SDF 4149 3% 235 6%

Open Babel MOL2 5522 4% 439 11%

SDF 19 192 15% 1371 35%

MOE CORINA MOL2 6755 5% 504 13%

SDF 4656 4% 245 6%

NAOMI MOL2 3159 3% 167 4%

SDF 4585 4% 239 6%

Open Babel MOL2 4483 4% 174 4%

SDF 19 311 16% 1374 35%

NAOMI CORINA MOL2 0 0% 0 0%

SDF 643 1% 17 0%

MOE MOL2 176 0% 0 0%

SDF 1217 1% 221 6%

Open Babel MOL2 0 0% 0 0%

SDF 14 172 11% 1164 29%

Open Babel CORINA MOL2 29 896 24% 1887 48%

SDF 10 047 8% 289 7%

MOE MOL2 13 693 11% 973 25%

SDF 43 285 35% 1703 43%

NAOMI MOL2 13 469 11% 966 24%

SDF 1790 1% 24 1%
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Tool Validation 3: Consistency. Results of the investigation
of consistency (see Figure 7) are shown in Table 6. Starting from
MOL2, the numbers of differences should be identical to those of
validation procedure 2 (see Table 5), since no additional file format
conversion is performed. A higher number of errors indicates in-
consistencies in reading and writing from and to MOL2. Starting
from SDF, no differences at all should occur.
CORINA andNAOMI convert molecules consistently in both

cases. The differences which were observed for CORINA when
the first input was provided from SDF are introduced by switching
from a delocalized to a localized description. Nevertheless, they

only represent different valid resonance forms of the original data
and are therefore not considered conversion errors.MOE andOpen
Babel show inconsistencies in both cases.
Tool Validation 4: Robustness. The robustness of the in-

vestigated tools is analyzed by combining two different tools in a
pipeline. Since tools tend to interpret input from file formats
differently, the molecules can change with each additional tool
included in the workflow. Table 7 indicates that inconsistencies
during file format conversion are not uncommon and depend
both on the kind of tools used and on the order in which they are
combined.

Figure 10. Examples of conversion problems with CORINA, MOE, and Open Babel.

Figure 11. Computing times (wall clock time) for file format conversion of the ZINC-everything data set. For CORINA and MOE, only the
computation from SDF and MOL2 are comparable, since the conversion from SMILES includes 3D coordinate generation which is not the case for
NAOMI and OpenBabel. Furthermore, CORINA does support SMILES as output format.
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Furthermore, the success of the conversion strongly depends
on the source of the input data. The experiment clearly shows that
all tools benefit significantly from preprocessing data sources with
NAOMI toward consistency and high quality (see Figure 10).
Computing Time Benchmarks. Figure 11 summarizes the

computing times for conversion of the ZINC-everything data set.
Since NAOMI is designed for large scale cheminformatics ap-
plications, it is not surprising that it is substantially faster than the
modeling platform MOE. NAOMI supports multithreading re-
sulting in a speed-up by another factor of 1.4. For SDF and
SMILES, file IO is usually the rate-determining step. Therefore,
threading does not lead to an improvement of runtimes. TheMOL2
format however needs a more advanced initialization pro-
cedure, thus leading to gains in runtimes when threading is enabled.
In summary, NAOMI achieves a conversion speed of up to

2841 molecules/second on a PC with two Intel Xeon CPUs
(2.53 GHz) and 32 GB of main memory.

’CONCLUSION

Handling chemical structures is and remains a complex task.
File formats contain chemical descriptions at different levels of
detail and are therefore not easy to convert. Since the description
of file formats are sometimes ambiguous when it comes to details,
software tools tend to interpret them differently. This in turn
causes errors in data sets and misinterpretations in tools. For the
cheminformatics community, it would be a great benefit to build
clear standards for file formats and to certify software with re-
spect to these standards.

Meanwhile, it is important that software tools are at least self-
consistent when reading and writing file formats. Evidently, errors
in reading molecules from files usually have a substantial impact on
downstream algorithms and methods. NAOMI will most certainly
have flaws of its own, and in order to find them, constistency checks
as those presented are needed. We urge that more of these tests
should be published and that the existing ones become a standard
validation procedure for all cheminformatics applications.

The command-line converter NAOMI has been implemented
in C++ and can be downloaded at http://www.zbh.uni-hamburg.
de/naomi. It will be available free of charge for academic use.
A convenient graphical user interface for NAOMI’s functionality
will soon be provided by the chemical library preprocessor
MONA (see http://www.zbh.uni-hamburg.de/mona).

’ASSOCIATED CONTENT

bS Supporting Information. Original and corrected struc-
tures for both DUD data sets are provided. The corrected struc-
tures are supplied in the same file format as the respective input
files (SDF orMOL2). Furthermore, a text file containing the SVL
commands used for the computations with MOE is supplied.
This material is available free of charge via the Internet at http://
pubs.acs.org/.
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Summary Effective inhibition of BCR-ABL tyrosine ki-
nase activity with Imatinib represents a breakthrough in
the treatment of patients with chronic myeloid leukemia
(CML). However, more than 30 % of patients with CML
in chronic phase do not respond adequately to Imatinib and
the drug seems not to affect the quiescent pool of BCR-ABL
positive leukemic stem and progenitor cells. Therefore, de-
spite encouraging clinical results, Imatinib can still not be
considered a curative treatment option in CML. We recently
reported downregulation of eukaryotic initiation factor 5A
(eIF5A) in Imatinib treated K562 cells. Furthermore, the
inhibition of eIF5A by siRNA in combination with Imatinib
has been shown to exert synergistic cytotoxic effects on

BCR-ABL positive cell lines. Based on the structure of
known deoxyhypusine synthase (DHS) inhibitors such as
CNI-1493, a drug design approach was applied to develop
potential compounds targeting DHS. Here we report the
biological evaluation of selected novel (DHSI-15) as com-
pared to established (CNI-1493, deoxyspergualin) DHS
inhibitors. We show that upon the compounds tested,
DHSI-15 and deoxyspergualin exert strongest antiprolifera-
tive effects on BCR-ABL cells including Imatinib resistant
mutants. However, this effect did not seem to be restricted to
BCR-ABL positive cell lines or primary cells. Both com-
pounds are able to induce apoptosis/necrosis during long
term incubation of BCR-ABL positive BA/F3 derivates.
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Pharmacological synergism can be observed for deoxysper-
gualin and Imatinib, but not for DHSI-15 and Imatinib. Finally
we show that deoxyspergualin is able to inhibit proliferation
of CD34+ progenitor cells from CML patients. We conclude
that inhibition of deoxyhypusine synthase (DHS) can be sup-
portive for the anti-proliferative treatment of leukemia and
merits further investigation including other cancers.

Keywords CML . BCR-ABL . Hypusine modification .

eIF5A

Introduction

Chronic myeloid leukemia (CML) represents a hematopoietic
stem cell disease characterized by accumulation of mature and
immature myeloid cells in the blood, bone marrow and the
spleen of affected patients [1]. CML is known to arise from a
reciprocal chromosomal translocation between chromosome 9
and chromosome 22 in a hematopoietic stem and progenitor
cell [2]. The resulting constitutively activated and dysregu-
lated tyrosine kinase, BCR-ABL, represents the underlying
molecular mechanism of CML pathogenesis [3]. Effective
inhibition of BCR-ABL tyrosine kinase activity is therefore
the key element in the treatment of patients with chronic
myeloid leukemia. Imatinib has been found to stop disease
progression and to reverse hematologic abnormalities in CML
patients [4–6]. Imatinib exerts its effects by the following
modulating events: inhibition of BCR-ABL kinase activity,
autophosphorylation and substrate phosphorylation, blockade
of the proliferation of BCR-ABL+leukemic cells and induc-
tion of apoptosis [7].

However, resistance to Imatinib develops at a frequency of
2 % per year in chronic phase during the course of treatment
and the drug seems not to affect the quiescent pool of BCR-
ABL positive leukemic stem and progenitor cells [8].
Although the clinical use of Imatinib has revolutionized the
treatment of CML, the finding of new cellular targets and the
identification of synergistic drugs are of pivotal importance in
the quest for CML cure and long term therapy [9].

We recently reported down regulation of eukaryotic ini-
tiation factor 5A (eIF5A) in Imatinib treated K562 and
primary leukemic cells [10]. Interestingly, the eIF5A protein
is activated by a unique post-translational modification
which generates a 2-fold positively charged amino acid
termed hypusine and which is similar to the polyamine
spermidine [11]. Hypusination is essential for cellular pro-
liferation and is thought to be a highly conserved process in
all eukaryotes [12] and in some archaea [13]. Active eIF5A
is thought to have its main role in the elongation step of
translation [14]. Particularly in mammalian cells hypusi-
nated eIF5A has also been shown to participate in the
nucleocytoplasmic transport of specific cellular mRNA

[15, 16]. Moreover, it is well established that eIF5A func-
tions in retroviral mRNA transport and binds to HIV-1 and
FIV, and HTLV-I Rex transactivator proteins [17, 18]. Deox-
yhypusine synthase (DHS) and deoxyhypusine hydroxylase
(DOHH) are the enzymes catalyzing the modification of the
eIF5A protein [11] and the inhibition of eIF5A by siRNA or
DHS-inhibitors in combination with Imatinib exert syner-
gistic cytotoxic effects on BCR-ABL positive cell lines [10].

In the current project we aimed to develop novel DHS-
inhibitors potentially useful for later clinical use. Based on
the structure of known DHS inhibitors such as CNI-1493,
new compounds targeting DHS were developed. From 20
new substances tested, only a few were able to reliably
inhibit hypusine synthesis in an in vitro assay (data not
shown). Here we report the biological evaluation of one of
these new compounds, DHSI-15, which successfully passed
in vitro testing. We compared its effect with the effects of
the chemical lead substance CNI-1493 and with deoxysper-
gualin, both of which have been shown to be DHS inhibitors
in vitro [19–21].

Material and methods

Chemicals

Imatinib was obtained form Toronto Research Chemicals
(Toronto, ON). Deoxyspergualin was obtained from Nippon
Kayaku Co.,Ltd. DHSI-15 and CNI-1493 were synthesized
according to modified literature known procedures [22, 23].
Diethylmalonate was in situ deprotonated with sodium hy-
dride before adding 5-nitro isophthaloyl dichloride. The
intermediate was not isolated but reacted in a hydrolytic
decarboxylation to 5-nitro-1,3-diacetylbenzene in 29 %
yield. The reduction of the nitro group to the 3,5-diacetyla-
niline was achieved by tin(II)chloride in 98 % yield. The
DHSI-15-tetraketone and CNI-1493-tetraketone, respectively
were synthesized by the reaction of 3,5-diacetylaniline with
1,12-dodecanoicdiacid chloride or sebacinic acid dichloride in
dry dichloromethane/pyridine (38 % and 46 %). The tetrake-
tones were converted to the guanoyl hydrazones DHSI-15 and
CNI-1493 with aminoguanidine hydrochloride in ethanol/wa-
ter 9:1 (v/v) under acid catalysis. DHSI-15 and CNI-1493
precipitated as pure compounds at −26 °C and were isolated
as their corresponding hydrochlorides by filtration and
washing steps in yields of 68 % and 76 %. N,N′-Bis
[3,5-bis[1(aminoiminomethyl)-hydrazoethyl]phenyl]dodeca-
nediamide-tetrahydrochloride. DHSI-15: 1H NMR
(400 MHz, DMSO-d6): δ011.24 (brs, 4H, guanidino-NH),
10.16 (s, 2H, amide-NH), 8.12 (d, J01.5 Hz, 4H, H-2/-6),
8.04 (t, J01.5 Hz, 2H, H-4), 7.81 (brs, 12H, guanidino-N2H3),
2.37 (s, 12H, CH3), 2.33 (t, J07.5 Hz, 4H, H-a), 1.62–1.57
(m, 4H, H-b), 1.28 (s, 12H, H-c/-d/-e) ppm. 13C NMR
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(101 MHz, DMSO-d6): δ0171.5 (amide-C), 156.0 (gua-
nidino-C), 151.6 (imino-C), 139.4 (C-1), 137.5 (C-3/-5),
118.8 (C-4), 118.7 (C-2/-6), 36.2 (C-a), 28.8, 28.7, 28.6
(C-c/-d/-e), 24.9 (C-b), 15.1 (CH3) ppm. HRMS (FAB)
m/z0calcd 773.4834 [M+H]+, found 773.4938 [M+H]+.
N,N′-Bis[3,5-bis[1(aminoiminomethyl)-hydrazoethyl]phe-
nyl]decanediamide-tetrahydrochloride CNI-1493: 1H
NMR (400 MHz, DMSO-d6): δ011.23 (brs, 4H,
guanidino-NH), 10.17 (s, 2H, amide-NH), 8.12 (d, J0
1.6 Hz, 4H, H-2/-6), 8.04 (t, J01.6 Hz, 2H, H-4), 7.81
(brs, 12H, guanidino-N2H3), 2.37 (s, 12H, CH3), 2.33 (t,
J07.4 Hz, 4H, H-a), 1.62–1.59 (m, 4H, H-b), 1.33–1.30
(m, 8H, H-c/-d) ppm. 13C NMR (101 MHz, DMSO-d6):
δ0171.6 (amide-C), 156.0 (guanidino-C), 151.8 (imino-
C), 139.4 (C-1), 137.4 (C-3/-5), 118.9 (C-2/-4/-6), 36.4
(C-a), 28.7 (C-c/-d), 25.0 (C-b), 15.2 (CH3) ppm.
HRMS (FAB) m/z0calcd 745.4598 [M+H]+, found
745.4614 [M+H]+.

Stock solutions of imatinib, DHSI-15, CNI-1493 and
deoxyspergualin (all 10 mg/mL; in dimethyl sulfoxide
[DMSO]/H2O [1:1]) were stored at −20 °C.

Cell culture techniques

Ba/F3, BA/F3p210, BA/F3-T315I, BA/F3-E255K, BA/F3-
M351T and 32D cells were cultured in RPMI 1640 medium
(Invitrogen, Paisley, UK) at 37 °C in a humified atmosphere
of 5 % CO2 as described previously [24]. The following
supplements were added: fetal bovine serum (10 %, Bio-
chrom, Berlin, Germany), natriumpyruvat (1 mM), nones-
sential amino acids (1 mM), Penicilin (50 U) and
Streptomycin (50 μM) to all cell lines, and 1 ng/ml recom-
binant murine interleukin-3 (RnD systems), Ba/F3 and 32D
cell line only. NIH-3 T3 cells and MEFs were cultured in
DMEM (Invitrogen) supplemented with 10 % fetal bovine
serum, 50 U Penicilin, 50 μM Streptomycin and in addition
4 mM L-Glutamine (Biochrom) and 25 μM ß-Mercaptoe-
thanol (Sigma) only for culturing MEFs.

For short-term proliferation assays (5 days) cells were
seeded at a density of 1×104/mL in 24-well plates. The
inhibitors were added at the beginning of the culture period
in the concentrations indicated. Control cells were incubated
in the same concentration of DMSO. The concentration of
DMSO in all assays including inhibitors dissolved in
DMSO, was less or equal to 0.1 % and had no effect on cell
growth or viability. For long-term proliferation assays
(13 days) cells were seeded at a density of 5×106/ 10 mL
in T25 flasks (BD Biosciences). Cells were grown in the
presence of 4 μM of the indicated inhibitors, a dose which
was found to inhibit 50 % of the cells in short-term prolif-
eration assays. Cells were counted at days 3, 6, 8, 10 and 13
and reseeded at a density of 5×10 6/ 10 mL and fresh
inhibitor was added.

RNA isolation, cDNA synthesis and quantitative PCR

RNAwas isolated from cells using TriFast (Peqlab) accord-
ing to the manufacturer’s protocol. After DNase treatment,
cDNA was prepared by reverse transcription of 1 μg total
RNA using random hexamer primer and M-MuLV reverse
transcriptase (Fermentas). Quantitative real time PCR was
performed in thermal cycler (Stratagene) using Kapa Sybr
Fast Master Mix. Quanti Tect primers for eIF5A-1, eIF5A-2,
DHS, DOHH and GAPDH were purchased from Qiagen.
Conditions for real time PCR reaction were as follows: 1
cycle of 95 °C for 3 min and 40 cycles of 95 °C for 15 s,
57 °C for 30 s and 72 °C for 30 s. PCR was performed in
triplicates and relative expression was calculated using the
2−ΔΔCT method.

Short-term expansion of human CD34+ stem and progenitor
cells

Peripheral blood from patients diagnosed with CML,
either in untreated chronic phase or at blast crisis or
from patients with newly diagnosed AML were obtained
upon written informed consent in concordance with the
local ethics committe. CML was confirmed by the pres-
ence of a BCR-ABL fusion transcript in RT-PCR and
according to the WHO diagnostic criteria. After Ficoll
gradient centrifugation, CD34+ cells were purified using
a Midi-MACS CD34 isolation kit (Miltenyi Biotec,
Bergisch-Gladbach, Germany) as described elsewhere.
Purity of CD34+ cells determined by flow cytometry
was above 95 %. For expansion, cells were plated in
triplicates in serum free medium containing human
stem-cell factor (100 ng/mL), human Flt-3 Ligand
(100 ng/mL), human thrombopoietin (50 ng/mL), human
interleukin-3 and −6 (IL-3 and IL-6, respectively, both
20 ng/mL), and granulocyte colony-stimulating factor
(20 ng/mL) and the inhibitors as reported previously. Where
needed, an additional cocktail of cytokines and inhibitor con-
taining medium was added after 5 days [25].

Cell counting

Cells were counted using flow cytometry and Flow-Count
fluorospheres (Beckmann Coulter). After washing, har-
vested cells were resuspended in PBS containing 10 %
FCS, 2 mM EDTA and 7-aminoactinomycin D. Immediate-
ly prior to analysis, 50 μl of Flow-Count fluorospheres were
added. Absolute cell counts were automatically determined
using a Gallios FACS-analyzer. The system software
calculated cell numbers using the following formula:
cells per microliter0[(viable cells counted)/(fluorospheres
counted)]×fluorospheres/microliter.
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Analysis of DNA fragmentation by flow cytometry

Cells from long-term proliferation (day 6 and day 13) were
harvested, washed with phosphate buffered saline (PBS) and
fixed in cold 70 % ethanol for at least 20 min. After repeated
washes in PBS, cells were incubated in PBS containing
RNAse A (100 μg/mL) and propidium iodide (10 μg/mL)
for 30 min on ice; where possible at least 10.000 cells were
analyzed from each sample [26].

MTT assay

Cells were grown in the presence of the indicated inhibitors
or DMSO for 6 days at a density of 5×106/ 10 mL and
subsequently seeded as 6 replicates into 96-well flat bot-
tomed microtiter plates (BD Biosciences, Heidelberg, Ger-
many) at a density of 9×103/ 150 μl. After overnight culture
increasing concentrations of Imatinib were added. Forty-
eight hours later the ability of remaining viable cells to
transfom 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazo-
lium bromide (MTT) into formazan was assessed [27].
Fraction affected (Fa ) and dose-relationship at the point of
IC50 were analyzed using CalcuSyne Software (Biosoft).

Results

Murine cell lines and CD34+ enriched cells from CML and
AML patients express mRNA for eIF5A-1 and eIF5A-2 as
well as for eIF5A modifying enzymes

EIF5A is an essential protein required for cellular prolifer-
ation [28]. In mammalian cells, two different genes coding
for two isoforms of eIF5A, which are 84 % identical in
humans, can be detected [29]. Whereas eIF5A-1 protein
and mRNA are detected in all cells, only mRNA of
eIF5A-2 seems to be expressed ubiquitously, whereas
eIF5A-2 protein expression varies widely [30]. EIF5A con-
tains the unusual amino acid hypusine [N(epsilon)-(4-amino-
2-hydroxybutyl)lysine] and its biosynthesis occurs within the
eIF5A precursor involving the enzymes deoxyhypusine syn-
thase (DHS) and deoxyhypusine hydroxylase (DOHH). We
first evaluated the expression pattern of eIF5A-1 and eIF5A-2
as well as the modifying enzymes DHS and DOHH in differ-
ent murine cell lines (Fig. 1a) and in primary CD34+ cells by
RT-PCR from healthy donors as well as from CML and AML
patients (Fig. 1b). In primary cells and in all cell lines tested,
eIF5A-1 mRNAwas expressed at low to high levels, whereas
the expression of eIF5A-2 was restricted to some cell lines.
Within the analyzed murine cells, embryonic stem cells (ES)
showed highest eIF5A-1 expression, while in mouse embry-
onic fibroblasts (MEFs), NIH-3T3 and BA/F3 cells mRNA
levels for eIF5A-1 were low, with the weakest expression in

32D cells (Fig. 1a). In contrast, eIF5A-2 mRNAwas strongly
expressed in MEFs and NIH-3T3 and weakly in ES cells. No
expression could be detected in BA/F3 and 32D cells. DHS
and DOHHmRNAwere expressed at comparable levels in all
murine cell lines tested, with NIH-3T3 cells showing highest
expression for DHS and MEFs showing highest expression
for DOHH.

Within human CD34+ cells (Fig. 1b), mRNA expression
for eIF5A-1 was found in all primary isolates. CD34+ cells
from CML patients showed significantly increased eIF5A-1
expression levels when compared with healthy donors. Ex-
pression levels of eIF5A-1 in CML seemed to be indepen-
dent of disease state. Expression of DHS and DOHH was
also enhanced in CML patients. There was correlation be-
tween mRNA expression of DHS, DOHH and eIF5A-1
within the same patient sample, suggesting a common reg-
ulation of eIF5A-1 and its modifying enzymes. In summary,
these results show that eIF5A and its modifying enzymes
are expressed at varying levels in different murine cell lines
and human primary CD34+ cells with enhanced expression
in CML patients, suggesting that all cells should be prone to
respond to hypusination inhibitors in vitro.

Inhibition of proliferation of BA/F3 p210 cells including
the imatinib resistant mutants M351T, E255K, and T315I
by deoxyhypusine synthase inhibitors

In order to test proliferation of BCR-ABL positive and nega-
tive cells in the presence of hypusination inhibitors, different
specimens of the murine cell line BA/F3 were used. BA/F3
WT is a BCR-ABL negative cell line, which is able to prolif-
erate in the presence of IL-3 only [27]. At day 5 of incubation,
a significant inhibition of proliferation of BA/F3 WT was
obvious using DHSI-15 at a concentration of 2 μM (p0
0.0082) or using deoxyspergualin (DSG) at a dose concentra-
tion of 1 μM (p00.02) (Fig. 2a and b). CNI-1493 had only
weak effects on the proliferation of BA/F3 WT cells at all
concentrations tested and diminution of cell growth in the
presence of CNI-1493 never reached significance when com-
pared to DMSO treated control cells (Fig. 2c).

The BCR-ABL positive cell line BA/F3 p210 was sig-
nificantly inhibited at day 5 using DSG (2 μM; p00.003) or
DHSI-15 (4 μM; p00.01) (Fig. 2a and b). Similar to Ba/F3
WT cells, effects on cell counts seen with CNI-1493 were
marginal (Fig. 2c). These results demonstrate that the DHS
inhibitors DHSI-15 and DSG have anti-proliferative effects
and that these effects are independent from the presence or
absence of BCR-ABL in the BA/F3 cell line, while CNI-
1493 showed no growth inhibitory effect.

Ba/F3 p210 is an Imatinib sensitive cell line. In order to
evaluate if Imatinib resistant cell lines would also be affect-
ed by DHS-inhibitor treatment, we used BA/F3 p210
M351T, BA/F3 p210 E255K and BA/F3 p210 T315I in

Invest New Drugs

72



proliferation assays. As shown in Fig. 2a and c, both the
partially resistant BA/F3 p210 M351T and BA/F3 p210
E255K cell lines as well as the highly resistant BA/F3
p210 T315I cell line were significantly inhibited by DSG
and DHSI-15 at concentrations similar to those effective in
Ba/F3 p210, whereas CNI-1493 had only little effect on cell
growth of these cell lines (Fig. 2c). These results suggested
that mutations in the bcr-abl gene, rendering cells resistant
to Imatinib, had no effect on DHS inhibition in vitro.

Pharmacologic effects of deoxyhypusine synthase-inhibitors
and imatinib in BCR-ABL positive, imatinib sensitive cell
lines

In order to test for potential pharmacological effects be-
tween DHS inhibitors and Imatinib, MTT assays were per-
formed. Given the long half live of the eIF5A protein
(~7 days) [31], cells were pre-incubated with DHS inhibitors
for 6 days prior to adding Imatinib. We used the highly

Fig. 1 eIF5A-1, DHS and DOHH but not eIF5A-2 are ubiquitously
expressed in primary mouse cells and murine cell lines as well as in
CD34+ cells from patients with CML and AML. a Quantitative ex-
pression analysis of eIF5A-1, eIF5A-2, deoxyhypusine synthase
(DHS) and deoxyhypusine hydroxylase (DOHH) mRNA in mouse
ES cells, MEFs, NIH-3 T3, BA/F3 WT and 32D cells. Expression
levels were normalized against GAPDH and compared with the ex-
pression of ES cells (set to 1). Mean values±SEM of three experiments

are shown. b mRNA expression of eIF5A-1, eIF5A-2, DHS and
DOHH in CD34+ cells from healthy donors (HD) and patients with
CML in chronic phase (CP) and blast crisis (BC), from one BCR-ABL-
negative CML patient (864) and two AML patients. Expression levels
were analyzed by quantitative RT-PCR, normalized against GAPDH
and compared with the average expression of three healthy donors
(HD, set to 1), (*p<0,05). Mean values±SEM of three experiments
are shown

Fig. 2 Effect of direct inhibition of hypusination on proliferation of
BA/F3 and BA/F3p210 cells including the mutants M351T, T315I,
E255K. Cells were grown in the presence of DMSO and the indicated
inhibitor concentrations or in the presence of DMSO alone for 5 days.

The percentage of cell growth was calculated relative to the cell growth
of DMSO treated cells, which was set to 100 %. Data shown are the
mean of three independent experiments. A, B and C show inhibitors of
deoxyhypusine synthase (DHSI-15, Deoxyspergualin, CNI-1493)
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Imatinib sensitive Ba/F3 p210 as well as the BA/F3 p210
M351T, BA/F3 p210 E255K cell lines, the latter displaying
different degrees of resistance against Imatinib. As shown in
Fig. 3, pre-incubation with DSG, but not with DHSI-15,
reduced the necessary concentration of Imatinib required for
50 % inhibition in all cell lines tested. In particular, the IC50

Imatinib for BA/F3 p210 without pre-incubation was
0.38 μM (BA/F3 p210 E255K: 7.3 μM; BA/F3 p210
M351T: 2.1 μM), while with DSG pre-incubation, it was
reduced to 0.04 μM (BA/F3 p210 E255K: 5.2 μM; BA/F3
p210 M351T: 0.4 μM) (Fig. 3b, d, f), suggesting synergistic
or additive interaction between Imatinib and DSG in Ba/F3
p210 and BA/F3 p210 M351T cell lines. DHSI-15 pre-
incubation had no effect in lowering IC50 Imatinib in any of
the cell lines tested (Fig. 3a, c, e). CNI-1493 was not tested
due to its marginal effects on proliferation of BA/F3 cells
(Fig. 2b). From these experiments, we conclude that only the
DHS inhibitor DSG, but not DHSI-15, was able to sensitize
the BCR-ABL positive cell lines for treatment with Imatinib.

DHSI-15 and deoxyspergualine induce apoptosis/necrosis
in BA/F3 cell lines independent of the presence or absence
of BCR-ABL

There is growing evidence that the unhypusinated form of
the eIF5A protein is an inducer of apoptosis [32]. We
therefore analyzed BA/F3 WT cells and its BCR-ABL

positive derivates for DNA-fragmentation at day 6 and at
day 13 during culture with DHS inhibitors. Incubation with
DHSI-15 and DSG was strongly anti-proliferative and in-
creased apoptosis or necrosis at late time points of the
treatment. Apoptosis and necrosis was indicated as an in-
crease in sub-G1 DNA content during DHSI-15 treatment
(Fig. 4a and b). Whereas at day 6 of DHSI-15 treatment cells
showed mostly G2/M growth arrest and only a few sub-G1
cells could be detected (Fig. 4a), at day 13, all cell lines
tested displayed highly significant proportions of apoptotic/
necrotic cells, independent of the presence or absence of
BCR-ABL (Fig. 4a and b). Similar results could be obtained
by incubating BA/F3 cells with DSG (Fig. 4b). At day 13 of
DSG incubation, amounts of induction of apoptosis/necrosis
were detectable in the following order: BA/F3 WT>BA/F3
p210>BA/F3 p210 T315I>BA/F3 p210 E255K>BA/F3
p210 M351T. We therefore conclude that the deoxyhypu-
sine synthase inhibitors DSG and DHSI-15 have apoptotic/
necrotic effects on the BA/F3 cell lines, independent of the
presence or absence of BCR-ABL, most likely by increasing
the cellular content of the unmodified form of eIF5A.

Inhibition of CD34+ cell growth with deoxyspergualin

Given the IC50-Imatinib lowering capacity of DSG on BA/
F3 cells in combined treatment protocols (Fig. 3b, d, f), we
went on to test for effects of DSG on hematopoietic stem

Fig. 3 Direct inhibition of
hypusination does not synergize
with Imatinib to induce
cytotoxicity in BCR-ABL
positive, imatinib sensitive
BA/F3 cells. Dose-effect rela-
tionship for combined therapy
with DHSI-15 or Deoxysper-
gualin and Imatinib in BA/F3
p210, BA/F3 T315I, BA/F3
E255K and BA/F3 M351T cells
after 48 h. Cells were preincu-
bated with hypusination inhibi-
tors or DMSO only for 6 days
prior to adding Imatinib. Effects
on viability and cell growth
were assessed using MTT assay.
Results were calculated using
Calcusyn software
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and progenitor cells. CD34+ cells purified from CML
patients at diagnosis and healthy donors were subjected to
proliferation assays. Cells were grown in the presence of
increasing concentrations of DSG for 9 days and cells were
counted at day 3, day 6 and day 9. As shown, DSG inhibited
both cells from healthy donors as well as from patients with
diagnosed CML in a time and concentration dependent
manner (Fig. 5a and b). However, whereas effects on
CD34+ cells from healthy donors were less pronounced at
any concentration at day 3, inhibition increased at day 6 and
day 9 and exceeded the effects seen on CD34+ CML cells.
These data suggested that the effects of DSG on human stem
and progenitor cell growth were independent on the pres-
ence of BCR-ABL. We then analysed the proliferation of
CD34+ cells from the same sources under increasing con-
centrations of Imatinib (Fig. 5c and d). Cells were grown for
3 days and counted at day 1, day 2 and day 3. The degree of
expansion as compared to untreated cells decreased for
CD34+ CML cells in a dose and time dependent fashion.
Similar results but less pronounced could be seen for CD34+
cells from healthy donors confirming inhibitory effects of
Imatinib on normal progenitor cells in vitro [25]. By combin-
ing a fixed dose of DSG and increasing doses of Imatinib
(Fig. 5e and f) additive anti-proliferative effects could be
found in a very similar fashion between normal CD34+ cells

and Imatinib as well as between CD34+ CML cells and
Imatinib strongly arguing against a therapeutic window for
this combination in CML compared with normal cells.

Discussion

Continuous treatment of chronic myeloid leukemia with
Imatinib is able to induce long lasting responses in a large
cohort of patients [33, 34]. To this end Imatinib is the
standard therapeutic regimen for patients with newly diag-
nosed CML. However there are three major problems asso-
ciated with long-term Imatinib treatment: 1. Primary or
acquired resistance to Imatinib during therapy. 2. Limited
effects of Imatinib in accelerated phase or blast crisis CML.
3. Evolution of minimal residual disease due to persistence
of BCR-ABL positive hematopoietic stem and progenitor
cells [35, 36]. Therefore, the development of new drugs
supporting or complementing Imatinib therapy alongside
with the development of novel tyrosine kinase inhibitors
with an enhanced spectrum of BCR-ABL activity such as
Nilotinib, Dasatinib or Bosutinib are clearly needed [37].

Previously, we showed that the inhibition of eIF5A either
by siRNA or by using N1-guanyl-1,7-diaminoheptan (GC7)
has anti-proliferative effects in leukemias [10]. Since GC7 is

Fig. 4 Direct inhibition of
hypusination induces DNA-
fragmentation in BCR-ABL
negative and positive BA/F3
cells in long term proliferation
assays. BA/F3 WT, BA/F3
p210, BA/F3 T315I, BA/F3
E255K and BA/F3 M351Twere
grown in the presence of the
deoxyhypusine synthase inhibi-
tors DHSI-15 and Deoxysper-
gualine or in the presence of
DMSO for 13 days. a FACS-
plots show apoptotic and ne-
crotic cell fractions and G2/M
arrest of propidium-iodide
stained cells after 6 and 13 days
of DHSI-15 or DMSO culture.
b Percentages of apoptotic cells
at day 13 are given as means
(±SD) of three independent
experiments. Statistical
significant differences are
indicated (***p<0.001)
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not suitable for the treatment of patients due to its pharmaco-
kinetic characteristics, we screened the known DHS–inhibi-
tors deoxyspergualin, CNI-1493 and the new DHS-inhibitor
DHSI-15, for their anti-proliferative effects in leukemic cells.

Deoxyspergualin and CNI-1493 are potent compounds
which are both in clinical use. Deoxyspergualin was syn-
thesized from spergualin in 1982 [38]. Deoxyspergualin has
been shown to inhibit the growth of activated naïve T-cells
and its clinical use is dicussed for a variety of hyperreactive
inflammatory diseases [39]. Inhibition of deoxyhypusine
synthase by deoxyspergualin was first described in 2002
[21].

CNI-1493 (Semapimod) was developed as an inhibitor of
arginine transport and nitric oxide production in macro-
phages [22]. It prevents acute inflammation and endotoxin
lethality. CNI-1493 was tested in a preliminary clinical trial
with patients suffering from severe Crohn’s disease, where a
clinical response was seen in 67 % of the patients at week 4
of treatment [40]. In 2004, CNI-1493 was identified in a
screening assay for the identification of deoxyhypusine syn-
thase inhibitors [19]. By comparing all three deoxyhypusine

synthase inhibitors in parallel, we see limited effects with
CNI-1493 in all murine cell lines tested. In contrast to that,
the results we obtain with DHSI-15 and deoxyspergualin are
promising as both compounds exert strong cytostatic and
proapoptotic effects in vitro, independent of the presence
and/or the mutational state of BCR-ABL. This is in agree-
ment with the finding that the unhypusinated eIF5A is the
pro-apoptotic form and that its accumulation during long-
term DHS- inhibitor treatment is detrimental for a cell. In
fact, it has been shown that mutant forms of eIF5A which
are not capable of being hypusinated, induce loss of mito-
chondrial transmembrane potential, release of cytochrome c
and caspase activation [41].

However, although pre-treatment with DSG lowered the
IC50 of Imatinib in hematopoietic cells, we are not able to
observe pharmacologic synergism of IM and DHSI-15 in
murine cell lines with a subcomplete resistance to IM. This
highly suggests that DHSI-15 does not rank in this respect
with the previously described DHS-Inhibitor N1-guanyl-1,7-
diaminoheptan and the compared DHSI- inhibitor DSG.
Additionally and in agreement with the experiments using

Fig. 5 Effects of Deoxysper-
gualine and Imatinib on progen-
itor cells from healthy donors
and CML patients at diagnosis.
CD34+ cells from healthy
donors or from CML patients in
the untreated chronic phase of
CML were incubated with in-
creasing doses of Deoxysper-
gualine (a, b) and assayed at day
3 , 6 and 9 . Same
cells were subjected to increas-
ing doses of Imatinib (c, d) or
increasing doses of Imatinib and
a fixed dose of Deoxyspergua-
line treatment (e, f). Cells were
analysed at day 1 , day 2
and day 3 . Bar graphs
represent the mean percentage
(±SD) of cell growth as calcu-
lated relative to the cell growth
of DMSO treated cells, which
was set to 100 %
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murine cell-lines, DSG showed efficacy in primary CML
cells as well as in CD34+ cells derived from healthy donors.

We therefore hypothesize that although DSG and DHSI-
15 target BCR-ABL positive as well as negative cells in
vitro, due to an obvious lack of a therapeutic window
observed in BCR-ABL-positive as opposed to normal
CD34+ hematopoietic stem and progenitor cells, a clinical
use of these compounds alone or in combination is unlikely
to be demonstrated. This is further underscored by the deep
responses which can be achieved with 1st (Imatinib), 2nd
(Nilotinib, Dasatinib and Bosutinib) [42–44] and emerging
3rd generation (e.g. Ponatinib) [45] tyrosine kinase inhib-
itors (TKI) in both first and second line treatment and the
promising in vitro data on combination therapy of TKI with
already clinically available drugs such as JAK2-inhibitors,
SMO inhibitors or autophagy inhibitors (e.g. chloroquine).
Taken together, despite of their specific mode of action and
pronounced anti-proliferative activity, hypusination inhibi-
tors (HI) are unlikely to add to the treatment options in
chronic phase CML. On the contrary, HI might be of potential
use for the treatment of either late stage CML (accelerated
phase or blast crisis) or in AML and/or BCR-ABL+/−ALL as
a mere cytoreductive principle alone or in combination with
chemotherapy in the future.
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ABSTRACT: The perception of a set of rings forms the basis
for a number of chemoinformatics applications, e.g. the
systematic naming of compounds, the calculation of molecular
descriptors, the matching of SMARTS expressions, and the
generation of atomic coordinates. We introduce the concept of
unique ring families (URFs) as an extension of the concept of
relevant cycles (RCs).1,2 URFs are consistent for different
atom orders and represent an intuitive description of the rings
of a molecular graph. Furthermore, in contrast to RCs, URFs
are polynomial in number. We provide an algorithm to efficiently calculate URFs in polynomial time and demonstrate their
suitability for real-time applications by providing computing time benchmarks for the PubChem Database.3 URFs combine three
important properties of chemical ring descriptions, for the first time, namely being unique, chemically meaningful, and efficient to
compute. Therefore, URFs are a valuable alternative to the commonly used concept of the smallest set of smallest rings (SSSR)
and would be suited to become the standard measure for ring topologies of small molecules.

■ INTRODUCTION

Ring perception is a crucial step in many chemoinformatics
applications, including the calculation of molecular descriptors,
the matching of SMARTS expressions, and the generation of
two- and three-dimensional atomic coordinates. In order to
obtain consistent results, a set of rings has to be unique in the
sense that it depends only on the molecule’s topology. Efficient
algorithms and ring perception concepts that lead to a limited
number of cycles provide the means for interactive applications.
Chemically meaningful rings allow for an easy analysis and
interpretation of the resulting set of rings. Due to their high
relevance in chemistry, several computational methods for auto-
matic ring perception have been developed over the past 35
years.4 Each of these methods has deficiencies in being either
not unique or not polynomial in number or not chemically
meaningful. The paper of Berger et al.5 impressively demon-
strates this for a number of ring perception concepts including
the widely used SSSR.4

A molecule can be interpreted as a simple, connected,
unweighted and undirected graph G = (V,E) where the atoms
are interpreted as a set of vertices V and bonds are considered a
set of edges E. A cycle is a subgraph of G such that any vertex
degree is exactly two. A connected cycle is called elementary.
Since elementary cycles meet our expectation of rings in a
molecular graphs we will use the terms elementary cycle and
ring synonymously. E(v1,v2) is the edge connecting the vertices
v1 and v2. For the set of vertices or edges of a cycle (or a general
subgraph) C, we will write V(C) and E(C), respectively. A cycle
C containing the edges E(C) has a length of |C| which is equal
to its number of edges |E(C)|. It can be described by the in-
cidence vector of its edges. A cycle with n edges is called n-cycle.

A connected n-cycle is called n-ring. A chord is an edge e
connecting two vertices of a ring C with e ∉ E(C). A ring is
chord-less if it has no chord. Cycles can be combined to larger
ones by forming the symmetric difference of their edges; this
operation is considered the “addition” of cycles. In order to
describe the addition of cycles, we utilize the xor operator ⊕ in
agreement with the nomenclature used by Berger et al.5 Thus,
the addition of two cycles CA and CB that forms the cycle CC

will be written as CA ⊕ CB = CC. All cycles of G form the cycle
space S(G). A cycle base B(G) is a subset of S(G) that allows to
construct all cycles of S(G) by the addition operation. The
length of B(G) is equal to the sum of the lengths of its cycles.
All cycles of a cycle base are elementary.
In the following, we will discuss common concepts of ring

perception in order to motivate our new approach. The set of
all rings6 (Ω) includes all elementary rings of a molecular
graph and efficient algorithms for its calculation have been
developed. The number of rings and the computational run-
times, however, grow dramatically for complex ringsystems.
Additionally, not all resulting rings are meaningful in a chemical
context, and Ω is, thus, a unique description that is neither
chemically meaningful nor polynomial in size.
The most frequently applied strategy of ring perception is the

calculation of the smallest set of smallest rings4 (SSSR) which
is a subset of Ω. An SSSR represents a minimum cycle base
(MCB). It contains a polynomial number of rings and can be
calculated in polynomial time.7 If a molecular graph contains
only a single MCB, the SSSR is unique and intuitive. If this is
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not the case, the resulting SSSR is arbitrary and depends on the
specific algorithm used for its construction. Furthermore, the
selected SSSR often depends on the input atom order.8

The problems arising from nonunique ring descriptions can
be exemplified with SMARTS pattern matching. According to
page 20 of the Daylight Theory Manual,9 the SMARTS pattern
[R3] describes an atom which is part of three SSSR rings. The
matching of this SMARTS pattern on the highly symmetric
molecule cubane (SMILES = C12C3C4C1C5C2C3C45) using
the Daylight web service10 illustrates the problems arising from
the SSSR’s lack of uniqueness (see Figure 1). Any combination

of five of the shown 4-rings forms a valid SSSR. The sixth ring
can be constructed by adding the rings of the SSSR.11

Consequently, the SMARTS pattern [R3] only matches four
of the eight equivalent carbon atoms depending on the selected
SSSR.
The essential set of essential rings (ESER)12 and the

approaches published by Corey13 and Wipke14 try to perceive
chemically meaningful rings by calculating an MCB and adding
rings up to a certain size or rings including certain elements.
Due to their heuristic nature, these approaches lack a mathe-
matical foundation and are not suitable for all kinds of
molecular graphs.5

In addition, there is a number of graph theoretical ring
perception concepts which are limited to planar graphs. The
minimum planar cycle base and the extended set of smallest
rings15 are examples of such concepts. Since molecular graphs
are not necessarily planar, these ring perception concepts are of
limited use for general applications in chemoinformatics.
The set of β-rings16 is defined on a plane embedding of a

molecular graph. The chord-less faces of the embedding are
processed by increasing size. The set of β-rings includes all
faces representing 3-rings or 4-rings. Additionally, it contains all
faces which are linearly independent of three or less shorter
faces already contained in the set. Berger et al.5 suggested to use
the β*-rings instead. These rings are calculated on all chord-
less rings of a graph instead of the chord-less faces of a specific
plane embedding. In contrast to the set of β-rings, the set of
β*-rings is unique but contains an exponential number of rings.
An additional set of rings which is defined for general graphs

is the set of smallest cycles at edges (SSCE).17 The SSCE is
calculated on the basis of Ω by recursively deleting all edges
included in more than one ring. The SSCE does, however, not
necessarily contain a cycle base. Consequently, it does not
provide a complete description of the rings of a molecular
graph.
Relevant cycles1,2 (RCs) are defined as the union of all

MCBs. They comprise a unique set of rings and an intuitive
description of most molecular graphs. Some molecules, how-
ever, contain an exponential number of RCs. Examples are

cyclophane-like structures which will be discussed in more
detail in the following sections.
To tackle the exponential number of rings, Gleiss et al.11

suggested to classify RCs into interchangeability classes (ICs).
ICs are calculated by dividing RCs into essential and
interchangeable rings. An essential ring is included in all
MCBs. Rings which are not essential are called interchangeable.
An IC contains either a single essential ring or all inter-
changeable rings which can be constructed from a subset of the
IC and shorter cycles. While treating the rings of an inter-
changeability class as a union can be suitable for the prediction
of RNA secondary structures, this concept is not generally
applicable in chemoinformatics. For example, the description of
the six RCs of cubane or the 6-rings of fulleren as single ICs is
too coarse for most applications and, especially in the case of
fullerene, it is not chemically meaningful.
Relevant cycle families (RCFs)1 are conceptually similar to

ICs. An RCF contains all RCs generated on the basis of a single
relevant cycle prototype (RCP). RCPs are not unique and their
number depends on the order of the molecule’s atoms. Since
each RCP results in an RCF, the RCFs are also not unique and
their number can vary for a molecule.
None of the mentioned concepts of ring perception effi-

ciently calculate a complete and polynomial set of unique and
chemically intuitive rings for molecular graphs. We introduce
the concept of unique ring families (URFs), which meets all of
these requirements.

■ UNIQUE RING FAMILIES
Generation of Relevant Cycles. Since unique ring families

(URFs) are defined on the basis of RCs, we provide a short
outline of Vismara’s RC detection algorithm.1 The perception
of RCs involves five consecutive steps which are explained
below (see Figure 2):

1. Calculate all 2-connected components of the molecular
graph G.

2. For each 2-connected component, calculate the shortest
paths from each vertex r to each other vertex, only
passing through vertices which follow r in an arbitrary
but fixed order π.

3. Calculate RCPs by combining pairs of shortest paths of
identical size starting from the same vertex r.

4. Eliminate RCPs which linearly depend on strictly smaller
cycles with respect to cycle addition.

5. Calculate RCs by a backtracking procedure on the basis
of the RCPs.

2-Connected components of the molecular graph can be
calculated using the algorithm published by Tarjan.18 The 2-
connected components will be called ringsystems in the
following sections. An order π of the vertices is established
by sorting them according to their degree in descending order.
Vertices of identical degree are ordered arbitrarily. This
ordering guarantees polynomial runtime complexity for the
calculation of RCPs. In the second step, a breadth-first-search is
used to calculate a single shortest path P(r,t) from each vertex r
to each other vertex through vertices following r in the ordering
π. Thus, only paths through vertices of equal or lower degree
are considered. If two shortest paths P(r,p) and P(r,q) of
identical size solely share the vertex r, and if furthermore p and
q are directly connected by an edge, an uneven ring is
identified. If p and q are both directly connected to a vertex z
which is neither a member of P(r,p) nor a member of P(r,q), an

Figure 1. Cubane contains six alternative MCBs. Each combination of
five of the 4-rings forms an SSSR.
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even RCP is identified. The length of the shortest paths used to
identify an RCP of size n is therefore given by the following
equation:

= | | =
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As described above, only a single shortest path is considered
for each pair of vertices. Multiple shortest paths connecting two
vertices may exist, however. Thus, the polynomial number of
RCPs represent only a subset of the exponential number of
RCs. To identify all RCs on the basis of the RCPs, Vismara’s
algorithm uses a backtracking procedure. The set of RCs
calculated during backtracking on the basis of a single RCP is
defined as an RCF. This backtracking procedure includes the
following steps:
First, for each RCP the set Sp of all shortest paths from p to r

and the set Sq of all shortest paths from q to r are calculated. If
an RCP is uneven, each combination of P(r,p) ∈ Sp and P(r,q)
∈ Sq forms an uneven RC with the edge E(p,q) (see, for
example, the 11-ring in Figure 2E). If an RCP is even, each
combination of P(r,p) ∈ Sp and P(r,q) ∈ Sq forms an even RC
with the edges E(p,z) and E(q,z).
Note that all RCs of an RCF have the same size. If their size

is uneven, they share at least the vertices r, p, and q and the
edge E(p,q). Otherwise, they share at least the vertices r, p, q,
and z and the edges E(p,z) and E(q,z). All RCFs of a molecular
graph are disjoint with respect to their rings and their union
forms the set of all RCs of a graph. In the following, the RCF of
a ring Cx will be called RCFx. Furthermore, we will write
E(RCFx) and V(RCFx) to denote the union of the edges or
vertices of all rings of an RCFx, respectively.
Introduction of Unique Ring Families. On the basis of

the RCs of a molecular graph, we define the terms URF-pair-
related and URF-related as follows:

Definition 1. Let C1 and C2 be two RCs of a graph G, then
C1 and C2 are URF-pair-related if and only if all of the following
conditions hold:

1. |C1|=|C2|
2. E(C1) ∩ E(C2) ≠ 0̷
3. It exists a set S of strictly smaller rings in G such that C1

⊕ (⊕c∈Sc) = C2

Definition 2 . The URF-relation is defined as the transitive
closure of the URF-pair-relation. A URF is defined as the set of
URF-related RCs and hence represents an equivalence class.
The length |URF| is defined as the length of each of its RCs.
The number of URFs of a graph is called URF-number.
For an efficient calculation of molecular ring topologies in

case of complex ringsystems, a description of rings should be at
most polynomial in number with respect to the size of the
graph. In the following, we estimate the URF-number of a
molecular graph by comparing it to the polynomial number of
RCFs.

Theorem 1. Any two rings of an RCF are URF-related.
Due to the construction of RCFs as described above, any two

RCs of an RCF have identical lengths and share at least either
an edge E(p,q) or the edges E(p,z) and E(q,z). Thus, all rings of
an RCF meet conditions 1 and 2 of definition 1. Furthermore,
the RCs of an RCF differ only by alternative shortest paths
replacing P(r,p) or P(r,q). As a consequence of eq 1, the
following equation describes the length of two shortest paths
used to construct an RCP of size n:

| ∈ | = | ∈ | <P r p S P r q S
n

( , ) ( , )
2p q (2)

Since P(r,p) contains less than half of the edges of the RCP,
the symmetric difference of any two alternative shortest paths
of Sp forms a set of rings which are smaller than n. Since the
same is true for any two alternative paths of Sq, each two rings
of an RCF can be constructed by cycle addition of each other
and a set of smaller rings. Hence, all rings of an RCF meet
condition 3 of definition 1. Consequently, any two RCs of an

Figure 2. Process to identify the RCs of a molecular graph. (A) At first, 2-connected components are calculated (B) and vertices are ordered
according to their degree. Vertices of higher degree are labeled with higher numbers than vertices of lower degree. (C) Shortest paths only passing
through vertices following r in the order π are calculated from each vertex r to each other vertex of the graph (shown for vertices 14 and 15). (D)
The polynomial number of RCPs are calculated on the basis of the identified shortest paths. Two shortest paths of equal lengths which only share
the vertex r form an uneven RCP if their end points (p, q) are adjacent. If they share an adjacent vertex z, they form an even RCP. (E) RCs are
enumerated on the basis of RCPs by combining alternative shortest paths (red arrows) connecting p or q to r.

Journal of Chemical Information and Modeling Article

dx.doi.org/10.1021/ci200629w | J. Chem. Inf. Model. 2012, 52, 2013−20212015

83



RCF are URF-related and the URF-number is less or equal to
the number of RCFs. Since the number of RCPs and RCFs is
polynomial according to Theorem 4 of Vismara’s paper,1 the
URF-number is at most polynomial, too.
Calculation of URFs. In the following, we provide an

algorithm to calculate the polynomial number of URFs in
polynomial time on the basis of the RCPs. The algorithm uses
the described properties of RCPs as well as their linear de-
pendency with respect to cycle addition in order to describe
URFs by their edges sets.
Lemma 1 . Let CA and CB be two URF-related RCs, then CA

and CB linearly depend on each other and a set of smaller rings
with respect to cycle addition.
According to condition 3 of definition 1, two URF-pair-

related RCs linearly depend on each other and a set of smaller
rings with respect to cycle addition. Since a URF consists of the
transitive closure of the URF-pair-relation, any two URF-
related RCs linearly depend on each other and a set of smaller
rings. Thus, URFs can be calculated in three steps.

1. Calculate RCPs according to Vismara’s algorithm.
2. Let B<(G) be a subset of a minimum cycle basis B with

B<(G) = {C ∈ B| |C| < |CA| = |CB|}. Identify all 2-pairs of
RCPs (CA, CB) with

⊕ ⊕ =
∈ <

C c C( )
c B G

A
( )

B
(3)

Note that this operation is already performed during the
calculation of RCPs. In Vismara’s ring construction
algorithm, a Gaussian elimination is used to eliminate
rings which depend on smaller rings. Any ring CA which
depends on smaller and equal sized rings is marked as
relevant. If the set of equal sized rings on which CA
depends on, only consists of a single ring CB, CA and CB
are marked as potentially URF-related. Furthermore,
please note that any two rings of RCFA ∪ RCFB meet
conditions 1 and 3 for being URF-pair-related.

3. If any two rings of RCFA and RCFB share an edge, these
two rings are URF-pair-related. Since the URF-relation is
an equivalence relation, CA and CB are URF-related if

∩ ≠ ̷E E(RCF ) (RCF ) 0A B (4)

In order to calculate RCPs according to Vismara’s algorithm,
rings which linearly depend on strictly smaller rings are
eliminated. If a ring depends linearly on rings of the same size
and strictly smaller rings, it is marked as relevant. All RCs of
identical size which are identified in this step to be linearly
dependent on each other and a set of smaller rings form pairs of
possibly URF-related RCPs. For each RCP, all edges and
vertices belonging to the same RCF can be identified using a
simple breadth first search starting from r followed by a
backtracking procedure involving the following steps:

1. Starting from r each vertex v is labeled according to its
distance dv to r using a breadth-first-search.

2. Ecur and Vcur represent the vertices and edges currently
identified as belonging to ERCF and VRCF, respectively.
Vcur is initialized with Vcur ← {p,q,z} if CA has even size
and Vcur ← {p,q} if CA has uneven size. Ecur is initialized
with Ecur ← {E(p,z),E(q,z)} if CA has even size and Ecur
← {E(p,q)} if CA has uneven size. A list Q of vertices is
initialized with Q ← {p,q}.

3. For a vertex vcur ∈ Q identify each directly connected
vertex vadj. If dvcur − 1 = dvadj, then

• Ecur ← Ecur ∪ E(vcur,vadj)
• Vcur ← Vcur ∪ (vadj)
• Q ← Q ∪ vadj if vadj ∉ Vcurr

4. Q ← Q\vcur.
5. If Q = 0̷, then Ecur = E(RCFA) and Vcur = V(RCFA).

Otherwise, continue with step 3.

For a connected graph containing |E| edges and |V| vertices,
RCPs can be calculated in (Z|E|3) with Z = |E| − |V| + 1 being the
cyclomatic number of G.1 A Gaussian elimination to identify RCPs
of identical size, which depend on each other and strictly smaller
rings, can be performed in (|E|R2) operations with R being the
number of RCPs. The sets of edges belonging to each RCF are
calculated in (|E|R). Finally, the edge set intersections of all 2-pairs
of RCFs can be calculated in (|E|R2). According to Visamara1 the
number of RCPs (R) is limited by the following relation:

≤ | | + | | ⇒ ≤ | | + | || |R E Z V R E E V2 22 2 (5)

Consequently, the Gaussian elimination and the calculation of
the edge intersection of 2-pairs of RCPs are the speed-limiting
steps and URFs can be perceived in (|E|5+|V|2). Thus, URFs
represent a polynomial description of the ring topologies of a
molecular graph and can be calculated in polynomial time.

Interpretation of URFs. From a chemical perspective,
URFs can be best understood by calculating the union of the
edges of all URF-related rings. Since a URF can contain smaller
URFs, it can be illustrated by merging these smaller URFs to
single nodes. This illustration represents a quotient graph of the
partition of smaller URFs. Examples of molecular graphs and their
corresponding RCs, RCPs and URFs are shown in Figures 3 and 4.

Compared to common strategies of ring perception, URFs
have the major advantages that they are unique, intuitive,
polynomial in number and provide a complete description of

Figure 3. Ring system (A) containing 2 RCPs of size 6 (B) and 2
RCPs of size 12 (C). The two small rings form individual URFs (E).
The two 12-rings belong to the same URF since they have the same
size, share edges, and are linearly dependent on each other and one of
the 6-rings. The molecular graph contains a total of six RCs (D) and
three URFs (E). The URFs are illustrated as a quotient graph with the
smaller URFs merged to individual nodes.
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the ring topology of a molecular graph. Macrocycles with para-
substituated rings are a well-known problem (see Figures 3
and 4). The molecular structure shown in Figure 4 contains
264 RCs and 256 different possible SSSR cycle bases. The 256
large RCs belong to the same URF, resulting in 9 URFs.
Thereby, URFs model the intuitive description of the molecule
as a macrocycle containing eight smaller rings.
A frequently found specification in chemical patterns is the

number of rings an atom is involved in. In the pattern language
SMARTS, this is modeled with the R-feature. As discussed in
the introduction, the R-feature is based on an SSSR which
causes problems due to nonuniqueness. So far, no alternative
approach resulting in a unique and polynomial number of ring
representatives was available. Describing atoms by the number
of URFs they are involved in represents an easy to implement
solution to this problem.
Figure 5A shows the number of rings that contain the atoms

A1 and A2. Using SSSRs, the result depends on the selected
cycle base. In contrast, the number of RCs is large and
chemically nonintuitive. Similar problems occur for symmetric
cyclic structures like cubane (see Figure 5B). The calculation of
URFs results in a consistent and chemically meaningful value
for each atom. Furthermore, if an application requires the con-
struction of an MCB, this can be easily achieved by selecting a

single arbitrary RCP of each URF followed by a Gaussian
elimination of the resulting set of rings. Since the number of
URFs is greater than or equal to the number of cycles of an
MCB and smaller than or equal to the number of RCPs, the
URF-number can be estimated by the following equation:

− + ≤ − ≤ +E V E EV( 1) URF number (2 )2
(6)

Figure 4. Ring system (A) consisting of 8 RCPs of size 6 (B) and 4 RCPs of size 24 of which 2 are illustrated (C). While the large RCPs have the
same size and are linearly dependent according to condition 3 of definition 1, they do not share any edge. Their RCFs, however, share 36 edges.
Note that this demonstrates, that two URF-related rings are not necessarily URF-pair-related. (D) The molecular graph contains 8 RCs of size 6 and
256 RCs of size 24. The set of all 264 RCs can be represented by 9 URFs. Eight URFs each contain a single 6-ring. One URF represents a
macrocycle including the small URFs. This URF is illustrated as a quotient graph of the partition of smaller URFs. Note that the number of RCs
increases exponentially with the number of para-bridged 6-rings, while the number of URFs increases linearly and stays intuitive.

Figure 5. Two complex ring systems with their number of SSSR-rings,
relevant cycles, and unique ring families. Additionally, ring member-
ships for the marked atoms are listed.
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■ COMPUTING TIME BENCHMARKS

Ring perception is an important step in almost all chemo-
informatics tasks. Applications which process large data sets
thus require a fast method to identify the rings of molecular
graphs. To check the large-scale applicability of the described
method to calculate URFs, we measured the runtimes for the
perception of URFs for a number of test sets. Time measurements
were performed in a single thread on a PC with an Intel Core2
Quad Q9550 CPU (2.83 GHz) and 4 GB of main memory. For
each molecule of the data set, the runtime for 100 iterations of
ring perception was measured and on the basis of this mea-
surement, the average runtime for a single ring perception was
calculated. For file-IO we used the NAOMI framework.19

Measured runtimes shown in Figure 7 do not include file I/O
and molecular preprocessing. The data structures of the
NAOMI framework are not specifically optimized for the
detection of URFs but focus on the correct chemical modeling
of small molecules. The listed runtimes thus provide an

estimate of URF detection in the context of a common che-
minformatic application.
To investigate the maximum runtime for the perception of

URFs, we generated a number of molecules containing highly
complex ring systems. First, we generated cyclophane-like
structures that contain a large macrocycle with n para-bridged
6-rings. The generated molecules have a cyclomatic number Zn

of Zn = n + 1, contain n2 + n RCs and n + 1 URFs. The runtime
for the calculation of the URFs of these molecules is shown in
Figure 6A. The required runtime for molecules containing |V|
atoms and a cyclomatic number of Z increases approximately
with |V|2 and Z2.
As a second type of molecules that contain complex rings,

single walled nanotubes were generated using ConTub.20 While
the parameters i and k were set to 5 nm, the length of the
nanotube was increased in steps of 5 nm starting with a length
of 10 nm up to a maximum of 100 nm. Both V and Z increase
linearly with the length of the nanotube. As shown in Figure 6B,

Figure 6. Required runtimes for the calculation of URFs depending on the number of atoms (left) and the cyclomatic number (right) for
cyclophane-like structures (A), nanotubes (B), and fullerenes (C).
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the runtime for the calculation of URFs increases slower than
V3 or Z3.
As a third set of complex molecules, a number of fullerenes

ranging from C24 to C320 were generated. Coordinates of
these molecules were taken from a Fortran program specialized
in the generation of fullerenes.21 The runtime requirement
again increased approximately with V2 as well as with Z2 (see
Figure 6C).
Finally, to investigate the runtime which is required to per-

ceive rings of commonly used molecules, we perceived URFs
for the PubChem Compound 2D data set.3 The data set was

downloaded on March 27th, 2011 from ftp://ftp.ncbi.nlm.nih.
gov/pubchem/Compound/CURRENT-Full/ and contains 32
593 299 molecular structures. These include a number of
molecules of high complexity not present in the respective 3D
data set. Figure 7A illustrates the complexity of the data set by
showing the maximum cyclomatic number for the ringsystems
of each molecule.
Shown runtimes represent the required runtime for 100

iterations of ring perception. Nevertheless, these runtimes are
close to zero for most common molecules. The median for the
percerption of URFs for a molecule of the Pubchem Data set is

Figure 7. (A) Maximum cyclomatic number of the ringsystems of the molecules of the Pubchem-2D data set. (B) Benchmarks for URF perception
for those molecules of the PubChem-2D data set having a cyclomatic number of at least one.
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0.02 ms, the average runtime is 0.05 ms, and the maximum
runtime is 102 ms. This demonstrates that URFs can be
calculated on the fly even for interactive applications and large
databases. Only 34 490 molecules (0.11% of the database)
show runtimes of more than 1 ms for the calculation of URFs.
A list of those 100 molecules which require the highest run-
times for the calculation of URFs is added to this paper as
Supporting Information. Some representative examples are
shown in Figure 8.
A common molecular file format conversion, tested with

Open Babel for the ZINC-everything data set, requires ap-
proximately 2 ms.19 Due to the low runtime for calculating
URFs of about 0.02 ms for commonly used molecules, the
perception of URFs is suitable for high throughput chemo-
informatics applications. Even for an artificially complex
cylophane-like structure containing 100 + 2100 RCs, the URFs
can be calculated in less than 2 s.

■ CONCLUSION

We have introduced the concept of unique ring families (URFs).
In contrast to common ring perception approaches, URFs are
polynomial in number, unique, and provide a complete de-
scription of the rings of a molecular graph. Furthermore, we
have described an efficient method to calculate URFs in
polynomial time. We demonstrated its applicability on large
scale by showing computing time benchmarks for the Pubchem
2D data set. For these reasons, URFs represent a valuable
alternative to common ring perception concepts and are worth-
while to be considered as a standard description for ring
topologies in molecular graphs.
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ABSTRACT: The analysis of small molecule crystal structures is a common
way to gather valuable information for drug development. The necessary
structural data is usually provided in specific file formats containing only
element identities and three-dimensional atomic coordinates as reliable
chemical information. Consequently, the automated perception of molecular
structures from atomic coordinates has become a standard task in
cheminformatics. The molecules generated by such methods must be both
chemically valid and reasonable to provide a reliable basis for subsequent
calculations. This can be a difficult task since the provided coordinates may deviate from ideal molecular geometries due to
experimental uncertainties or low resolution. Additionally, the quality of the input data often differs significantly thus making it
difficult to distinguish between actual structural features and mere geometric distortions. We present a method for the generation
of molecular structures from atomic coordinates based on the recently published NAOMI model. By making use of this
consistent chemical description, our method is able to generate reliable results even with input data of low quality. Molecules
from 363 Protein Data Bank (PDB) entries could be perceived with a success rate of 98%, a result which could not be achieved
with previously described methods. The robustness of our approach has been assessed by processing all small molecules from the
PDB and comparing them to reference structures. The complete data set can be processed in less than 3 min, thus showing that
our approach is suitable for large scale applications.

■ INTRODUCTION
Crystal structures of protein−ligand complexes provide
valuable insights into the interactions between proteins and
small molecules. The statistical analysis of these structures has
become an important tool in many different areas of research in
the life sciences. Because of the large number of entries, the
Protein Data Bank (PDB)1 is the most important resource for
experimentally determined structures of protein−ligand com-
plexes. The structural data in the PDB is made available via
different chemical file formats (PDB, mmCIF, PDBML/
XML),2 of which the PDB format3 is the most common.
PDB files contain element identities, three-dimensional
coordinates, and connectivities for all atoms. However, unlike
many other chemical file formats, this format does neither
provide information about bond orders, formal charges, and
aromaticity nor any kind of atom typing. Many cheminfor-
matics methods and tools, however, depend on those and
similar properties. Hence, when PDB files are supported as
input, those properties have to be derived from the information
provided by the file format. Although many current software
packages include functionality to perceive molecular structures
from three-dimensional coordinates, only a small number of
these approaches has been published.4−10

The initial steps of all methods are similar to a certain extent.
First, covalent bonds between atoms are identified by either
using distance criteria or by simply relying on the connectivity
data (CONECT entries) provided by the PDB format. In some
approaches, this step is followed by a valence check during
which spurious bonds arising from distorted geometries are

removed. Subsequently, possible hybridizations for atoms are
determined by analyzing bond lengths and bond angles. In the
next step bond orders and atom types are assigned. Depending
on the way these assignments are handled, the methods can be
divided into two classes. Approaches from the first class
determine bond orders independently of hybridization states,
either by using the bond lengths directly or by matching of
functional group patterns. This is often followed by an
additional step during which inconsistencies in the assignments
are handled. In methods from the second class, bond orders are
derived directly from previously determined hybridization
states using different bond localization routines.
We present a new method for the perception of molecular

structures from three-dimensional atomic coordinates, which is
based on the recently published NAOMI model.11 Using its
robust chemical description, the molecules are constructed in a
hierarchical scoring approach. The first steps are based on the
local geometry of each individual atom, whereas later steps
include larger parts of the atom’s environment to generate a
correct chemical representation. This bottom-up approach has
the advantage that it does not rely on definite assignments at
early stages, for example, by assigning bond orders by torsion
angles, or by matching of functional group patterns. In contrast
to previously published methods, the final solution is selected
from a list of potential candidate structures which are ranked
using both confidence values for the atoms’ geometry and
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chemical knowledge. This combination is the key to circumvent
the shortcomings of other approaches, which either put too
much focus on the provided coordinates or simply ignore them
by using pattern-matching. The method’s robustness and
reliability are validated in different procedures by comparing
reference molecules to the generated molecular structures.
Furthermore, benchmark studies show its suitability for large
scale applications.

■ METHODOLOGY
Overview. The aim of the presented method is the

generation of both chemically valid and reasonable molecular
structures from element identities and three-dimensional
atomic coordinates. A molecule is considered chemically valid
if a valence bond structure (Lewis structure) can be found, in
which the valences of the atoms’ elements are not violated. Not
every possible valid valence bond form, however, provides a
reasonable description of the molecule. On the one hand,
geometric features, for example, interatomic distances and
planar groups, must be reflected in the assigned bond orders.
On the other hand, common standards for the representation
of particular functional groups and resonance forms should be
met. The last point is especially important since resonance
forms and, depending on the quality of the provided
coordinates, even tautomeric forms can not be deduced from
geometry alone. For this purpose, we make use of the NAOMI
model,11 which has been successfully applied to the consistent
conversion of chemical file formats. In this model, atoms are
represented by three chemical descriptors, namely element,
valence state, and atom type, which are assigned in three
consecutive steps. Valence states represent valid bond order
distributions for atoms in valence bond structures. They are
defined by an element identity, the number of associated single,
double, and triple bonds and a formal charge (e.g., N400+ for
quaternary nitrogen atoms). As will be explained below, valence
states can be used to generate valence bond forms if the atoms’
connectivities are known. Atom types are derived from valence
states and are thus independent of the input file format.
The perception of molecular structures from atomic

coordinates is performed in four steps (see Figure 1). At first,
covalent bonds are identified on the basis of interatomic
distances. The second step comprises identification of possible
valence states for each atom and scoring according to the
atom’s local environment. In the third step valence bond forms
of the molecule are generated by enumerating valid

combinations of valence states and their associated bond
orders. These combinations are scored in the final step to
determine the most appropriate valence bond representation of
the molecule. The strategy adopted in our method is based on
the opinion that the best possible compatibility between the
perceived molecules and the provided coordinates should be
sought. We believe, that the best way to do so is to build the
molecular structure based on the atom’s local geometries and
use chemical knowledge only when either inconsistencies are
encountered or ambiguities need to be resolved.

Identification of Bonds. To determine if a covalent bond
exists between two atoms, the distance criterion originally
proposed by Meng4 is applied. A bond is created if

δ = − + <r R R( ) 0.4 Åij i jbond (1)

where rij is the distance between the atoms i and j and Ri and Rj
denote the covalent radii12 of the atoms’ corresponding
elements. The high tolerance value of 0.4 Å in eq 1 ensures
that no potential covalent bond is missed during the
identification process. The softness of the criterion can,
however, lead to an erroneous bond perception in case of
distorted geometries. The resulting superfluous bonds give rise
to two different types of chemical errors, which can readily
occur at the same time. On the one hand, the atom’s number of
bonds may exceed the maximum valence of its associated
element. On the other hand, distorted geometries may lead to
the formation of incorrect cyclic structures (usually rings of size
three or four). To deal with these errors, the bond perception is
performed in several consecutive steps: (1) identification of
bonds between non-hydrogen atoms, (2) valence check for all
atoms and removal of superfluous bonds, (3) perception of the
molecule’s rings, (4) length check for all ring bonds and
removal of superfluous bonds, and (5) identification of
hydrogen bonds.
After the perception of all non-hydrogen bonds, each atom is

checked for violations of its valence. This is done by comparing
the number of identified bonds to the number of allowed bonds
for its element. If a violation is encountered, long bonds (δbond
> 0.1 Å) are removed in order of their lengths until either the
valence is restored or all long bonds are eliminated. In case of
short non-hydrogen bonds (rij < 0.5·(Ri + Rj)), the coordinates
are considered incorrect and the molecule cannot be
constructed. After the ring perception each ring is checked
for long bonds (δbond > 0.1 Å). If such a ring is encountered, its
longest bond is removed and the molecule’s rings are

Figure 1. Schematic view of the workflow for the generation of molecules from three-dimensional coordinates.
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recalculated. This process is repeated until all long bonds in
rings are eliminated. In contrast to non-hydrogen atoms,
hydrogens are only allowed to have one bond and only the
closest heavy atom needs to be identified. The hydrogen bond
is created if the resulting bond is not short (⇒ rij ≥ 0.5·(Ri +
Rj)) and the heavy atom’s valence is not violated. Otherwise the
hydrogen atom is discarded.
Selection of Valence States. In the next step, suitable

valence states are selected from a list of allowed states for the
respective element for each atom. Since bond orders have not
been assigned at this point and formal charges are usually not
provided, the number of bonds from the previous step is the
only criterion for this selection. Valence states are selected in
two cases. First, if the valence state and the atom have an
identical number of bonds. Second, if the atom’s bond count is
smaller, but the missing bonds can be saturated by hydrogens.
Charged valence states are only considered if no corresponding
neutral state exists or a formal charge has been specified for the
atom. Examples for this identification procedure are shown in
Figure 2.
In many cases, this results in an ambiguous assignment since

multiple valence states may be compatible with a particular
number of bonds. To deal with this ambiguity, all selected
valence states are scored to determine the most appropriate
choice as explained below. This score reflects the state’s
compatibility with the atom’s local environment, which is
characterized by the spatial distribution of the atom’s neighbors
and their respective element identities. The use of a predefined
list of valid valence states is an important aspect of ensuring a
molecule’s chemical validity. Atoms with an invalid number of
bonds can be easily identified by the fact that no candidate
valence state has been found. This evidently applies to all cases,
where the number of bonds exceeds the maximum allowed
number for the respective element. In addition to that, it is also
possible to identify atoms with unusual bond counts in case of
higher row elements such as sulfur or phosphorus. A typical

example would be a phosphate group that is missing two of its
terminal oxygen atoms thus leaving the central phosphorus with
only two covalent bonds. This constellation is rather unlikely in
organic molecules and simply saturating the atom’s valences by
addition of hydrogens seems questionable in a chemical sense.
If no candidate valence state for an atom can be found, the
molecule is considered incorrect and cannot be constructed.
The most common candidate valence states for typical
elements in organic molecules are shown in Table 1.

Evaluation of Geometrical Parameters. The compati-
bility of valence states is mainly assessed on the basis of the
atom’s local geometry. For that purpose, several geometrical
parameters g are evaluated and used to derive scores Gp(g) for
different chemical properties p, for example, bond orders.
These scores are calculated according to the following scheme.
For each property, a minimum and a maximum value are
defined, which correspond to the scores of 0.0 and 1.0,
respectively (see Table 2). Between the minimum and the
maximum values a linear function is used.
The absolute value of the scalar triple product π of the

normalized bond vectors connecting an atom and its neighbors

Figure 2. Examples for the selection of valence states. The crossed-out states are not selected since they can be deduced from the corresponding
neutral states shown in the same box.

Table 1. Most Common Candidate Valence States for Typical Elements in Organic Moleculesa

element valence states

hydrogen H100
carbon C400 C210 C101 C020
oxygen O200 O010 O110+ O300+ O001+
nitrogen N300 N110 N210+ N400+ N020+ N101+ N001
phospohrous P310 P300 P400+
sulfur S220 S210 S300+ S200 S110+ S010 S001+

aValence states are represented as element symbol followed by the number of single, double, and triple bonds and the formal charge.

Table 2. Parameters for the Calculation of Scores Gp(g) for
Different Properties pa

property parameter minimum (0.0) maximum (1.0)

Gplanar(π) π ≥0.6 ≤0.15
Glinear(α) α[°] ≤150 ≥170
Gsp

2(α) α[°] ≤114 ≥118
Gsingle(δ) δ[Å] ≤−0.1 ≥−0.04
Gdouble(δ) δ[Å] ≥−0.04 ≤−0.1
Gtriple(δ) δ[Å] ≥−0.15 ≤−0.25
Gplanar(τ) τ[°] ≥40 ≤10

aBetween the minimum and the maximum values a linear function is
used.
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is a direct measure for its planarity (Gplanar(π)) and can thus be
used to distinguish sp2 from sp3 hybridizations. A triple product
smaller than 0.15 indicates planarity, whereas a value larger than
0.6 (the triple product of an ideal tetrahedron is approximately
0.7) indicates the opposite. Bond angles α are used to
determine the hybridization of an atom. They are especially
important for the identification of linear geometries (Glinear(α)),
for example, in the presence of triple bonds. Because of the
large difference to the bond angles of other hybridizations, sp
hybridization can be easily distinguished. The smaller difference
between the angles associated with sp2 and sp3 hybridizations
makes the distinction between these cases rather difficult
(Gsp

2(α)). Scores for particular bond orders (Gsingle(δ),
Gdouble(δ), Gtriple(δ)) are determined using the bond length δ
which is calculated as described in eq 1. In the case of double
bonds, the largest torsion angle τ at the respective bond is
taken into consideration (Gplanar(τ)). Torsion angles can be
used to check if the atoms surrounding the bond partners are
coplanar, which is a precondition for double bonds. By taking
torsion angles into account, invalid double bond assignments
due to shortened interatomic distances can be avoided. Single
bonds joining an aromatic ring with either an alkyl substituent
or another aromatic ring are typical examples for this case.
Although the bond length might be shortened, the torsion
angle often clearly contradicts the double bond order. The
torsion bond probability Gdouble(δ,τ) is the product of Gdouble(δ)
and Gplanar(τ). For atoms in rings, torsion angles τ can be used
to determine the planarity of the ring. In this case, only bonds
in the same ring are included during the calculation of the
largest torsion angle.

Probabilities of Hybridization States. The scores Gp(g)
are the basis for the calculation of probabilities for different
hybridization states Phyb. Since the number and kind of
parameters used strongly depends on the atom’s topology,
each case is discussed separately.
For atoms with one bond, the bond length is the only

available geometrical parameter.

δ=P G ( )sp triple (2)

δ δ= −P G G( ) ( )sp double triple2 (3)

δ=P G ( )sp single3 (4)

In this case the probabilities for the hybridization states
correspond to the scores for the respective bond orders as
described in eqs 2−4. Since sp hybridization is always
associated with a linear geometry, the number of bonds at
the atom’s neighbor is checked. If the neighbor has more than
two bonds this condition cannot be fulfilled and the value of Psp
is added to Psp2 and then set to 0.0.
For atoms with two bonds, one bond angle and two bond

lengths are available. The score for the presence of a double
bond at the atom Adouble is calculated as the sum of the torsion
bond scores Gdouble(δ, τ) of the atom’s bonds, whereas its
maximum value is limited to 1.0.

∑ δ τ=A Gmin(1.0, ( , ))double double (5)

The sum in eq 5 is used to account for the limitations of
valence bond structures. In delocalized systems, for example,
aromatic rings, bonds can have lengths between the expected

Figure 3. A: Score for the planarity of an atom using the triple product. B: Score for bond orders using the bond length. C: Score for an sp2

hybridization on the basis of an atom’s bond angle. D: Score for planarity using the largest torsion angle.
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values of single and double bonds. In this case, the score for the
presence of a double bond might be underestimated if only the
larger of both values is considered. Because of the geometric
restraints in small rings, we then distinguish two cases. For
atoms in an acyclic environment or in large rings (at least eight
atoms), the following probability scheme is used:

α= · + ·P G A2/3 ( ( ) 0.5 )sp linear double (6)

α
=

· − >

· + ·⎪
⎪⎧⎨
⎩

P
P P

A G

1/2 (1.0 ) if 0.0

2/3 ( 0.5 ( )) else
sp

sp sp

double sp

2

2

(7)

= − +P P P1.0 ( )sp sp sp3 2 (8)

Since only the sp hybridization is compatible with a linear
geometry, the bond angle has a higher weighting factor in the
calculation of the associated probability in eq 6. For the
probability of an sp2 hybridization in eq 7 it is considered less
reliable due to the small difference to the ideal value of the sp3

hybridization. If the atom is part of a small ring (less than eight
atoms), ring torsion angles can be used as an additional
parameter to assess the planarity of the respective ring.
Furthermore, a linear arrangement is extremely unlikely in
these cases, so that only sp2 and sp3 hybridizations need to be
considered. The probabilities and scores are adapted in the
following way:

α= · + + ·P A A G2/5 ( 0.5 ( ))sp double planar sp2 2 (9)

= −P P1.0sp sp3 2 (10)

Since bond angles in rings with a size smaller than six are
strongly influenced by the strain of the cyclic arrangement, they
are not a reliable measure for the atom’s hybridization. In this
case, the score is automatically set to 0.5 to indicate that no
decision can be made. The planarity score Aplanar in eq 9 for an
atom is the minimum of the Gplanar(τ) (see Figure 3D) scores of
each bond.
For atoms with three bonds, three bond angles, three bond

lengths, and one triple product can be calculated. Since sp
hybridization is not possible in this case, a decision between sp2

and a sp3 hybridization has to be made. For the calculation of
the atom’s angle score Asp

2(α) the mean bond angle α̅ is used.

π α= · · + · +P G A A1/6 (3 ( ) 2 ( ))sp planar double sp2 2 (11)

= −P P1.0sp sp3 2 (12)

Again, the geometrical parameters are not considered equally
reliable which is reflected in the different weighting factors in eq
11. The scoring of valence states for atoms with four or more
bonds is solely based on scores for bond orders, and no
probabilities for hybridizations need to be calculated for these
cases.
Scoring of Valence States. The probabilities Phyb from the

previous step are used to calculate integer-based scores for all
selected valence states of each atom. This score reflects the
compatibility between the atom’s local environment and the
respective valence state and is used to identify the best suited
state for an individual atom. Additionally, the absolute value of
the score also provides a measure of confidence, which can be
used to compare possible valence state assignments for different
atoms. The scoring procedure makes use of the fact that
valence states are not compatible with all hybridization states.

In case of compatibility, the score SVS is calculated using the
probability Phyb according to the following scheme:

=
<

⌊ · + ⌋⎪
⎪⎧⎨
⎩

S
P

P c

1 if 0.6

0.5 elseVS
hyb

hyb (13)

The confidence factor c in eq 13 determines the maximum
value of the score and depends on the topology of the
respective atom (see Table 3). The values are based on the

number of geometrical parameters available for the calculation
of the probabilities Phyb. A single bond length, for example, is
not well suited to reliably distinguish between hybridizations,
since even small geometrical distortions may cause the bond
order perception to fail. This lack of reliability is reflected in a
small confidence factor of 2.0 for atoms with one bond. The
integer-based scheme ensures that only those valence states
which are clearly favored by the atom’s local geometry receive
scores larger than one. This prevents the elimination of valence
states based on small geometrical differences.
If the compatibility between the selected valence states and

their associated hybridization states is mutually exclusive, the
scoring procedure is straightforward. Because of the limitation
of valence bond structures, this is, however, not always the case
(see Figure 4 for examples). On the one hand, there are atoms
which are represented by the same valence state but have
different hybridizations, such as nitrogens in amines and
amides. These cases are handled by assigning the largest score
obtained for all compatible hybridizations to the respective
valence state. On the other hand, some atoms are not
sufficiently represented by a single valence state such as
oxygens in a carboxylate group. In this case both compatible
valence states receive identical scores. Examples for the scoring
procedure are shown in Figure 5.
The calculation of scores for atoms with four or more bonds

can in most cases be avoided due to the fact that there is only
one suitable valence state. If this is not the case, the multiple
bond score Adouble introduced in eq 5 is used in place of Phyb to
calculate the score for all selected valence states. This is always
sufficient to distinguish between the alternatives.
In some cases, it is beneficial to remove valence states from

the list of candidates if their associated hybridization is not
compatible with the atom’s local geometry (Phyb = 0.0). These
valence states will not be considered during the generation of
valence state forms, which in turn reduces the complexity of the
next steps. Since distorted geometries could easily lead to the
premature exclusion of relevant valence states, this is only done
in two rather unambiguous cases. First, if the corresponding
valence state is only compatible with an sp hybridization and
second if the atom has three bonds.
Distorted geometries can also result in incorrect scores which

will eventually lead to undesired valence bond structures. This
is especially true if atoms with only one bond are involved since
the resulting assignment cannot be corrected by the valence
states of the surrounding atoms. To avoid these errors, valence

Table 3. Confidence Values for Different Topologies

topology confidence c

1 bond 2.0
2 bonds(acyclic) 3.0
2 bonds(cyclic) 4.0
≥3 bonds 5.0
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state scores of atoms that are part of specific substructures are
increased by +2 (see Figure 6). These resulting scores are,
however, not high enough to change the assignment in case of a
perfect geometric compatibility.
The purpose of the described procedure is to provide reliable

scores which can be used to identify the best valence state

representation of the molecule. Due to the differing quality of
available input data, this must also apply if the provided
coordinates are of poor quality. As mentioned above, the scores
are not only used to find the best choice for an individual atom
but also to compare assignments between atoms. This means
that valence states with higher scores have a stronger influence

Figure 4. Limitations of valence bond structures: (a) Nitrogens in amides and amines have the same valence states but different geometries. (b)
Oxygens in carboxylates have different valence states but have the same bond length.

Figure 5. Examples for the valence state scoring procedure. Relevant geometrical parameters are triple products, bond lengths, bond angles and
torsion angles. If bond angles and bond lengths do not indicate a linear geometry, valence states associated with a linear geometry are excluded
(marked in red). For the atoms A, C, and D the geometrical parameters clearly support one of the valence states. In the case of atom B, there is no
clear preference and two valence states are equally probable.
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on the resulting valence state form. The score does not only
depend on the number of available parameters at the respective
atom, but also on their consistency. This is assessed by the
individual evaluation of the geometrical parameters during the
calculation of the probabilities Phyb. A value of 1.0 is only
possible if all geometrical parameters are consistent, which in
turn results in low scores for atoms with inconsistent local
geometries.
Generation of Valence Bond Forms. In the next step,

chemically valid valence bond representations of the molecule
are generated by assigning valence states to all atoms and bond
orders to all bonds. A combination of valence states is valid if a
bond order distribution can be generated which is in
accordance with the valence states of the atoms. The score of
such a combination is calculated as the sum of the scores of the
valence states from the previous step. The best combination
can be identified by enumerating all valid combinations with a
maximum score. For the enumeration a branch and bound
algorithm with a depth-first search strategy is used. Prior to the
enumeration, the list of valence states for each atom is checked
for cases where only one valence state is remaining. This state is
assigned directly and the orders of the adjacent bonds are
adapted accordingly. Afterward, the molecule is partitioned into
zones containing atoms connected by bonds with unassigned
bond orders. The individual processing of each zone further
decreases the number of possible combinations. If a single best
scored combination for a zone exists, it is selected. Otherwise,
combinations with equal scores are ranked using additional
geometrical and chemical criteria as described below.
Scoring of Valence Bond Forms. Each combination of

valence states generated in the last step is a valid valence bond
form (in the sense that no valences are violated) and is also
compatible with the local geometry of the atoms. This does,
however, not necessarily imply that each form provides a
reasonable description of the molecule. On the one hand,
discrepancies between the assigned bond orders and the actual
bond lengths might exist, which could not be resolved during
the atom based valence state scoring procedure. On the other
hand, the combination might contain unusual representations
of functional groups or conjugated systems, which could not be
excluded using geometrical parameters alone. Hence, an
additional scoring scheme, which makes explicit use of the
assigned bond orders, is applied to distinguish reasonable from
undesired valence bond forms. In contrast to the previous steps,
where geometrical parameters had a high priority, this step
focuses mainly on chemical aspects.
Prior to the scoring procedure, valence states and bond

orders are assigned if they are identical in all generated valence
bond forms. Afterward, the molecule is again partitioned into
zones containing atoms connected by bonds with unassigned
bond orders. Then, substructures (see Figure 7) including at
least one of the unassigned atoms are identified in each of the
remaining valence bond forms. These substructures correspond
to preferred representations of functional groups and for each

match a score of +1 is assigned to the respective form. If an
unassigned atom is part of a ring with a size smaller than eight,
Hueckel’s rule is applied to assess its aromaticity. Valence bond
forms receive a score of +1 for each ring, where the rule is
fulfilled. It must be stressed that our approach does not favor
particular functional groups or aromatic rings in general but
only if the geometrical parameters were not sufficient to resolve
the structure.
If a bond with an unassigned bond order is part of a

substructure or ring which has been scored in the previous step,
no further scoring is performed. Otherwise, Gorder(δ) from
Table 2 is used to determine if the current bond order is
compatible with the calculated bond length. In the case of
double bonds, Gdouble(δ,τ) is used. If the respective value
exceeds a threshold of 0.7 a score of +1 is assigned to the
valence bond form. Hence, solutions in which bond lengths do
not correspond to the assigned bond orders receive lower
scores. If the bond is also part of a ring with less than eight
atoms, Gplanar(τ) is used as an additional parameter to assess the
bond’s planarity. A score of +1 is assigned if either Gplanar(τ) is
smaller than 0.3 (planar geometry) for a double bond or
Gplanar(τ) is larger than 0.7 (ring is not planar) for a single bond.
Again, only the solutions with the largest scores are kept. If

there are still multiple solutions left, they are considered
equivalent and a canonization scheme is used to choose a
unique form for each zone. Since a detailed explanation of the
canonization algorithm extends the scope of this publication,
only a brief description of the general idea will be given. The
atoms of the respective zone are ordered in a procedure similar
to the CANON algorithm13 used for the generation of
USMILES. The zone is then processed atom by atom according
to this newly generated order. At each step the respective
solutions are sorted by the valence states (using ids as sorting
criterion) of the particular atom and all solutions with lower
ranks are eliminated. This process is repeated until only one
solution remains. Obviously, it is also possible to omit the
canonization and use the solutions for each zone to enumerate
all equivalent valence bond forms of the molecule.

■ RESULTS AND DISCUSSION
Validation with Curated Structures. In a first validation

procedure we tested if our method was able to generate the
expected valence bond structures for small molecules from
different PDB entries. The success was verified by comparison
of the resulting molecules to manually curated reference
structures provided as USMILES.13 Small molecules were
extracted from PDB entries used in the studies of Hendlich6

and Labute.7 Because of its importance in the field of

Figure 6. Additional scores of +2 are assigned to valence states for
atoms (marked with red spheres) in specific substructures. The
number of bonds at the atoms corresponds to the number of bonds
identified during the bond perception.

Figure 7. Substructures representing favored representations of
particular functional groups in valence bond structures. The R
represents both carbon and hydrogen.
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cheminformatics, we also included the ligands from the PDB
entries of the Astex Diverse Set.14 The complete validation set
consists of 563 molecules from 363 PDB entries. Both PDB
entries and SMILES files for the respective compounds are
provided as Supporting Information. Table 4 lists the PDB

entries and the component names of the ligands for which our
method failed to generate the expected structure. Five of these
examples are shown together with the reference structures
taken from the respective publications in Figure 8.
The dihydro-oxazol ring of ligand W71 from 2R04 (see

Figure 8A) is perceived as oxazol. Because of a short bond of
C4A to the nitrogen atom and the planarity of the five-
membered ring, the valence state C210 (which is compatible
with an sp2 hybridization) receives a higher score. This
eventually leads to a structure including an aromatic ring.
One of the hydroxy groups of the flavin mononucleotide ligand
FMN from 3FX2 (see Figure 8B) is interpreted as a carbonyl
group. In this case the valence state C210 is favored due to the
trigonal planar geometry of C2′. The same also applies to the α
carbon CA2 in BAN from 5TLN (see Figure 8E). The carbonyl
group of the molecule XLS from 8XIA (see Figure 8C) is
interpreted as a hydroxy group because of the tetrahedral
geometry at C2. The double bonds of the olefinic moiety of
OLA (1PMP) (see Figure 8D) and of one of the vinylic groups

in HEM (1G9V, 1Q4G) are perceived as single bonds due to
the bond lengths and associated bond angles.
Our method was able to generate the correct structure in

98% of the cases. All observed differences were caused by
strong deviations from the expected molecular geometries. The
valence bond forms generated by our method are, however,
equally reasonable in a chemical sense and also in agreement
with the supplied atomic coordinates. Only in the case of BAN
the generated structure does not correspond to the tautomeric
form which would be expected for the isolated compound with
respect to the hydroxamic acid group. The molecular geometry
may, however, be influenced by the interactions with a metal
atom in the protein−ligand complex. The PDB entry CFM
contains an Fe−Mo−S cluster, for which our method does not
produce a valence bond form but isolated atoms. Since valence
bond forms are not well suited to describe metal clusters, we do
not consider this a perception error, but think it should be
mentioned at this point. The same is true for the vanadate in
6RSA in which no bonds between the oxygens and the
vanadium atom are formed. The uridine molecule, however, is
perceived correctly.

Comparison with Other Methods. To compare our
results with those of other existing methods, we used the tools
I-interpret,15 fconv16 and MOE17 to generate molecules for the
above-mentioned 363 PDB entries. This was done by first
converting the entries from PDB to SDF (since fconv does not
support sdf as output format, mol2 was chosen in this case) and
then using the converted file as input for the comparison to the
reference structures. The results are summarized in Table 5.
Since our method will be part of the NAOMI converter, it is
referred to as NAOMI in the table. The comparison to the
reference structures was done using the NAOMI framework.
Since all files (PDB input, SDF/MOL2 files from different
tools, SMILES for comparison) are supplied as Supporting

Table 4. PDB IDs and Component Names of All Molecules
for Which Our Method Did Not Generate the Expected
Structure

Labute7 Hendlich6 Astex14

2R04 (W71) 1MIO (CFM) 1G9V (HEM)
3FX2 (FMN) 1PMP (OLA) 1Q4G (HEM)
5TLN (BAN) 6RSA (UVC)
8XIA (XLS)

Figure 8. Five of the nine molecules for which our method did not generate the expected structure. The expected results are shown on the left side
of the arrow, the results of our method on the right. The names from the PDB files are listed for all atoms for which incorrect valence states were
identified.
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Information, the comparison can be carried out using other
tools with the same functionality. The differences between the
generated molecules and the references can be divided into two
categories. First, there are molecules for which hybridization
states or bond orders have been differently assigned. All of
these differences are caused by deviations from the expected
geometries and are thus directly linked to the quality of the
respective coordinates. Second, there are molecules with
unusual or even chemically unreasonable resonance or
tautomeric forms. Although these differences are not wrong
considering the molecule’s geometry, they deviate from
conventions concerning the representation of particular
substructures. Depending on the gravity of these deviations,
the solutions are either considered invalid or simply not
optimal. Examples for both cases are shown in Figure 9.
Table 5 shows that many differences appearing with other

tools are avoided by our method. Incorrect perceptions because
of geometrical distortions are often prevented by considering all
aspects of an atom’s environment. The confidence values for
valence states are derived from multiple geometrical parameters
so that the assignment has a certain stability against small
geometrical distortions. This is a considerable advantage over
methods which rely on definite assignments based on particular
geometrical parameters. By considering the confidence values
of surrounding atoms during the generation of valence bond

structures even strong distortions can be compensated in some
cases. The explicit inclusion of chemical knowledge in the last
step of the workflow helps to reliably resolve the remaining
ambiguities. Errors concerning the representation of molecules
typically occur with methods that put too much emphasis on
the evaluation of the geometrical parameters during the
generation of valence bond forms. One has to keep in mind
that localized bond orders are only an approximation and do

Table 5. Results of the Generation of Molecules from the 363 PDB Entries Using Different Toolsa

aThe colors represent the quality of the resulting structures. Green cells: Correct structure. Yellow cells: Suboptimal structure. Red cells: Structure
substantially differing from reference. X: No structure generated.

Figure 9. Comparison of reference structures and perceived structures
generated by other tools. The structures A and B are classified as
errors, whereas structure C is classified as not optimal.
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not have to strictly adhere to molecular geometries. By scoring
multiple alternative structures using a combination of chemical
and geometrical criteria, our method is able to generate
molecules that are both in agreement with the atomic
coordinates and chemically reasonable.
Validation with Complete Ligand Expo Data Set. The

main purpose of our method is the automatic generation of
reasonable molecular representations for large data sets. To
show that our method is both, efficient and robust, we applied
it to all entries of the Ligand Expo data set18 in PDB format and
analyzed the results in terms of runtime and quality. The
generated structures were compared to the respective
molecules in the SDF format, which are also provided on the
Ligand Expo Web site.19 Again, USMILES served as a basis for
the comparison. Since the NAOMI model does not support
covalently bound metal atoms, all metal bonds were ignored
and only the largest resulting component was used. Addition-
ally, monatomic entries were skipped, since the ionization state
of single atoms can not be deduced without knowledge of the
environment. Empty entries and entries with multiple
disconnected components were also ignored, since this usually
indicates missing atoms. Some entries were rejected due to
unusually small distances between atoms (coordinate errors).
The results of this procedure are summarized in Table 6.

Both data sets initially contained 602704 entries, of which
334121 (55.4%) were eventually used for comparison. To avoid
inconsistencies concerning ionization states, all molecules were
neutralized in advance (see Figure 10). In 91.7% (306341) of
the cases identical valence bond structures were found. The
reasons for the observed 27780 differences are quite diverse, as
shown shown in Table 7.
In 10012 (36.0%) of the cases, a different tautomeric form of

the molecule was generated. Tautomeric forms can often not be
distinguished on the basis of the provided coordinates and
multiple solutions are equally acceptable. As described above
these cases are handled by a canonization procedure, so that
different tautomeric forms do not indicate perception errors but
rather different default representations. Typical examples for
substructures with equivalent tautomeric states are substituted
imidazoles, pyrimidones, and guanidinium groups. 810 (2.9%)

of the differences were due to different oxidation states of
particular heterocyclic compounds such as NAD/NADP. As
with tautomers, these states can not be reliably distinguished on
the basis of atomic coordinates, especially in entries with low
resolution. Therefore, these cases are also not considered
perception errors meaning that 94.9% of the results are
essentially identical.
The remaining 16958 entries were further investigated in

order to determine the reason for the incorrect perception.
These entries correspond to 2341 different components, of
which the 20 with the highest counts are shown in Table 8.
Evidently, 22.8% (3864) of the differences are caused by only
1% of the components. These entries will be used for the
discussion of specific problems encountered with the
LigandExpo data set.
The errors associated with HEM are almost exclusively

caused by the vinylic double bonds. As discussed above, the
number of available geometrical parameters for the determi-
nation of bond orders for terminal bonds is small and makes
the perception less stable with respect to deviations from ideal
geometries. PGV, BCR, PEK, PEV, and OLC are molecules
with long aliphatic chains and a specific number of double
bonds. In many entries there is a considerable disagreement
between our method and the LigandExpo references
concerning both the presence and position of these double
bonds. We have encountered numerous examples where we did
not even find a single shortened bond length in the molecule
although a double bond was present in the LigandExpo
structure. Many of the incorrect perceptions concerning FAD,
NAD, and UMP are caused by strong geometrical distortions of
the respective aromatic rings. In some cases torsion angles that
reach up to 40° are encountered in these usually completely
planar structures. In case of CYC, BLA, and MDO exocyclic
carbon−carbon double bonds at five-membered aromatic
heterocyclic are interpreted as single bonds. These assignments
were in all cases a result of an unambiguous single bond length
at the respective bond. The difference from the entries ACB,
MLE, and MYR are caused by the specific way covalently
bound compounds are handled in the PDB format. If a
molecule is bound to a residue of a protein or nucleic acid, the
atom involved in this bond is usually assigned to the residue.

Table 6. Results of the Analysis of the 602704 Entries in the
Ligand Expo Data Set for Both SDF and PDB

SDF PDB

no. total 602704 602704
mo. format errors 0 3015
no. empty entries 7688 7678
no. monatomic entries 241002 239452
no. disconnected entries 10254 10193
no. coordinate errors 499 939
no. converted entries 343261 341427
no. compared entries 334121

Figure 10. Scheme for the comparison of molecules from the Ligand Expo data set. Generated molecules from the PDB format are compared to the
respective structures from the SDF format.

Table 7. Analysis of the Reasons for Different Valence Bond
Structures for the 334121 Compared Entries of the Ligand
Expo Data Seta

entries % of data set
% of

differences

no. different valence bond form 27780 8.3 100
no. different tautomeric form 10012 3.0 36.0
no. different oxidation state 810 0.2 2.9
no. different bond order 10349 3.1 37.3
no. different terminal bond order 6063 1.8 21.8
no. small molecule 3523 1.1 12.7
aMolecules are considered small if they have less than 8 heavy atoms.
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This means that the compound in the entry does not represent
an isolated molecule and that necessary information is missing.
These errors can often be avoided when the complete PDB
entry including the protein environment is used. The reasons
for the differences encountered for PSO are quite similar. The
psoralen is also covalently bound to a nucleotide but in this
case no atoms from the initial component are missing. This
connection is, nevertheless, reflected in the coordinates by a
change of hybridization geometries for the carbon atoms in the
five-membered ring. Since the molecule contained in the
LigandExpo data set is an isolated psoralen, the different
perception is not surprising. In case of LLP, PDU, and 7MG
the structures provided by the LigandExpo data set seem to be
wrong (see Figure 11).

The compound LLP represents a lysine residue covalently
linked to a pyridoxal phosphate via an imine group. This double
bond is not present in any of the structures from LigandExpo
although it is reflected by a short bond length in the
coordinates. The name for the compound PDU on the
LigandExpo Web site is 5(1-propynyl)-2′-deoxyuridine-5-
monophosphate which indicates the presence of a triple
bond. This is also confirmed by an analysis of the molecule’s
geometry. This triple bond is, however, not present in the
reference structure. 7MG is supposed to be 7N-methyl-
guanosine-5′-monophosphate, a molecule with a charged five-
membered heterocycle which is generated by our method. The
structure found in the LigandExpo data set, however, has a
carbon atom with an sp3 hybridization in the five-membered
ring.
We think that these examples are sufficient to provide a

general overview of the reasons for the observed differences. A
special case worth mentioning are molecules with fewer than
eight heavy atoms, such as solvents and auxiliary agents.
Because of the extreme deviations from ideal geometries, these
entries can often not be handled on the basis of atomic
coordinates alone. We believe that in some cases these
molecules were of minor interest to the researchers and less
care was taken during the structure determination process.

When interpreting the results of the comparison one has to
keep in mind that our method solely relies on the atomic
coordinates provided by the file format. The reference
molecules in the Ligand Expo data set are, however, derived
from various inputs. In particular, this includes information
about the components provided by the crystallographers. This
means that the provided coordinates are not necessarily in
perfect agreement with the structures present in the data set. In
the end 10349 (61.0%) of the 16958 remaining entries differ by
only one bond order and the respective bond is terminal in
6063 (35.8%) of these cases. This shows that the generated
structures, even if they are not identical, are generally in good
agreement for the larger part of the molecules.

Runtimes. The runtimes for the conversion from both the
PDB and the SDF format to USMILES are shown in Table 9.

The conversion from SDF provides a point of reference for the
performance of our method, since the steps after the generation
of the valence bond structure are identical for both formats.
Due to the numerous monatomic and small molecules (e.g.,
solvent molecules) in the data set, we also used a subset where
all entries with less than eight atoms have been excluded. This
data set provides a more realistic picture of the average
runtimes per molecule. The molecule entries in the PDB format
were only supplied as single files in a tar archive, which can
cause large IO overhead. To avoid this, we concatenated all files
into one large file which is a common procedure for other
formats such as SDF.
Time measurements were performed on a PC with an Intel

Core2 Quad Q9550 CPU (2.83 GHz) and 4 GB of main
memory. The average runtime for the conversion of a single
molecule from the PDB format is approximately 1 ms. The
comparison to the value obtained for the SDF format (0.4 ms/
molecule) shows, that the runtimes lie well in the range of
conventional file format conversions. Our method can hence be
used even in large scale applications.

■ CONCLUSION
We have presented a novel method for the perception of
molecular structures from atomic coordinates. This method is
based on the recently published NAOMI model,11 which has
been developed for the appropriate representation of organic
molecules. The robustness of our approach has been assessed
by processing the Ligand Expo data set in PDB format and
comparing the resulting molecules to the structures from the
corresponding SDF files. The results are correct in more than

Table 8. PDB Component Names and Numbers of Errors for Those Molecules for Which the Most Errors Occured

name no. errors name no. errors name no. errors name no. errors name no. errors

HEM 1794 PGV 194 CYC 187 BCR 182 LLP 164
ACB 124 FAD 124 PEK 120 PEV 102 MLE 84
PSO 124 BLA 83 1MA 81 MYR 80 7MG 80
OLC 79 MDO 77 NAD 77 PDU 76 UMP 73

Figure 11. Comparison of inconsistent structures from the
LigandExpo data set to those generated by NAOMI.

Table 9. Runtimes for the Conversion of the Ligand Expo
Data Set from PDB and SDF to USMILES

data set entries runtime (s)

PDB (all) 602704 147
SDF (all) 79
PDB (>7 atoms) 204797 110
SDF (>7 atoms) 64
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95% of the cases showing that our method is able to produce
reasonable results even when working with coordinates of
varying quality. The method’s accuracy has been demonstrated
by comparison to manually curated molecules from previously
published benchmarking sets. Our method was successful in
98% of the cases and was able to generate reasonable molecular
representations even from structures with distorted geometries.
A direct comparison to the tools fconv, I-interpret, and MOE
shows that the combination of geometrical and chemical
criteria used in our method is the key to avoid many assignment
problems. Due to the average runtime of less than 1 ms per
molecule the method is perfectly suitable for large scale
applications.
Since the method is based on the NAOMI model, it is

currently limited to organic molecules which can be
represented by valence bond structures. This limitation does,
however, only exclude a small number of molecules in the PDB
and is thus considered acceptable. Because of missing hydrogen
atoms and low resolution of most PDB entries the appropriate
tautomeric form can usually not be deduced from the atomic
coordinates alone. This would require a more advanced analysis
of the ligand’s energy or the explicit consideration of the
molecule’s environment, for example, the binding pocket of the
protein, neither of which are in the scope of our method. The
method is included in the current version of the NAOMI-
converter which can be downloaded at http://www.zbh.uni-
hamburg.de/naomi. It is available free of charge for academic
use.
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ABSTRACT: The consistent handling of molecules is
probably the most basic and important requirement in the
field of cheminformatics. Reliable results can only be obtained
if the underlying calculations are independent of the specific
way molecules are represented in the input data. However,
ensuring consistency is a complex task with many pitfalls, an
important one being the fact that the same molecule can be
represented by different valence bond structures. In order to
achieve reliability, a cheminformatics system needs to solve
two fundamental problems. First, different choices of valence
bond structures must be identified as the same molecule.
Second, for each molecule all valence bond structures relevant
to the context must be taken into consideration. The latter is
especially important with regard to tautomers and protonation states, as these have considerable influence on physicochemical
properties of molecules. We present a comprehensive method for the rapid and consistent generation of reasonable tautomers
and protonation states for molecules relevant in the context of drug design. This method is based on a generic scheme, the
Valence State Combination Model, which has been designed for the enumeration and scoring of valence bond structures in large
data sets. In order to ensure our method’s consistency, we have developed procedures which can serve as a general validation
scheme for similar approaches. The analysis of both the average number of generated structures and the associated runtimes
shows that our method is perfectly suited for typical cheminformatics applications. By comparison with frequently used and
curated public data sets, we can demonstrate that the tautomers and protonation state produced by our method are chemically
reasonable.

■ INTRODUCTION

One of the most fundamental requirements in cheminformatics
is the consistent handling of molecules from different sources.
There is always the implicit assumption that the results of
cheminformatics software applications are only dependent on
the actual compounds and not on the way these are provided in
the input data. Yet, apart from problems arising from the
interpretation of data from chemical file formats, there are
certain ambiguities in the way molecules are represented which
considerably complicate this task. Virtually all modern
cheminformatics systems are based on a description of
molecules by valence bond structures (Lewis structures). The
inherent limitations of this molecular representation and their
implications on tautomer generation have been recently
discussed in detail by Sayle.1 In the following, we will largely
follow the nomenclature used in his publication and refer back
to particular aspects mentioned therein.
The main problem with respect to consistency is the fact that

different valence bond structures can represent the same
molecule. Some of these correspond to distinct chemical
entities, e.g., tautomers and protonation states, whereas others
are artifacts of valence theory, i.e., resonance forms and Kekule
structures. In some contexts even oxidation states may be

interpreted as alternative forms of the same molecule (see
Figure 1 for examples).
From a formal point of view, each of these valence bond

structures could be chosen as a representation for a particular
compound. In practice, not all members of this set of
alternatives are equally likely to be encountered due to
automated normalization procedures and manual curation.
However, despite all these efforts, a certain degree of ambiguity
cannot be entirely avoided. The resulting implications for
cheminformatics systems in general2 and large compound
databases in particular3 have been thoroughly investigated in
the literature. In his publication, Sayle1 has identified five
specific tasks associated with the ambiguities of molecular
representations. With respect to consistency; these are
comparison (#1) and, more importantly, canonicalization
(#2). A cheminformatics system must be able to reliably
identify and treat alternative valence bond structures as the
same molecule. This is usually done by conversion to a
canonical form which serves as input for subsequent methods.
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The generation of unique identifiers, e.g., InChI,4,5 is a typical
application scenario for canonicalization procedures.
Another quite opposite problem arises with regard to the

general reliability of cheminformatics calculations. In many
cases, it is necessary to consider multiple valence bond
structures to sufficiently represent a molecule. The most
prominent examples are certainly tautomers and protonation
states, which will be summarized under the term protomers in
the following. Since these correspond to actual physical entities,
their respective ratios can have significant influence on a
compound’s observed physicochemical properties.6−11 The
problem is, however, not exclusive to this scenario, as different
resonance forms also play a role during the calculation of partial
charges.12 The respective tasks identified by Sayle1 are
(complete) enumeration (#3) and selection (#4). Both refer
to the generation of valence bond structures, the difference
being that selection (#4) restricts the results to a subset
containing only relevant, e.g., energetically stable, solutions.
Virtual screening techniques such as molecular docking are
applications in which selection (#4) plays an important role.
Relying on only one valence bond structure can lead to false-
negative results as particular protomers may interact differently
with target proteins. On the other hand, a large number of
(possibly energetically unfavorable) alternatives can result in an
increased false-positive rate and unnecessarily high runtimes.
The general implications on structure-based and ligand-based
screening methods have been investigated in several
publications.13−15 The final task mentioned by Sayle1 is
prediction (#5), which extends selection by additionally ranking
the relevant solutions by their respective energy.
The basic problem associated with the interconversion of

valence bond structures is to transform groups of atoms
according to specific rules with respect to bond orders and
atomic properties (formal charges, bound hydrogens). As has
been proposed by Sayle,1 the methods developed for that
purpose can be roughly divided into two categories: (1) Local
approaches rely on pattern matching to identify relevant groups
of atoms. These patterns are associated with rules describing
the respective changes in the molecule. Pattern-based methods
thus only use transformations that were anticipated in advance,
thereby reducing the risk of generating unexpected and
probably unwanted results. On the other hand, there is always
the possibility of omitting relevant structures due to missing
patterns. This can occur even if rules of a similar type are
already included in the pattern library. Transformations
covering long bond paths are a typical example for that
problem. There are multiple publications describing local
methodologies in the literature.13,16−18 (2) Global approaches

predefine substructures in a molecule, identify atoms with
variable states within, and subsequently enumerate valid valence
bond structures. This is usually done in a more generic manner
than matching specific patterns, so that the results can easily
contain completely artificial, i.e. chemically unreasonable,
results. These either have to be omitted directly during or
removed after the enumeration procedure. The omission of
transformations in more complex structures, however, is
generally not a problem. Global approaches have also been
described in the literature19−21 and other sources.22 It must be
noted that the previous differentiation between the two types of
methods has been introduced mainly for classification purposes.
Local approaches, for instance, often include a number of long-
range patterns which, in combination with the underlying
transformation engine, makes them suitable for the handling of
the vast majority of molecules relevant in the field of drug
design.
Here, we present the valence state combination model, a new

concept for the description and classification of valence bond
structures based on the NAOMI23 framework. Using this
model, we have developed, based on similar ideas as the ones
presented by Sayle et al.,22 an extended and significantly
improved method for the generation of valence bond structures
which falls into the general category of global approaches. By
application of a generic scoring scheme, this method combines
the inherent consistency of the global strategy with the high
reliability generally attained by local approaches. In contrast to
previously published global methods, our approach consistently
deals with all aspects relevant for the generation of protomers,
including resonance forms and ionization states. Our method
has been used to solve three common cheminformatics tasks,
namely the generation of a canonical form (canonicalization),
the generation of a preferential representation (normalization),
and the generation of a set of reasonable protomers
(generation). We have tested each application with respect to
consistency using a general and comprehensible validation
scheme. Furthermore, we have assessed the general suitability
of our approach for common cheminformatics applications on
the basis of these three operations. The criteria for the
evaluation comprise runtime, the average number of generated
structures, and the quality of the resulting protomers.

■ METHODOLOGY
Valence State Combination Model. Valence bond

structures of molecules are generally represented as graphs in
which nodes correspond to atoms and edges correspond to
bonds. Each atom is associated with an element and a formal
charge and each bond with a localized bond order (single,

Figure 1. (A) Different valence bond structures of the imidazole ring of histidine including prototropic tautomers, protonation states, and resonance
forms. (B) Two oxidation forms (quinone and hydroquinone) may in some context be considered as the same molecule. (C) Kekule structures are
valence bond structures of aromatic rings with alternating single and double bonds.
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double, or triple). In the NAOMI model,23 this description is
extended by an atom-based valence state descriptor. A valence
state is a chemically valid combination of bond orders and
formal charge for a particular element (see Figure 2). This

additional descriptor is used to ensure the chemical validity of a
molecule. A valence bond structure is valid if a valence state
with the given bond orders and formal charge exists for each
atom. Furthermore, valence states provide the means to
systematically classify and generate different valence bond
structures of molecules as explained below.
A set of valence states for all atoms of the molecule is called a

valence state combination (VSC). A VSC is valid if a
distribution of bond orders compatible with these valence
states exists. Valid VSCs thus correspond to valence bond
structures associated with a particular heavy atom skeleton.
Note that bond orders are not part of the VSC representation;
they are used for validation purposes only. Relations between
valence bond structures can be determined by comparison of
their corresponding VSCs (see Figure 3).
The description of these relations is based on atoms with

different valence states, considering both their number and
their types. Depending on the changed properties, substitutions
of valence states for atoms are classified as protonation type,
tautomer type, and resonance type as shown in Table 1. The
involved states are called donors (higher number of single
bonds) or acceptors (lower number of single bonds). The
respective numbers of substitutions in VSCs are denoted as
Δtype(D→A) and Δtype(A→D).
Table 2 lists the six basic relation types together with their

conditions. Distinct valence bond structures with identical
VSCs correspond to Kekule forms. They differ only in their
respective bond order distribution. If all substitutions between
two VSCs are of the protonation type, two cases need to be
distinguished. When changing a donor to an acceptor or vice
versa, the formal charge of the respective atom changes due to
the addition or removal of hydrogen atoms. If the number of
substitutions of donors and acceptors is not equal, the total
charge of the molecule is altered, resulting in a different
ionization state. Otherwise, the net charge of the molecule is
identical, meaning that protons are merely occupying different
locations. Tautomers and mesomers contain only changes of
the tautomer-type and the resonance-type, respectively. Addi-
tionally, the number of donors and acceptor substitutions must
be equal. Otherwise, the VSCs represent different redox forms
of the molecule.
Substitution types can also occur in mixed constellations, and

the resulting relations are best described as combinations of the
just presented basic types. The 1-hydroxy-2-pyridone men-

tioned by Sayle1 is an interesting example. The valence bond
structures shown in Figure 4 can be best characterized as
different resonance forms, a zwitterionic and a neutral one, with
different proton positions.
The algorithms presented in the following chapters are based

on the VSC representation of molecules. One of its major
advantages is the fact that all of the potentially relevant
molecule states can be consistently generated by considering
different types of valence state substitutions. By explicitly
handling all the different cases described in this section, a high
degree of generality can be achieved.

Overview. The complete workflow for the generation of
valence bond structures is shown in Figure 5. In the first step,
the molecule is subdivided into multiple nonoverlapping
substructures which are then treated independently. This
partitioning reduces the computational costs for both the
generation and the subsequent scoring of VSCs. A partition is
considered valid if the independent enumeration of VSCs of
each part and a subsequent combination of these lead to the
same VSCs as if the enumeration would have been performed
on the whole molecule. A partition is optimal if it is valid and
has the smallest possible substructures. In the following
sections, two partitioning schemes (generic and heuristic) are
presented. Both are applied for the solution of different
cheminformatics tasks described in later sections.
After partitioning, the atoms of each substructure are

checked for alternative valence state assignments. Which
valence states are included strongly depends on the context
and will be explained in more detail later. As well as
partitioning, valence state selection has a strong influence on
the computational costs of the subsequent steps. The more
alternatives are selected, the more VSCs must be generated and
potentially scored. An optimal selection scheme thus only
selects valence states for atoms that actually need to be
modified. Again, two selection schemes (generic and heuristic)
for different applications will be presented.
In the next step, VSCs are generated for each substructure

using the alternative states selected in the previous step. Each of
these VSCs is checked for validity by attempting to calculate a
bond order distribution. VSCs for which this is not possible are
invalid and therefore rejected. During the calculation, additional
boundary conditions, e.g., the oxidation state of the initial
molecule, are preserved.
The resulting VSCs are all chemically valid but may still

contain undesired valence bond structures. These include
unstable tautomers, unlikely protonation states, unreasonable
resonance forms, or unusual representations of functional
groups. In order to identify and eventually remove these VSCs,
a pattern-based scoring scheme is applied. The resulting score
expresses how well a particular substructure of the molecule is
represented by the respective VSC. It must be stressed that the
scoring scheme has not been designed to accurately predict the
ratios between different molecular species. Its two main
purposes are the elimination of completely artificial representa-
tions, i.e., energetically inaccessible states, and the coarse
categorization of the remaining VSCs into stability classes. After
eliminating all undesired VSCs, the final valence bond
structures are completely enumerated by combining the VSC
of the different substructures.

Partitioning of Molecules. The partitioning algorithm is
based on the exclusion of atoms and bonds from the molecular
graph and the subsequent identification of the remaining
connected components. These will be referred to as Multi State

Figure 2. Example of a valence state descriptor for a nitrogen atom.
The descriptor comprises the atom’s element, bond order distribution,
and formal charge.
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Partitions (MSP) in the following discussion. The generic
partitioning scheme only involves the exclusion of sp3-
hybridized carbon atoms (corresponds to valence state

C400). There are only two particular cases in which atoms
with valence state C400 are included in MSPs: first, if the atom
is bound to an atom with valence state C210, which in turn has

Figure 3. Differences between protonation states (A), tautomers (B), resonance forms (C), Kekule structures (D), and redox forms (E).

Table 1. Substitution Types for Valence States Including the
Affected Propertiesa

examples

type double bonds # bonds charge donor acceptor

protonation 0 ± ± O200 O100-
resonance ± 0 ± O100- O010
tautomer ± ± 0 O200 O010

aChanged properties are marked with a ± and unchanged properties
with 0. The pairs of valence states on the right side of the table
represent common substitutions for oxygen atoms.

Table 2. Relations between Valence Bond Structures on the
Basis of Valence State Substitution

relation substitution type condition

kekule none
ionization protonation Δ(D → A) ≠ Δ(A → D)
protonation protonation Δ(D → A) = Δ(A → D)
mesomer resonance Δ(D → A) = Δ(A → D)
tautomer tautomer Δ(D → A) = Δ(A → D)
redox resonance Δ(D → A) ≠ Δ(A → D)

tautomer Δ(D → A) ≠ Δ(A → D)
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at least one neighbor with the element nitrogen, oxygen or
sulfur, and second, if the atom is part of a ring and is the only
atom with valence state C400 in this ring. Bonds are excluded if
one of the connected atoms is excluded.
The MSPs resulting from the generic partitioning scheme are

usually large, and it is often possible to further reduce their size.
This is achieved by removing bonds within the MSPs with the
goal to effectively split them into smaller substructures. The
exclusion of a bond is only valid if its bond order in the current
structure is identical in all relevant VSCs. Since the final bond
orders are not known at this point, the decision that a bond will
keep its current type must be in accordance with the
subsequent scoring procedure. This means that VSCs with a
different bond order would be rejected in the follwing steps in
any case.
The heuristic partitioning scheme builds on the results from

the generic scheme and uses a set of rules to identify additional
bonds for exclusion. These rules are based on the classification
of each MSP into conjugated rings, conjugated chains, and
functional groups. Rings are considered conjugated if all of their
atoms are part of the respective MSP. Conjugated chains
consist only of carbon atoms which have a multiple bond and
are bound only to other carbon atoms. The remaining
connected components represent functional groups. In a first
step, bonds connecting functional groups with conjugated rings
or conjugated chains are investigated. A bond is excluded if it is
a single bond and the atom from the functional groups does not
fulfill one of the following two criteria: (1) It has a valence state
of type N300. (2) It has a valence state of type O200 or S200
and only one non-hydrogen bond. In these cases, a change in
bond order is not unlikely, as is shown for two examples in
Figure 6.
Since conjugated chains consist of only carbon atoms, they

are merely bridges between the other two types of

substructures. Therefore, if a conjugated chain has only one
bond to another structure (ring or functional group), this bond
can be safely excluded. This is also done if the chain has
multiple bonds which were previously excluded by the
functional group rule. The complete partitioning of the NAD
+ molecule is shown as an example in Figure 7.

Selection of Valence States. The selection of valence
states is based on the substitution types introduced above (see
Table 1). Each substitution corresponds to a pair of valence
states which are known in advance and can be retrieved starting

Figure 4. Example for the combination of valence state substitutions.
The relation between the pyridone form (A) and the pyridine form
(B) cannot be described by one of the basic types from Table 2.

Figure 5. Overview of the generation of protonation states for an input molecule (1). In a first step, the molecule is partitioned into substructures
(2) which are handled separately. In the next step, alternative valence states are selected (3). Afterward, valid VSCs are generated (4). These are
scored (5), and only the best solutions for each zone are retained. The final list of valence bond structures results from the combination of all
remaining VSCs.

Figure 6. Two examples for which functional groups and conjugated
rings have to be treated as a union to avoid missing VSCs.

Figure 7. Partitioning of NAD+ into functional groups and conjugated
rings. The amide group and the pyridine ring have been separated,
whereas the amino group remains connected to the purine.
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from any valence state. A list of alternatives for an atom can
thus be easily obtained by consecutively and uniquely adding
the respective members of the pairs for each of the relevant
substitution types. In order to select an alternative assignment,
the compatibility with the atom’s topology must be ensured.
This means that the number of bonds of the valence state must
be larger than or equal to the atom’s number of non-hydrogen
bonds. Otherwise, the assignment would correspond to the
removal of non-hydrogen bonds. Although this may be
interesting with respect to transformations such as ring−chain
tautomerism, it will not be further considered here.
For the sake of generality, the generic selection procedure

includes all possible valence states for each atom in a MSP. This
usually results in potentially many more alternatives than are
actually needed. The heuristic selection scheme aims at
reducing this number by explicitely excluding valence states
for particular atoms. The problem at this point is similar to the
one discussed in the previous section. The final VSCs are not
yet known, and the decisions must be in accordance with the
subsequent scoring procedure in order to avoid missing VSCs.
The exclusion of particular valence states in the heuristic

selection scheme is based solely on an analysis of the atom’s
environment. For atoms in functional groups, this includes their
direct neighbors from the same functional group. These are
transformed into a SMILES-like identifier which reflects the
valence bond structure of the input molecule. This identifier is
looked up in a list of predefined structures. If the identifier is
present, information concerning the exclusion of particular
substitution types is retrieved. In this way, groups that already
have a preferred representation in the initial valence bond
structure need not be modified. The information provided from
the patterns is described in Figure 8.

For the generation of tautomers, carboxylic acids are
irrelevant. Due to the symmetry of the group the transfer of
the hydrogen from one oxygen to the other would only result
in a different rotamer. In this case both oxygen atoms are
excluded from tautomer substitution. With respect to
protonation, both the charged and the neutral form need to
be included. This means that both oxygens are not excluded
from protonation substitution. The same procedure is applied
to atoms in conjugated rings with the ring constituting the
atom’s environment. If the identifier is not included, the
generic scheme is used to identify alternative states for the
atom.
Generation of Valid VSCs. Prior to the generation of

VSCs, each MSP is analyzed to ensure that the generation of
additional states is at all possible. MSPs can be ignored if no
atom with alternative valence states could be found. For

tautomers and mesomers, i.e. if new bond order distributions
are to be generated, MSPs can also be omitted if only either
donors or acceptors are present. In this case, no substitution of
valence states is possible (see Figure 9 for examples). Changing
the number of donors and acceptors corresponds to changing
the oxidation state of the molecule, which is not desired in most
contexts.

The algorithm for the generation of valid VSCs is based on a
backtracking procedure with pruning. The atoms of the MSP
are processed in a specific order which is established prior to
the actual assignment procedure. The algorithm starts with
terminal atoms, i.e. atoms with only one bond in the MSP,
followed by internal atoms with at least one terminal neighbor.
The remaining atoms are processed last. The order of the
atoms inside the three classes is arbitrary and does not affect
the result. As a combinatorial problem, the procedure can be
represented by a tree, where each node corresponds to the
assignment of a valence state to an atom. Inner nodes thus
represent partial VSCs while the tree’s leaves correspond to
complete VSCs. For each node, the chemical validity of the
corresponding VSC is verified. In most cases, this can be
performed without actually generating bond orders for the
bonds of the MSP. The checks are based on the compatibility
between valence states of different atoms with respect to the
expected bond types as well as their oxidation states: (1) For
atoms with only one bond in the MSP, the assignment of a
valence state is equivalent to the assignment of a bond order to
the corresponding bond. The compatibility with the atom’s
neighbors can be easily checked by ensuring that the count of
this particular bond type is not exceeded. This check is always
performed when an atom with terminal neighbors is
encountered. (2) When reaching a leaf, the valence states
with an uneven number of multiple bonds are counted. If this
number is uneven, no valid bond order distribution exists, and
the VSC can be further ignored. (3) The number of donors in
the initial valence bond structures is counted in order to retain
the molecule’s oxidation state. VSCs differing in the number of
donors compared to the initial valence bond structures can be
discarded. Note that since information about being a donor or

Figure 8. Selection of valence states for carboxylic acid and amidine
groups. Due to the group’s symmetry, different tautomers of carboxylic
acids are not considered.

Figure 9. Criteria for the generation of additional states. The
generation of tautomers requires at least one tautomer acceptor and
one tautomer donor in a zone. Pyridine (A) has only a single tautomer
acceptor, and the imidazolium ion (B) only has one tautomer donor.
No tautomers can be generated in such cases. Imidazole (C) contains
a tautomer acceptor as well as a tautomer donor and can tautomerize.
Protonation states (D) can also be generated if a molecule only
contains either protonation-type donors or acceptors.
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acceptor is also stored in the valence states, VSCs not fulfilling
this boundary condition can be easily identified. (4) Eventually,
for each VSC passing all previous checks, a recursive bond
localization routine is used which assigns bond orders to all
bonds in the MSP. If this routine is successful, the solution
represents a valid valence bond structure and is stored.
Scoring of VSCs. Scores for each VSC are calculated under

consideration of the bond order distribution generated in the
previous step. The scoring procedure is mainly based on the
recognition of predefined structural fragments contained within
particular substructures, i.e., conjugated rings and functional
groups, of the molecule. The final score of the VSC (SVSC) is
calculated as the sum of the individual scores obtained for each
of these substructures (see eq 1). Please note that due to
changes in bond orders and valence states, the scores have to be
recalculated for each VSC.

∑ ∑= +S S SVSC ring group (1)

∑ ∑= +S Scyclering sub (2)

∑=S Sgroup subgroup (3)

The structural fragments in the substructures are identified
using canonical SMILES-like identifiers. These are generated on
the basis of the bond types and valence states of the respective
VSC. The predefined data are stored in multiple databases
which can be queried with the identifiers in order to retrieve the
score associated with a fragment.
In case of conjugated rings, the score Sring comprises two

types of contributions, one from the ring itself, Scycle, and one
from its substituents, Ssub (see eq 2). The reference point for
Scycle is the isolated aromatic system without exocyclic double
bonds, e.g., pyrrole for a five-membered ring with one nitrogen
atom. In case there are multiple structures fulfilling this
requirement, e.g., the 1H and 2H tautomers of 1,2,3-triazole,
one is arbitrarily selected. The score of the reference system is
set to an arbitrary value of 100. If a ring with an identical heavy
atom connectivity does contain a structural deviation from the
reference, e.g., an sp3 hybridized carbon atom, the associated
fragment has an individual score. This can be higher or lower
depending on the stability assigned to this particular arrange-
ment. The substructures representing ring substituents
comprise the ring atom, the exocyclic atom, and the exocyclic
atom’s direct neighbors. The associated scores have fixed values
and are independent from the concrete ring system they are
connected to. Again, one particular representation of the
substituent, the one with an exocyclic single bond and without
charges, receives an arbitrary reference score of 100. Functional
groups are first treated as a whole; i.e., an identifier for the
complete group is generated. If the pattern was present, the
associated score is directly set as the score of the substructure.
Otherwise, the group is partitioned into smaller pieces which
serve as starting points for further queries. In this case, the
score for the group is composed of the scores of the smaller
fragments (see eq 3). The reference system for a subgroup is
preferably neutral and corresponds to the most stable
tautomeric form where possible.
If no predefined data are available in any of the three cases, a

generic score is calculated according to eq 4:

∑= −S Pmax(0, 80 )generic (4)

This is done by subtracting various penalties (P) which are
summarized together with the respective conditions in Table 3.

Since Sgeneric is used only as a fallback, the respective maximal
score is deliberately set lower than that of the reference system.
If the sum of the penalties (P) exceeds 80, the score of the
substructure is set to zero.
The relative differences between the scores of rings,

substituents, and functional groups have been derived from
multiple pairs of tautomers and ionization states for which the
major form was known from either experiments or theoretical
calculations.24 The databases currently contain 252 entries in
total (113 in cycles, 121 in subgroups, 18 in substituents).
Examples for ring and functional groups patterns are shown in
Figure 10.

■ VSC MODEL APPLICATIONS
In the following applications, we will consider resonance forms,
prototropic tautomers, and protonation states as instances of
the same molecule, whereas oxidation forms are interpreted as
distinct chemical species. The method is, however, not
restricted to this assumption in general and can be easily
modified so that different types of valence bond structures are
perceived as identical.

Canonicalization. The generation of a canonical repre-
sentation is the first workflow in which our method is applied.
Canonical representations are mainly used to determine
whether two valence bond structures represent the same
molecule. In this context, it does not matter if the result
corresponds to the most stable form or even a chemically
reasonable one.
The workflow starts with the partitioning of the molecule

into MSPs and the selection of alternative valence states as
described above. The atoms of each MSP are then sorted in a

Table 3. Classification and Conditions for the Penalties used
during the Calculation of Generic Scores

substructure type penalty condition

ring aromaticity 20 nonaromatic ring (Hueckel’s rule)
ring charge 20 single charge in ring
ring charge 80 multiple charges in ring and

substituents
ring stability 80 three consecutive donorsa in the ring
substituent bond order 20 substituent has exocyclic double

bond
substituent charge 20 single charge in substituent
substituent charge 80 multiple charges in substituent
group charge 80 multiple positive charges in group

aDonors are atoms with the following valence states: O200, N300,
S200.

Figure 10. Examples for ring and functional groups patterns. (A) A
reference score of 100 is assigned to isolated aromatic rings without
exocyclic double bonds. (B) The score for rings with exocyclic double
bonds comprises one contribution from the ring and another from the
carbonyl substituent.
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canonical way using a variant of the Morgan extended sums
algorithm.25 The backtracking algorithm in the generation step
processes the atoms in this exact order until the first valid VSC
has been found. This VSC serves as the canonical form of the
respective substructure. Since no additional scoring is needed,
the canonical VSCs of each substructure can be directly
combined to yield the canonical representation for the
complete molecule.
For the canonicalization to work correctly, the results must

be identical for each possible valence bond structure of the
molecule provided as input. This can only be achieved if the
substructures generated in the partitioning step and the lists of
valence states identified in the selection step are both identical
in each case. The heuristic algorithms for partitioning and
selection are therefore inappropriate, and the generic variants
are applied. Since only a single valid VSC must be generated in
the end, the size of the substructures and the number of
alternative states are of less importance for the resulting
compute time. Nevertheless, in order to further accelerate the
process, all charged valence states are transformed into their
neutral states where possible (considering the number of
hydrogens) using the protonation-type substitution. Conse-
quently, only tautomer-type and resonance-type substitutions
need to be considered in the next steps.
The canonicalization procedure applied to the atoms of each

substructure differs only in one aspect from the CANON
algorithm used for the generation of USMILES.26 In the
CANON algorithm, the atomic invariants correspond to the
atom’s valence state in combination with the number of
attached hydrogens. This means that the initial ranks of atoms
can normally be deduced by comparing valence states and
hydrogens. In case of a yet unknown valence bond structure,
the final valence state of an atom is, however, not defined.
Instead, a list of valence states is used to describe the topology
of each atom and provide the initial ranks. Furthermore, the
number of non-hydrogen bonds serves as a replacement for the
number of hydrogens.
Normalization. The aim of normalization is the generation

of a canonical valence bond structure which additionally
adheres to common conventions for the representation of
molecules. This task seems, at least at first glance, quite similar
to the previously described canonicalization. The main
difference results from the necessity of a scoring step in
order to determine the best suited choice for the molecule. This
implies that multiple VSCs have to be generated and compared
with each other. Here, we have chosen a neutral form as
normalized representation, meaning that all atoms are
neutralized when possible (considering bound hydrogens).
The only exception to this rule is functional groups which are
represented in a zwitterionic form by convention, e.g., nitro
groups and n-oxides. The method is, however, not restricted to
this preference and can be easily modified so that, for instance,
the preferred ionization state is generated.
Again, the workflow starts with the partitioning of the

molecule into substructures and the selection of alternative
valence states. Due to the enumeration of VSCs in the later
steps, the size of the substructures and the number of states are
relevant factors. Therefore, the heuristic strategies for both
partitioning and state selection are used. In contrast to
canonicalization, the initial substructures and alternative
valence states do not have to be identical for each starting
structure. The additional scoring step ensures that the results
are consistent.

In the next two steps, valid VSCs are generated and scores
are assigned as explained in the sections above. For each
substructure, only those solutions with the highest score are
retained. If there is only one VSC left for a substructure, it can
be directly assigned, and no further steps are necessary.
Otherwise, a canonical solution has to be picked from the VSCs
with the highest score. This is done using the canonicalization
method described in the previous section. However, since this
method only works correctly in case of identical MSPs and lists
of valence states, a preprocessing step is required. The
respective MSP is repartitioned by exclusion of bonds having
the same bond type in all VSCs. Additionally, all valence states
which could not be found in one of the remaining VSCs are
removed from the lists of alternatives. This eventually creates
the necessary conditions for the canonicalization procedure.

Generation. The last application of our method is the
generation of a set of reasonable tautomers and protonation
states of a molecule. The resulting molecules can be used as
input for methods that rely on the positions of hydrogen atoms
such as docking. They can also serve as a starting point for the
determination of the energetically most stable form of a
molecule under consideration of the molecule’s local environ-
ment, e.g., bound to a protein. The inclusion of multiple
resonance structures, although possible with our method, is not
considered useful in this context.
The initial steps of the workflow are identical to those

described for normalization. But instead of canonically selecting
one of the remaining VSCs of each zone, the combinations are
enumerated in order to generate a set of molecules. One major
difference from the previously presented approaches is the
possibility of generating duplicates due to molecular symmetry.
This is avoided by removing VSCs from each zone that would
lead to identical valence bond structures in the resulting
molecules. For this purpose, automorphism classes for atoms
are calculated using the Morgan algorithm, which is also used
for the canonicalization. In combination with the respective
valence state of an atom in a VSC, these classes can be used to
generate a string representation of each VSC in a zone, which
are used to identify and remove duplicates.
For molecules containing more than one ionizable group, it is

usually not desirable to enumerate all combinations of VSCs
from the respective zones. To avoid chemically unreasonable
species with a high number of charges, the maximum number
of charges in the complete molecule is restricted by three
simple rules: (1) The number of charged groups must be
smaller than four, (2) the number of pairs of oppositely charged
groups is smaller than two, and (3) the maximum number of
positive charges in a ring system is restricted to one.

■ RESULTS AND DISCUSSION
The three applications presented in the previous sections are
the basis for the evaluation of our method in terms of
consistency, quality, and performance. Throughout these
studies, the following commonly used public data sets served
as input: (1) ZINC clean leads27,28 (ZINC-CL), (2)
LigandExpo component dictionary29,30 (LEXPO-CD), (3)
Drugbank31,32 (DRUGBANK), and (4) ChEMBL.33,34 All
calculations and runtime measurements were performed on a
PC with an Intel Core i5−3570 CPU (3.40 GHz) and 8 GB of
main memory.

Consistency. Independence from the initial valence bond
structure of a molecule is a fundamental requirement of the
presented method and has been thoroughly investigated for
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each of the three applications. Consistency can be verified by a
simple and straightforward procedure. The starting point is a
set containing different representations of the same molecule,
e.g., as different molecule entries in a file. After applying the
respective workflow to each representation, the resulting
molecules are converted to USMILES for comparison. If the
method is consistent, all resulting USMILES are identical. In
case of enumeration, lists of USMILES must be compared.
The best way to ensure consistency would be to test all

possible valence bond structures of the molecule with the
procedure described above. This is, however, not feasible in
many cases due to the prohibitively large number of resulting
molecular states. We therefore decided to reduce the set by
exclusion of protonation and ionization states (see Table 2 for
our definition), since the main complexity of the task results
from valence bond structures with different bond order
distributions.
The input structures needed for the assessment of our

method’s consistency were generated using a workflow
corresponding to the one described for the canonicalization
of molecules. But instead of selecting a canonical form, we
generated valid VSCs without any scoring step and enumerated
all possible combinations. Identical results could be achieved
for all three workflows, canonicalization, normalization, and
generation, with all four data sets mentioned above.
Runtimes. Table 4 lists the runtimes for the three

workflows with the above-mentioned data sets. The results
for canonicalization and normalization are comparable in both
cases, whereas the time needed for the generation of a set of
states is higher. This is not surprising since the workflow
involves the enumeration of multiple molecule states and the
built-in elimination of duplicates based on automorphism
classes. In all cases, an average runtime lower than 1.5 ms per
molecule is measured, thus showing that our method is suitable
for processing large data sets. The similarity of results for
canonicalization and normalization are most probably a
consequence of the normalization procedures used during the
curation of the used data sets. As has been explained above, the
runtimes for normalization are highly dependent on the input
form of the molecule, and the process is accelerated by
reasonable initial representations.
Normalization. The main purpose of normalization is to

transform different input forms of the same molecule into an
identical and at the same time chemically reasonable
representation. We have already shown that our normalization
workflow is consistent for the four data sets used in this study.
Here, we will focus on the second aspect. We believe that the
best way to investigate if results are chemically reasonable is to
compare the resulting valence bond structure with those found
in frequently used and curated public data sets.
The procedure applied for this purpose is again based on the

comparison of USMILES. Directly using the input molecule
and the normalized version is, unfortunately, not suitable in
many cases. As has been explained above, a canonicalization
step at the end of the workflow is used to arbitrarily select one

of multiple equally acceptable solutions. This makes the
comparison to a reference structure, which has most likely
been normalized by a different procedure, pointless. We
therefore decided to enumerate all combinations of VSCs
with the highest score and to check if the input structure is
contained within the obtained set (best). A negative result does,
however, not necessarily mean that our method generated an
unreasonable result. The representation in the data set could
simply correspond to a VSC which received a lower score based
on our scoring scheme. For that reason, we additionally
enumerated all VSCs with a score of at least 75% of the best
score and also searched in this extended set (extended). The
results of this validation procedure are summarized in Table 5.

The differences encountered during the process can be
subdivided into two classes. First, there are input structures
which are not found in the best set, but in the extended set.
These correspond in many cases to keto and enol tautomers of
aromatic heterocycles, which are ranked differently by our
scoring method (see 138 in Figure 11). Second, there are input
structures which are not present in either of both sets. After
visual inspection, we think that the results generated by our
method are in general at least equally acceptable and in some
cases even better than the representations found in the data set.
The latter especially applies to charged structures for which a
reasonable neutral form can be formulated (see 3MC in Figure
11). The normalized molecules generated by our method are
provided as Supporting Information for all entries of LEXPO-
CD and DRUGBANK which were not included in either of the
two sets.
Finding the input structure in a set of equally scored

alternatives is, however, only one aspect of the method’s
performance. Additionally, one has to make sure that the
success is not simply based on the enumeration of an
unreasonably large number of representations. For that reason,
the sizes of the respective sets are also an important
performance indicator and are shown in Table 6.
The average number of generated states is considerably lower

than the result of an exhaustive enumeration. Only for a small
percentage of molecules (less than 0.5%) does the number of
equivalent structures actually exceed a size of five. This is in all
cases caused by the combination of states from independent
zones, e.g., molecules having multiple imidazole rings.

Generation. The aim of our generation workflow is to
generate a set of chemically reasonable protomers of a molecule

Table 4. Runtimes for the Three Workflows with Different Data Sets

ZINC-CL LEXPO-CD DRUGBANK ChEMBL

# total molecules 5735035 17310 6583 1318187
runtime canonicalization [ms/cmpd] 0.28 0.41 0.45 0.71
runtime normalization [ms/cmpd] 0.31 0.50 0.6 0.73
runtime generation [ms/cmpd] 0.45 0.75 0.75 1.37

Table 5. Classification of the Input Structures from Three
Data Sets into Mutually Exclusive Categories for the
Generation of Tautomers

LEXPO-CD DRUGBANK ChEMBL

# total molecules 17310 6583 1318187
# molecules (best) 16837 6431 1252408
# molecules (extended) 364 118 52491
# molecules (not found) 135 48 11433
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for typical cheminformatics applications, e.g., docking calcu-
lations. Considering this context, the resulting set should only
contain states which are realistically expected to be stable in a
protein−ligand complex. In order to assess the quality of our
results, we used ZINC-CL as a reference set since it was
generated for the exact same scenario. The procedure is
identical to the one described for the evaluation of the
normalization workflow. The input structure is searched in two
sets, one containing the states with the highest score (best) and
one containing states with a score of at least 75% of the highest
score (extended). The results of the procedure are summarized
in Table 7.

As has already been discussed above, one important
parameter for the evaluation of the method’s performance
certainly is the number of generated states. The results for all
four data sets are summarized in Table 8.

■ CONCLUSION
The simple fact that the same molecule can be represented by
different valence bond structures constitutes a complex
challenge for cheminformatics applications. It complicates the
determination of molecular identity and makes the results of
cheminformatics calculations prone to inconsistencies. Fur-
thermore, it imposes the task of selecting the best suited
structure or structures for the respective context of application.
The identification, description, and consistent handling of these

different molecular representations is thus a fundamental
requirement in the field of cheminformatics.
To cope with these problems, we have introduced a

formalism which describes different valence bond structures
of a molecule on the basis of the recently published NAOMI
model. Using this description, we developed a general method
for their fast and consistent enumeration and presented three
exemplary applications. In our validation, we have shown that
the devised methodology can be successfully applied to relevant
tasks in cheminformatics in a consistent manner. We have also
demonstrated the low runtime of our approach which makes it
suitable for processing large data sets.
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Figure 11. Examples of differences between the normalized forms generated by our method (right side) and those found in the Ligand Expo data set
(left side).

Table 6. Number of Molecules with More than One and
More than Five Tautomers in the Best Seta

ZINC-CL LEXPO-CD DRUGBANK ChEMBL

# total molecules 5735035 17310 6583 1318187
# tautomers >1 207207 1483 520 93430
# tautomers >5 671 5 5 4699
# average 2.27 2.21 2.37 8.3

aThe provided average refers only to cases with more than one
tautomer.

Table 7. Classification of the Input Structures from the
ZINC-CL Data Set into Mutually Exclusive Categories for
the Generation of Protomers

ZINC-CL

# total molecules 5735035
# molecules (best) 4764463
# molecules (not best) 914921
# molecules (not found) 55651

Table 8. Number of Molecules with More than One and
More than Five Protomers in the Best Seta

ZINC-CL LEXPO-CD DRUGBANK ChEMBL

# total molecules 5735035 17310 6583 1318187
# protomers >1 1007976 2221 770 159663
# protomers >5 9240 183 78 13231
# average 2.54 3.14 3.20 4.40

aThe provided average refers only to cases with more than one
protomer.
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In silico Design, Synthesis, and Screening of Novel
Deoxyhypusine Synthase Inhibitors Targeting HIV-1
Replication
Marcus Schroeder,[a] Adrian Kolodzik,[b] Katharina Pfaff,[a] Poornima Priyadarshini,[c]

Marcel Krepstakies,[c] Joachim Hauber,[c] Matthias Rarey,[b] and Chris Meier*[a]

Introduction

A key step in HIV chemotherapy was the introduction of com-
bination anti-retroviral therapy (cART) in the mid-1990s, which
significantly prolonged patients’ expectancy of life.[1] However,
to decrease cART-related toxicities[2, 3] and the development of
potential (multi)drug resistance during long-term cART,[4] it is
important to identify new targets for therapy and to develop
novel anti-retroviral drugs (that is, low-molecular-weight inhibi-
tors).[5] A general limitation to the development of anti-retrovi-
ral drugs that, like most cART regimens, commonly target
virus-encoded enzymes is the high mutation rate of retrovirus-
es;[1] these mutations frequently lead to the occurrence of
drug-resistant strains.[6] However, a possibility to circumvent
these problems is to address host cell components that are es-
sential for virus replication and, because they are of cellular
origin, are not subject to virus mutation. Within the HIV repli-
cation cycle, various host cell factors play an important role.[7, 8]

For example, eukaryotic initiation factor 5A (eIF-5A), a cellular
protein that primarily promotes the elongation step of transla-
tion,[9] particularly during the biosynthesis of polyproline

motifs,[10] has also been shown to act as a cellular cofactor of
the HIV Rev protein.[11, 12] Rev is an essential viral regulator that
primarily mediates the nucleocytoplasmic transport and trans-
lation of incompletely spliced and unspliced viral tran-
scripts.[13, 14]

Activation of eIF-5A involves a unique spermidine-depen-
dent post-translational modification of a specific lysine residue
into the unusual amino acid hypusine (Figure 1). This modifica-
tion is catalyzed by the sequential action of human deoxyhy-
pusine synthase (DHS) and deoxyhypusine hydroxylase
(DOHH).[15] Previously, derivatives (that is, polyamine ana-
logues) of the natural DHS substrate spermidine were tested
regarding their effect on DHS activity, which showed that N-1-
guanyl-1,7-diaminoheptane (GC7) is a potent inhibitor.[16, 17]

However, the potential application of GC7 in vivo is limited,
due to its unselective binding properties and high structural
similarity to spermidine. This may result in potential undesired
side effects, for example, in spermidine biosynthesis and me-
tabolism.[18]

Importantly, other DHS inhibitors, including the spermidine
analogue 1,8-diaminooctane, have been shown to significantly
suppress virus replication by inhibiting Rev activity in a dose-
dependent manner.[19, 20] Thus, the targeting of DHS, for exam-
ple, through the synthesis of improved GC7 derivatives ob-
tained by rational drug design, may be a promising strategy to
efficiently block HIV replication, including the replication of vi-
ruses that are otherwise resistant to current cART.

Based on the X-ray crystal data for DHS in the Protein Data
Bank (PDB)[21] and the known inhibitor GC7, structure- and
ligand-based drug design approaches were applied in order to
discover novel DHS inhibitors. We report herein the in silico

The human enzyme deoxyhypusine synthase (DHS) is an im-
portant host cell factor that participates in the post-translation-
al hypusine modification of eukaryotic initiation factor 5A (eIF-
5A). Hypusine-modified eIF-5A plays a role in a number of dis-
eases, including HIV infection/AIDS. Thus, DHS represents
a novel and attractive drug target. So far, four crystal structures
are available, and various substances have been tested for in-
hibition of human DHS. Among these inhibitors, N-1-guanyl-
1,7-diaminoheptane (GC7) has been co-crystallized in the
active site of DHS. However, despite its potency, GC7 is not se-

lective enough to be used in drug applications. Therefore, new
compounds that target DHS are needed. Herein we report the
in silico design, chemical synthesis, and biological evaluation
of new DHS inhibitors. One of these inhibitors showed dose-
dependent inhibition of DHS in vitro, as well as suppression of
HIV replication in cell cultures. Furthermore, the compound ex-
hibited no cytotoxic effects at active concentrations. Thus, this
designed compound demonstrated proof of principle and rep-
resents a promising starting point for the development of new
drug candidates to specifically interfere with DHS activity.
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design, synthesis, and biological evaluation of several selected
compounds, which were tested for inhibition of DHS in an
enzyme assay, for inhibition of HIV-1 replication in vitro, and
for potential cytotoxic effects.

Results and Discussion

Virtual screening

To identify new binders to DHS,
we combined ligand-based and
structure-based drug design ap-
proaches. These include large-
scale virtual screening (TrixX B-
MI),[22] scaffold hopping and
ligand decoration (ReCore),[23]

combinatorial library design
(Loft),[24] virtual screening
(LeadIT),[25] and rescoring
(HYDE).[26]

The two crystal structures
1RQD and 1ROZ represent the
active form of DHS,[27] so these
were selected for subsequent
docking experiments. However,

in these crystal structures, only protein dimers were found,
whereas the biologically active enzyme complex is a tetra-
mer.[28] Therefore, the tetrameric protein was built in accord-
ance with the crystal structure parameters by using the Molec-
ular Operating Environment (MOE) software.[29] The two addi-
tional amino acid chains were named “C” and “D”, respectively
(Figure 2). The binding site at the interface of chain A and

Figure 1. In vivo post-translational activation of eIF-5A catalyzed by DHS and DOHH.

Figure 2. A) Tetrameric form of DHS generated from PDB crystal structure 1RQD. B) Chains A and B with cofactor NAD and inhibitor GC7 in all four binding
sites. C) Interactions of GC7 with the DHS binding site. D) Three-dimensional view of the binding site.
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chain D involving Asp243 of chain A and Glu323 of chain D
was analyzed.

To define the binding site for subsequent docking experi-
ments, the crystal structures (1RQD and 1ROZ) were aligned
and superposed according to their a carbon (CA) atoms (root
mean square deviation, RMSD = 0.179 �). The coordinates of
the co-crystallized ligand (GC7) and cofactor (nicotinamide ad-
enine dinucleotide, NAD) of crystal structure 1RQD were then
transferred into 1ROZ. Two alternative binding sites were de-
fined. The first variant only included amino acids with at least
one atom within a distance of less than 6.5 � from GC7 or
NAD. Both the cofactor NAD and the ligand GC7 were re-
moved before docking. The second variant was defined ac-
cordingly around GC7 with the cofactor NAD present.

Consequently, the second variant of the binding site is rela-
tively small compared with the first variant. Both variants of
the binding site are used with their standard protonation and
additional variants of His288. His288 is considered as being
either protonated at the NE2 nitrogen (t nitrogen) atom or ro-
tated by 1808 and protonated at the ND1 nitrogen (p nitrogen)
atom, which possibly leads to an interaction with the carboxyl-
ate group of Asp316.

All ligands that were used for docking were first processed
with the CORINA[30] software and subsequently with the
NAOMI[31] program to ensure reasonable coordinates and valid
valence bond forms. An overview of the development work-
flow is shown in Figure 3. In a first step, the clean-leads subset
of the ZINC database[32] was screened for potential inhibitors
of DHS. This dataset contains only lead-like compounds with-
out reactive groups (for example, epoxides). In order to
employ the TrixX BMI virtual screening approach, rotamers
were generated by using the TrixX conformer generator.[33] The
resulting rotamers were subsequently docked into the binding
site of 1RQD. Solutions were only considered for further analy-
sis if they had a predicted interaction to the OD2 oxygen atom
of Asp243 in chain A and at least one additional interaction to
the OE1 or OE2 oxygen atoms of Glu323 in chain D. Thereby,
a similar interaction pattern to that of GC7 is ensured. Further-
more, proposed binders with a score above �10 (weak bind-
ers) were discarded to filter for medium-to-strong binders.

Based on experimental results, a focused fragment space
was designed to match the characteristics of the DHS binding
site. Molecules of this fragment space allow systematic testing
of combinations of different anchor groups, cores, and linker

lengths. Core fragments c1–c20 (Figure 4) were chosen to
build the center of generated molecules and to form an addi-
tional p–p stacking interaction to Trp327 in chain D of DHS,
which cannot be established by the aliphatic compound GC7.

Anchor fragments a1–a7 (Figure 5) were designed to inter-
act with the hydrogen-bond acceptors of the binding site. All
possible combinations of these fragments were enumerated.
The resulting molecules were filtered for lead likeness.

Scaffold hopping and ligand decoration were performed
with ReCore, by using the standard set of fragments supplied
with the software. This set consists of fragments generated by
fragmenting the drug-like compounds of the ZINC database
according to the BRICS[34] shredding rules. This approach gen-
erates further potential lead structures with possibly higher
binding affinities and additional interactions with the protein
binding site.

In summary, we have followed three strategies. We used
large-scale virtual screening of the ZINC database to identify

commercially available com-
pounds that can be purchased
and tested for inhibition of DHS.
This approach does not use any
knowledge about already identi-
fied binders, so it has the poten-
tial to yield completely different
inhibitors of DHS. Scaffold hop-
ping was used to directly im-
prove the binding affinity of lead
structures and known binders.
Only parts of the already known
inhibitors are replaced by thisFigure 3. Workflow for the development of new potential DHS inhibitors.

Figure 4. Core fragments designed to interact with Trp327 in chain D of
DHS. The linkers (R) are virtually replaced by anchor fragments. Each combi-
nation of a single core fragment and two anchor fragments forms a molecule
used for subsequent molecular docking calculations.
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approach, so the resulting molecules have a high probability
of showing inhibitory activity against DHS. However, molecules
designed by this approach, which are not commercially avail-
able, have to be individually synthesized. A fragment space
was used to systematically investigate a high number of similar
molecular structures. Thus, only the most promising represen-
tative of a class of similar compounds has to be synthesized
and tested in vitro.

All of the molecules selected by the above-mentioned ap-
proaches were docked into the binding site of DHS by using
the LeadIT docking software (version 2.0.2) based on the FlexX
docking approach.[35] The maximum overlap volume of ligand
and protein was set to 2 �3 and the clash factor was set to 0.7
to limit false-positive docking solutions. All other parameters
were kept at the default settings. Furthermore, the same inter-
action filter was applied as that used for the TrixX BMI virtual
screening.

Rescoring was performed with the HYDE scoring function
(version 3.25).[26] This scoring function models desolvation ef-
fects, so it has a higher accuracy in predicting binding affinities
than the standard scoring functions implemented within TrixX
or LeadIT, respectively. For every ligand docked with LeadIT,
the ten best poses were stochastically optimized and rescored
with the HYDE software. All poses with a negative HYDE score
were manually inspected for incorrect conformations or wrong
protonation states.

Docking studies

Pooled molecules from the initial TrixX BMI screening and
structures from scaffold hopping and ligand decoration ap-
proaches were docked into the binding site of DHS. The most
promising compounds as judged by the FlexX and HYDE
scores were further analyzed for synthetic accessibility or com-
mercial availability. Compounds 4 and 6 were commercially
available, whereas compounds 1–3 and 5 were selected for
synthesis (Figure 6).

In addition, substitution of the charged guanidinium group
by a urea group should improve the abilities of the molecules
to pass through cell membranes relative to the ability of GC7
and resulted in high (negative) FlexX and HYDE scores
(Figure 7).

Out of the compounds that are shown in Figures 6 and 7,
only compound 4 inhibited DHS in an enzymatic assay and the
replication of HIV in cell cultures (data not shown). Compound
4 therefore served as a basis for the following inhibitor design.
To systematically enhance the inhibitory activity and to de-
crease the observed cell toxicity of compound 4, a fragment
space was designed as described above. The resulting mole-
cules address the hydrogen-bond acceptors of the terminal
parts of the binding site, as well as the aromatic ring of Trp327
in the center of the binding site. Furthermore, the generated
molecules were sufficiently flexible to adapt to the binding site
of DHS and to avoid intercalation into DNA. They shared pre-
dicted interactions with Trp327, Glu323, and Asp243 of DHS.
Out of these molecules, compound 10 was selected as a target
compound because it had the highest predicted binding affini-
ty (Figure 8). The predicted interactions of compound 10 with

Figure 5. Anchor fragments designed to interact with hydrogen acceptors of
the DHS binding site. The linkers (R) are virtually replaced by core fragments.
Each combination of a single core fragment and two anchor fragments
forms a molecule used for subsequent molecular docking calculations.

Figure 6. Compounds 1–6 were selected as potential DHS inhibitors on the
basis of a TrixX BMI screening of the ZINC database.

Figure 7. Suggested inhibitors designed on the basis of GC7 with the guani-
dinium group replaced by a urea group. The shown FlexX and HYDE scores
represent the best score of all performed docking experiments for each
compound.

Figure 8. Selected target molecule from a second set of predicted binders
generated from focused fragment space with the corresponding FlexX and
HYDE scores.
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the active site of DHS are shown in Figure 9. Compound 10
has not been described before in the literature.

Chemical synthesis of the in silico designed potential DHS
binders

The compounds can be subdivided into three groups: the
more rigid and more GC7-unlike compounds 1–6, the flexible
and more GC7-like analogues 7–9, and compound
10, which was derived from the focused fragment
space (Figures 6, 7, and 8). It was possible to prepare
the proposed compounds from the first two groups
in a maximum of two steps by starting from cheap
reagents and commercially available starting materi-
als. For the synthesis of the more rigid aromatic
compounds 1–3, the synthesis routes are given in
Schemes 1 and 2. To avoid additional protection and
deprotection steps, the nitro group was chosen as
a masked amino group precursor in all cases. The
corresponding nitro compounds 16 (for 1), 19 (for
2), and 21 (for 3) were synthesized in yields of 16–
91 %, despite the fact that the electron-withdrawing
nitro group lowers the reactivity of the aromatic
system. The substituted 1,3,4-oxadiazole compound
16 was synthesized by cyclization of 3-nitrobenzoic
acid with aminourea hydrochloride in polyphosphor-
ic acid in 26 % yield.[36] Heating of 3-nitrobenzoyl
chloride and 4-nitroaniline in pyridine to reflux, as re-
ported by Hu et al. , led to 3-nitro-N-(4-nitrophenyl)-
benzamide (19 ; in 91 % yield).[37]

6-Nitro-2-(3-nitrophenyl)benzoxazole (21) was pre-
pared first by applying a copper-catalyzed method
reported by Ueda and Nagasawa that led from the
benzanilide 19 by way of an oxidative ring closure to
the benzoxazole 21 in 27 % yield.[38] As shown in
Scheme 2, the alternative route described by Haus-
ner et al. allowed the synthesis to be shortened by
one step.[39] In this case, benzoxazole 21 was ob-

tained from 2-amino-4-nitrophenol (20) and 3-nitrobenzoic
acid (14) in a nonoptimized yield of 16 %.

For the last step, different reduction methods were tried to
convert the nitro group into the amino group. Among the vari-
ous procedures, the reduction with tin(II) chloride (Scheme 1)
gave the best results for 16 and 19. However, in case of 21,
the reduction with tin(II) chloride led to a ring opening of the
oxazole moiety. Therefore, in this case, hydrogen under pres-
sure and palladium on charcoal were used (Scheme 2).

Beside these rigid aromatic systems, three flexible aliphatic
derivatives of GC7 were synthesized (Figure 7 and Scheme 3),
in which the guanidine moiety was replaced by a urea function
and the alkyl chain length varied from six to eight carbon
atoms. Compound 5, in which the guanidine moiety was sub-
stituted with an acryloyl moiety and the alkyl chain length was
shortened to six carbon atoms, was also synthesized.

A method reported by Miyagawa et al. led to target com-
pound 5 in 35 % yield by adding acryloyl chloride dropwise to
a diluted solution of 1,6-diaminohexane in dry methanol.[40] In
solvents like pyridine, CH2Cl2, or THF with triethylamine as
a base, the only isolated product was the disubstituted dia-
mine.[41–43] Compounds 7–9 were prepared according to the
method of Boden et al. in yields varying from 11 to 39 %.[44]

The synthesis included washing steps for purification, so parts
of the product were also dissolved, which resulted in the poor
yields for 7–9.

Figure 9. Predicted binding mode of compound 10 to DHS as calculated by
the LeadIT 2.0.2 software.

Scheme 1. Synthesis of the more rigid aromatic compounds 1 and 2 based on the virtual
screening results. Reagents and conditions : a) P2O5, phosphoric acid, reflux, 2 h, 26 %;
b) SnCl2, conc. HCl, 50 8C, 2 h, 84 %; c) pyridine, reflux, 18 h, [N2] , 91 %; d) SnCl2, conc. HCl,
50 8C, 2 h, 99 %.

Scheme 2. Synthesis of 6-amino-2-(3-aminophenyl)benzoxazole (3). Reagents and condi-
tions : a) Pyridine, reflux, 18 h, [N2] , 91 %; b) B(OH)3, xylene, reflux, 12 h, 16 %; c) o-dichlor-
obenzene, copper triflate, reflux, 22 h, 27 %; d) Pd/C, H2, EtOH, RT, 68 h, 25 %.
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For compound 10, the substi-
tuted indole moiety is the key
structure element. Due to the
particular substitution pattern,
no suitable indole precursor was
commercially available. Thus, the
synthesis was started with
4-amino-3-iodobenzonitrile (23),
which bears a nitrile function as
a precursor for the benzyl amine
group and an iodine atom in the
ortho position to the amine
(Scheme 4). Different C–C cross-
coupling and ring-closure meth-
ods with 4-substituted but-1-
ynes were tested to yield the
indole (paths A–D). Initially, the
nitrile group was reduced with
BH3·THF, and this was followed
by acidic workup according to
the method of Li et al.[45] The fol-
lowing Boc protection was car-
ried out with di-tert-butyldicar-
bonate in 72–80 % yield. The in
situ coupling and cyclization of
24 a with but-3-yn-1-ol (25) was
only successful by using the re-
action conditions described by
Larock et al. (Scheme 4,
path A).[46] However, even then,
only an inseparable mixture of
the 2- and 3-substituted indoles
was isolated in a yield of 35 %.

Thus, the reactivity of the aro-
matic amine moiety of 24 a was
enhanced by N-tosylation with
tosyl chloride to give precursor
24 b in 92 %.[47, 48] A copper
iodide/Pd(PPh3)2Cl2 mediated re-
action with three equivalents of
but-3-yn-1-ol yielded the indole
29 b in 90 % (Scheme 4,
path A).[44] In analogy to known
procedures, the hydroxy group
of the indole 29 b was converted

into the N,N’-bis-tert-butoxycarbonylguanidino group by using
the Mitsunobu reaction in 95 % yield.[49] The cleavage of the
tosyl group gave the best results by using 5 m NaOH in metha-
nol and the product was isolated in 95 % yield. The final depro-
tection step was the acidic cleavage of all of the Boc groups of
30 a by treatment with 2 m HCl in CH3CN. Purification on re-
verse-phase (RP) silica gel with H2O as the eluent and freeze
drying gave the pure compound 10 as the hydrochloride salt
in 73 % yield.

It is noteworthy that a protecting group on the hydroxy
function of but-3-yn-1-ol (25) was not needed for the cycliza-
tion. It actually caused a negative effect, because no product

Scheme 3. Overview of the synthesized GC7 analogues 5 and 7–9. Reagents
and conditions : a) Trimethylsilylisocyanate (0.35 equiv), THF, RT, 4 h, [N2] , 11–
39 %; b) acryloyl chloride (0.4 equiv), CH3OH, 0 8C!RT, 16 h, [N2] , 35 %.

Scheme 4. Overview of the synthesis of the in silico designed DHS inhibitor 10. Reagents and conditions :
a) BH3·THF (3 equiv), THF, reflux, 4 h, [N2] , then 1 m HCl (3 equiv), reflux, 1 h; b) 1. Et3N (4 equiv), DMAP (0.2 equiv),
2. di-tert-butyldicarbonate (1–7.3 equiv), 0 8C!RT, 5 h, [N2] , 72–80 % (over two steps) ; c) pyridine (3 equiv), TosCl
(1.2 equiv), CH2Cl2, RT, 42 h, [N2] , 92 %; d) DBU (1.5 equiv), Pd EnCat TPP30 (3.5 mol %), alkyne (1.5 equiv), reflux,
17 h, [N2] ; e) alkyne (3 equiv), CuI (0.2 equiv), Pd(PPh3)2Cl2 (10 mol %), NEt3, DMF, 85 8C, 17 h, [N2] ; f) KH (1.2 equiv),
Cu(OAc)2 (1.1 equiv), 1,2-dichloroethane, 70 8C, 3–4 d, [N2] , 79 %; g) see (e); h) N,N’-bis-tert-butoxycarbonylguani-
dine (1.5 equiv), PPh3 (1.5 equiv), DIAD (1.5 equiv), 0 8C!reflux, 3 h, [N2] ; i) see (f) ; j) 5 m NaOH/CH3OH, RT, 40 h,
[N2] ; k) 2 m HCl/CH3CN, RT, 28 h; l) see (h), 87 %; m) N,N’-bis-tert-butoxycarbonylguanidine (1 equiv), NaH (1 equiv),
DMF, [N2] , 10 %. Boc: tert-butoxycarbonyl ; Tos: toluene-4-sulfonyl; n.d. : not determined; DMAP: 4-dimethylamino-
pyridine; DBU: 1,8-diazabicyclo[5.4.0]undec-7-ene; DMF: N,N-dimethylformamide; DIAD: diisopropylazodicarboxy-
late.
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was isolated with the methodology of Larock et al. Moreover,
for 4-amino-3-(4-O-tert-butyldimethylsilyl-but-1-yn-1-yl)benzoni-
trile under the cyclization conditions of Hiroya et al. , the
5-cyano-2-vinyl-1 H-indole was isolated as the main product in
90 %.[50] To avoid additional protection steps, the approach of
the nitrile reduction after indole synthesis was tested, too. Un-
fortunately, this was not successful and led to reduction of the
indole as a side reaction.[51–53]

The synthesis of N,N’-bis-tert-butoxycarbonylguanidinobut-3-
yne (27) prior to cross-coupling and cyclization with 24 a/
b would save a step in the linear synthesis route (Scheme 4,
path B), so alkyne 27 was synthesized from but-3-yn-1-ol (25)
under Mitsunobu reaction conditions[49] (87 %) and from
4-bromo-1-butyne (26) by nucleophilic substitution[54] (10 %). A
ring-closure reaction of 4-amino-3-(4-bromobut-1-yn-1-yl)ben-
zonitrile led only to the elimination product 5-cyano-2-vinyl-
1 H-indole in poor yields (14 %). Due to the lower yields ob-
tained with N,N’-bis-tert-butoxycarbonylguanidinobut-3-yne
(27) in the transition-metal-catalyzed cyclizations and the high
efficiency of the Mitsunobu reaction conditions, it is more con-
venient to convert the hydroxy group after the indole synthe-
sis. However, the Mitsunobu reaction with indole 29 a was not
successful, possibly due to side reactions of the free indole ni-
trogen atom (Scheme 4).

To circumvent the tosylation/detosylation but still use the
modified “one-pot” indole synthesis from Adachi et al. ,[47] we
aimed to convert compound 23 directly to the O-tert-butyl-4-
N-(O-tert-butoxycarbonyl)-3-iodobenzylcarbamate. However,
even if a large excess of di-tert-butyldicarbonate (7.3 equiv)
was used, the bis-Boc protection was not achieved.

Interestingly, by using a combination of Sonogashira cross-
coupling reaction conditions[55, 56] and subsequent cyclization
according to the method of Hiroya et al. , indole 30 a was ob-
tained without the need for a protecting group on the aryla-
mine nitrogen atom (Scheme 4, path D).[50] Although this route
was shorter, the yields were significantly lower than those of
the first route (path A).

In summary, the most efficient synthetic route yielded,
through reduction, Boc protection, tosylation, “one-pot” cycli-
zation with but-3-yn-1-ol, guanidine introduction under Mitsu-
nobu reaction conditions, detosylation, and cleavage of the
Boc protecting groups, the target compound 10 in an overall
yield of 44 % over seven steps (Scheme 4, path A). One advant-
age of this route is the variability of the starting materials be-
cause different hydroxy-substituted alkynes similar to 25 may
be suitable and the aromatic precursor (such as 24 b) can also
be varied, for example, with different electron-donating sub-
stituents and various substitution patterns. Thus, the estab-
lished synthetic route should enable the preparation of deriva-
tives of compound 10 with, for example, varied alkyl chain
lengths.

Inhibition of DHS activity in vitro

In order to investigate the ability of the new compounds 1–10
to inhibit DHS, all of the compounds were tested in an enzy-
matic in vitro DHS assay. The DHS reaction was simulated by

employing recombinantly expressed eIF-5A and DHS, together
with the substrates NAD and 3H-labeled spermidine. The reac-
tion was performed with the indicated concentrations of deriv-
atives 1–10, GC7 as a reference control, or only dimethylsulfox-
ide (DMSO) as a negative control, respectively. As a measure
for DHS activity, the relative amounts of the tritium-labeled
aminobutyl moiety transferred from spermidine to eIF-5A were
detected.

Unfortunately, there was no significant inhibition of DHS de-
tected for the in silico designed compounds 1–9 of the first
two groups (Figures 6 and 7). Compounds 1–3 and 6–9
showed no inhibition, whereas compounds 4 and 5 showed
weak inhibition (11 % and 14 %, respectively). GC7 showed
a 45 % inhibition under the assay conditions (80 mm GC7 or the
corresponding compound; negative control subtracted from
the absolute inhibition). In contrast, the novel designed poten-
tial binder 10 (Figure 8) showed significant dose-dependent in-
hibition of DHS (IC50�12 mm ; Figure 10 a,b).

Inhibition of HIV-1 replication in vitro

It has been previously demonstrated that the eIF-5A-modifying
enzyme DHS may serve as a novel target for anti-retroviral
therapy.[19, 20] Therefore, the potential inhibitory effect on the
replication of HIV-1 in tissue cultures was analyzed. For this
purpose, PM1 lymphocytes were incubated for seven days,
either in the presence of compound 10, the established DHS
inhibitor GC7 (positive control), or culture medium alone (neg-
ative control). Subsequently, the respective cultures were in-
fected with HIV-1BaL and culturing was continued for another
week, at which time the p24 antigen levels in the culture su-
pernatants were determined. Both compounds moderately in-
hibited the formation of HIV-1 progeny in a dose-dependent

Figure 10. A) DHS inhibition assay with compound 10. B) Dose-dependent
inhibition of DHS by the novel inhibitor 10.
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manner (Figure 11). Clearly, GC7 was about twice as active as
the in silico designed compound 10. Compound 10 at a con-
centration of 2 mm achieved a moderate HIV-1 inhibition rate
of 14 %. Cell viability testing (by alamarBlue Assay) in the re-
spective cultures failed to detect drug-induced cytotoxicity
(data not shown).

Conclusions

In the presented approach, we have described a way of de-
signing a new small-molecule inhibitor of deoxyhypusine syn-
thase. A compound was successfully designed, synthesized,
and validated to show dose-dependent inhibition of DHS in
vitro and suppression of HIV replication in cell cultures. There-
by, we have demonstrated that the in silico design of DHS in-
hibitors may serve as a starting point to develop new drugs
against diseases, such as HIV infection, in which the hypusine-
containing protein eIF-5A plays a critical role. Although the ob-
served antiviral activity for compound 10 is not very high, the
data found here can be used now for a further development
of the concept. The synthesis pathways described for com-
pound 10 are flexible enough to prepare more structurally di-
verse molecules. Variations of compound 10 are currently
being synthesized and will soon be analyzed with respect to
their inhibition of DHS activity and HIV replication. Moreover,

compound 10 is being used as a hit structure for further virtual
screening optimization and also co-crystallization with DHS.

Experimental Section

Chemistry

All air- or water-sensitive reactions were performed in flame-dried
glassware under a nitrogen atmosphere. Compounds 4 and 6 were
obtained from Sigma–Aldrich. Commercially available solvents and
reagents were used without further purification with the following
exceptions: dichloromethane (CH2Cl2) was distilled from calcium
hydride and stored over activated molecular sieves. THF was dried
over potassium/benzophenone, distilled under nitrogen, and
stored over activated molecular sieves. Petroleum ether 50–70,
EtOAc, CH2Cl2, and CH3OH employed in chromatography were dis-
tilled before use. For column chromatography, silica gel 60 (230–
400 mesh) was used. For thin layer chromatography (TLC), pre-
coated aluminum 60 F254 plates with a 0.2 mm layer of silica gel
containing a fluorescence indicator were used. NMR spectra were
recorded on 400 or 500 MHz spectrometers (Bruker AMX 400,
Bruker AV 400, or Bruker DRX 500). All 1H and 13C NMR chemical
shifts (d) are quoted in parts per million (ppm) and were calibrated
against solvent signals. High-resolution (HR) mass spectra were ob-
tained with a VG Analytical VG/70–250F spectrometer (FAB; matrix
was m-nitrobenzyl alcohol). HR ESI mass spectra were obtained
with an Agilent Technologies ESI-TOF 6224 spectrometer. IR spectra
were acquired by using a Bruker Alpha-P IR spectrometer within
the 400–4000 cm�1 range in the attenuated total reflection (ATR)
mode. Analytical HPLC was carried out on a VWR-Hitachi LaChro-
mElite HPLC system, which consisted of a VWR-Hitachi L-2130
pump, an L-2200 autosampler, and an L-2455diode array detector.
The column used was a Nucleodur C18 Gravity, 5 mm (Macherey–
Nagel). Elution was performed with a 100 mm ammonium formiate
buffer (pH 3.0)/acetonitrile (Sigma–Aldrich, HPLC grade) eluent, 5–
44 % CH3CN (0–12 min), a flow rate of 1.3 mL min�1, and UV detec-
tion at 264 nm.

General procedure 1: Mitsunobu introduction of the guanidine :
The reaction was carried out under a nitrogen atmosphere. A solu-
tion of the corresponding alcohol, PPh3 (1.5 equiv), and N,N’-bis-
tert-butoxycarbonylguanidine (1.5 equiv) in dry THF (15 mL mmol�1

alcohol) was cooled down to 0 8C. This was followed by dropwise
addition of DIAD (1.5 equiv). After that, the reaction mixture was
heated at reflux for 3 h. The solvent was removed in vacuo and
the crude product was purified by column chromatography on
silica gel (petroleum ether 50–70/EtOAc, 4:1!1:1).

General procedure 2 : Synthesis of the indole : The reaction was
carried out under a nitrogen atmosphere. Dry triethylamine
(30 equiv) was added to a suspension of O-tert-butyl-3-iodo-4-(4-
methylphenylsulfonylamido)benzylcarbamate (24 b), CuI
(0.2 equiv), and Pd(PPh3)2Cl2 (0.1 equiv) in dry DMF (10–
15 mL mmol�1). This was followed by dropwise addition of the sub-
stituted alkyne (3 equiv). After being stirred for 17 h at 85 8C, the
suspension was diluted with ethyl acetate and washed with H2O
(3 �). The organic layer was dried over sodium sulfate and the sol-
vent was removed under reduced pressure. The crude product was
then purified by column chromatography on silica gel.

2,5-Di-(3-nitrophenyl)-1,3,4-oxadiazole (16): For the polyphos-
phoric acid solution, P2O5 (15 g) was added to phosphoric acid
(10 mL). 3-Nitrobenzoic acid (14 ; 1.00 g, 5.99 mmol) and aminourea
hydrochloride (15 ; 0.67 g, 5.99 mmol) were added to this solution.
After being stirred at 170 8C for 2 h, the reaction mixture was

Figure 11. Antiviral effects of DHS inhibitors. PM1 cell cultures were incubat-
ed in the presence of the indicated concentrations of compound 10, GC7, or
in medium alone for seven days, infected with the CCR5-tropic HIV-1 isolate
BaL, and further cultivated for another week. A) Release of viral particles was
determined by an HIV-1 p24 antigen-specific enzyme-linked immunosorbent
assay at day seven post-infection. B) The percentage of inhibition of virus
replication relative to the replication in the control culture without drugs
(medium), which was arbitrarily set at 100 %.
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poured into ice/H2O. The precipitated product was filtered and
washed with H2O to yield a colorless solid (482 mg, 1.55 mmol,
26 %). 1H NMR (400 MHz, CDCl3): d= 9.00 (dd, J = 1.7, 1.7 Hz, 2 H;
H2), 8.64 (dt, J = 7.9, 1.4 Hz, 2 H; H6), 8.51 (ddd, J = 8.2, 1.0, 1.0 Hz,
2 H; H4), 7.96 ppm (dd, J = 8.0, 8.0 Hz, 2 H; H5); 13C NMR (101 MHz,
CDCl3): d= 163.6 (oxadiazole C), 148.9 (aryl CNO2), 132.8 (aryl C6),
130.8 (aryl C5), 126.8 (aryl C4), 125.2 (C1), 122.2 ppm (aryl C2); TLC:
Rf = 0.82 (CH2Cl2/CH3OH, 9:1) ; IR (neat): ñ= 3093, 1517, 1350, 1062,
912, 713, 667 cm�1; HRMS (FAB): m/z calcd: 313.0572 [M + H]+ ;
found: 313.0576.

3-Nitro-N-(4-nitrophenyl)benzamide (19): The reaction was carried
out under a nitrogen atmosphere. 4-Nitroaniline (18 ; 1.00 g,
7.24 mmol) was dissolved in dry pyridine (24 mL) and then 3-nitro-
benzoyl chloride (17; 1.61 g, 8.69 mmol, 1.2 equiv) was added.
After that, the reaction mixture was heated at reflux for 18 h and
then poured into ice/H2O. The precipitated product was filtered
and washed with H2O to yield a yellow solid (1.90 g, 6.61 mmol,
91 %). 1H NMR (400 MHz, [D6]DMSO): d= 11.10 (s, 1 H; amide NH),
8.82 (dd, J = 1.8, 1.8 Hz, 1 H; H3), 8.48 (ddd, J = 8.2, 1.5, 1.5 Hz, 1 H;
H7), 8.43 (ddd, J = 8.0, 1.2, 1.2 Hz, 1 H; H5), 8.30 (d, J = 9.1 Hz, 2 H;
H10), 8.07 (d, J = 9.2 Hz, 2 H; H9), 7.88 ppm (dd, J = 8.1, 8.1 Hz, 1 H;
H6); 13C NMR (101 MHz, [D6]DMSO): d= 164.1 (carbonyl C), 147.6
(C4), 145.0 (C8), 142.6 (C11), 135.6 (C2), 134.4 (C5), 130.3 (C6), 126.6
(C7), 124.8 (C10), 122.6 (C3), 120.2 ppm (C9); TLC: Rf = 0.85 (CH2Cl2/
CH3OH, 9:1) ; IR (neat): ñ= 3367, 3082, 1686, 1525, 1347, 1299,
1109, 848, 704 cm�1; HRMS (FAB): m/z calcd: 288.0620 [M + H]+ ;
found: 288.0610.

6-Nitro-2-(3-nitrophenyl)benzoxazole (21): Method a: 2-Amino-5-
nitrophenol (20 ; 771 mg, 5.00 mmol) and 3-nitrobenzoic acid (14 ;
836 mg, 5.00 mmol) were suspended in xylene (15 mL). After addi-
tion of boronic acid (340 mg, 5.50 mmol, 1.1 equiv), the reaction
mixture was heated at reflux for 8 h and then the solvent was re-
moved in vacuo. The crude product was purified by column chro-
matography on silica gel (CH2Cl2/CH3OH, 99:1) to yield a pale-rose
solid (229 mg, 0.803 mmol, 16 %). 1H NMR (400 MHz, CDCl3): d=
9.15 (dd, J = 1.8, 1.8 Hz, 1 H; H9), 8.63 (ddd, J = 7.7, 1.6, 1.1 Hz, 1 H;
H13), 8.57 (dd, 1 H, J = 2.3, 0.4 Hz; H6), 8.48 (ddd, J = 8.3, 2.3,
1.1 Hz, 1 H; H11), 8.39 (dd, J = 8.8, 2.2 Hz, 1 H; H4), 7.93 (dd, J = 8.8,
0.3 Hz, 1 H; H3), 7.81 ppm (t, J = 8.0 Hz, 1 H; H12); 13C NMR
(101 MHz, CDCl3): d= 149.7 (C7), 148.5 (C2), 146.4 (C1), 145.5 (C10),
133.5 (C13), 130.5 (C12), 127.0 (C11), 123.2 (C8), 122.7 (C3), 122.2
(C9), 121.5 (C5), 121.2 (C4), 107.6 ppm (C6); TLC: Rf = 0.41 (petrole-
um ether 50–70/EtOAc, 4:1) ; IR (neat): ñ= 3104, 2922, 2852, 1521,
1345, 1061, 815, 733, 707 cm�1; HRMS (FAB): m/z calcd: 286.0386
[M + H]+ ; found: 286.0463.

Method b: In a round-bottomed flask, 3-nitro-N-(4-nitrophenyl)ben-
zamide (19 ; 104 mg, 362 mmol) was dissolved in o-dichlorobenzene
(1.2 mL). This was followed by addition of copper triflate (30 mg,
83 mmol, 0.2 equiv). After that, the reaction mixture was heated at
reflux for 22 h and then the solvent was removed in vacuo. The
crude product was purified by column chromatography on silica
gel (petroleum ether 50–70/EtOAc, 6:1!1:1) to yield a pale-rose
solid (28 mg, 99 mmol, 27 %). The analytical data were identical to
those reported above.

6-Amino-2-(3-aminophenyl)benzoxazole (3): The reaction was
carried out under a hydrogen atmosphere. 6-Nitro-2-(3-nitrophe-
nyl)benzoxazole (21; 75 mg, 33 mmol) and Pd/C (10 mg) were sus-
pended in dry ethanol (8 mL). This was followed by activation with
ultrasound for 30 s. The reaction mixture was then stirred at room
temperature under hydrogen pressure for 68 h, before being fil-
tered and extracted with methanol. The crude product was puri-

fied by column chromatography on silica gel (CH2Cl2/CH3OH, 97:3)
to yield a colorless solid (18 mg, 80 mmol, 25 %). 1H NMR (400 MHz,
CDCl3): d= 7.37 (d, J = 8.2 Hz, 1 H; H3), 7.31 (s, 1 H; H9), 7.24–7.14
(m, 2 H; H12, H13), 6.79 (s, 1 H; H6), 6.70 (d, J = 7.4 Hz, 1 H; H11),
6.62 (d, J = 8.4 Hz, 1 H; H4), 5.38 ppm (2 � s, 4 H; 2 � NH2); 13C NMR
(101 MHz, CDCl3): d= 159.8 (C1), 151.7 (C2), 149.2 (C8), 147.8 (C7),
131.9 (C5), 129.5 (C12), 127.6 (C10), 119.5 (C3), 116.2 (C11), 113.9
(C13), 112.3 (C4), 111.3 (C9), 94.2 ppm (C6); TLC: Rf = 0.47 (CH2Cl2/
CH3OH, 9:1) ; IR (neat): ñ= 3413, 3314, 3205, 1628, 1489, 1354,
1146, 811, 717, 622 cm�1; HRMS (ESI+): m/z calcd: 226.0902 [M +
H]+ ; found: 226.0974.

2,5-Di-(3-aminophenyl)-1,3,4-oxadiazole (1): In a 25 mL round-
bottomed flask, tin(II) chloride (608 mg, 3.20 mmol, 10 equiv) was
dissolved in concentrated HCl (8 mL) and warmed up to 50 8C. This
was followed by slow addition of 2,5-di-(3-nitrophenyl)-1,3,4-oxa-
diazole (16 ; 100 mg, 0.320 mmol). Afterward, the solution was
stirred for a further 1.5 h and then poured, under gas formation,
into a mixture of potassium carbonate (10 g) and ice/H2O (100 mL).
The product was extracted with EtOAc (3 �) and the combined or-
ganic layers were dried over sodium sulfate. Finally, the solvent
was removed in vacuo to yield a pale-yellow solid (68 mg,
0.27 mmol, 84 %). 1H NMR (400 MHz, [D6]DMSO): d= 7.29 (dd, J =
1.8, 1.8 Hz, 2 H; H2), 7.26–7.21 (m, 2 H; H5), 7.21–7.18 (m, 2 H; H6),
6.79 (ddd, J = 7.8, 2.3, 1.3 Hz, 2 H; H4), 5.52 ppm (s, 4 H; NH2);
13C NMR (101 MHz, [D6]DMSO): d= 164.2 (oxadiazole C), 149.4 (C1),
129.8 (C5), 123.5 (C3), 117.2 (C4), 113.7 (C6), 111.0 ppm (C2); TLC:
Rf = 0.61 (CH2Cl2/CH3OH, 9:1) ; IR (neat): ñ= 3207, 1592, 1468, 1317,
781, 678 cm�1; HRMS (FAB): m/z calcd: 253.1083 [M + H]+ ; found:
253.1089.

3-Amino-N-(4-aminophenyl)benzamide (2): In a 25 mL round-bot-
tomed flask, tin(II) chloride (727 mg, 3.83 mmol, 11 equiv) was dis-
solved in concentrated HCl (7 mL) and warmed up to 50 8C. This
was followed by slow addition of 3-nitro-N-(4-nitrophenyl)benz-
amide (19 ; 100 mg, 0.348 mmol). Next, the solution was stirred for
a further 2 h and then poured, under gas formation, into a mixture
of potassium carbonate (8.25 g) and ice/H2O (100 mL). The product
was extracted with EtOAc (3 �) and the combined organic layers
were dried over sodium sulfate. Finally, the solvent was removed in
vacuo to yield a colorless solid (78 mg, 0.345 mmol, 99 %). 1H NMR
(400 MHz, [D6]DMSO): d= 9.64 (s, 1 H; amide NH), 7.35 (dd, J = 6.8,
1.9 Hz, 2 H; H9), 7.12–7.00 (m, 3 H; H2, H5, H6), 6.70 (ddd, J = 7.9,
2.3, 1.0 Hz, 1 H; H4), 6.52 (dd, J = 6.7, 2.1 Hz, 2 H; H10), 5.23 (s, 2 H;
NH2), 4.87 ppm (s, 2 H; NH2); 13C NMR (101 MHz, [D6]DMSO): d=
165.3 (amide C), 148.4 (C3), 144.6 (C11), 136.1 (C1), 128.4 (C5),
128.2 (C8), 122.0 (C9), 116.1 (C4), 114.3 (C6), 113.4 (C10), 112.7 ppm
(C2); TLC: Rf = 0.52 (CH2Cl2/CH3OH, 9:1) ; IR (neat): ñ= 3325, 3218,
1597, 1583, 1511, 1320, 1246, 817, 505 cm�1; HRMS (FAB): m/z
calcd: 228.1136 [M + H]+ ; found: 228.1132.

(6-Aminohexyl)urea (9): The reaction was carried out under a nitro-
gen atmosphere. A solution of trimethylsilylisocyanate (0.20 mL,
1.5 mmol, 0.35 equiv) in dry THF (45 mL) was added dropwise to
a solution of 1,6-diaminohexane (22a ; 500 mg, 4.30 mmol) in dry
THF (15 mL) over a period of 3 h. The reaction mixture was then
stirred for 2 h at room temperature. This was followed by addition
of H2O (6 mL) and additional stirring for 2 h. Next, the solvent was
removed in vacuo and the residue was suspended in hot EtOAc
and filtered. The remaining solid was washed with H2O (10 mL).
The product was isolated by freeze drying of the aqueous phase to
yield a colorless foam (68 mg, 0.43 mmol, 28 %). 1H NMR (400 MHz,
[D6]DMSO): d= 5.92 (t, J = 6.3 Hz, 1 H; urea NH), 5.34 (s, 2 H; urea
NH2), 3.44 (br s, 2 H; NH2), 2.93 (q, J = 6.6 Hz, 2 H; H1), 2.53 (t, J =
6.7 Hz, 2 H; H6), 1.39–1.20 ppm (m, 8 H; alkyl H); 13C NMR (101 MHz,
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[D6]DMSO): d= 158.6 (urea C), 41.1 (C6), 38.9 (C1), 30.0, 26.2, 26.1,
26.0 ppm (alkyl C); IR (neat): ñ= 3301, 2932, 2854, 1643, 1556,
1356, 1228, 587 cm�1; HRMS (FAB): m/z calcd: 160.1449 [M + H]+ ;
found: 160.1451.

(7-Aminoheptyl)urea (8): The reaction was carried out under a ni-
trogen atmosphere. A solution of trimethylsilylisocyanate (0.18 mL,
1.4 mmol, 0.35 equiv) in dry THF (39 mL) was added dropwise to
a solution of 1,7-diaminoheptane (22b ; 500 mg, 3.85 mmol) in dry
THF (13 mL) over a period of 3 h. The reaction mixture was stirred
for 2 h at room temperature. This was followed by addition of H2O
(6 mL) and additional stirring for 2 h. The solvent was then re-
moved in vacuo and the residue was suspended in hot EtOAc and
filtered. The remaining solid was washed with H2O (10 mL). The
product was isolated by freeze drying of the aqueous phase to
yield a colorless foam (24 mg, 0.14 mmol, 11 %). 1H NMR (400 MHz,
[D6]DMSO): d= 5.92 (t, J = 6.4 Hz, 1 H; urea NH), 5.34 (s, 2 H; urea
NH2), 3.78 (br s, 2 H; NH2), 2.93 (q, J = 6.6 Hz, 2 H; H1), 2.59 (t, J =
7.1 Hz, 2 H; H7), 1.42–1.21 ppm (m, 10 H; alkyl H); 13C NMR
(101 MHz, [D6]DMSO): d= 158.6 (urea C), 40.2 (C7), 38.7 (C1), 31.0,
29.9, 28.5, 26.3, 26.2 ppm (alkyl C); IR (neat): ñ= 3349, 2931, 2852,
1651, 1596, 1553, 1262, 1225 cm�1; HRMS (FAB): m/z calcd:
174.1606 [M + H]+ ; found: 174.1614.

(8-Aminooctyl)urea (7): The reaction was carried out under a nitro-
gen atmosphere. A solution of trimethylsilylisocyanate (0.17 mL,
1.2 mmol, 0.35 equiv) in dry THF (37 mL) was added dropwise to
a solution of 1,8-diaminooctane (22c ; 500 mg, 3.5 mmol) in dry
THF (13 mL) over a period of 2 h. The reaction mixture was then
stirred for 2 h at room temperature. This was followed by addition
of H2O (6 mL) and additional stirring for 2 h. Next, the solvent was
removed in vacuo and the residue was suspended in hot EtOAc
and filtered. The remaining solid was washed with H2O (10 mL).
The product was isolated by freeze drying of the aqueous phase to
yield a colorless foam (90 mg, 0.48 mmol, 39 %). 1H NMR (400 MHz,
[D6]DMSO): d= 5.93 (t, J = 6.0 Hz, 1 H; urea NH), 5.35 (s, 2 H; urea
NH2), 3.60 (br s, 2 H; NH2), 2.92 (q, J = 6.6 Hz, 2 H; H1), 2.56 (t, J =
7.2 Hz, 2 H; H8), 1.40–1.30 (m, 4 H; H2, H7), 1.27–1.22 ppm (m, 8 H;
alkyl H); 13C NMR (101 MHz, [D6]DMSO): d= 158.7 (urea C), 40.8
(C8), 38.9 (C1), 31.6, 30.0, 28.9, 28.7, 26.4, 26.2 ppm (alkyl C); IR
(neat): ñ= 3393, 1928, 2851, 1655, 1594, 1558, 1404, 655, 572 cm�1;
HRMS (FAB): m/z calcd: 188.1762 [M + H]+ ; found: 188.1763.

N-(6-Aminohexyl)prop-2-enamide (5): The reaction was carried
out under a nitrogen atmosphere. A solution of 1,6-diaminohexane
(22a ; 500 mg, 4.30 mmol) in dry methanol (20 mL) was cooled to
0 8C. This was followed by dropwise addition of acryloyl chloride
(0.35 mL, 4.3 mmol) over 1 h. The reaction mixture was then al-
lowed to warm up to room temperature and stirred for a further
30 min. The solvent was removed in vacuo and the crude product
was purified by column chromatography on silica gel (CH2Cl2/
CH3OH/Et3N, 80:18:2) to yield a colorless solid (253 mg, 1.49 mmol,
35 %). 1H NMR (400 MHz, [D6]DMSO): d= 8.05 (s, 1 H; amide NH),
6.20 (dd, J = 17.1, 10.3 Hz, 1 H; H2), 6.05 (dd, J = 17.1, 2.3 Hz, 1 H;
H1a), 5.55 (dd, J = 10.0, 2.3 Hz, 1 H; H1b), 3.25 (br s, 2 H; NH2), 3.10
(q, J = 6.8 Hz, 2 H; H4), 2.53–2.51 (m, 2 H; H9), 1.44–1.22 ppm (m,
8 H; alkyl H); 13C NMR (101 MHz, [D6]DMSO): d= 164.4 (amide C),
131.9 (C2), 124.6 (C3), 41.4 (C9), 38.5 (C4), 33.0, 29.1, 26.4, 26.0 ppm
(alkylC); IR (neat): ñ= 3296, 3057, 2930, 2856, 1653, 1542, 1239,
951 cm�1; HRMS (FAB): m/z calcd: 171.1497 [M + H]+ ; found:
171.1499.

4-Amino-3-iodo-N-benzylamine hydrochloride (31): The reaction
was carried out under a nitrogen atmosphere. 1 m BH3·THF solution
(60 mL, 60 mmol, 3 equiv) was added dropwise to a solution of

4-amino-3-iodo-benzonitrile (23 ; 4.86 g, 20.0 mmol) in dry THF
(60 mL). The reaction mixture was then heated at reflux for 4 h.
After the reaction mixture had cooled down to room temperature,
2 m HCl (30 mL, 60 mmol, 3 equiv) was added. This was followed
by further heating at reflux for 1 h. The solvent was removed in
vacuo to yield a yellowish solid, which was used without further
purification.

O-tert-Butyl-4-amino-3-iodobenzylcarbamate (24 a): The reaction
was carried out under a nitrogen atmosphere. A suspension of dry
triethylamine (11 mL, 80 mmol, 4 equiv) and 31 (5.68 g, 20.0 mmol)
in dry CH2Cl2 (90 mL) was cooled to 0 8C. After that, DMAP
(487 mg, 3.99 mmol, 0.2 equiv) and di-tert-butyldicarbonate (9.20 g,
42.1 mmol, 2.1 equiv) were added. The reaction mixture was stirred
at room temperature for 5 h. The solution was washed with H2O
(3 �) and the aqueous phase was re-extracted with H2O. The com-
bined organic layers were dried over sodium sulfate and the sol-
vent was removed under reduced pressure. The crude product was
purified by column chromatography on silica gel (petroleum ether
50–70/EtOAc, 2:1) to yield a pale-orange oil (4.99 g, 14.4 mmol,
72 %). 1H NMR (400 MHz, [D6]DMSO): d= 7.41 (s, 1 H; H2), 7.24–7.21
(t, J = 5.8 Hz 1 H; NH), 6.95 (dd, J = 8.2, 1.9 Hz, 1 H; H6), 6.68 (d, J =
8.2 Hz, 1 H; H5), 5.09 (s, 2 H; NH2), 3.91 (d, J = 6.4 Hz, 2 H; BnCH2),
1.37 ppm (s, 9 H; 3 � BocCH3); 13C NMR (101 MHz, [D6]DMSO): d=
155.6 (Boc C=O), 147.2 (C1), 137.1 (C2), 129.8 (C3), 128.2 (C6), 114.1
(C5), 82.8 (C4), 77.6 (Boc C(CH3)3), 42.2 (BnCH2), 28.2 ppm (Boc
C(CH3)3); TLC: Rf = 0.55 (petroleum ether 50–70/EtOAc, 2:1) ; IR
(neat): ñ= 3342, 2975, 1686, 1614, 1496, 1365, 1247, 1154, 1027,
783 cm�1; HRMS (ESI+): m/z calcd: 349.0413 [M + H]+ ; found:
349.0406.

O-tert-Butyl-3-iodo-4-(4-methylphenylsulfonylamido)benzylcar-
bamate (24 b): The reaction was carried out under a nitrogen at-
mosphere. Dry pyridine (2.0 mL, 26 mmol, 3 equiv) and p-tosyl
chloride (1.97 g, 10.3 mmol, 1.2 equiv) were added to a solution of
24 a (3.00 g, 8.61 mmol) in dry CH2Cl2 (36 mL). After being stirred
at room temperature for 42 h, the reaction mixture was diluted
with CH2Cl2 and extracted with H2O (3 �). The combined organic
layers were dried over sodium sulfate and the solvent was re-
moved under reduced pressure. The crude product was purified by
column chromatography on silica gel (petroleum ether 50–70/
EtOAc, 2:1) to yield an orange oil (3.99 g, 7.93 mmol, 92 %).
1H NMR (400 MHz, [D6]DMSO): d= 9.61 (s, 1 H; Tos NH), 7.67 (s, 1 H;
H2), 7.58 (d, J = 7.8 Hz, 2 H; H2’, H6’), 7.36 (d, J = 7.8 Hz, 3 H; H3’,
H5’, Boc NH), 7.13 (d, J = 8.4 Hz, 1 H; H5), 6.90 (d, J = 8.4 Hz, 1 H;
H6), 4.07–3.99 (m, 2 H; Bn CH2), 2.38 (s, 3 H; Tos CH3), 1.38 ppm (s,
9 H; 3 � Boc CH3); 13C NMR (101 MHz, [D6]DMSO): d= 156.8 (Boc C=
O), 143.5 (C4’), 141.4 (C1), 138.2 (C3), 138.0 (C2), 129.8 (C3’, C5’),
128.5 (C1’), 127.7 (C5), 127.3 (C6), 127.1 (C2’, C6’), 99.8 (C4), 78.6
(Boc C(CH3)3), 42.6 (Bn CH2), 28.4 (Boc C(CH3)3), 21.4 ppm (Tos CH3);
TLC: Rf = 0.43 (petroleum ether 50–70/EtOAc, 2:1) ; IR (neat): ñ=
3325, 2976, 2930, 2217, 1688, 1487, 1332, 1246, 1157, 664,
548 cm�1; HRMS (ESI+): m/z calcd: 525.0321 [M + Na]+ ; found:
525.0322.

O-tert-Butyl-4-amino-3-(4-N,N’-bis-tert-butoxycarbonylguanidino-
but-1-yne-1-yl)benzylcarbamate (28 b): The reaction was carried
out under a nitrogen atmosphere. DBU (0.21 mL, 1.37 mmol,
1.5 equiv) was added to a suspension of 24 a (306 mg, 0.878 mmol)
and Pd EnCat TPP30 (77 mg, 3.5 mol %; 0.4 mmol Pd per 1 g) in dry
CH3CN (8 mL), followed by addition of 27 (410 mg, 1.37 mmol,
1.5 equiv). The reaction mixture was heated at reflux for 17 h and,
after cooling down to room temperature, was filtered. The residue
was washed with CH2Cl2 and CH3OH. The filtrate was concentrated
in vacuo and the crude product was purified by column chroma-
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tography on silica gel (CH2Cl2/CH3OH, 99:1!19:1) to yield a color-
less solid (237 mg, 0.446 mmol, 51 %). 1H NMR (400 MHz, CDCl3):
d= 9.08 (s, 2 H; guanidine NH2), 7.17 (t, J = 5.9 Hz, 1 H; NH), 6.96 (s,
1 H; H2), 6.89 (d, J = 8.2 Hz, 1 H; H6), 6.60 (d, J = 8.2 Hz, 1 H; H5),
5.13 (s, 2 H; NH2), 4.01 (t, J = 7.7 Hz, 2 H; H10), 3.90 (d, J = 5.9 Hz,
2 H; Bn CH2), 2.74 (t, J = 7.0 Hz, 2 H; H9), 1.49 (s, 9 H; 3 � Boc CH3),
1.41 (s, 9 H; 3 � Boc CH3), 1.37 ppm (s, 9 H; 3 � Boc CH3); 13C NMR
(101 MHz, CDCl3): d= 162.8 (C11), 159.4 (Boc C=O), 155.6 (Boc C=
O), 153.9 (Boc C=O), 148.1 (C4), 130.4 (C2), 128.3 (C6), 127.3 (C1),
113.6 (C5), 106.0 (C3), 91.4 (C8), 83.7 (Boc C(CH3)), 79.0 (C7), 77.8
(Boc C(CH3)), 77.6 (Boc C(CH3)), 43.2 (C10), 42.7 (Bn CH2), 28.3 (Boc
C(CH3)), 28.0 (Boc C(CH3)), 27.5 (Boc C(CH3)), 19.2 ppm (C9); TLC:
Rf = 0.55 (CH2Cl2/CH3OH, 9:1) ; IR (neat): ñ= 3373, 2976, 1709, 1608,
1502, 1365, 1245, 1141, 1004, 744 cm�1; HRMS (ESI+): m/z calcd:
532.3135 [M + H]+ ; found: 532.3136.

5-(O-tert-Butoxycarbonyl)aminomethyl-2-(2-hydroxyethyl)-1-N-
(4-methylphenylsulfonyl)indole (29 b): The reaction was per-
formed according to general procedure 2 by using 24 b (500 mg,
0.995 mmol), 25 (3 equiv), and dry DMF (10 mL). A CH2Cl2/CH3OH
gradient from 99:1 to 19:1 was used for the column chromatogra-
phy to yield a pale-yellow oil (399 mg, 0.898 mmol, 90 %). 1H NMR
(400 MHz, CDCl3): d= 7.94 (d, J = 8.2 Hz, 1 H; H7), 7.66 (d, J = 8.2 Hz,
2 H; H2’, H6’), 7.34 (d, J = 8.1 Hz, 3 H; H3’, H5’, NH), 7.30 (s, 1 H; H4),
7.14 (d, J = 8.7 Hz, 1 H; H6), 6.59 (s, 1 H; H3), 4.77 (t, J = 5.5 Hz, 1 H;
OH), 4.15 (d, J = 5.9 Hz, 2 H; Bn CH2), 3.76 (dt, J = 6.4, 9.5 Hz, 2 H;
H9), 3.14 (t, J = 6.6 Hz, 2 H; H8), 2.30 (s, 3 H; Tos CH3), 1.38 ppm (s,
9 H; 3 � Boc CH3); 13C NMR (101 MHz, CDCl3): d= 156.1 (Boc C=O),
144.9 (C4’), 138.9 (C2), 134.4 (C7a), 130.4 (C3’, C5’), 129.4 (C3a),
126.0 (C2’, C6’), 122.8 (C5), 119.2 (C4), 110.1 (C3), 75.2 (Boc C(CH3)3),
59.5 (C9), 43.0 (Bn CH2), 32.2 (C8), 28.4 (Boc C(CH3)3), 21.3 ppm (Tos
CH3); TLC: Rf = 0.37 (CH2Cl2/CH3OH, 19:1) ; IR (neat): ñ= 3400, 3054,
2977, 2930, 1510, 1469, 1364, 1090, 961, 670 cm�1; HRMS (ESI+): m/
z calcd: 467.1617 [M + Na]+ ; found: 467.1615.

N,N’-Bis-tert-Butoxycarbonylguanidinobut-3-yne (27): The reac-
tion was performed according to general procedure 1 by using 25
(0.38 mL, 5.0 mmol) to yield a colorless solid (1.36 g, 4.37 mmol,
87 %). 1H NMR (400 MHz, CDCl3): d= 9.06 (s, 2 H; NH2), 3.90 (t, J =

8.3 Hz, 2 H; H1), 2.89 (t, J = 2.5 Hz, 1 H; H4), 2.44 (dt, J = 8.1, 2.9 Hz,
2 H; H2), 1.50 (s, 9 H; 3 � Boc CH3), 1.41 ppm (s, 9 H; 3 � Boc CH3);
13C NMR (101 MHz, CDCl3): d= 160.9 (C5), 154.8 (2 � Boc C=O), 83.0
(C3), 80.0 (2 � Boc C(CH3)3), 73.3 (C4), 43.4 (C1), 28.4 (2 � Boc
C(CH3)3), 18.3 ppm (C2); TLC: Rf = 0.42 (petroleum ether 50–70/
EtOAc, 2:1) ; IR (neat): ñ= 3376, 3197, 2984, 2965, 1637, 1512, 1450,
1308, 1120, 1003, 597 cm�1; MS (FAB): m/z calcd: 312.2 [M + H]+ ;
found: 312.3.

5-(O-tert-Butoxycarbonyl)aminomethyl-2-(2-N,N’-bis-tert-butoxy-
carbonylguanidinoethyl)-1-N-(4-methylphenylsulfonyl)indole
(30 b): Method a: The reaction was performed according to general
procedure 2 by using 24 b (254 mg, 0.506 mmol), 27 (3 equiv), and
dry DMF (7 mL). A petroleum ether 50–70/EtOAc gradient from 4:1
to 1:1 was used for the column chromatography to yield a pale-
yellow oil (212 mg, 0.309 mmol, 62 %). 1H NMR (400 MHz, CDCl3):
d= 9.12 (s, 2 H; NH2), 8.01 (d, J = 8.6 Hz, 1 H; H7), 7.71 (d, J = 8.2 Hz,
2 H; H2’, H6’), 7.37–7.30 (m, 3 H; H3’, H5’, NH), 7.29 (s, 1 H; H4), 7.18
(dd, J = 8.8, 1.2 Hz, 1 H; H6), 6.50 (s, 1 H; H3), 4.20 (t, J = 6.3 Hz, 2 H;
H9), 4.14 (d, J = 5.9 Hz, 2 H; Bn CH2), 3.23 (t, J = 5.8 Hz, 2 H; H8),
2.30 (s, 3 H; Tos CH3), 1.41 (s, 9 H; 3 � Boc CH3), 1.38 (s, 9 H; 3 � Boc
CH3), 1.19 ppm (s, 9 H; 3 � Boc CH3); 13C NMR (101 MHz, CDCl3): d=
160.0 (Boc C=O), 156.1 (Boc C=O), 154.5 (C10), 145.6 (C4’), 138.8
(C2), 135.5 (C3a), 135.5 (C1’), 130.5 (C3’, C5’), 130.0 (C7a), 129.9
(C5), 126.3 (C2’, C6’), 123.9 (C6), 119.0 (C4), 114.3 (C7), 110.8 (C3),
84.7 (Boc C(CH3)3), 83.9 (Boc C(CH3)3), 78.3 (Boc C(CH3)3), 43.6 (Bn

CH2). 44.2 (C9), 28.5 (Boc C(CH3)3), 28.1 (C8), 27.5 (Boc C(CH3)3),
21.4 ppm (Tos CH3); TLC: Rf = 0.42 (petroleum ether 50–70/EtOAc,
2:1) ; IR (neat): ñ= 3378, 2931, 1709, 1607, 1504, 1471, 1443, 1365,
1282, 1162, 811, 545 cm�1; HRMS (FAB): m/z calcd: 686.3 [M + H]+ ;
found: 686.5.

Method b: The reaction was performed according to general pro-
cedure 1 by using 29 b (399 mg, 0.897 mmol) to yield a pale-yellow
oil (585 mg, 0.853 mmol, 95 %). The analytical data were identical
to those reported above.

5-(O-tert-Butoxycarbonyl)aminomethyl-2-(2-N,N’-bis-tert-butoxy-
carbonylguanidinoethyl)-1 H-indole (30 a): Method a: The reaction
was carried out under a nitrogen atmosphere. A solution of 30 b
(59 mg, 86 mmol) in dry methanol (3 mL) was mixed with NaOH
(600 mg, 15 mmol). The viscose reaction mixture was stirred at
room temperature for 40 h. After dilution with EtOAc, the solution
was washed with H2O (3 �). The aqueous phase was extracted with
EtOAc and the combined organic layers were dried over sodium
sulfate. After removal of the solvent, the crude product was puri-
fied by column chromatography on silica gel (CH2Cl2/CH3OH,
19:1!9:1) to yield a colorless solid (43 mg, 82 mmol, 95 %). 1H NMR
(400 MHz, CDCl3): d= 10.94 (s, 1 H; NH1), 7.27 (br s, 2 H; H4, Boc
NH), 7.22 (d, J = 8.2 Hz, 1 H; H7), 6.92 (d, J = 8.2 Hz, 1 H; H6), 6.17 (s,
1 H; H3), 4.15 (d, J = 6.3 Hz, 1 H; Bn CH2), 3.52 (t, J = 7.9 Hz, 2 H; H9),
2.90 (br s, 2 H; H8), 1.42 (s, 9 H; 3 � Boc CH3), 1.38 (s, 9 H; 3 � Boc
CH3), 1.29 ppm (s, 9 H; 3 � Boc CH3); 13C NMR (101 MHz, CDCl3): d=
160.9 (C10), 155.7 (2 � Boc C=O), 136.9 (C2), 135.1 (C7a), 130.4 (C5),
128.1 (C3a), 120.2 (C6), 117.7 (C4), 110.4 (C7), 99.0 (C3), 77.5 (C9),
44.0 (Bn CH2), 28.3 (2 � Boc C(CH3)), 28.1 ppm (C8); TLC: Rf = 0.28
(CH2Cl2/CH3OH, 9:1) ; IR (neat): ñ= 3281, 2930, 1683, 1632, 1486,
1390, 1146, 966, 776 cm�1; HRMS (FAB): m/z calcd: 532.3135 [M +
H]+ ; found: 532.3122.

Method b: The reaction was carried out under a nitrogen atmos-
phere. KH (19 mg, 0.48 mmol, 1.2 equiv) was added to a suspension
of 28 b (214 mg, 0.402 mmol) and Cu(OAc)2 (80 mg, 0.44 mmol,
1.1 equiv) in dry 1,2-dichloroethane (11 mL). After that, the reaction
mixture was stirred at 70 8C for 4 d. The crude product was purified
by column chromatography on silica gel (CH2Cl2/CH3OH, 99:1!9:1)
to yield a pale-yellow solid (123 mg, 0.230 mmol, 57 %). The analyt-
ical data were identical to those reported above.

2-(2-Guanidinoethyl)-5-aminomethyl-1 H-indole (10): In a 25 mL
round-bottomed flask, 30 a (55 mg, 0.10 mmol) was dissolved in
CH3CN/2 m HCl (1:1; 8 mL). After the reaction mixture had been
stirred at room temperature for 28 h, the solvent was removed
under reduced pressure. The crude product was purified by
column chromatography on RP silica gel with H2O as the eluent.
Freeze drying of the product fractions yielded a pale-rose solid of
10 as the hydrochloride salt (22 mg, 73 mmol, 73 %). 1H NMR
(400 MHz, CDCl3): d= 11.37 (s, 1 H; NH1), 8.33 (s, 3 H; Bn NH2, guani-
dine NH), 7.86 (t, J = 5.8 Hz, 1 H; guanidine NH), 7.54 (s, 1 H; H4),
7.32 (d, J = 8.7 Hz, 1 H; H7), 7.13 (dd, J = 8.3, 1.7 Hz, 1 H; H6), 6.27
(s, 1 H; H3), 4.01 (dt, J = 5.8, 5.8 Hz, 2 H; Bn CH2), 3.52 (dt, J = 6.9,
6.3 Hz, 2 H; H9), 2.94 ppm (t, J = 7.3 Hz, 2 H; H8); 13C NMR
(101 MHz, CDCl3): d= 156.9 (C10), 136.9 (C2), 135.4 (C7a), 127.9
(C3a), 123.8 (C5), 120.8 (C6), 120.4 (C4), 110.7 (C7), 99.1 (C3), 58.7
(C9), 42.6 (Bn CH2), 28.8 ppm (C8); IR (neat): ñ= 3326, 3232, 3052,
2923, 1683, 1486, 1309, 1164, 967, 804, 641 cm�1; HRMS (FAB): m/z
calcd: 232.1557 [M + H]+ ; found: 232.1552.
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Biochemistry

DHS activity assay : The deoxyhypusine synthase reaction was con-
ducted, in principle, as described previously.[57] Briefly, the reaction
mixture contained eIF5A precursor protein (5 mg), DHS (3 mg), and
[3H]spermidine (2 mCi, 32.4 Ci mmol�1) in a total volume of 200 mL
of reaction buffer (300 mm glycine–NaOH (pH 9.0) containing
1 mm NAD+ , 1 mm 1,4-dithiothreitol (DTT), and 50 mg mL�1 bovine
serum albumin (BSA)). To test for potential influence of the new in-
hibitors on DHS activity, the enzymatic reaction was performed in
the presence of the indicated concentrations of the indicated com-
pounds 1–10, or with GC7 as a positive control, or without any
compounds as a solvent or negative control, respectively. After 1 h
at 37 8C, the reaction was stopped by adding 20 mm spermidine
(200 mL) in PBS and was transferred onto a Millipore GSWPO2500
nitrocellulose membrane, which was previously blocked with
20 mm spermidine/PBS for 1 h. The reaction mixture was vacuum
filtered and then the membrane was washed with PBS (5 mL). Fi-
nally, the membranes were air dried and the tritium signal was
measured in a liquid scintillation counter.

Overexpression and purification of DHS and eIF-5A : Escherichia
coli strain BL21 (DE3) (Novagen) was employed for protein expres-
sion.

His-DHS purification : The pTricHis-DHS clone was used for the
preparation for recombinant DHS.[55] A 1 L culture of Luria–Bertani
medium containing 50 mg mL�1 ampicillin was inoculated with
50 mL volume of an overnight culture of E. coli BL21 (DE3) trans-
formed with pTricHis-DHS (preinoculum) and grown at 37 8C until
the optical density value at 600 nm reached 0.6–0.8 (~3 h). The Tre
recombinase gene expression was induced by addition of 0.5 mm

isopropyl-b-d-thiogalactopyranoside (IPTG) and the culture was
grown for a further period of 4 h at 37 8C. After incubation, the
bacteria were harvested by centrifugation (10 min, 5000 g, 4 8C)
and stored at �80 8C until further use.

The cell pellet was resuspended in lysis buffer (30 mL; 50 mm

tris(hydroxymethyl)aminomethane (Tris ; pH 8) containing 300 mm

NaCl and 30 mm imidazole) and lysed by sonication. The soluble
fraction was separated by centrifugation at 12 000 rpm for 15 min.
A bed volume of 1 mL of buffer-equilibrated nickel–nitriloacetate
(Ni-NTA) beads was added to the supernatant and incubated with
gentle rocking in an end-to-end rotor at 4 8C for 1 h. The beads
were then packed in a column and washed with a wash buffer
(50 mm Tris (pH 8) containing 300 mm NaCl and 30 mm imidazole),
followed by a second wash buffer (50 mm Tris (pH 8) containing
300 mm NaCl and 50 mm imidazole). The protein was eluted with
50 mm Tris (pH 8) containing 300 mm NaCl and 300 mm imidazole.
The purified His-DHS protein was analyzed by SDS-PAGE, dialyzed
against 300 mm glycine–NaOH (pH 9) and 10 % glycerol, and
stored at �20 8C.

eIF-5A expression and purification : The pGEX-eIF5A clone was
used to prepare eIF-5A protein, as described previously but with
minor modifications.[58] GST-eIF5A overexpression was performed
as described for DHS.

The IPTG-induced cell pellet was resuspended in lysis buffer
(40 mL; 10 mm PBS (pH 7.4) containing 1 mm DTT, 5 mm ethylene-
diaminetetraacetate (EDTA), 2.6 mm MnCl2, and 26 mm MgCl2) with
0.5 mg mL�1 DNAse and protease inhibitors (0.1 mm phenylmetha-
nesulfonyl fluoride (PMSF), 2 mg mL�1 leupeptin, and 2 mg mL�1

aprotinin) and lysed by sonication. 1 % Triton X-100 was added to
the total lysate (Triton X-100 was diluted in 1 � PBS and then used)
and the mixture was incubated at 4 8C for 1 h on an end-to-end

rotor. The soluble fraction was separated by centrifugation at
12 000 rpm for 15 min.

A bed volume of 1 mL of buffer-equilibrated glutathione (GSH)
beads were added to the supernatant and the mixture was incu-
bated with gentle rocking in an end-to-end rotor at 4 8C for 1–2 h.
The lysate was passed through a column so that the beads were
packed in a column. The beads were then washed with a wash
buffer (100 mL; 50 mL PBS (pH 7.4) containing 1 mm DTT and
5 mm EDTA) and with a second buffer (150 mL; 50 mm Tris (pH 8)
containing 200 mm NaCl and 5 mm EDTA). The protein was eluted
with 50 mm Tris-HCl containing 200 mm NaCl and 20 mm reduced
glutathione (pH 8.0). The purified protein fractions were dialyzed
against the factor Xa cleavage buffer (50 mm Tris-HCl containing
100 mm NaCl and 1 mm CaCl2). Factor Xa cleavage and final purifi-
cation of eIF-5A was performed exactly as described previously.[58]

eIF-5A was dialyzed in assay buffer (300 mm glycine/NaOH, pH 9)
and stored at �20 8C.

HIV-1 infection experiments : PM1 cells were pre-incubated for 7 d
in the presence of compound 10, the DHS inhibitor GC7, or in
medium alone. Subsequently, the cells were infected with the
CCR5-tropic HIV-1 strain BaL.[59] For infection, roughly 3 � 106 cells
were resuspended in culture medium (500 mL) without drugs and
incubated at 37 8C for 3 h with HIV-1 viral stock (3 ng). After infec-
tion, cells were washed twice with PBS and further cultivated for
another week in the presence of the compounds or in medium
alone. At day 7 after infection, the p24 levels in the supernatant
were determined with an enzyme-linked immunosorbent assay (In-
nogenetics NV). PM1 cells were maintained in RPMI medium (Invi-
trogen) containing 10 % fetal calf serum (FCS; Biochrom AG),
100 U mL�1 penicillin, and 100 mg mL�1 streptomycin (Invitrogen).
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Appendix B

NAOMI

The NAOMI [A1] framework and its extensions are implemented in C++. Tests for

each class are using the framework Qt [90]. A basic class of the NAOMI framework is

the class Molecule (see Figure B.1). The class Molecule describes a connected molecular

graph. It includes pointers to the corresponding atoms, bonds, and ring systems. An

atom object points to the corresponding objects of the classes Element, ValenceState,

and AtomType. A bond object contains information about its order in a localized

valence bond structure and pointers to both atoms it connects. Each object of the class

Ringsystem represents a biconnected component of the molecular graph. It includes

pointers to the contained atoms and rings. A ring object represents a connected cycle

of a molecular graph and points to its atom objects and the containing ring system

object.

Objects of the classes Molecule, Atom, Bond, Ringsystem, and Ring are dynamically

created for each molecular structure. The objects of the classes Element, ValenceState,

and AtomType are only generated once at the start of the program via a singleton

pattern [88]. The NAOMI tool can be downloaded free of charge [89].
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B. NAOMI

Molecule

m_atomList

m_bondList

m_ringsystemList

m_id

m_name

Ringsystem

m_id
m_ringList
m_atoms
...

Ring

m_id
m_atomList
m_bondlist
m_ringsystem
m_isAromatic
...

ValenceState

m_element
m_nofSingleBonds
m_nofDoubleBonds
m_nofTripleBonds
m_canBeAromatic
m_freeElectrons
...

AtomType

m_vseprGeometry
m_nofDelocBonds
m_sybylType
m_aromatic
...

Element

m_symbol
m_name
m_atomicWeight
...

Bond

m_type
m_isDeloc
m_source
m_target
...

Atom

m_element
m_valenceState
m_atomType
m_id
m_bondList
m_rings
...

static objectsdynamic objects

Figure B.1: Schematic view of the structure of NAOMI’s central class Molecule. Only

a subset of the connections from the class Molecule to the objects of the other classes are

shown with arrows.
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Appendix C

URF Perception

The perception of URFs is integrated into the NAOMI framework. Based on a molecu-

lar graph, the biconnected components (ring systems) are calculated as described by

Tarjan [91]. For each biconnected component the RCPs are determined as described

by Vismara [62].

The last step of the calculation of RCPs involves a Gaussian elimination. Cycles are

represented by incidence vectors of their edges. The term cycle addition will be used as

described in section 3.1. The elimination starts with a set of RCP candidates. During

the elimination, cycles are processed in the order of their size (smallest first) and can

fall into three categories. (1) If a cycle can be generated by cycle addition of a set of

strictly smaller cycles, it is eliminated. (2) A cycle which does not fall into category

one, but which can be generated by cycle addition of smaller - and equal-sized cycles,

is an RC and part of a minimum cycle basis. In this case, the corresponding cycles

of identical size are marked as potentially URF-related. (3) The remaining cycles are

independent of smaller and equal sized cycles and therefore part of all minimum cycle

bases. These cycles also belong to the RCs.

Each 2-pair of the potentially URF-related cycles (identified in step 2) are further

analyzed. If the two cycles share at least one bond, they are URF-related. The tran-

sitive closure of this relation forms the URF. Some parts of the NAOMI framework

require the calculation of all RCs. Therefore, the RCs are calculated on the basis of

the RCPs as described by Vismara. All RCs which are generated from an RCP are

URF-related and therefore belong to the same URF.

URFs can, however, be generated without the enumeration of the exponential num-

ber of RCs (see Figure C.1). Based on the set of RCPs, it is possible to identify all

bonds which belong to a URF. This is done by a backtracking procedure, which is sim-

ilar to the generation of RCs as described by Vismara. In Vismara’s algorithm, RCs
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C. URF PERCEPTION

1. Identi�cation of biconnected components

 a. Calculation of cycles as described by Vismara
 b. Gaussian elimination
 - elimination of non-relevant cycles
 - annotation of URF relationship for RCPs

2. Calculation of  polynomial number of RCPs
    for each biconnected component

Ring perception in NAOMI

3. Calculation of  exponential number
     of RCs on the basis of the RCPs

Improved Concept

3. Calculation of bonds belonging
    to each URF on the basis of the RCPs

Figure C.1: URFs can be perceived without the calculation of the exponential number

of RCs. The NAOMI framework still relies on the set of RCs.

are generated by identfying alternative paths of equal length for each half of the cycle

and enumerating all combinations. To identify bonds of an URF, these combination

do not have to be enumerated. Instead, each bond in the alternative paths is directly

assigned to the URF. This process represents a significant runtime improvement. It

only requires polynomial instead of exponential runtime. Nevertheless, it can only be

integrated into the NAOMI framework as soon as the other parts of the framework

have been modified to be independent of the calculation of RCs. The separation of the

different aspects of the algorithm into cohesive function allows an easy change of the

ring perception code for this purpose.
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designed inhibitors and for his persistent efforts to get the corresponding

papers published.

I would like to express my sincere gratitude to my former colleagues at the

Center of Bioinformatics (ZBH), many of which have become good friends

over the years. I really enjoyed the very open discussions with Dr. Christian

Ehrlich who shared an office with me at the ZBH. I want to especially thank

Sascha Urbaczek, Robert Fischer, Matthias Hilbig, and Tobias Lippert for

their contributions to the NAOMI library and for their support and help

during the work for this thesis. I am sincerely grateful that I had the chance

to be a part of the “NAOMI team”. A special thanks goes to Robert Fischer

and Matthias Hilbig for proof-reading this thesis and for challenging nights

with board - and card games. A big thanks also goes to my colleague
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