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Abstract

Laser-wakefield accelerators enable the generation of electron beams with initially nm-
small emittances and GeV-level beam energies within cm-scale distances and are therefore
promissing candidates for drivers of future experiments. However, the percent-level
energy-spreads and shot-to-shot fluctuations in beam quality can pose a limit to the
transportability of plasma-generated beams, and further impete the measurement of the
beam emittance using conventional methods.

In the framework of this thesis, two energy-resolved phase-space diagnostics, a single-shot
and a multi-shot method, have been implemented at the LUX laser-plasma accelerator.
Electron beams from ionization injection are imaged by a compact quadrupole doublet
from a virtual source into a dispersive electron spectrometer, which allows to measure
the beam emittance, beam size, divergence and phase-space correlation on the single
energy-slice level. The results from both methods agree within 3 %, which verifies the
applicability of the single-shot method at our setup and prooves the reproducability of
the generated electron beams. A complex variation of the phase-space within the broad
energy spectrum is observed.

The implemented diagnostics further allow to measure the chromatic effects of the trans-
port optics on the beam phase-space and a first measurement of the chromatic emittance
is presented. For a 2 %-energy-spread sub-interval of the spectrum the normalized beam
emittance grows by 10 % from (0.83± 0.07) mm mrad to finally (0.93± 0.07) mm mrad

inside the capturing optic and is conserved afterwards.

With the achieved measurement precision, based on a detailed accuracy study and
calibrated with high statistic scans, a reliable phase-space diagnostic has been developed
for emittance optimization for future experiments at LUX.
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Zusammenfassung

Laser-Plasma-Beschleuniger ermöglichen das Erzeugen von hoch energetischen (GeV-
Level) Elektronenstrahlen mit nm-Skala Emittanzen innerhalb von Beschleunigungsstre-
cken von wenigen cm und sind daher vielversprechende Kandidaten für Treiber zukünfti-
ger Experimente. Die relative Breite der Energieverteilung der Elektronen im %-Bereich
sowie Schuss-zu-Schuss-Fluktuationen in der Strahlqualität erschweren jedoch den Strahl-
transport Plasma-beschleunigter Elektronen sowie die Messung der Strahlemittanz mit
konventionellen Methoden.

Im Rahmen dieser Arbeit wurden zwei Energie-aufgelöste Phasen-Raum Diagnostiken,
eine Single-Shot und eine Multi-Shot Methode, am LUX Laser-Plasma-Beschleuniger
implementiert. Durch Ionisationsinjektion erzeugte Elektronenstrahlen werden von einer
virtuellen Quelle mit einem kompakten Quadrupol-Magnet-Dublett in ein Elektronen-
spektrometer fokussiert, was die gleichzeitige Messung der Strahlemittanz, Strahlgröße,
Strahldivergenz und Phasen-Raum-Korrelation einzelener Energie-Intervalle ermöglicht.
Die Ergebnisse beider Methoden stimmen zu 3 % überein, was die Anwendbarkeit der
Single-Shot Methode als auch die Reproduzierbarkeit der Elektronenstrahlqualtität in
unserem Experiment verifiziert. Gleichzeitig wurde eine komplexe Variation der Phasen-
Raum-Parameter innerhalb des breiten Energiespektrums gemessen.

Die eingestzte Diagnostik ermöglicht ferner die Messung der chromatischen Effekte des
Strahltransports auf den Phasen-Raum, welches eine erste Messung des chromatischen
Emittanzwachstums ermöglichte. Im Falle eines 2 %-Energie-Intervals des Spektrums
wurde ein Wachstum der normierten Emittanz um 10 % von (0.83± 0.07) mm mrad auf
(0.93± 0.07) mm mrad innerhalb der Fokussieroptik gemessen.

Mit der erreichten Messgenauigkeit, basierend auf einer detaillierten Fehler-Analyse und
kalibriert durch Messungen mit hoher Statistik, wurde eine zuverlässige Phasen-Raum
Diagnostik entwickelt, welche zur Emittanzoptimierung bei zukünftigen Experimenten
am LUX Beschleuniger genutzt werden kann.
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1. Introduction

Highly relativistic electron beams are drivers for modern research facilities [1, 2, 3]. The
required electron energies are typically achieved within km-long particle accelerators.
Here, the electron beam is repeatedly focused along the accelerator and the motion of
the electron beam can be complex. However, the beam emittance, which is a measure of
the volume that is occupied by the beam in phase-space, i.e. the space spanned by the
electrons’ position and momentum, is a conserved quantitiy, for example in the absence
of accelerating fields and in case of a small energy variation within the beam [4]. In order
to account for a change in beam energy, the normalized emittance is defined as

εn = γ ε ,

where γ is the relativistic Lorentz factor and ε the emittance. The normalized emittance
is therefore an important parameter of the electron beam dynamic, because, once deter-
mined, for example at the electron source, can be used to compute the electron beam
size everywhere along the accelerator, for example at the final focus.

In case of a fixed focusing optics, small normalized emittances are required to minimize
the final focus size and to therefore maximize the electron density at the experiment
[5, 6]. As an example, normalized slice emittances of 0.2 mm mrad to 0.4 mm mrad from
the SLAC injector [7] and normalized emittances of 0.4 mm mrad to 0.6 mm mrad from
the injector at the European XFEL [8] have been published recently.

The accelerating fields that can be achieved with conventional RF accelerator technology
however are limited to the 100 MeV/m-level [9]. Thus, km-distances are required to
accelerate the electrons to energies in the multi-GeV-range. The resulting costs of such
facilities on the billion dollar level can only be financed by large international research
collaborations. Consequently, only very few of these drivers exist, which limits their
availability for researchers.

Hence, alternatives are required to exceed the accelerating field limits of the conventional
accelerator technology. Promising candidates are laser-plasma accelerators [10, 11, 12].
Here, electrons are accelerated in the field inside a plasma wave that is excited by an
intense laser pulse. Within cm-length scales, accelerating fields of up to 100 GeV/m

[13, 14, 15] and electron energies up to 8 GeV [16] have been reported. Plasma-accelerated
beams with kA-beam currents, nC-charges, fs-level bunch lengths [17, 18] and normalized
emittances on the mm mrad-level [19], [20] have been demonstrated.
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1. Introduction

However, modern applications also require reproducable electron beams at kHz-repetition
rates with sub-percent-level energy-spreads [21]. The latter is typically not achieved by
state-of-the-art laser-wakefield accelerators. Energy-spreads on the few percent-level [22,
23, 24, 25] and shot-to-shot fluctuation in beam quality are typically reported [26, 27].

The comparibly large energy-spread and the shot-to-shot instability of laser-wakefiled
accelerated beams further impede the measurement of the beam emittance. A standard
method to measure the emittance at conventional mashines is a quadrupole-scan [28, 29].
Here, the beam-size on a screen is varied by changing the focusing with a quadrupole
magnet. The detected beam distribution on screen is a function of the focusing optic
and the beam phase-space, which allows to reconstruct the latter. However, in case of
a large energy-spread, focusing of the beam will result in different beam energies to be
focused at different positions along the beamline, which is called chromaticity [30]. The
detected beam size on screen of a multi-percent energy-spread beam will thus smear
out [31]. Further, a quadrupole-scan is a multi-shot measurement and requires stable
electron beams. Accordingly, new emittance diagnostics had to be developed to measure
the emittance of laser-wakefield accelerated beams from a single shot.

For example, pepper-pot masks are used to devide the beam into many beamlets and to
thereby sub-sample the electron phase-space [32, 33]. These measurements are however
limited in emittance accuracy, in particular for low emittance and high energy beams
[34].

Another method to measure the emittance is the detection of the betatron radiation
emitted from the electron oscillations inside the plasma. Spectrally resolving [35, 36] or
penumbral imaging [37, 38] the betatron radiation enables to infer the electron beamsize
inside the plasma channel. The beam divergence is measured from the electron distribu-
tion on a profile screen after the plasma. However, here, a very likely modulation of the
electron phase-space by the plasma-to-vacuum interface [39, 40] is not included in the
measurement.

The pepper-pot as well as the betatron spectroscopy method further can only retrieve
the beam emittance integrated over the full energy spectrum. Considering the full spec-
trum of multi-percent energy-spread beams for the emittance determination is however
questionable. It is not proven that the electron phase-space is the same for all energies.
For most applications, the electron beam has to be transported from the source to the
experiment with a transport optic, which can typically only transport a limited variation
in beam energy, in particular due to chromatic effects. It is therefore not ensured, that
the phase-space available for the experiments is the phase-space measured by the two
diagnostics discussed above.

Another method to measure the emittance was introduced by Weingartner et al. [19].
A conventional quadrupole-scan is performed, but the beam is additionally dispersed
in an electron spectrometer. The beam size on screen can therefore be detected for
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individual energy slices, circumventing the challenge of the large energy-spread. However,
only the electron phase-space in the non-dispersive axis of the spectrometer can be
measured. Weingartner further proposed to reconstruct the emittance from a single shot
by simultaneously detecting the beam size for multiple energy slices on the spectrometer
screen.

However, in order to apply the single-shot method, it has to be assumed that the initial
phase-space properties, namely the beam size, divergence and emittance are the same for
all energy slices that are considered for the single-shot retrieval. Weingartner compared
the single-shot method to a quadrupole lense position scan at three different energies.
Both methods results agreed by ±10 %. However, it has not been shown that the initital
phase-space of the single energy-slices that are considered for the single-shot retrieval are
independent of the slice-energy.

Another challenge that comes with the large energy-spread of laser-wakefield accelerated
beams is the so called chromatic emittance growth. As mentioned above, in case of a large
energy variation within the bunch, the foci of the different electron energies are spread
along the accelerator. The spatial and angular distribution of the single energy-slices
thus differ which causes the energy-projected emittance to grow. This effect is typically
not an issue for conventional machines with permille-level energy-spread beams. For
laser-plasma accelerators however, chromatic emittance growth has to be considered.
According to particle tracking simulations of electron beams with parameters that were
determined from experiments, chromatic emittance growth of laser-wakefield accelerated
beams has been considered a show-stopping argument for future applications [41, 42].
However, to the authors knowledge, no measurement of the chromatic emittance growth
has been shown up to date.

In order to experimentally quantify the chromatic emittance growth of laser-wakefield
accelerated beams, measurements at the LUX accelerator were performed. A quadrupole-
scan and a single-shot diagnostic were implemented. LUX is a laser-plasma accelerator
dedicated for the generation of undulator radiation and is built by the University of
Hamburg, in close cooperation with DESY. The LUX facility is further designed for
long-term stable electron generation. Recently, more than 24 hours of stable electron
acceleration has been demonstrated [43]. The implemented emittance diagnostic follows
the concept introduced by Weingartner et al.

Due to the stability of the electron beams, a high statistic quadrupole scan is performed
in order to measure the energy-slice phase-space and to compare it to the single-shot
method. The electron phase-spaces are measured from a virtual source, allowing for an
initial phase-space correlation of the electron beams out of the plasma. In addition, the
chromatic effects on the electron phase-space are analysed for both the energy-slice and
projected electron phase-space.

3



1. Introduction

The scope of this thesis is the developement of a reliable phase-space diagnostic as a tool
for future emittance optimization of the generated electron beams at LUX. Herefore, an
in depth analysis of the measurement accuracy in the phase-space retrieval was performed
and the influence on the emittance error by the initial electron beam properties as well
as the imaging optics and the detector calibration are examined.

The thesis is structured as follows: In chapter 2 an introduction into laser-wakefield
acceleration, the ANGUS driver laser, and the LUX beamline is given. The chapter
closes with a discussion of the energy-slice phase-space from laser-plasma accelerated
beams obtained from particle-in-cell simulations. The electron beam optics and electron
beam diagonstics used for the emittance measurements are presented in chapter 3. The
concepts of the beam emittance, beam transport and the applied emittance diagnostics
methods are discussed in chapter 4. The results from the quadrupole-scan and the single-
shot method as well as the chromatic emittance analysis are presented in chapter 6. A
final conclusion is given in chapter 7.
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2. Laser-Wakefield Acceleration at LUX

Laser-wakefield acceleration (LWFA), also called laser-plasma acceleration (LPA), is a
novel and developing technology to generate GeV-level electron beams on the few mm-
scale. A detailed summary of laser-wakefield acceleration is beyond the scope of this
thesis and the reader may find additional information in [44, 45]. Only the very basic
physics of intense laser pulses in a plasma relevant for the experiment and the later
analysis are summarized in section 2.1. The basic layout of the ANGUS driver laser is
summarized in 2.2. An overview on the LUX accelerator is given in section 2.3. A short
introduction into particle in cell (PIC) simulations and a discussion of the simulated
electron phase-space from the latter is presented in section 2.4.

2.1. Laser-Wakefield Acceleration

Intense laser pulses can be used to accelerate electrons inside plasma waves. Therefore,
high power laser pulses are focused down to tens of µm spot sizes in order to result peak
intensities on the 1× 1018 W/cm2-level. Figure 2.1 illustrates the interaction between
an intense laser pulse and a plasma. Due to the high laser intensity, plasma electrons
are transversely pushed from the laser axis into the direction of the negative intensity
gradient, by a ponderomotive force [44]

F p = −m0c
2∇
(
a2/2

)
, (2.1)

where m0 is the electron rest mass, c is the speed of light in vacuum, and a is the
normalized vector potential of the laser field. In the highly non-linear regime, when the
peak normalized vector potential

a0 ' 0.85 · λ[µm]

√
I0[1018 W/cm2]� 1 , (2.2)

electrons are fully evacuated along the laser propagation and a positively charged ion
channel remains. Here, λ is the laser wavelength and I0 the laser peak intensity at the
focus. The delocated electrons are attracted by the ions and oscillate back to the laser
axis, thereby forming a cavity with the length of the plasma wavelength λp with

λp[µm] ' 33/

√
n0[1018 cm−3] , (2.3)
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2. Laser-Wakefield Acceleration at LUX

Figure 2.1. – Illustration of a laser pulse forming a plasma cavity. The plasma electrons
(-) are displaced by the laser (red) and oscillate back to the laser axis on the length of the
plasma wavelength λp. The heavy ions (+) remain and a strong longitudinal field (red

curve) is generated along the cavity. Electrons can be either injected via self-injection (a)
or ionization-injection (b).

where n0 is the plasma density. For example, in case of a plasma density of 5× 1018 cm−3

the plasma wavelength is 15 µm. Inside the plasma cavity strong longitudinal electric
fields Ez with

Ez[GV/m] ' 96 ·
√
n0[1018 cm−3] , (2.4)

with up to 200 GV/m, following the previous example, can be used to accelerate electrons
in the direction of the laser [46].

An electron beam can either be externally [47, 48] or internally injected into the plasma
cavity. For example, at the end of the plasma period the electron density peaks and
electrons can scatter into the cavity (see case (a) in figure 2.1). If the electrons longi-
tudinal velocity matches the phase-velocity of the cavity, respectively the group-velocity
of the laser pulse, electrons can be accelerated in the propagation direction of the laser.
This process is called self-injection and is a highly statistically dominated, respectively
chaotic, mechanism, which typically results in unstable electron beam properties [49].

Another challenge in laser-wakefield acceleration is the continuous injection and acceler-
ation of electrons in the plasma which results in large energy-spreads of the generated
electron beams. Hence, work has been started on localizing the injection inside the
plasma. For example, in a localized plasma density downramp the plasma period is
elongated (see equation 2.3) and the cavity phase-velocity intermediately reduced such
that also scattered electrons with a lower longitudinal velocity can be injected [50, 51].
Or, a second counter-propagating laser pulse is used to locally increase the laser intensity
at the intersection point of the two lasers [24]. However, both methods are technically
difficult to implement.
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2.1. Laser-Wakefield Acceleration

Figure 2.2. – PIC [53] simulation of a laser pulse driving a plasma wake. The
longitudinal coordinate is shown in a co-moving frame z − ct. a) Normalized plasma

electron density n0. b) Longitudinal electric field lineout at the laser axis. The laser (red),
traveling in positive z-direction, modulates the plasma density, such that electrons that
are trapped inside the wake are accelerated in the direction of the laser. The electron
beam drives an additional wakefield. FBPIC [53] simulation by courtesy of L. Jeppe.

At LUX, nitrogen doped hydrogen gas (see section 2.3) is used for the plasma and the
electrons are internally injected via ionization injection [52, 18]. Here, the inner shell
electrons of the nitrogen atoms are ionized at the very peak intensity of the laser pulse,
i.e. within the plasma cavity. These inner shell electrons then fall back in the plasma
cavity and are trapped in the accelerating phase of the field (see case (b) in figure 2.1).
Ionization injection is thus not based on electron scattering and electron beams with a
comparably higher shot-to-shot stability are generated. However, the inner shell electrons
are passing the laser-field and can thereby gain transverse momentum. Thus, comparably
larger beam emittances are expected from ionization injection, in particular in the laser
polarization axis [20].

Particle-in-cell (PIC) simulations [53] are used (see section 2.4) to model the complex
dynamics of the single electron trajectories in the non-linear regime. Figure 2.2 shows
a PIC simulation of an accelerated electron beam inside a nitrogen-doped plasma. The
laser and plasma properties in the simulation are chosen close to the parameters measured
during the experiments. The picture shows the normalized plasma density (a) as well
as the longitudinal electric field at the laser propagation axis z (b). The plasma density
and fields are plotted in a co-moving frame and at the very end of the density plateau.
The transverse laser field (red) is normalized to the laser peak intensity.
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2. Laser-Wakefield Acceleration at LUX

The electron density is modulated by the laser pulse. Directly behind the laser, the
longitudinal electric field is positive and the field therefore decelerating for electrons.
Further behind, the longitudinal field changes sign, which denotes the accelerating phase
of the wake. The generated electron beam is located inside the accelerating phase roughly
10 µm behind the laser. At this region, the longitudinal electric field of the wake generated
by the laser shows a linear slope (dashed line).

As can be seen, the electron beam is driving an additional wake field, called beam-
loading [54], which deforms the wake of the laser. The charge profile of the electron
beam inside the laser wake is highlighted by a transparent white area in figure 2.2b. The
longitudinal field is varying along the electron bunch and deviating from the linear slope
of the wakefield generated by the laser.

In addition to the longitudinal electric field, also strong transverse electric field gradients
are present inside the plasma cavity. These transverse electric field gradients on the
order of 100 MV/(m µm) [55] are constantly focusing the electron beam. The transverse
phase-space volume that can be filled by electrons is determined by these transverse
field gradients [56]. The matched beta-funtion βm [56, 55] inside the focusing channel
is proportinal to the square root of the relativistic electron energy γm0c

2 and inversely
proportional to the square-root of the transverse electric field gradient ∂rEr.

βm =
1√
K

, K =
e

γm0c2
∂rEr, (2.5)

where e is the charge of a single electron, γ the relativistic Lorentz factor, m0 the electron
rest mass, and c the speed of light. Also the transverse field gradients are effected by
beam-loading. The transverse phase-space, in particular the beam emittance can thus
vary along the beam.

In general, the injection and acceleration processes in the plasma can be highly complex
and in particular rely on non-linear mechanisms, as explained above. Small variations
in the laser or plasma parameters can lead to an increased instability in electron beam
parameters. For example, a fluctuation in laser intensity will cause the electron injection
as well as the accelerating and focusing fields inside the plasma cavity to change on a
single shot basis. Special demands on the stability of the driver-laser and plasma-source
are therefore required in case of laser-plasma accelerators. The generation of reproducable
electron beam quality is one of the key design aspects at LUX.

2.2. ANGUS Laser System

High power laser pulses are required in order to achieve the intensities capable to drive
a plasma wakefield. Chirped-pulse-amplification (CPA) [57] enables the amplification of
initially short fs-scale laser pulses to the PW-level. The laser pulses are stretched in time
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2.2. ANGUS Laser System

by a dispersive optic, such that the longer wavelengths in the spectrum are delayed to
the shorter. This allows the pulses to be amplified to orders of magnitude higher energies
while the pulse intensity stays below the self-focusing and damage threshold inside the
amplifier medium [58]. After amplification, a dispersive optic compresses the pulses to
the fs-level again, in order to retain a high power laser pulse.

The ANGUS laser is a 100 TW-class Ti:Sa double CPA [60, 61] based laser system. A
detailed description of the laser chain can be found in [59]. A schematic layout of the
different amplifieres, pump lasers and pulse shapers is illustrated in figure 2.3. The laser
pulses from the oscillator with a central wavelength of 800 nm are stretched in time
and amplified by a regenerative amplifier. Afterwards, the pulses are compressed again
and send into a cross-polarized wave generator (XPW) to improve the temporal and
spatial contrast of the laser. Subsequently, the laser pulses are stretched again and send
into a series of amplifiers. The original laser design has been upgraded with a set of
diagnostics after each amplifier stage. The laser spectrum, near field, and far field are
monitored and stabilized into the subsequent stage [43]. A dazzler [62], an acousto-optic
programmable dispersive filter [63], is used to modulate the laser pulse spectrum and
phase. A deformable mirror [64] is used to optimize the laser wavefront. The laser is
finally compressed to a rms pulse length of 25 fs inside the in-vacuum compressor and sent
into the laser transport beamline. The final laser energy into the second compressor can
be reduced via an attenuator that transmits only a fraction of the incoming laser beam
depending on the laser polarization that was rotated by a half-waveplate [59] before.

The maximum pulse energy available after the amplifier 1 is 1.4 J. The maximum pulse
energy after the final amplifier 2 is up to 6.5 J. The last amplifiers can be operated with
a maximum pulse repition rate of 5 Hz. However, studies by V. Leroux [65] showed that
in case of a too large average power into the final compressor, heating and therefore de-
formation of the comressor grating substrate can cause a laser pulse quality degradation,
in particular a deformation of the laser wavefront. Therefore, the laser repetition rate is
typically reduced to 1 Hz in order to keep the average power into the final compressor
and the time to reach thermal equilibrium on a reasonable level for experiments.

During the experimental campain in March 2019, whose results are presented in chapter
6, the last amplifier stage of the ANGUS laser was not available. The maximum energy
into the final compressor was thus limited to 1.4 J by the previous amplifier stage.
Owing to investigations by M. Kirchen, S. Jalas and P. Messner electron generation
and experiments at LUX were still possible despite the absence of the last amplifier. The
comparably low laser pulse energy, and the therefore reduced average power into the
compressor, allowed to increase the laser repitition rate to the maximum of 5 Hz for the
experiments.

After final compression, the laser is transported over 10 mirrors and a total length of
35 m into to the accelerator tunnel. At the end of the transport beamline the laser is
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2. Laser-Wakefield Acceleration at LUX
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Figure 2.3. – Schematic of the ANGUS laser system. The laser oscillator and amplifiers
are colored in red, the pump lasers in green and the pulse shaping components in blue.

Figure taken from [59]; courtesy of V. Leroux.
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2.3. LUX Beamline Overview

Table 2.1. – List of key laser and plasma target parameters used for the emittance
measurements in chapter 6. The laser parameters are given at the final focus at the

plasma capillary.
parameter value

laser central wavelength 800 nm

pulse energy 0.88 J

pulse length (rms) 30 fs

focus size (fwhm) 25 µm

pulse intensity 4.7× 1018 W/cm2

a0 1.35

repition rate 5 Hz

plasma gas species 95 % H2 + 5 % N2

peak density 4.8× 1018 cm−3

density plateau length 1 mm

finally focused by an off-axis parabolic mirror (OAP) with a focal length of 2 m to a
radial fwhm focal spot size of 25 µm. The total efficiency of the in-vacuum compressor
and the laser transport beamline is 60 %. The final laser energy at the plasma capillary
is thus limited to 0.88 J, which results in a total laser intensity at the final focus of
I0 = 4.7× 1018 W/cm2. The normalized vector potential is a0 = 1.35, accordingly.
The most important laser parameters for the experiments presented in this thesis are
summarized in table 2.1.

2.3. LUX Beamline Overview

The LUX electron source is a gas cell like plasma target with a 500 µm× 500 µm rect-
angular interaction capillary milled into a 10 mm× 10 mm large sapphire crystal plate,
see figure 2.4. The target is operated with continous gas flow to ensure stable and
reproducible plasma conditions, independent of the laser repetition rate. The structure
of the target and the longitudinal density profile derived from CFD simulations [66] by
P. Messner are shown in figure 2.5. Gas flow into the target is supplied through one
inlet coming from the bottom which is splitted into two, resulting in an approximately
1 mm long plateau of constant density. The cut out volume at the exit of the target,
leads to a smooth plasma-vacuum transition counteracting the rapid expansion of the
electron beam into free drift. Electron beams are generated via ionization injection [52]
in a hydrogen plasma, doped with 5 % of nitrogen. In the experimental campaign, the
plateau pressure in the capillary was set to 81.4 mbar which yields a peak plasma electron
density of 4.8× 1018 cm−3.
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2. Laser-Wakefield Acceleration at LUX

Figure 2.4. – Picture of the sapphire capillary target. Laser (red) and electron beam
(blue) exit the chamber through the chamber exit aperture, that is part of a differential

pumping system. Picture by courtesy of P. Messner.
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Figure 2.5. – OpenFoam [66] simulation of the gas density profile along the capillary
target. The target geometry is illustrated in grey. The laser enters the capillary from the
left. The gas density shows a constant plateau inbetween the two inlets and decreases

slowly along the outlet at the exit side. Courtesy of P. Messner.
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2.3. LUX Beamline Overview
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2. Laser-Wakefield Acceleration at LUX

An overview of the LUX beamline is shown in figure 2.6. The laser pulses of the ANGUS
laser are focused by the off-axis parabolic mirror (OAP) into the plasma channel. The
near field and far field of the laser leakage through the parabolic mirror are used to
measure the laser direction into the focus and the focus position. The generated electron
beams are focused and transported to either the undulator [67] or the electron spectrom-
eter. The LUX electron beam optics and beam diagnostics is built from conventional
accelerator technology and discussed in detail in the following chapter.

The laser can be outcoupled from the beamline 1.6 m behind the plasma target and
sent to a post-plasma diagnostics. The remaining laser pulse diverging from the plasma
thus sets a lower limit on the free aperture of the beam optical elements before the
outcoupling section. The undulator and the profile screen stations can be driven out of
the beamline.

2.4. PIC Simulations

Particle-in-cell (PIC) simulations are a common tool to model the interaction of high
intensity laser pulses in plasma channels. The simulations presented in this thesis
were done with the quasi-3d code FBPIC. In FBPIC, the fields are represented via
an azimuthal Fourier decomposition [53, 68]. This reduces the computational cost while
still modeling important 3d effects. The motion of macro particles in the field grid is
calculated and the field generated by the particles is added to the grid. A spectral solver
is used to solve the Maxwell equations in Fourier space, which surpresses unphysical
behaviour originating from numerical noise [69]. Further, the code allows to describe the
particle motion in a co-moving frame with the laser. The reader may find additional
material beyond this very brieve introduction in [70, 71, 72].

FBPIC allows to use a realistic flattened-Gaussian profile [73] for the trasnverse laser
field distribution, which is close to the ideal laser profile measured in the experiments.
However, e.g. wavefront distortions of the laser beam are not included in the simulations.
The laser peak intensity can therefore deviate from the laser peak intensity in the
experiment. Also the gas density profiles in the simulation are generated from analytical
functions or directly read in from fluit-dynamic simulations [66], which may not fully
recover the density profiles in the experiment. In addition, experimentally, not all laser
properties are measured online and otherwise may include stystematc errors.

Thus, PIC simulations can be used to approximate the electron phase-space to some
extend. The simulated electron beam properties, such as the total beam charge, the
maximum beam energy or the transverse phase-space of the electrons can quantitively
differ from the measured beam properties. Qualitative agreement to the experiment can
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2.4. PIC Simulations
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Figure 2.7. – Longitudinal electron phase-space at the end of the plasma. The electron
energy positively correlates with the internal bunch position. Electrons are continuously
injected and accelerated resulting a continuous energy spectrum (black). FBPIC [53]

simulation by courtesy of L. Jeppe.

be achieved by scanning the simulation parameters, e.g. the laser peak intensity and the
laser focus position.

FBPIC-simulations with input parameters close to the experiment have been performed
by L. Jeppe. The simulated electron density and the longitudinal on-axis field at the
end of the plasma to vacuum transition is plotted in figure 2.2 and has been discussed
in section 2.1. A histogram of the simulated longitudinal electron phase-space is plotted
in figure 2.7. Electrons are continuously injected and accelerated over the full plasma
channel length. The electron beam spectrum (black curve) is therefore broadband with
a maximum electron energy of 200 MeV1. The longitudinal electron phase-space is
positively correlated. Electrons with higher energy are located at the head of the beam,
electrons with lower energies are located at the tail. The electron energy is mainly
increasing linearly with the internal bunch coordinate z. Only a small curvature of
the longitudinal phase-space can be seen which originates from beam-loading, thus the
electron beam deforming the linear slope of the laser-wakefield. However, no significant
peak in the spectrum is observed.

The phase-space plotted in figure 2.7 was simulated with 57 314 macro particles. The
electron energies were arbitrarily binned into 100 slices. The finite number of macro
particles per energy slice thus results in a relative statistical error of 4 %. The plotted
energy spectrum in figure 2.7 has been smoothed in order to surpress numerical noise.

1The maximum energy in the raw spectrum from the PIC simulation is 50% higher and is reduced to
match the measured spectrum, see figure 6.1.
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2. Laser-Wakefield Acceleration at LUX
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Figure 2.8. – Horizontal phase-space properties of different energy-slices from a PIC
simulation (solid lines). The shaded areas denote the statistical error. The dashed lines
show the theoretical energy-dependence. The phase-space properties deviate for the head
of the bunch with higher beam energy. FBPIC [53] simulation by courtesy of L. Jeppe.

The grey area denotes 1 standard deviation of the statistical error of the simulated energy
spectrum.

Additionally, the horizontal phase-space properties for the single energy-slices are cal-
culated. The normalized emittance εn,x, the rms beam size xrms, rms beam divergence
x′rms, and phase-space correlation 〈xx′〉 are plotted in figure 2.8 for each slice-energy.
The solid lines and the shaded areas are the simulated phase-space properties and the
statistical error from the finite macro particle number, respectively. The theoretical
energy dependences derived from the electron motion inside the plasma channel [74] are
plotted in dashed lines. The beam size out of the plasma scales with γ−1/4. The beam
divergence out of the plasma scales with γ−3/4. The normalized emittance therefore
is independent of the electron energy (see equations 4.2 and 4.3). For energies below
100 MeV, the energy dependence of the PIC simulated phase-space properties matches
the theoretical curves. For energies above 100 MeV the normalized emittance, the phase-
space correlation and the beam size after the plasma increase with the energy and are
peaked at around 125 MeV. According to the simulated longitudinal phase-space, the
higher energies correspond to the head of the bunch. The lower energy phase-space
could thus be modulated by the additional wakefield driven by the accelerated electron
beam. The head however, forming the wakefield, is not effected by the additional focusing
fields. A similar effect as the described is the head-erosion of the driver-beam observed
in electron-beam driven plasma-acceleration [75].
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2.4. PIC Simulations

According to the simulation, the phase-space properties can thus vary along the beam and
the energy spectrum. These energy dependencies have to be considered in an experiment.
At the same time, energy-resolved phase-space measurements are required in order to be
able to choose the fraction of the spectrum - if possible - that delivers the optimum beam
phase-space for the experiment.

The experimental setup, the emittance diagnostics and measurement methods at LUX are
described in the following chapters 3 and 4. The results from the emittance measurements
are presented in chapter 6. In section 6.6 the energy dependence of the phase-space
properties was measured and is discussed. The measurement results qualitively match
the simulated phase-space discussed above.
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3. LUX Beam Optics and Beam
Diagnostics

The LUX electron optics and electron beam diagositcs are introduced in this chapter. The
beam optical elements, the quadrupole doublet and the corrector dipoles, are presented
in section 3.1. The electron beam diagnostics is summarized in section 3.2. The LUX
electron spectrometer is discussed seperately in section 3.3.

3.1. Beam Optics

The LUX beam optics is designed to transport the laser-plasma accelerated electron
beams into the undulator or the electron spectrometer. The optics discussed in this
section consists of two quadrupole focusing magnets, two pairs of corrector dipoles to steer
the electron beam, and the spectrometer dipole. The quadrupole and corrector dipole
magnets are located closest to the plasma target in order to manipulate the electron
beam and to reduce the beam divergence as early as possible.

The remaining laser pulse after the plasma interaction is outcoupled from the beamline
after 1.6 m and diagnosed. Therefore, the beam optics was optimized for a clip free
transmission of the remaining laser pulse after the plasma interaction while featuring
minimum magnet apertures for maximum magnet field strengths.

3.1.1. Quadrupole Doublet

The focusing optics at LUX consists out of two electro quadrupole magnets forming
a compact doublet. Figure 3.1 shows a picture of the installation in the experimental
area.

The doublet is build from two DESY XQA [76] electro quadrupole magnets. Each magnet
has been modified in order to fulfill the requirements in aperture and field gradient at
LUX. The aperture of the first quadrupole magnet Q1 has been reduced to 12 mm. Each
yoke quarter is added by an extra pole tip with the correct hyperbolic curvature that
corresponds to the new aperture radius. The second quadurpole magnet Q2 has first
been stretched by additional spacer insets between the yoke quarters and has then been
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3. LUX Beam Optics and Beam Diagnostics

Figure 3.1. – Picture of the LUX target area (left), the quadrupole doublet (red) and the
first pair of corrector dipoles (blue).

modified analogously to Q1. Table 3.1 summarizes the properties of the two quadrupole
magnets.

The quadrupole magnet fields were measured with a 1-dimensional Hall probe from
GROUP3 [77] with a relative accuracy of 1× 10−4. The measured integrated field
gradients per coil current are plotted in figure 3.2. The field gradients are linearly
increasing with the coil currents up to 70 A for the first magnet Q1 and 110 A for the
second magnet Q2. Afterwards, the magnets begin to saturate and the growth in field
gradient is less than in the linear regime. The saturation is stronger in the first magnet.
Here, increasing the coil current from 100 A to 200 A only results in an increase of 9 % of
the field gradient. This behaviour is the limiting factor for the maximum focusable beam
energy. However, the resulting field gradients enable to capture beams with energies up
to 450 MeV within the first 400 mm behind the plasma target.

The required field gradient profiles along the doublet to focus electron beams of different
beam energies are plotted in figure 3.3. The resulting beam envelope along the doublet of
mono-energetic beams with 1 mrad divergence from a source 100 mm in front of the first
quadrupole magnet are added to the figure. The required field gradients scale linearly
with the beam energy. The beam envelopes of the focused electron beams coincide. Due
to the nature of quadrupole magnets similarly focusing and defocusing the beam in the
two transverse planes, the focused electron beam is asymetrically large after the doublet.
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3.1. Beam Optics

Table 3.1. – Table of quadrupole magnet properties.
property value

yoke length 100 mm

drift between magnets 100 mm

design distance to target 110 mm

Q1 apperture 12 mm

Q1 peak gradient 150 T/m

Q2 apperture 22 mm

Q2 peak gradient 70 T/m

0 50 100 150 200
coil current (A)

0

50

100

150

int
eg

ra
te

d
fie

ld
 g

ra
di

en
t (

T/
m

)

Q1

Q2

Figure 3.2. – Integrated quadrupole field gradients versus applied coil current. The data
points are interpolated by a cubic spline (lines). The data point marked in grey is

excluded from the spline fit.
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Figure 3.3. – Field gradient profiles of the quadrupole doublet for focusing of different
beam energies. The evolution of the beam envelope in x and y is shown in black.
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3. LUX Beam Optics and Beam Diagnostics

The focused beamsize directly after the doublet is mainly determined by the initial beam
divergence. In the example of a 1 mrad divergent beam, the vertical rms-beam size behind
the doublet is 720 µm and only 90 µm in the horizontal. This ratio is rather constant due
to the geometry of the setup, but the axes can easily be flipped by changing the polarity
of the doublet currents.

The transverse field of a quadrupole magnet can deviate from the linear field gradient.
The field can in general be expressed in terms of higher order multipoles.

B(r, θ) =
∑
n=1

Cne
−iαn(reiϑ)n−1, (3.1)

where Cn is the amplitude and αn the phase of the nth multipole, r is the radial distance
from the magnetic axis and ϑ the azimuthal angle. The strength of the nth multipole
increases with rn−1 and the radial and azimuthal multipole components oscillate with a
2π/n periodicity.

In order to also quantify the field quality the quadrupole magnets have been measured
using rotating coils [78]. The magnetic field inside the coil area changes with the rotation
angle which induces a voltage. Since the influence of higher order field components
vanishes in the center of the magnet, rotating coils are in favour for the measurement
of the field quaility, because a rotating coil measures the azimuthal field component
over almost the full aperture radius and integrated over the full magnet length. A
Fourier analysis of the evolution of the azimuthal field component per rotation angle
then yields the field amplitude and phase of each multipole field component. However,
the resolution of rotating coil measurements is limited by mechanical imperfections and
a relative precision of less than a few percent can not be expected.

The field quality measurements in figure 3.4 were done with two double coils which were
specifically built for this measurement. Each double coil consists of two coplanar coils
with different coil diameters and winding numbers. The diameters and winding numbers
were chosen such that the same voltage is induced for the quadrupole field component.
Hence, electronic subtraction of the single coil signals cancels out the induced voltage by
the quadrupole component and a direct measurement of the higher order multipoles is
available. Due to mechanical imperfections the signal of the quadrupole component of
Q1 could not be erased completly, which can be seen from the π-periodicity of the signal
in subfigure 3.4a.

For the second magnet Q2 (subfigure c) no signal with a two period oscillation during
one coil rotation is observed, which indicates the absence of a quadrupole field in the
differential measurement. The multipole amplitudes decrease for higher order n for both
magnets. However, the relative sextupole (n = 3) and octupole (n = 4) component are
above 1× 10−3, which indicates a misalignment bewteen the extra pole tips. Nonetheless,
since the magnets’ centers are located 150 mm and 350 mm behind the target, the electron
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Figure 3.4. – Rotating coil measurements of the LUX quadrupole Q1 (a) and Q2 (c).
Subplots (b) and (d) show the relative multipole field amplitudes obtained from a Fourier

analysis.
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Table 3.2. – List of corrector dipole properties.
corrector C1 C2 C3 C4

type TCA40 TCA50 TCA40 TCA40
position (mm) 558 742 2112 2311

yoke length (mm) 100 100 100 100

aperture (mm) 40 50 40 40

field at 3 A (mT) 150.2 129.4 150.5 150.0

effective length (mm) 163 173 163 163

orientation hor vert hor vert

beams diverging from the target are still small and thus only see a small fraction of the
field non-linearity. The emittance growth introduced by this field non-linearity has been
estimated to be on the order of 0.1 mm mrad and is thus below the detection limit.

3.1.2. Corrector Dipoles

Two pairs of corrector dipole magnets are installed in the LUX beamline. The first pair
of horizontally and vertically deflecting dipoles is located directly 100 mm behind the
quadrupole doublet. The second pair is located another 2 m downstream the beamline,
respectively 0.5 m behind the laser outcoupling mirror. The dipole apertures are vary-
ing between 40 mm and 50 mm due to the laser size at the respective position before
outcoupling. Table 3.2 summarizes the corrector dipole properties.

The corrector dipoles enable to correct for a spatial and angular offset of 5 mm and
5 mrad of the beam behind the target or the quadrupole doublet, respectively. However,
due to the magnets large gap sizes and therefore large extent fringe fields, the magnetic
field of the first corrector pair can leak into the second quadrupole Q2. Further, the
corrector dipoles disperse the electron beam before the electron spectrometer. The
negative effects of dispersion before the spectrometer dipole are discussed in chapter 4.3.4.
As a consequence, the corrector dipoles were not used for the emittance measurements
in chapter 6. However, the corrector dipoles were used for the beam-based alignement of
the quadrupole magnets in chapter 5.

3.2. Beam Diagnostics

The LUX beamline features three different types of electron beam diagnostics. The total
charge and center of charge are detected by two non-invasive beam position monitors
(BPM, subsection 3.2.1). In addition, scintillator screen stations (subsection 3.2.2) enable
to measure the transverse beam profile at two different positions in the beamline. The
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3.2. Beam Diagnostics

Figure 3.5. – Cross section of a cavity BPM. Two resonators at the entrance and exit
pick up the electro-magntic field modes of the incomming electron beam. Figure taken

from C. Werle [67].

third diagnostics is the electron spectrometer, which is discussed in a seperate section
(3.3), due to its importance for the emittance measurements in chapter 6.

3.2.1. Beam Position Monitors

Two cavity beam position monitors (BPM) [79, 80] are installed in the LUX beamline.
The BPM comissioning was mainly done by C. Werle with the help of B. Hubert. Each
BPM consists out of two cavities. Each cavity functions as a pick up resonator of
a magneto-optical mode at a resonant frequency of 3.3 GHz from the beams electro-
magnetical field. Cross talk between the two cavities is by design suppressed [81, 82].

The first cavity picks up the TM01 mode, which linearly scales with the total beam
charge. The second cavity picks up the horizontal and vertical TM11 mode which linearly
scale with the product of the total beam charge and mean beam position. Combining
the two information enables a non-invasive center of charge detection on a single shot
basis. A cross section of a cavity BPM is shown in figure 3.5. The two cavity BPM at
LUX are chosen to define the electron design axis. The elctron beam is defined to be on
axis in case of the BPMs reading a center position of 0.

However, by design, the BPM signals are not sensitive to the beam energy, respectively
the beam energy spectrum. This can lead to a distortion of the position measurement
of the core part of the beam when the beam is dispersed by the previous beam op-
tics. Accordingly, the BPM readings may be carefully interpreted with focused electron
beams.
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Table 3.3. – List of profile screen properties.
parameter screen station 1 screen station 2

postion (mm) 3114 7644

scintillator material LYSO:Ce YAG:Ce
scintillator size (mm x mm) 24 x 32 30 x 30

scintillator thickness (µm) 400 500

camera BASLER avA2300-25gm
objective Schneider MAKRO/SYMMAR 5.9/120

3.2.2. Beam Profile Screens

Behind each BPM a beam profile screen is installed. Both screen stations and their
optical system were designed by DESY, MDI [83]. Only the vacuum chambers and the
scintillator screens were adapted to the LUX requirements. Both profile screens are
mounted to a manipulator in order to be driven in and out of the beamline. The first
screen is a LYSO:Ce scintillator crystal [84]. The screen built into the second screen
station is a YAG:Ce scintillator [85]. The screens are orientated orthonagally to the
electron beam. The optical system is built in a Scheimpflug configuration, which realizes
the focal plane to be tilted onto the screen plane, though the objective and camera are
mounted under 45° to the electron beam axis.

Special care was taken on the laser light shielding. The remaining on-axis laser pulse
energy after the outcoupling section can still be on the hundrets of mJ level. These
background photons would overshine the scintillator light by far. Further, refocusing of
the remaining laser pulses by the vacuum pipe can result a laser focus on the scintillator
which would cause generation of white light and would damage the scintillator. Therefore,
the scintillator crystal is shielded by a 100 µm thick stainless steel foil on the laser side.
Additionally, an inset pipe is mounted into the chamber entrace to block the light leakage
into the chamber.

3.3. Electron Spectrometer

The LUX electron spectrometer was designed by C. Werle [67]. Figure 3.6 shows a CAD
rendering of the full assembly.

The electron spectrometer was designed to simultaneously detect a maximum broad
energy range from 40 MeV to 2.5 GeV. In particular, the full range is continuously
recordable without any clipping of the electron beam along the dispersive axis. The
electron beams are deflected by a 40 cm long permanent dipole. The spectrometer is
therefore located at the very end of the LUX electron beamline. The dipole magnet is
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3.3. Electron Spectrometer

Figure 3.6. – Picture of the LUX electron spectromter. Figure taken from C. Werle [67].
The triangular vacuum chamber and the dipole magnet (top-left) are mounted to

individual adjustment tables (green and red). The scintillator light is detected by two
cameras over a mirror (blue).
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Table 3.4. – List of electron spectrometer dipole properties.
property value

integrated field (along z) (T m) 0.386

peak field (T) 0.962

gap width (mm) 40

gap height (mm) 150

gap length (mm) 400

number of poles 48

pole material VACODYM 764 TP
pole size (mm3) 50 x 50 x 65

Table 3.5. – Expansion of the measured spectrometer dipole 3D fieldmap grid.
axis lower limit upper limit step size grid points
x −6 mm 6 mm 3 mm 5
y −220 mm 60 mm 5 mm 57
z −330 mm 330 mm 5 mm 133

mounted on a seperate alignment table, such that both the chamber and the magnet
can be aligned individually to the tunnel coordinate system. The electron beams are
vertically deflected by the dipole magnet onto an 80 cm long scintillator screen. The
scintillator light is reflected by a mirror and detected with two CCD cameras.

3.3.1. Spectrometer Dipole

The spectrometer dipole is an assembly of in total 48 permanent magnets. 12 magnets
each are attatched to four structural identical C-shape iron yokes that guide the magnetic
flux outside the dipole gap. The design of the magnetic structure was originally done by
the Hemholtz-Zentrum Dresden-Rossendorf [86]. The four yokes have a total length of
0.4 m with a peak field of 0.962 T. The magnet properties are listed in table 3.4.

The specrometer dipole field was measured with a 3-axis Hall probe on a 3-dimensional
grid. The detector was a SENIS Integrated 3-Axis Hall Probe C-H3A-xx [87] with a
relative precision of 1× 10−3. The dimensions of the 3D fieldmap grid are listed in table
3.5. It was ensured that the magnets fringe fields at the entrance and the two exit sides
were included. The fieldmap contains 37 905 data points for each field component and
was taken on two consecutive days.

For the field measurements, the spectrometer dipole was mounted on its alignment table
and was leveled with a water level. Due to the dipole being built out of many single
permanent magnets, whose magnetization can differ in strength and direction, the field
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Figure 3.7. – Spectrometer dipole field lineouts along the coordinate axes. The simulated
and measured fields coincide. All three field components vary along the dipole and thus

focus and defocus the electron beams.

inside the gap varies within a range of 1 %. Hence, the Hall probe was not aligned to the
magnetic field, but was adjusted with a leveling device by eye. The 3-axis mover of the
Hall probe was adjusted relative to the dipole gap.

However, neither a small misalignment nor a rotation between the Hall probe, the mover
and the dipole coordinate frame during the field measurement can be excluded. A
comparison of the measured fieldmap with an ideal field by L. Hübner [88] enabled
to afterwards determine the misalignments and to account for them. Here, the fieldmap
was iteratively rotated and shifted until the field in the symmetry plane of the magnet
(the y-z-plane) was maximized for the main field component and minimized for the other
field components. The result was a shift of the mover axis of 1.4 mm relative to the
dipole axis and a rotation of the Hall probe of 40.3 mrad and of the dipole of 6.8 mrad

relative to the mover frame. The measured field map was corrected for these deviations
accordingly.

In a next step, a FEM simulation of the spectrometer dipole was done using Computer-
Simulation-Technology (CST ) [89]. Since the permeability of the spectrometer dipole was
not measured and not stated by the manufacturer, the CST fieldmap was scaled such
that the field integral matches the field integral of the corrected measured fieldmap.

The fields main compenent Bx along the dipole’s central axes is plotted in figure 3.7. The
scaled CST fieldmap and the corrected measured fieldmap are in good agreement. The
field of the simulated and measured fieldmap coincide and have the same shape and field
extent. Due to the rather large dipole gap of 4 cm, the fringe field in the longitudinal
direction extents from 6 cm inside to 6 cm outside the magnet. The effect is even stronger
in the vertical axis. Here, the fringe field extents the gap by 8 cm. Since the dipole gap
height is only 15 cm, this results in the field not being flat at any position. Hence, the
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Figure 3.8. – Difference between the corrected measured fieldmap and the ideal
simulated and scaled field map. The deviation can be explained by the different amplitude
and orientation of magnetization of the single permanent dipoles that built the magnet.

Figure adapted from L. Hübner [88].

electrons experience a vertically focusing and a horizontally defocusing force along the
full magnet length.

The deviation between both field maps in the symmetry plane is plotted in figure 3.8.
The deviation originates from the varying strength and direction in magnetization of
the 48 single poles. Particle tracking simulations through both fieldmaps did only show
differences in particle trajectories which are below the spectrometer screen resolution.

Accordingly, the CST simulated field map was used for the later analysis, since it can be
computed on a bigger and much denser grid.
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3.3.2. Spectrometer Calibration

The spectrometer screen is a 80 cm long KODAC LANEX OG 16 [90]. It is directly taped
to the electron spectrometer chamber. On a 16 mm wide area, the spectrometer chamber
wall is reduced to only 1 mm thickness, in order to keep the influence on the electron
beam by the material at a minimum. Due to the usable screen width being limited to
16 mm, charge can be lost in the non-dispersive axis of the spectrometer. The screen
is rotated by 45° to the initial electron axis. Two cameras are detecting the scintillator
light. The scintillator light is deflected by 90° by a mirror in order to mount the cameras
out of the electron deflection plane of the dipole magnet to reduce radiation damage.
The electron energy can be measured from the signal position on screen, which has to be
properly referenced to the camera pixel coordinates. The camera pixel to electron energy
calibration was done in three steps.

Lens Distortion Correction

Each of the two cameras is imaging a length of 37.7 cm of the screen in the dispersive
axis. The distance of the cameras to the screen is 40 cm and thus a large full angle of 50°
is covered by the camera objectives. The therefore stronger curvature of the objective
lenses leads to a “fish-eye”-like, or a “barrel” distortion of the images [91, 92].

Figures 3.9a and 3.9b show the raw images of a printed checkered board, that was installed
in front of the scintillator screen wall. Note that the plotted aspect ratios are chosen
far from 1 to improve the visibility of the curvature introduced by the imaging camera
optic. Sources at the border of the field of view are imaged too close to the camera chip
center. This results in a change in imaged screen width by up to 10 % difference between
the center and the outer edges of the field of view.

The checkered board consists out of white and black squares with a width and height
of 2 mm. The corners of the black and white squares on the board are detected in the
images with a peak detection algorithm. A common lens distortion correction algorithm
[92] is used to unsqueeze the images. The polynomials used in this thesis are

x̃c = x̃
(

1 +
∑4

i=1
kiR

2i
)

+
(
2p1x̃ỹ + p2

(
R2 + 2x̃2

)) (
1 + p3R

2
)
,

ỹc = ỹ
(

1 +
∑4

i=1
kiR

2i
)

+
(
2p2x̃ỹ + p1

(
R2 + 2ỹ2

)) (
1 + p3R

2
)
,

R =
√
x̃2 + ỹ2,

where x̃ and ỹ are the pixel coordinates in the raw images in the horizontal and vertical
direction, which are given relative to the distortion origin close to the chip center pixel.
The ki denote the radial distortion coefficients and pi the tangential.

31



3. LUX Beam Optics and Beam Diagnostics

Figure 3.9. – Image lens distortion correction. Figures a) and b) show the raw
spectrometer camera images of a checkered board in front of the spectrometer screen.
Figures c) and d) show the distortion corrected images. After correction, the images of

cam 1 (blue) and cam 2 (red) show the same pattern in the overlap region (e).
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After the distortion correction a global rotation of the image by an angle θrot is applied
to the corrected coordinates x̃ and ỹ to account for a rotation of the camera arround the
screen normal.

Finally, a global scaling factor cz is multiplied to the coordinates to stretch or squeeze
the image linearly, in order to adjust for small differences of the camera distances to
the sreen. The equations above are minimized to undistort the pixel coordinates such
that the found edge positions in the 2 mm checkered board have equal spacing across the
images. Additionally, the deviation in the overlap region of the cameras was minimized
for both cameras simultaneously. The image correction coefficients for both cameras are
listed in appendix B.1.

The undistorted checkered board images are depicted in figures 3.9c and 3.9d. A super-
position of both undistorted camera images in the overlap region is plotted in figure 3.9e.
After correction, the images are interpolated back to a linearly spaced regular grid, i.e.
to allow for a projection of the image along the tunnel axis.

Intensity Distortion. Another distortion by the lens objectives is the reduction in
detected signal intensity towards the edges of the field of view. The LANEX screen is
a Lambertian-like radiator with an angular dependent drop in emitted photon-flux away
from the normal incidence axis, approximated by a cosine-dependence [90]. In addition,
the total opening angle of the radiation that is collected by the camera objective narrows
with the incident angle into the objective. The signal intensity in the outer regions of
the field-of-view is further attenuated by vignetting inside the objectives.

A LED foil is used to determine the cumulative drop in intensity in dependence of the
angle of incidence into the objective, respectively in dependence of the source position
in the screen plane. The LED foil [93] is 138 mm× 34 mm large and translated along
the screen wall in order to cover the full dispersive axis of the spectrometer (see figure
3.10b). Images of the LED foil at five different positions were taken with each camera.
The recorded signals were projected onto the dispersive axis. Though the signal from the
LED is inhomogeneously intense along the foil, the realtive attenuation of the signal along
the dispersive axis can still be determined by the comparison of the signal at the differnet
LED foil positions. The product of a 3rd-order polynomial and an arbitrary cosine of
4th power, cos((x−x0)/w)4, is minimzed simultaneously for all 5 projected LED signals.
x0 and w denote the center and width of the cosine function. The measured projected
signals and the polynomial fits as well as the fitted cosine of 4th power is plotted in figure
3.10c. The detected signal from the scintillator plane reduces to 60 % towards the edges
compared to the center of the field-of-view.

This calibration is used to correct the recorded signals in the later data analysis. However,
it must be mentioned that this calibration is limited in accuracy and only denotes a first
order correction. The power of 4 of the cosine is predicted by theory for ideal scintillators
and objectives [94]. The real intensity variation can show a stronger dependence on the
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solid angle. The fit quality however is not accurate enough to distinguish between higher
exponentials or a larger width w of the cosine. Further, the signal dependence from the
position on screen should be a radial function, but is only corrected in the dispersive axis
of the spectrometer. This is an acceptable compromise since the measurement of the
rms-beam size on screen for the emittance calculation (as described in section 4.2.2) in
the non-dispersive axis only depends on the shape of the signal and is thus independent
of the total signal intensity.

Pixel-to-mm Calibration

A mm-scale is taped next to the scintillator screen. A peak detection algorithm is used
to find the single mm-scale lines in the camera images (see figure 3.11a). The ruler mm-
scale can be referenced to the tunnel coordinate system by the chamber wall geometry.
The found mm-scales in the camera images were background corrected and interpolated
by a cubic spline in order to allow for sub-pixel precision. Due to the lens distortion
correction, the vertical pixel-to-mm calibration is almost a flat curve. Figure 3.11b shows
the deviation of the pixel-to-mm calibration from a linear fit for both cameras. The fast
fluctuations originate from the limited peak detection accuracy. The slow variations are
remaining lens distortions. The mean area on screen that is imaged by a single pixel is
193 µm. The deviation from a linear calibration is thus within ±1 pixel accuracy.
The imaging objectives of the cameras is rotationally symmetric and the pixel size
and spacing on chip is equal in both planes. Therefore, the slope of the mm-to-pixel
calibration can also be applied in the other screen axis.

mm-to-MeV Calibration

The calibration between screen-mm and electron energy was done with particle tracking
simulations using ASTRA [95]. Single on-axis electrons with energies reaching from
25 MeV to 3 GeV were tracked through the simulated and scaled 3D dipole fieldmap.
The electron energies were equally spaced by 0.1 MeV.

Figure 3.12 shows the trajectories of beams with example energies through the spectrom-
eter. The electrons can exit the dipole on the bottom and rear side. Energies arround
300 MeV exit the dipole at the bottom-rear-edge.

Combining all steps above results the pixel-to-energy calibration curve plotted in figure
3.13. The field of view of the two cameras overlaps by 500 pixel and the individual
calibration curves show a smooth transition. The relative energy resolution per pixel
is plotted below. The relative width of a single pixel in the dispersive axis is below
0.1 %. Only for energies above 400 MeV the relative energy resolution increases to 0.2 %.
Note that this is only the resolution limit introduced by the finite pixel size. The pixel
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(a) Picture of the 2 mm-checkerd-board
taped to the spectrometer chamber wall.

(b) Picture of the LED foil in front of
the checkered board.
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(c) Simultaneous fit of the inhomogeneous projected LED foil signals at different
positions 1 to 5 and a cosine of 4th power fit for both spectrometer cameras.

Figure 3.10. – Spectrometer Camera Signal Calibration.
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Figure 3.11. – Spectrometer screen pixel calibration. a) Camera 1 image of the
spectrometer ruler. b) Linear fit residual to the found mm-scale positions.

0.2 0.0 0.2 0.4 0.6
z (m)

0.4

0.2

0.0

y 
(m

)

50 MeV

100 MeV

200 MeV

400 MeV

1000 MeV

scr
een

beam trajectories
0.0

0.2

0.4

0.6

0.8

 B
x (

T)

Figure 3.12. – Trajectories of example electron energies through the spectrometer
geometry. The electrons can exit the dipole at the bottom and rear side.
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Figure 3.13. – Camera pixel to beam energy calibration and relative energy per pixel
resolution.

resolution was designed to match the granularity of the scintillator screen. However,
there are other effects that also influence the resolution in the energy measurement. See
chapter 4.

As described in section 3.3.1, the field inside the magnet varies in all axis. Therefore,
horizontal and vertical field gradients act on the incoming electron beams depending on
the electrons position and angle into the spectrometer. The single electron beam path
through the dipole and the drift space to the spectrometer screen are complex functions
of the beam energy. In particular, the total path length to the spectrometer screen s is
a function of the beam energy,

s = s(E). (3.2)

In order to model the electron beam dynamic correctly, additional electrons with spatial
and angular offsets into the spectrometer were simulated for each simulated energy. The
electrons with transverse offsets in x and y from −5 mm to 5 mm in steps of 0.5 mm

and angles x′ and y′ of −2.5 mrad to 2.5 mrad in steps of 0.5 mrad were simulated from
8 m behind the target up to the spectrometer screen. These 4-dimensional phase-space
grids with in total 53 361 electrons were simulated for every 1 MeV-step of the energy
calibration.

This data was used to compute a transfer map, that directly translates an incoming
electron beam phase-space into the dispersed electron distribution on the spectromter
screen, including all focusing and path length effects of the spectrometer dipole. The
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Figure 3.14. – Matrix elements of the spectrometer transfer map. The spectrometer
dipole is focusing in the vertical and defocusing in the horizontal plane.

first order coefficients of the transfer map make up the spectrometer transfer matrix.
In contrast to common linear beam dynamics the energy dependence of the electron
motion in the beam optics at LUX is not described by means of matrix elements from a
6d-matrix, but computed for each individual beam energy in order to model the energy
dependence as precise as possible, effectively to all orders in energy.

The matrix elements determining the electron beam size on screen are plotted in figure
3.14. The matrix elementsM11 andM12 of the horizontal plane are plotted in dependence
of the beam energy. Both matrix elements are greater than 1 and the spectrometer is thus
defocusing the beam in the horizontal axis. The right plot shows the matrix elements
in the vertical plane. Here, the M33 reduces to 0 at a beam energy of 270 MeV. This
corresponds to a minimum in beam size and the spectrometer dipole thus imaging the
incoming electron beam (at 8 m) at this energy.

The second order coefficients obtained from the ASTRA simluation are plotted in figure
3.15. The second order coefficients are labeled according to common tensor algebra. Only
elements describing the transverse coordinates are considered. The elements Tijk of the
4× 4× 4-dimensional tensor T denote the influence on the i-th coordinate by the product
of the j-th and k-th coordinate, with i, j, k ∈ {1, 2, 3, 4}, respectively ∈ {x, x′, y, y′}. E.g.
the element T123 expresses the influence of the product (x′ y) before the spectrometer
dipole onto the x-position on the spectrometer screen. The tensor elements being 0 for
all energies are not plotted in figure 3.15. The units of the second order coefficients
are plotted in the figure legends. The units are chosen to describe the influence of
the input product in mm and mrad onto the respective coordinate on screen in µm

or µrad. The maximum beam offset before the dipole is given by the entrance pipe
diameter of 22.5 mm and the recordable screen width of 16 mm. The maximum possible
angle into the spectrometer is thus limited to 1.3 mrad. In case of unfocused beams
directly diverging into the spectrometer, this can introduce a deviation from the first
order trajectory by a few hundret µm. Only considering electron beams with a BPM2
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Figure 3.15. – Second order transfer elements of the spectrometer dipole. Figure adapted
from [88].
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3. LUX Beam Optics and Beam Diagnostics

position reading less than ±5 mm reduces this error to below the single pixel limit. In
case of focused electron beams the electron focus is kept centered inside the cavity BPMs
and on the spectrometer screen and second order effects by the dipole are negligible.
However, transverse alignment between the quadrupole magnets and the electron source
is required to have the electron beams exiting the doublet close to the design axis.
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4. Particle Beams and Beam Transport

The important definitions for the description of particle beams and the beam transport
through a magnet optics are summarized in this chapter. Special care is taken on the
influence of imaging errors in the closing sections. The coordinate system is defined in
appendix A.1. In the following, the electron beam properties will be discussed for the
horizontal axis x, but are analogously defined for the vertical axis y.

4.1. Emittance and Phase-Space

In this thesis the phase-space is defined as the space spanned by the electrons position x
and the angle x′ of the electrons relative to a design axis (sometimes also referred to as
the trace-space). The angle x′ is further defined as the transverse electron momentum
normalized to the longitudinal electron momentum,

x′ =
px
pz

. (4.1)

Experimentally, only the statistical properties of the projection of the electron beam onto
a detector screen are accessible, such as

the mean beam position 〈x〉 ,
the mean beam direction 〈x′〉 ,

the rms beam size xrms =
√
〈x2〉 ,

the rms beam divergence x′rms =
√〈

x′2
〉

,

the correlation between transverse position and angle 〈xx′〉 .

Here, the angled brackets denote the average, respectively the second central momentum,
over all electrons of the distribution. The rms phase-space emittance, further only
referred to as the emittance, is proportional to the volume occupied by the beam in
phase-space [4, 96] and defined as

ε =
√
〈x2〉

〈
x′2
〉
− 〈xx′〉2 . (4.2)
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4. Particle Beams and Beam Transport

Note that, due to defining the emittance in terms of the rms-beam properties it is
generally defined for any particle distribution. The emittance can be illustrated as the
area of an ellipse with equivalent rms-properties and covering a certain fraction of the
particle distribution. The phase-space dynamic of the electron beam is then equivalent
to the transformation of the phase-space ellipse. In case of a spatially and angularly
Gaussian distributed beam the rms emittance coveres a fraction of 68 % of the particles.

Along an accelerator beamline, the rms beam size and divergence of an electron beam are
constantly changing. However, the phase-space volume, i.e. the emittance, is a conserved
quantity in the absence of accelerating fields and in case of a sufficiently small energy
variation within the beam. In order to account for a change in longitudinal momentum,
respectively for acceleration of the electron beam, the normalized emittance is defined
as

εn = γ ε , (4.3)

which is a conserved quantity under acceleration. Here, γ is the relativistic Lorentz
factor. The normalized emittance is thus an important beam parameter in accelerator
physics. In case of a known focusing optics, the normalized emittance, once determined,
can be used to compute the electron beam size at any position along the beamline.

However, in case of a large energy variation within the beam, the total energy projected
emittance is not conserved. Figure 4.1 shows an ASTRA [95] simulation of the evolution
of the rms-beam size and the phase-space ellipses of three different energy beams along
the LUX focusing doublet. In the initial drift section, the three energy-slice ellipses shear
coherently according to 〈

xx′
〉
s

=
〈
xx′
〉
0

+ z
〈
x′2
〉
0

, (4.4)

since the divergence is independent of the beam energy. Inside the first quadrupole
magnet Q1, the beam is chromatically focused and the different beam energies thus
transform differently in phase-space. After the second quadrupole magnet the beam
divergence is reduced to a minimum, but the energy-slice phase-space ellipses are sheared
and not overlapping. Hence, the total phase-space area occupied by all energy-slices is
larger and the total emittance increased. This is called chroamtic emittance growth
[97].

Without derivation [41], a chromatic term adds quadratically to the initial beam emit-
tance εn,0 during beam transport, such that

εn =
√
ε2n,0 + ε2chr , (4.5)

where εn is the total emittance and εchr the chromatic fraction of the emittance added
during beam transport.

As an example, in order to quantify the chromatic fraction of the emittance, the projected
normalized emittance can be expressed in x-px space. Using the relation px/(m0c) = γx′,
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Figure 4.1. – Electron phase-space along the LUX focusing doublet. The top plot shows
the evolution of the horizontal (dashed) and vertical (solid) rms-beamsize inside the

quadrupole doublet for three different beam energies with an energy variation of ±2 %.
The presence of the quadrupole field is illustrated in grey (compare to figure 3.3). The
phase-space ellipses of the three energy slices at five different positions (black dots) are
plotted below. Due to the chromatic focusing by the magnets, the phase-space ellipses

shear incohernently. The grey arrows denote the phase-space manipulation introduced by
the subsequent drift or focusing magnet.
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the projected normalized emittance (compare to appendix A.2) reads

εn,x−px =
√
〈x2〉

〈
γ2 x′2

〉
− 〈x γ x′〉2 . (4.6)

In free drift, neglecting a correlation between electron position x and momentum pz and
considering the relative energy spread σE/E with(σE

E

)2
=
〈γ2〉 − 〈γ〉2

〈γ〉2
, (4.7)

as in [42], equation 4.6 can be expanded to

εn,x−px =

√〈
γ
〉2(〈

x2
〉〈
x′2
〉
−
〈
xx′
〉2)

+
(σE
E

)2〈
γ
〉2〈

x2
〉〈
x′2
〉

. (4.8)

The first term in equation 4.8 is the normalized emittance, which is conserved during
drift. The second term is the chromatic contribution to the emittance ε2chr. εchr is linearly
dependent on the rms-energy spread. In contrast to the first term, no linear correlation
is subtracted andthe chromatic contribution is thus linearly growing in drift. Note that
equation 4.8 is only valid in the initial drift space and not valid inside or after a focusing
magnet, since a focusing magnet is energy dependently manipulating the beams phase-
space. The description of the evolution of the beam emittance and the initital beam
parameters inside the LUX magnet optics are discussed in the following.

4.2. Beam Transport and Emittance Measurement Methods
at LUX

The particle motion in linear beam dynamic can be expressed in terms of matrix multi-
plication with a transport matrix M [4, 96]. The mean position and mean direction of
the electron beam at any position s inside the accelerator are determined by the beam
optical elements with 〈

x
〉
s

= M11

〈
x
〉
0

+M12

〈
x′
〉
0

(4.9)〈
x′
〉
s

= M21

〈
x
〉
0

+M22

〈
x′
〉
0
. (4.10)

The beam size, divergence, and correlation in horizontal trace-space are determined
equivalently by calculating the second central moments with [96]〈

x2
〉
s

= M2
11

〈
x2
〉
0

+ 2M11M12

〈
xx′
〉
0

+M2
12

〈
x′

2〉
0

(4.11)〈
xx′
〉
s
=M11M21

〈
x2
〉
0
+(M11M22+M12M21)

〈
xx′
〉
0
+M12M22

〈
x′

2〉
0

(4.12)〈
x′

2〉
s

= M2
21

〈
x2
〉
0

+ 2M21M22

〈
xx′
〉
0

+M2
22

〈
x′

2〉
0
. (4.13)
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4.2. Beam Transport and Emittance Measurement Methods at LUX

The index 0 refers to the initial particle distribution before transport, e.g. the beam
distribution at the end of the plasma target. Mij , i, j ∈ {1, 2} refer to the transport
matrix elements. A more detailed derivation of particle beam dynamics is presented in
appendix A.2. The matrix elements are further functions of the beam energy E, the
focusing forces of the optical elements k and the coordinate s.

Equation 4.11 connects the beam size xrms,s =
√
〈x2〉s, e.g. measured at a scintillator

screen, to the initial beam parameters, namely the intial beam size xrms,0, the initial beam
divergence x′rms,0 and an initial phase-space correlation 〈xx′〉0 at the source, respectively
behind the plasma. It is thus connected to the initial beam emittance (see equation
4.2). Consequently, equation 4.11 can be used to experimentally determine the beam
emittance. The beam size is measured for varying matrix elements M11 and M12, for
example varying in the focused energy, and equation 4.11 is fit to the measured rms
width data as a function of the varied parameter. The fit results are the beam properties
at the position s = 0.

Standard methods to measure the beam emittance typically suffer from the large energy-
spread and shot-to-shot fluctuations in beam parameters of plasma-generated electron
beams. A method to circumvent the challenge of large energy-spread beams is a method
proposed by Weingartner et al. [19], where the electron beam is focused into a dispersive
electron spectrometer. Inside the electron spectrometer, the beam energies are spatially
separated and can be analysed individually on the spectrometer screen. Weingartner et
al. further propsed to measure the beam size on the spectrometer screen simultaneously
for different energy-slices of the beam, which enables to measure the beam emittance
from a single shot. The implementation of this single-shot emittance diagnostics at LUX
is presented in the following sections.

4.2.1. Experimental Setup

At LUX, the electron beams diverging from the plasma are focused by the quadrupole
doublet into the electron spectrometer, see figure 4.2. In the horizontal axis, the beam
is focused by the first quadrupole magnet and defocused by the second. In the vertical
axis the beam is first defocused before being focused. In total, the beams divergence is
reduced in both axis after the doublet, but the beam is asymmetrically large. Inside the
spectrometer dipole the beam is additional focused in the dispersive axis and defocused
in the non-dispersive axis, due to fringe field effects. The quadrupole field gradients
are chosen to result in a total focusing of a certain beam energy in both axis on the
spectrometer screen.

Describing the beam transport by means of linear beam dynamic is not capable of
describing the focusing forces acting on the beam inside the plasma. It is only capable of
describing the beam propagation in terms of free drift from an effective source position
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4. Particle Beams and Beam Transport

Figure 4.2. – Illustration of the experimental setup at LUX. The laser (red, polarized in
x) is focused into the plasma target. The generated electron beams diverging from the
plasma are captured by the quadrupole doublet and focused asymmetrically onto the

spectrometer screen. The spectrometer dipole is dispersing the beam in the vertical y-axis.

at a virtual plane inside the target area (see figure 4.3). This virtual source position
can deviate from the longitudinal position of the target exit. E.g. a mean phase-space
correlation of the beam out of the plasma directly translates into a longitudinal shift ∆z

of the virtual source plane (according to equation 4.4). The beam optics is set to image
the electron beam from this virtual source into the spectrometer screen plane.

Due to the short focal length of the quadrupole magnets of 0.1 m and the long drift length
to the electron spectrometer of 8 m, the LUX focusing optics is acting as a telescope.
Including the additional focusing and defocusing forces by the spectrometer dipole, the
source size at the virtual plane is magnified by a factor of in total 315 (9.5) in the
horizontal (vertical) axis, in case of a 150 MeV beam. The strength of magnification in
general reduces towards higher energies (e.g. down to a magnification factor of 150 at
400 MeV) due to a less strong defocusing of the beam by the spectrometer dipole.

Hence, the LUX beam optics on the one hand features a high energy resolution in the
dispersive axis, since the different beam energies are well separated in the screen plane.
On the other hand, the resolution in beam size detection in the non-dispersive axis is
enhanced. A typical initial source beam size of 3 µm is imaged to a focus size of 1 mm

in the non-dispersive plane. In the dispersive plane, the corresponding focus size is only
30 µm large and therefore much smaller than the size imaged to a single camera pixel
by the objectives. The energy bins corresponding to the camera pixel rows can thus be
treated as separate energy-slices of the beam. The corresponding energy width of the
single slices is on the 0.1 % level which is comparable to the energy deviation of electron
beams generated by conventional accelerator technology [3].

However, the quadrupole doublet can only be set to focus one particular beam energy.
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4.2. Beam Transport and Emittance Measurement Methods at LUX

Figure 4.3. – illustration of the plasma capillary target at LUX. The electron
phase-space can be modified in the density downramp at the target exit. The electron

beam size and divergence then evolve from a virtual source plane, where the phase-space
correlation is defined to be 0.

All other electron energies will be either less focused or over-focused by the doublet. This
results in lower energies to be focused before the spectrometer screen and higher energies
to be focused behind. In both cases the detected beam size on screen increases with the
energy deviation from the focused energy.

The transport matrix elements determining the horizontal and vertical beam size on
screen are plotted as a function of the energy in figure 4.4 for an intitially symmetric
3.1 µm large and 0.8 mrad divergent beam imaged into the spectrometer screen plane.

A consequence of the chromatic focusing of the doublet is that the beam size increases
rapidly in the dispersive axis for off-focus energies and the high energy resolution only
being present in a narrow energy interval of ±2 % centered around the focused energy.
Inside this narrow energy band, the rms-beam size can be detected individually for each
energy slice that corresponds to the limit of a single camera pixel row.

Figure 4.5a shows an example image of a beam profile of a focused electron beam on the
spectrometer screen. The rms beam size is measured for every energy-slice in a narrow
interval of ±2 % arround the focused energy of 149 MeV. The measured beam size is
separately plotted in figure 4.5b. The beam size on screen shows a minimum at the
focused energy and is increasing towards higher and lower energies.

In case of an initial mean angle of the electron beam from the source relative to the design
axis, the electron beam enters the quadrupole doublet with a transverse offset from the
magnetic axis. The additional dispersion by the quadrupole magnets in combination
with the long drift to the spectrometer dipole causes the effective dispersion axis on the
spectrometer screen to be sheared. In case of an initial horizontal beam pointing the
electron profile on screen is sheard by a shearing angle θs, see figure 4.5a. The shearing
angle θs is thus a direct measure of the initial beam angle from the source in the horizontal
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vertical y-axis due to the asymetric focusing by the doublet. In the dispersive plane (y),
the imaged beam size is below or close to the single pixel resolution limit in an energy

range of −2 % to 2 % around the focused energy.

direction with
〈x〉s = M11 〈x〉0 +M12 〈x′〉0. (4.14)

Single shots with a measured shearing anlge θs > 0.1 mrad are excluded from the emit-
tance analysis since the influence of the vertical beam properties onto the measurement
of the horizontal beam properties increases with θs (see section 4.3.4).

4.2.2. RMS Beam Size Detection

As described above, the rms beam size is calculated for each energy slice individually.
Figure 4.6a shows an example image of a detected focused beam profile on the spectrom-
eter screen. Five lineouts at the focused energy and ±2.5 MeV and ±5 MeV are plotted
in different colors in figure 4.6b and are additionally marked in the same color code in
4.6a. The weighted mean 〈x〉 and rms beam size xrms are calculated analytically for each
energy slice.

〈x〉 =
∑

(cixi)/
∑

ci , (4.15)

xrms =
√∑

ci(〈x〉 − xi)2/
∑

ci . (4.16)
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Figure 4.5. – a) Example camera image of a measured beam profile on the spectromter
screen. The rms beam width is measured in the non-dispersive axis for each energy slice

and plotted in b). Equation 4.11 is fit to the data in order to retrieve the beam emittance.
The dispersive axis on screen can be sheared by the angle θs in case of initial horizontal

beam pointing.

Here, the summation is performed over all i pixels in a single column with coordinates xi
and counts ci. The presence of camera noise in the signal can cause the rms calculation
to result in a too large value, since the influence of counts on the rms increases with the
square of the distance from the mean signal position.

In order to suppress the influence of camera noise onto the rms beam size calculation
the signal outside an interval [〈x〉 − ncut · xrms, 〈x〉 + ncut · xrms] is cropped to zero and
the rms beam size is re-calculated. The iterative decrease in calculated rms beam size
is illustrated in figure 4.6c. The plotted beam profile corresponds to the central energy
slice lineout at the focused energy in figure 4.6a. The dashed lines denote the interval
limits considered for the rms calculation for the 1st, 2nd, and 3rd iteration. The resulting
±1 rms beam size is plotted as a filled area under the profile curve centered around the
profiles weighted mean. For this plot a cut factor ncut of 2 has been chosen examplarily
in order to illustrate the influence of the profile cropping onto the rms calculation. The
calculated rms beam size reduces with each iteration. However, the rms beam size in
figure 4.6c is not converged after nrep = 3 iterations.

Further, with a cut factor of ncut = 2, the signal is already severly cut at the outer wings
to values up to ∼ 20 % of the maximum signal. In case of too strong signal cropping the
calculated rms can underestimate the real rms width of the distribution. This effect is
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Figure 4.6. – a) Example camera image of a measured beam profile on the spectromter
screen. b) Energy slice distributions at the focused energy and at ±2.5 MeV and ±5 MeV

off the focused energy. c) Example of 3 iterations of rms- calulation and signal croping
with a cut factor ncut = 2. The dashed lines indicate the signal range used for the rms

calculation after each iteration. The filled area below the signal curve denote the calculated
±1 rms width after each iteration. With ncut = 2 too much signal is cut at the wings. d)
Comparison of simulated and calculated rms beam size. A cut factor of ncut of 3.29 is used

for the analysis. The error in rms detection increases rapidly for smaller cut factors.
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4.2. Beam Transport and Emittance Measurement Methods at LUX

in paricular strong in case of binned data (as it is the case for the pixel counts) and the
signal only being located within a few bins (typically 10 to 30 pixels, respectively 1 mm

to 3 mm).

Therefore, generic particle distributions have been generated and binned accordingly
to the spectrometer screen resolution. The rms width of the resulting histogram was
iteratively calculated with nrep = 3 iterations and for different cut factors ncut. The ratio
between the iteratively calculated rms beam width and the simulated "input" beam width
in dependence of the cut factor is plotted in figure 4.6d. The calculated rms understimates
the width of the distribution for smaller cut factors. In case of a cut factor of 2 as
exemplarily used in figure 4.6c the error in calculated rms is already 15 %.

The cut factor has to be chosen as a compromise between accuracy in rms beam size
calculation and a potential error from the camera noise. With the observed signal-to-
noise level of the spectrometer cameras (see section 4.3.5) a cut factor of ncut = 3.29 is
chosen for the data analysis in chapter 6. The error in rms beam size detection is thus
on the 1 % level as highlighted in figure 4.6d. The area inside ±3.29xrms of a gaussian
distribution corresponds to 99.9 % of the total distribution.

For the emittance analysis discussed in the following section only energy slices with the
full signal interval [〈x〉 − ncut · xrms, 〈x〉 + ncut · xrms] being detectable on screen are
considered. Electron beam profiles on screen, that are too far off the screen center in
the non-dispersive axis are therefore excluded. Hence, increasing the cut factor to even
larger values causes more shots to be dropped from the analysis. With a cut factor of
3.29 the rms calculation converges after 3 iterations. The measured rms beam size on
screen is then used for the emittance retrieval.

At LUX two different methods are used to measure the beam emittance: A quadrupole
scan method and the single-shot method. The differences between the two methods are
discussed in the following.

4.2.3. Quadrupole-Scan Method

The field gradients of the quadrupole magnets are varied to focus different beam energies
onto the spectrometer screen. Accordingly, the imaged beam size on the spectrometer
screen for each beam energy will change with the quadrupole focusing. The change in
beam size at a single energy slice, respectively a single pixel column of constant energy
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E, is measured in dependence of the focused energy F .〈
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This measurement can be done individually for multiple energy slices. This method is
equivalent to a standard quadrupole scan. The only difference is that the electron beam
is additionally dispersed by the spectromter dipole. The advantage is that single energy
slices with a relative energy bandwidth of 0.1 % can be analyzed separately. However,
only the beam size in the non-dispersive axis of the spectrometer is accessable.

4.2.4. Single-Shot Method

An alternative method to determine the beam emittance is to detect the beam size for
different energy-slices Ei, while the quadrupole focusing is kept unchanged.〈
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Due to the multi-percent energy-spreads of laser-wakefield accelerated electron beams, the
beam size of the different energy slices can be simultaneously detected and the emittance
can thus be measured from a single-shot [19]. However, the single-shot method forces the
assumption, that the initial beam properties are the same for all energies Ei considered
for the fit of equation 4.11 [34].

In general, the focusing strength of a quadrupole magnet is linearly proportional to the
field gradient and inversly proportional to the beam energy

k ∝ g/E.

It is thus mathematically equivalent to either increase the beam energy or to reduce the
field gradient by the same factor. However, this symmetry is not given for the focusing
by the spectrometer dipole. The quadrupole scan and the single-shot method therefore
are two independent techniques to measure the emittance.

The required accuracy in the description of the optical elements, the electron beam
imaging and beam detection in the LUX beamline is discused in the following section.
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4.3. Electron Beam Imaging and Detection Accuracy

Accurate imaging of the electron beam in both transverse axis from a plane in the target
area onto the spectrometer screen is crucial for the accuracy in emittance measurements.
In particular, due to the large magnification of the electron beam by the beam optics,
also small deviations in the beam focusing can result in a large error in the reconstructed
beam properties.

In order to estimate the required precision and the remaining error in the description of
the electron beam and beam optics, both analytical considerations and particle tracking
simulations are performed. Quasi-random electron phase-space distributions are gener-
ated and tracked to the spectrometer screen plane. Generic spectrometer camera images
are created from the electron distributions on screen including a modeling of the camera
noise. Finally, the generic images are processed by the same analysis tools used for the
measured data.

The purpose of this chapter is to discuss the precision limits in initial phase-space recon-
struction by the emittance measurement methods and to distinguish between systematic
and statistical errors. Only a selection of the most prominent parameters effecting the
emittance measurement are discussed in the following. The parameters are sorted into
effects by initial beam parameters, the beam focusing, the optics alignment and the
analysis method.

The errors on the reconstructed beam emittance, size, divergence and phase-space cor-
relation are simulated for various error sources. Due to a residual error in rms-detection
on screen (see section 4.2.2), the reconstructed phase-space properties deviate from the
simulated properties by a few permille.

4.3.1. Source Phase-Space Effects

The general change in rms beam width on screen in dependence of the beam energy by
a change in initial beam parameters is shown examplarily in figure 4.7.

Initial Phase-Space. The focus size on screen, i.e. the beam size at the focused energy
of 150 MeV in this example, is mostly determined by the source beam size. The increase
in beam size on screen for off-focus energies is dominated by the initial beam divergence
from the source (see subfigure a).
An additional correlation in transverse phase-space at the source results in a shift of the
focused energy, as shown in subfigure b. However, in this generic case also the emittance
changes since the source beam size and divergence are kept constant. This causes the
focus size on screen to be reduced in comparison to a beam with no initital correlation.
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Figure 4.7. – a) Influence of the initial beam size and divergence on the measured beam
profile on the spectrometer screen. b) A correlation in phase-space at the imaged plane

shifts the focused energy on screen. c) An equivalent effect is observed for a mismatch ∆z

between imaged plane and virtual source plane. d) In case of a too small initial beam
divergence, respectively a too large intital beam size, the focused energy on screen can be

detected wrongly.
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Virtual Focus. Subfigure 4.7c shows the effect on the beam width on screen by a shift
of the virtual source plane by ±2 mm. Here, also a shift of the focus position in the
energy axis is observed, but since the simulated beams are having the same emittance,
the focus size on screen just follows a curve introduced by the beam optics M11 element.
Setting the quadrupole doublet to image a plane being too far from the virtual source
plane, is equivalent to setting a too long focal length of the focusing magnets, respectively
a too small field gradient. Therefore a beam energy smaller than the set focused energy
is focused onto the spectrometer screen. Note that a mismatch between the imaged and
virtual source plane is further equivalent to a correlation in transverse phase-space due
to the additional or missing drift of the beam between the two planes.

In case of a well characterized beam optics this behaviour can be used to determine the
mismatch between the virtual source plane and the plane imaged by the magnet optics.
However, there are multiple other effects that result in a similar shift in focused energy
on screen, which can lead to an error in emittance measurement if the effects are not
distinguishable.

Beam Size and Divergence Ratio. For instance, the minimum beam size position,
respectively the focused energy can be detected wrongly in case of a large initial beam
size and a comparably small beam divergence imaged onto the spectrometer screen. If the
ratio between initial beam size and divergence is too large, the influence on the change
in beam size on screen by the optics M11 element causes the detected minimum beam
size to be located towards higher energies, see subfigure 4.7d. In this case, the increase
in beam size on screen by the beam divergence is less than the decrease in beam size
by the M11 element. The shift in detected focused energy by this effect was simulated
to be negligible for a ratio of initial beam size and divergence xrms[µm]/x′rms[mrad] < 5.
The presence of such a shift can further be experimentally determined by reducing the
influence of the M11 element in the fit of equation 4.11 by quadratically subtracting a
term sredM11, such that〈

x2
〉
s
− (sredM11)

2
= M2

11(
〈
x2
〉
0
− s2red) + 2M11M12

〈
xx′

〉
0

+M2
12

〈
x′

2〉
0
. (4.17)

Here, the measured rms width on screen is globally reduced by the correct energy
dependent matrix element. The value sred can be interpreted as an estimated beam-
size that is smaller than the measured initial beam size. Accordingly, the condition√ (

x2rms − s2red
)

[µm]/x′rms[mrad] < 5 is relaxed and the focused energy is detected cor-
rectly. Fitting equation 4.17 to the reduced beam width will result the correct initial
phase-space properties again.

4.3.2. Imaging Effects

The deviations introduced by inaccurate focusing of the beam by the doublet are plotted
in figure 4.8. Subfigures a and c show the influence of a deviation in field gradient of the
first and second quadrupole magnet onto the beam profile on the spectrometer screen.
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Figure 4.8. – Influence on horizontal and vertical focus position on the spectrometer
screen by a calibration error in the quadrupole field gradients (left column). The error in
electron beam imaging causes an error on the reconstructed source beam properties (right

column).
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The error on the reconstruction of the initital beam properties by these deviations is
plotted in subfigures b and d. The error is plotted in dependence of a change in exciting
coil current. However, this is equal to an error by the field gradient to coil current
calibration, an error in effective field length or field integral, or an inaccurate modeling
of the quadrupoles effective fringe field length [98].

First Magnet Field Error. A mismatch in the first quadrupole field gradient by
2 % mainly causes a shift of the horizontally focused energy. The resulting error in
reconstructed emittance, beam size, beam divergence and correlation are within 1 %.

SecondMagnet Field Error. A similar deviation is observed for the second quadrupole
magnets field gradient. Here, mainly the vertically focused energy is shifted in the
dispersive axis. In the experiment such a shift is not directly detectable and worsens
the energy resolution, since horizontally and vertically focused energy mismatch.

Doublet Field Error. Subfigures 4.8e and f show the errors introduced by a deviation in
focused beam energy. A mismatch in focused beam energy can be caused by multiple (all-
most all) effects discussed before: A systematic error in both quadrupoles field gradient
calibrations, an error in the spectrometer calibration, a mismatch in imaged and virtual
source plane or a shift in detected focus position on screen by large ratio in source beam
size and divergence. The error in reconstructed beam size grows quadratically with the
error in focused beam energy on screen, such that a focused energy shift by only ±4 MeV

causes an error in reconstructed beam size by already 40 %. Reconstructed emittance
and beam divergence are increasing linearly up to errors of 10 % and 3 %, respectively.
The reconstructed correlation in source phase-space can deviate by ±2 µm mrad.

Hence, setting as well as detecting the focused beam energy on screen with an accuracy
better than ±1 MeV is crucial for the measurement of the initial beam phase-space
properties.

4.3.3. Alignment Effects

Figure 4.9 summarizes the errors onto the inital beam properties by transverse misalign-
ment between the quadrupole magnets and the electron source position. In case of the
electron beam being imaged correctly, a transverse position in the virtual source plane
is linearly translated into a position on the spectrometer screen. Due to the polarization
of the doublet and the magnification by the beam optics a positional source offset in the
horizontal axis results in a much larger offset in the spectrometer screen plane than in
the vertical, i.e. the dispersive, axis. The design electron axis at LUX is defined by the
two cavity BPM.

Subfigure 4.9a shows a simulated beam profile at the spectrometer screen with perfect
alignment of the electron beam and the quadrupole magnets. Subfigure 4.9b shows a
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Figure 4.9. – Influence of source offsets 〈x〉, 〈y〉, and both quadrupole magnet offsets
xQ1, yQ1, xQ2, yQ2 in the horizontal axis, respectively the vertical axis, onto the electron
beam and the reconstructed initial beam parameters. Due to the large magnification by
the beam optics in the horizontal axis x, the beam is easily steered off-screen in case of a

too large offset.
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simulated beam profile for an electron beam with an initial offset of +5 µm at the source
in the horizonal x-axis. Due to the horizontal magnification factor of 315 the focus
position on screen is shifted by 1.6 mm in the non-dispersive axis. For camparison, an
equal shift of the electron beam at the source in the vertical axis would only result in a
shift of 50 µm in the dispersive axis of the spectrometer screen, which is below the single
pixel limit.

The same behaviour occures in case of a misalignment of the quadrupole doublet relative
to the electron beam source position, since the difference is mathematically only a
translation of the coordinate system (with reversed sign). However, a displacement of
a single quadrupole magnet, respectively a misalignment between the quadrupoles is
considered separately.

Horizontal Misalignment. The plots in the left column of figure 4.9 show the error
in reconstructed beam properties for a source offset (c), a misalignment of the first (e)
and second quadrupole magnet (g). The plotted errors by horizontal misalignment are
within ±0.5 %. However, the plotted offsets are only between 10 µm to 30 µm. Outside
this intervals, the electron focus position on screen is already displaced by an amount
such that the beam focus is only partially inside the screen area and the rms beam width
can not be detected correctly anymore. This condition therefore displays a hard limit in
horizontal alignment of the electron source and the optical elements.

Vertical Misalignment. The plots in the right column (d, f and h) show the corre-
sponding errors by alignment for the vertical beam axis. Here, due to the smaller magnifi-
cation factor in the dispersive axis, the beam can still be transported to the spectrometer
screen in case of a misalignment between electron source and quadrupole magnets of a
few 100 µm. A positional shift of the focused electron beam along the dispersive axis can
experimentally not be distinguished from a change in focused beam energy. The resulting
errors are therefore similar to the errors plotted in figure 4.8f. The error in reconstructed
beam size increases quadratically with the quadrupole misalignment. Beam emittance,
divergence, and phase-space correlation show a linear increase.

Hence a quadrupole alignment with a precision better than ±50 µm is required in order
to keep the systematic errors at the 1 % level.

4.3.4. Pointing Effects

Another source parameter that can introduce an error in the measurement of the initial
beam properties is the direction of propagation of the electron beam from the source,
namely horizontal and vertical beam pointing 〈x′〉0 and 〈y′〉0. In case of correct imaging
the focus position on screen is independent from the initial beam direction, respectively
M12(E = F ) = 0. All other beam energies will be offset on screen according to equation
4.10.
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Figure 4.10. – Influence of an intital beam pointing from the plasma onto the detected
beam profile on screen. The electron beam is additionally dispersed in the doublet, which

causes the effective dispersion axis on screen to be sheared (left column) in case of
horizontal pointing. Initial pointing in the dispersive axis of the spectromter causes the

detected beam profile to be squeezed or stretched in the energy axis (right colum).
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Horizontal Pointing. Figures 4.10a and b show a simulated beam profile on the
spectrometer screen in case of an on-axis beam and a beam with an initial horizontal
beam pointing of 1 mrad. If the beam exits the plasma with a mean angle, it will enter the
quadrupole magnets with an offset to the magnetic axis and is steered and dispersed by
the effective dipole component in the quadrupole field. The electrons thus have an energy
dependent offset before the spectrometer dipole. After being additionally dispersed inside
the spectrometer the effective dispersion axis on the spectrometer screen is sheared by
the angle θs. The shearing anlge θs can be experimentally determined and can be used to
measure the single-shot horizontal beam pointing. Subfigure 4.10b shows the simulated
rms width on screen for beams with different initial beam pointing in the horizontal axis.
The simulated beam widths for energies off the focused energy overlap, but the detected
focus size on screen increases with the shearing angle of the beam profile. The error
in reconstructed source size and therefore beam emittance grows quadratically with the
horizontal beam pointing, as depicted in subfigure g.

Vertical Pointing. Equivalently, initial beam pointing in the vertical axis also causes
the beam to be dispersed before the doublet. However, here the dispersion axis is the same
as the dispersive axis of the spectrometer dipole. Hence, the additional dispersion in the
vertical axis by the beam optics can not be detected experimentaly. Depending of the sign
of the initial vertical beam direction, the beam is either positively or negatively dispersed
before the spectromter dipole. Consequently, the total vertical dispersion either adds up
or partially cancels out. The electron spectrum is therefore squeezed or stretched around
the focused energy, as shown in figure 4.10f. The focus size on screen is not effected.
Initial beam pointing therefore directly translates into an error in reconstruction of the
source beam divergence (see subfigure h). The error in beam divergence is 6.6 %/mrad,
which is one of the most dominant error sources for the emittance measurement. In
particular, this introduces a systematic error in case of a mean beam pointing from the
source as well as a shot-to-shot fluctuating uncertainty.

The systematic and statistical error from initital vertical beam pointing by 6.6 %/mrad

is the largest error source present in the experiments discussed in chapter 6.

4.3.5. Beam Charge Effects

Space Charge. Space charge effects can in principle also introduce an error to the
emittance measurement, since the additional defocusing force is not covered by the
linear beam dynamic model [20]. However, as described in chapter 6, the electron
energies considered in the experiment were well above 100 MeV and the measured charges
comparibly low with 5 pC. Particle tracking simulations with ASTRA [95] did not show
any observable effect by space charge.
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Figure 4.11. – Mono-energetic lineout of a simulated beam profile at the focused energy.
The intesity profile statistically fluctuates by 3 % or more due to the finite number of

electrons per camera pixel count.

Number of Electrons. Another error on the emittance measurement is the finite
number of electrons per camera pixel to measure the rms beam width on the spectrometer
screen. A simple calculus can be done to estimate the statistical error introduced by
the finite electron number. A beam charge of 5 pC corresonds to a total number of
30× 106 electrons. For the emittance retrieval only a fraction of 3 % of the full spectrum
is considered, which corresponds to only 1× 106 electrons. The fraction of the camera
images that is extracted to measure the rms beam width is on the order of 50× 100 pixels
large. Thus only 200 electrons per pixel on avarage are detected by the spectrometer
cameras. However, the electron distribution in the spectrometer screen plane is not
homogeniously distributed as shown earlier. A better estimation of the statistical error
per camera pixel count is the formula

sc =

√
c
∑
c

Ne
, (4.18)

where c is the single pixel count,
∑
c is the sum of all pixel counts, and Ne is the

number of electrons that where detected on the spectrometer screen, which can roughly
be approximated to be half of the number of electrons detected in the second cavity
BPM.

Figure 4.11 shows the counts per pixel for a lineout in the non-dispersive axis of a
simulated 5 pC beam. The relative statistical error in pixel counts by equation 4.18 due
to the finite number of electrons per pixel is in the order of 3 % at the beam center and
increasing rapidly towards the wings of the beam profile. The statistical error per pixel
is considered in the emittance retrieval algorithm and Gaussian error propagated to the
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rms width calculation and also considered for the emittance fit. An error of 1 % by the
finite electron number onto the reconstructed emittance was found via simulations.

Camera Noise. Similar to the statistical error in pixel counts also the camera noise
introduces an error in rms width detection. In particular random count noise far away
from the beam profile center increases the calculated rms width. In order to reduce the
influence of camera noise onto the rms width detection the rms width is calculated 3

times iteratively and the signal outside 99.9 % of the core distribution (approx. 3.29

rms) is cropped to zero after each iteration. The signal to noise ratio of the spectrometer
cameras observed in the experiment is in the order of 600. Simulations show a statistical
error on the reconstructed emittance by 1 %.

4.3.6. Conclusion on Accuracy Study

The statistical and systemeatic error discused above are summarized in table 4.1. The
parameter values are either estimated (see chapter 3) or experimentally determined (see
chapter 6). For some of the listed parameters the resulting relative error in reconstructed
beam properties is stated to be negligible. This means that the influence of the particular
parameter is on the single-permille-level and too small to be covered by simulations. The
list of error sources in table 4.1 is far from being complete in terms of accuracy studies
performed for the emittance resolution estimation. Note that the errors introduced by
the quadrupole focusing can be understood as systematical errors, since the accuracy of
the beam optics model is the same for each quadrupole setting and in particular for every
shot.

The errors introduced by the source beam properties and the camera noise represent
both, a systematic and a statistical contribution to the emittance measurement accuracy.
The greatest impact on the emittance retrieval is given by the initial beam pointing in
the vertical axis. Here the average pointing detected during the data acquisition is a
constant, thus systematic error in measurement of the average emittance. The shot-to-
shot fluctuation in vertical beam pointing on the other hand results an inaccuracy in
emittance on a single-shot bases. Further, the beam pointing averaged of a finite amount
of time, e.g. averaged over 300 consequtive shots, can drift during the experiment, thus
introducing an error on the rolling average emittance measured.

In order to estimate the total error in emittance measurement a series of 1000 Gaussian
random distributed electron beams were simulated and the initial beam source properties
were reconstructed from the generic spectrometer images. The simulated beam source
properties were sampled from a normal distribution in order to simulate the observed
parameter jitters in the experiment. The plasma target and quadrupole magnets were
assumed to be on-axis. The total error in the reconstructed source beam properties is
listed in table 4.2. The systematic error of −7 % and the single-shot error of ±3.5 % in
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Table 4.1. – Table of errors in reconstructed source beam properties. The values of the
parameters were obtained from experiments or were estimated. Reconstruction errors on

the single permille-level are considered negligible.
parameter value rel. reconstruction error (%)

xrms,0 x′rms,0 〈xx′〉0 ε0

source beam properties
〈x〉0 (0± 5) µm negligible
〈y〉0 (0± 5) µm negligible
〈x′〉0 (0.0± 0.5) mrad 0 0+0.2

−0 0 0+0.2
−0

〈y′〉0 (−1.0± 0.5) mrad 0 −6.6± 3.3 0 −6.6± 3.3

yrms,0 (0.8± 0.4) mrad 0 0± 1 0 0± 1

∆〈z〉0 (0± 1) mm negligible
Ne 1× 106 0± 1 0.0± 0.1 0 0± 1

quadrupole calibration and alignment
gQ1 , gQ2 (0± 30) mT/m negligible
xQ1 (0± 5) µm negligible
xQ2 (0± 10) µm negligible
yQ1 (0± 10) µm 0+0.5

−0 0 0.0± 0.2 0.0± 0.2

yQ2 (0± 30) µm 0+1.5
−0 0 0.0± 0.5 0.0± 0.5

analysis
cam noise 0± 3 counts negligible

F (0± 1) MeV 0+3
−0 0.0± 0.5 0± 1 0± 2

E (0.0± 0.3) MeV 0+1
−0 0.0± 0.1 0.0± 0.3 0.0± 0.5
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Table 4.2. – Total error in emittance, beam size, divergence and correlation
measurement. The error does not include transverse misalignments between electron

source and the quadrupole magnets.
systematic statistical

emittance −7 % ±3.5 %

divergence −7 % ±3.5 %

beam size 0 % 1.1 %

correlation 0 µm mrad 0.3 µm mrad

emittance and divergence measurement are dominated by the inital beam pointing in the
dispersive axis.

As shown in figure 4.9 and table 4.1, also the transverse alignment between electron
beam source and quadrupole doublet must be accurate in order to keep the error in
emittance measurement at a reasonable level. At LUX, it was possible to align the plasma
target and the quadrupole magnets relative within a precision of ±30 µm using beam
based alignment. The alignment procedure and the nessecary diagnostics calibrations
are discussed in the following chapter.
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5. Beam-Based Quadrupole and Target
Alignment

The quadrupole magnets and the electron source are important to be aligned relative to
each other in order to minimze the dispersion of the electron beam during the transport
to the spectrometer. If the magnetic axes of the quadrupole magnets (the axes where the
field inside the quadrupole magnet is zero) is offset to the beam, the electrons experience
an additional dipole field ∆B inside the quadrupole and are steered and dispersed.

Prior to the installation of the quadrupole doublet into the electron beamline, the center
of the geometric aperture was referenced to four alignment-marks attached to the magnet
yoke using a laser tracking device [99]. The doublet was then mounted onto a specially
designed alignment table, allowing to position the second quadrupole with respect to
the first one. The alignment table and the doublet, together as a single device, are
then installed behind the target chamber and alligned to the coordinate system of the
accelerator tunnel. With the laser tracking device, it was possible to align the geometrical
axis with a precision of approximately 100 µm. However, the magnetic axis must not
neccessarly coincide with the geometric axis. A misalignment of the extra pole tips, for
example, can lead to a small but relevant shift of the magnetic axis. Further, the electron
design axis, defined by the two BPMs, is referenced to the tunnel coordinate system with
the same precision.

Thus, in total, the magnetic axes of the modified quadrupole magnets can deviate by
a few hundred micrometers from the design axis. As derived in the previous chapter, a
relative positioning of the quadrupole magnets with respect to the electron beam axis to
a few ten micrometers is required to keep the error on the emittance introduced by beam
dispersion at an acceptable level.

The alignment of the quadrupole magnet to the electron axis can be measured by
detecting the offset of the electron beam on a profile screen caused by the dipole kick
inside the quadrupole field. There are in general two different methods available at LUX
for the beam based alignment. Either the beam is focused by both quadrupole magnets
onto the profile screen, therefore resulting in a focus spot. Or, only a single quadrupole
magnet is used at a time, thus focusing the beam in one plane and defocusing it in
the other, resulting in a line focus on screen. Both methods are in principle equivalent
and have both been tested and delivered similar results. However, only the line foci
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5. Beam-Based Quadrupole and Target Alignment
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Figure 5.1. – Comparison between beam position measurement of first cavity beam
position monitor (BPM1) and first profile screen station (S1). The electron beams were

freely drifting over 3 m into the diagnostics.

measurements are discussed in the following, since the line foci were found to deliver
more robust results and are less complex to be analysed, since the offsets can be identified
to a single quadrupole magnet. The line foci measurements and the analysis were done
together with B. Hubert [100].

5.1. BPM - Profile Screen - Calibration

Before a beam-based alignment of the quadrupole magnets, the position on the profile
screen was calibrated to the electron design axis, respectively to the cavity beam position
monitor (BPM1) zero-reading. 1000 consecutive shots of unfocused electron beams freely
diverging to the scintillator were recorded, therefore also passing the upstream BPM1.
The raw images of the screen were post-processed and the beams center of charge was
calculated and compared to the BPM1 position reading. The correlations in x and y

position measured by both detectors are plotted in figure 5.1. The plot shows the mm-
calibrated beam position on the scintillator screen and the raw data of the BPM read
out electronic. The BPM read-out electronic was pre-calibrated by the manufacturer and
re-calibrated after the installation in the tunnel including an impedance measurement of
the RF-cabling between the resonator and the read-out electronics. The BPM position
reading is zero if the beam passes the BPM on the center axis, which is independent of
any calibration. Therefore, the BPM zero-reading is used to reference the absolute screen
position to the electron-design axis, respectively the tunnel-coordinate system. Note that
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5.2. Line Foci and Quadrupole Offsets

only the chamber of the profile screen stations were positioned in the tunnel-coordinate
system and not the screen itself. The screen can therefore be displaced in the tunnel
coordinate system by ±1 mm. The mm-per-pixel calibration of the profile screen can be
determined accurately with a calibration target. Therefore, the slope of the correlation
in position reading in figure 5.1 is used to post-calibrate the BPM reading to an actual
mm-scale.

The calibration factors of −1.26 for the horizontal and 1.59 for the vertical axis for the
first BPM have to be multiplied to the raw read-out electronic values. The profile screen
mm-scales have to be shifted accordingly by −0.45 mm and −0.73 mm from the screen
center in the horizontal and vertical axis, respectively.

These numbers were used for the subsequent beam-based alignement of the quadrupole
magnets and the plasma target. However, the beam position detection on the scintillator
screen is limited by the signal-to-noise ratio as discussed in section 5.4.

5.2. Line Foci and Quadrupole Offsets

With the profile screens being referenced to the tunnel design axis, the absolute beam
position on screen can be detected. In order to measure the relative transverse alignment
of the quadrupole magnets and the electron source, the electron beams are focused by
each quadrupole individually and with both possible quadrupole field polarizations each.
The resulting line foci on the profile screen are depicted in figure 5.2. The images in the
upper row show the line foci generated by focusing the beam with the first quadrupole
magnet Q1. The bottom row shows the line foci focused by the second magnet Q2. In
the left column, the electron beam was focused in the vertical y-axis. By focusing the
beam with the first quadrupole Q1, the beam had to be steered back on screen with the
second corrector dipole C2. This hints for a larger offset of the first quadrupole magnet
to the electron beam in the vertical axis. The right column shows the line foci obtained
from focusing the beam in the horizontal axis. Here, both magnets do not seem to be
diplaced by large amount from the electron axis.

The images in figure 5.2 were summed over 100 consecutive shots. The recorded line
foci are projected onto the non-focused axis and the peak-position of the projection
is determined. The measured line-foci peak-positions for both magnets and both field
polarizations enable to reconstruct the horizontal and vertical offset of both magnets
from the electron axis.

The transverse displacement between the quadrupole magnet and the electron beam can
theoretically be expressed by an operator T that simply switches the coordinate system
between the electron beam design axis and the quadrupole system.

Ti : x 7−→ x− xQi, T −1i : x 7−→ x+ xQi , (5.1)
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Figure 5.2. – Line foci at screen station 1 before quadrupole alignment.
a) Focusing with only Q1 in positive polarization. Corrector C2 was used to steer the
beam back on screen. b) Focusing with Q1 in negative polarization. c) and d) Focusing

with only Q2 accordingly.
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5.2. Line Foci and Quadrupole Offsets

where xQi is the horizontal offset of the ith quadrupole magnet and the initial electron
axis, i being either 1 or 2. The equation system that needs to be solved for each
quadrupole individually is(

x

x′

)
= Md1 T −1M±Qi T Md0

(
x0
x′0

)
. (5.2)

Here, M±Qi is the transport matrix for the ith quadrupole magnet for positive (+) or
negative (−) field polarization. Md0 is the matrix expressing the free drift from the
electron source to the ith magnet. Md1 is the matrix expressing the drift from the ith
magnet to the scintillator screen. The same equation and operator T can be defined
equivalently for the vertical y-axis. In case of the first quadrupole Q1 focusing the beam
in the vertical axis (see figure 5.2a), the matrix Md1 in the product in equation 5.2 has
to be replaced by a sequence Md2MC2Md1, where Md1 and Md2 again are drift matrices
and MC2 is the transprot matrix for the second corrector dipole C2.

The initial average beam pointing x′0 and y′0 are measured from unfocused electron beams
on the profile screen as shown in figure 5.1. Only the first row in equation system 5.2
expressing the beam position on screen in the horizontal x, respectively in the vertical
y-axis, is of interest. The remaining set of four equations is used to numerically calculate
both quadrupole magents’ offsets to the electron axis in both transverse axis. The results
are listed in table 5.1.

The measured data does not allow for an absolute position determination of the electron
source and quadrupole magnets in the tunnel coordinate system. Only relative transverse
displacements of the quadrupole magnets from the electron source can be measured. The
largest measured offset is a displacement of the first quadrupole magnet of 370 µm in the
vertical axis.

A manual repositioning of the first quadrupole magnet is challenging, since the first
quadrupole magnet is mounted directly to the adapter plate with no adjustment possibil-
ity. Therefore only the doublet as a whole can be translated and the second magnet then
be aligned relative to the first magnet in a second step. However, loosening the locking
screws of any of the adjustment tables comes with a risk of translating or rotating the
magnet in an unintended way. Therefore, it was decided to only lift the second magnet
such that both magnets are at the same height.

The second quadrupole magnet was translated manually. The initial position was refer-
enced with three digital micrometer screws (two touching the magnet at the top and one
at the side). This at least allowed to measure the magnets translation in the transverse
axis as well as a possible rotation around the beam axis (skew angle). Other possible
rotations or translation of the magnet were not monitored during alignment. Figure 5.3
shows a picture of the setup. The magnet was shifted as carefully as possible in order
to not worsen the alignment. After shifting the magnet by ∼ 200 µm in the vertical
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5. Beam-Based Quadrupole and Target Alignment

Figure 5.3. – Manual positioning of the second quadrupole magnet relative to the first.
Three digital micrometer screws were used to monitore the quadrupole translation.
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5.3. Beam-Based Target Alignment
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Figure 5.4. – Target position versus in-vacuum laser focus position, respectively
incoupling laser far field calibration.

axis with an accuracy of 30 µm, which is also the precision in the beam-based alignment
measurement, the magnet was considered to be aligned. Only a translation of the magnet
in the vertical axis was possible. In the horizontal axis, the adjustment mechanism was
already at its limit.

5.3. Beam-Based Target Alignment

After alignment of the second quadrupole magnet relative to the first, the electron source
and thus the plasma target and the laser focus had to be aligned to the quadrupole
doublet. The target mover motor positions were calibrated to the in-vacuum laser focus
position, which was referenced to the laser near- and far-field on the incoupling parabolic
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5. Beam-Based Quadrupole and Target Alignment
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Figure 5.5. – Line foci of the electron beam on profile screen 1 after the alignement of
the quadrupole magnets and the electron source. All corrector dipoles were off.

mirror. The calibration data is plotted in figure 5.4. The laser focus and plasma target
were simultaniously translated online in order to directly see the electron beam shifting
on the scintillator screen. Herefore, the electron beam was focused by both quadrupole
magnets such that the plasma target position was optimized effectively relative to both
quadrupole magnets.

Afterwards, line foci with both field polarizations and each magnet were taken again in
order to quantify the relative alignment between quadrupole magnets and the new target
position. The respective profile screen images are shown in figure 5.5. All line foci are
close to the calibrated screen center (indicated by the black cross). No corrector dipoles
had to be used. The remaining offsets of the line foci in the focused axis are due to a
remaining misalignment between the two quadrupole magnets on the 30 µm level. The
offsets in the defocused axis are due to an electron mean pointing from the source into
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5.4. Profile Screen Detection Limits

Table 5.1. – Measured quadrupole magnet displacements from the electron source before
and after alignment.

measurement xQ1 xQ2 yQ1 yQ2

[µm] [µm] [µm] [µm]
before

alignment −7 42 371 165

∆x12 = 49 ∆y12 = 206

precision ±30
after

alignment 3 38 6 32

∆x12 = 32 ∆y12 = 28

precision ±30

the quadrupole magnets. The measured relative offsets between the quadrupole magnets
and the electron source after alignment are listed in table 5.1.

Finally the new laser focus position was referenced to the laser far-field position on
the incoupling parabola and saved for subsequent beam times. The remaining offset
between the quadrupole magnets was considered to be acceptable. Further improvement
of the alignment would only be possible with a more reliable diagnostics and alignment
procedure.

5.4. Profile Screen Detection Limits

As mentioned above, the detection of the beam position on the profile screen is limited
in accuracy. In particular, the position reading of the BPM and from the profile screen
can deviate between experiments. The main reason is a too small signal to noise ratio
in the profile screen images. The scintillator screen was specially shielded against laser
light and white light emitted from the plasma. However, an increase in background light
is clearly seen when the laser is send to the experiment. Additionally, the camera optic
was designed to have a high spatial resolution of a few µm, which comes with the expense
of a reduced photon yield per pixel.

In order to detect the beam profile on screen, the camera signal below a certain value
above the camera noise is croped to zero. This can also lead to a loss in beam signal, in
particular in the wings of the electron profile. The correlation between total signal on
the profile screen and total charge measured by the BPM1 is plotted in figure 5.6. The
data was taken in a dedicated run. Two times 1000 consecutive shots were detected. In
order to study the influence of the laser onto the electron pointing, the laser wavefront
into the compressor was changed inbetween with a deformable mirror [64]. Only the 0°-
astigmatism and the 45°-astigmatism of the laser wavefront were changed by −0.05 µm
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5. Beam-Based Quadrupole and Target Alignment

0 25 50 75 100 125 150 175 200
charge (pC)

0

1

2

3

4

5

sig
na

l s
um

 (a
.u

.)

 before wavefront change
 after wavefront change

Figure 5.6. – Correlation of total profile screen count and BPM1 charge and linear fit
before and after changing the laser wavefront into the compressor. Only half of the total

charge is detected by the profile screen station.

and 0.03 µm, respectively. The amount in wavefront change is within the fluctuation
of the daily laser optimization procedure. The total count and charge for each single
shot is plotted in dots in figure 5.6. A linear fit was applied to each data set and
extrapolated towards the zero count reading of the profile screen (line). The wavefront
change influences the slope of the fit. For this dedicated run the electron charge was
150 pC to 175 pC. The fit lines are crossing zero at around 70 pC to 75 pC. Therefore,
almost only half of the beam charge is detected by the profile screen station.

Figure 5.7 shows the correlation in beam position detected by the BPM1 and by the
first screen station. Figure 5.7a exemplary shows a single shot transverse beam profile as
seen on the screen station prior to changing the wavefront. The recorded beam profile is
elliptically symmetric. An arbitrary 2d-Gauss is fit to the image. Contours at 1 sigma
(solid ellipse) and 2 sigma (dashed ellipse) of the 2d-Gauss are superimposed to the beam
profile. The projection onto the tunnel axis of the measured beam profile (blue) and the
2d-Gaussian fit (black) are added to the plot axes. The weighted mean positions of the
measured and fitted projection are plotted as a cross. For comparison, the beam position
detected by the BPM1 is indicated with a red dot. Figure 5.7b shows an example image
of an electron beam after changing the wavefront. A halo in the electron profile pointing
in the positive x-direction can be seen. The weighted mean of the measured and fit
projection still detect the core beam profile. The position by the BPM deviates and is
pointed towards greater x-values. The rolling average over 20 shots of the horizontal
beam pointing detected by the screen station and the BPM is plotted in figure 5.7c.
Before changing the wavefront the average beam position by both diagnostics coincide.
After changing the wavefront the rolling averages deviate by around 300 µm.
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5. Beam-Based Quadrupole and Target Alignment

This shows that due to small changes in the laser properties and due to the poor
signal-to-noise ratio of the profile screen diagnostics the position calibration between
the profile screen and the BPM can deviate on a daily basis. Further improvement of the
alignment between electron source and the quadrupole magnets therefore also requires
an improvement in the electron profile screen diagnostics. An upgraded profile screen at
LUX is currently designed but will only be available for future experiments.

In summary, the beam-based alignment between the beam optics and the electron source
at the current LUX setup is limited in precision. However, an alignment between electron
source and both quadrupole magnets on the 30 µm level has been achieved. The remaining
error on the measurement of the emittance is below 1 % (see chapter 4.3.3).
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6. Imaging and Emittance Measurements

The experimental results from the emittance measurement campaign in March 2019 at
LUX are presented in this chapter. A short summary on the laser and plasma parameters
as well as a description of the data acquisition during the scans is given in section 6.1. The
detected electron beam properties from single shots and the beam stability are discussed
in section 6.2. Before the quadrupole scan, the imaging quality by the beam optics was
experimentally determined, which is presented in section 6.3. After a comparison between
single-shot and quadrupole-scan emittance measurements in a narrow energy interval,
presented in section 6.5, the phase-space properties at different energies in the spectrum
are discussed in section 6.6. With the quadrupole-scan data a first direct measurement
of the chromatic effects imprinted by the transport optics is shown in section 6.7.

6.1. Experimental Parameters and Data Acquisition

As described in chapter 2.2 the last amplifier stage of the driver laser was not available
during experiments presented in this chapter. The laser power was therefore limited to
1.4 J into the in-vacuum compressor and the remaining laser power on target was limited
to 0.88 J.

The target inlet pressure was increased to a comparably high value of 81.4 mbar in order
to reach the high plasma density of 4.8× 1018 cm−3. Together with the self-focusing
[101] of the laser in the plasma, the laser intensity was still high enough to inject and
accelerate electrons. The pressure and the corresponding gas flow rate were close to the
limit of the evacuation capacity of the differential pumping system. Though electron
beam generation was possible, only little margin in laser and gas density parameters
was left for optimization, respectively for online compensation of e.g. a laser wavefront
degradation [65].

In fact, a continous electron beam quality degradation in terms of a reduction in beam
energy and pointing stability was observed after 10 min to 15 min after unblocking the
laser beam. The degradation was identified to be caused by heating of the laser optics.
After blocking the laser for 1 min to 2 min, the original electron beam quality was
recovered. Therefore, it was decided to limit the consecutive data acquisition to time
windows of 5 min and to attenuate the laser intermediately for 90 s to the 1 mJ-level
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6. Imaging and Emittance Measurements

before the compressor. While the laser was attenuated, the quadrupole magnet currents
were ramped and fine adjusted for the next scan step. With this procedure, stable
electron acceleration over many hours was achieved. Due to the low laser energy, electron
generation with 5 Hz repititon rate was possible and thus a significant amount of data
could still be acquired at each scan step, i.e. 300 consecutive shots.

In order to exclude drifts in the experiment during the focusing scans, the scan ranges
were always scanned twice. The scans were performed such that the quadrupole field
gradients were always increased for the next scan point, in order to account for the
hysteresis [102] of the magnets. After the first half scan, the quadrupole magnets were
demagnetized and again ramped from smaller to larger field gradients for the second half
of the scan, filling the intermediate steps of the first. With this, it was ensured that the
changes observed in the experiment were caused by varying the quadrupole focusing and
not another parameter drifting.

6.2. Electron Beam Characterization

In the following, the electron beam properties measured from single shots and the beam
stability are discussed. In particular, for a multi-shot quadrupole-scan reproducable
electron beams are required. In order to characterize the electron beams properties out
of the plasma as well as after the beamline transmission both unfocused and focused
electron beams were recorded.

For example, the beam charge, pointing, and energy spectrum out of the plasma can
not be measured directly when the electron beam is focused by the doublet. Due to
the chromatic focusing, the low energy electrons are lost and only a fraction of the
total charge is transmitted through the beamline. The pointing of the electron beam will
mainly be translated into an offset from the design axis by the doublet. Due to additional
dispersion in the quadrupole magnets, the BPM position reading is also influenced by the
energy spectrum. Since charge is also lost between the BPMs, the original electron beam
direction can not be reconstructed reliably. In particular, the vertical beam pointing can
not be measured online in case of focused electron beams.

6.2.1. Unfocused Electron Beams

A series of 6× 300 consecutive shots of unfocused electron beams has been recorded
in order to measure the electron spectrum, beam charge and beam pointing out of the
target. The laser was attenuated intermediately for the unfocussed beams in order to
model the electron beam energy and pointing stability during the scans.
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Figure 6.1. – Average energy spectrum of unfocused and focused electron beams. The
filled area denotes 1 standard deviation of the observed spectral jitter. Low energy

electrons are lost when focusing the beam due to the transmission function of the beamline.

Energy Spectrum and Charge. Figure 6.1 shows the average electron spectrum
observed from unfocused shots on the spectrometer screen. The filled area denotes one
standard deviation of the observed charge density jitter. Due to the low laser energy,
the maximum generated electron energy was 200 MeV. The generated electron spectra
were broadband. The broad energy spectra qualitively fit the PIC simulated longitudinal
phase-space as described in chapter 2.4 and plotted in figure 2.7. In contrast to other
experiments with higher laser energy, no significant peak is observable in the unfocused
energy spectra. The beam charge measured in the first BPM was 20 pC (see figure 6.2).

Beam Pointing. The single-shot electron beam pointing was measured with the BPM
during the same run and is plotted in figure 6.2b. The electron beams from the plasma
were pointing on average by −0.7 mrad in the horizontal and −1 mrad in the vertical
direction. The shot-to-shot fluctuation in beam direction was ±0.4 mrad and ±0.5 mrad,
respectively.

The average pointing and pointing jitter in the vertical axis introduce a systematical and
statistical error of −7 % and ±3 % in the emittance reconstruction as described in section
4.3.4.

6.2.2. Focused Electron Beams

In the following the electron beam properties observed from focused beams are discussed.
The analysed data shown in this section is the data measured during the quadrupole scan
presented in section 6.5. The single shot properties are analysed in order to quantify the
beam stability.
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6. Imaging and Emittance Measurements

Figure 6.2. – Electron beam charge and pointing from the plasma target. The single shot
beam charge (a) and position (b) is detected by the first BPM and plotted as single dots.

The lines show the rolling average over 100 shots.

Transmitted Energy Spectrum. The average transmitted electron spectrum of fo-
cused electron beams is plotted in figure 6.1. The quadrupole magnets were set to focus a
beam energy of 150 MeV onto the spectrometer screen in both axes. The measured peak
charge density exceeds the charge density of unfocused electron beams at the focused
energy, since the unfocused beam profiles are croped in the non-dispersive axis due to
the finite screen width and diverged beam size. The beamline transmission is 100 %

for beam energies close to the focused energy by the quadrupole doublet. Due to the
chromatic focusing by the quadrupole magnets, the low energy electron beams are lost
during beam transport. Electron energies below 75 MeV cannot be detected. In contrast
to the unfocused spectra, the average focused energy spectrum shows a small peak at
175 MeV.

Beam Profiles. Figure 6.3 exemplarily shows the beam profile of six consecutive electron
beams focused onto the spectrometer screen. The transmitted charge per energy is rather
constant for the plotted shots. The shearing angle θs (see figure 4.5) of the beam profiles
fluctuates from shot-to-shot indicating a fluctuation in initial horizontal beam pointing.
The rms beam size is calculated for each energy slice in an interval of ±5 MeV around
the focused energy of 153 MeV and plotted separately in the right column of figure 6.3
for each single shot. The detected focused energy - the minimum beam size position in
the energy axis - is also varying between consecutive shots. This is due to a change of
the virtual source position, respectively a change in the beams phase-space correlation
after the plasma, on a single shot basis.
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Figure 6.3. – Beam profiles of focused electron beams on the spectrometer screen from
six consecutive shots.
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6. Imaging and Emittance Measurements

Figure 6.4. – Beam charge, position and pointing stability of focused beams. The single
shot data is plotted as dots. The curves denote the rolling average over 100 shots. a) BPM
Charge. Horizontal (b) and vertical (c) beam position in BPM and electron focus shift on
the spectromter screen. d) Mean energy of the transmitted electron spectra. e) Shearing

angle of the electron beam profiles on the spectrometer screen.
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Figure 6.5. – Reconstructed horizontal electron beam phase-space at the virtual source
from single shots. The single shot data is plotted as dots. The curves denote the rolling
average over 100 shots. a) Reconstructed normalized emittance. b) Reconstructed source
beam size and measured electron focus size on the spectrometer screen. Reconstructed

beam divergence (c) and phase-space correlation at the source (d).
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The single shot beam properties of a series of 31× 300 consecutive shots is plotted in
figures 6.4 and 6.5. Figure 6.4 summarizes the observed stability in electron beam position
and beam pointing. Figure 6.5 summarizes the measured single-shot transverse phase-
space properties. The vertical lines in the plots of both figures mark the moments where
the data acquisition was interrupted and the laser attenuated. Note that the data plotted
in figures 6.4 and 6.5 has not been filtered.

Transmitted Charge. The transmitted charge to the first BPM, with 10 pC on average,
is plotted in figure 6.4a (black). Only half of the charge detected for unfocused electron
beams is thus detected after focusing the electron beams. The measured charge in the
second BPM with 6.4 pC on average is even less. The charge measured by both BPM is
strongly correlated. This indicates that the generated spectral charge density is stable
but only the low energy electrons are lost during beam transport.

Horizontal Beam Position. The horizontal position detected by both BPMs is plotted
in figure 6.4b. In addition, the detected focus position in the horizontal axis, i.e. the
non-dispersive axis, is plotted in red. All three curves show a similar trend and are
correlated, too. The position reading by both BPMs almost coincides. The displacement
of the electron beam from the mean axis is more pronounced in the BPM2 position
reading. This is due to the BPM2 being located further behind the quadrupole magnets
and the spectral transmission being more narrow. Therefore, the amount of low energy
background electrons smearing out the position reading is less. The change in horizontal
focus position is even stronger. This, on the one hand, is explained by the focus position
on screen being detected for a single energy and, on the other hand, by the electron
dipole defocusing the beam in the horizontal axis and thus magnifying the horizontal
offset by a factor of ∼ 2.

As can be seen, the horizontal focus position on the spectrometer screen is drifting
strongly within a range of ±3 mm. With the total magnification by the beam optics by
a factor 315 this corresponds to a change in transverse electron source position on the
±10 µm level, which is caused by the laser focus position in the plasma to drift by the
same amount.

Vertical Beam Position. The vertical position detected by the two BPMs is plotted
in figure 6.4c. The electron focus position in the vertical axis, i.e. the dispersive axis
of the spectrometer, is added to the plot in red. The vertical beam position in the
BPMs is drifting by a similar amount as the horizontal beam position, which is again
attributed to a drift in the laser focus position into the plasma. The focus position on the
spectrometer screen however is drifting significantly less. This is due to the spectrometer
dipole focusing the beam in the dispersive axis and the total magnification factor by the
beam optics being only 9.5.

Mean Transmitted Energy. Figure 6.4d shows the measured mean energy of the
transmitted electron spectrum. The relative stability is 5 %. As described earlier, the
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6.2. Electron Beam Characterization

electron spectrum from the target is cropped by the energy dependent transmission
function introduced by the focusing optics. The mean energy of the transmitted spectrum
is partially correlating with the transmitted beam charge. The charge density of the
transmitted spectrum is therefore reproducable.

Horizontal Pointing. The last row in figure 6.4 shows the measured shearing angle
of the electron beam profile on the spectrometer screen. The observed mean shearing
angle and jitter of (−0.10± 0.14) rad correspond to an initial horizontal electron beam
pointing of (−0.5± 0.7) mrad. The average horizontal beam pointing measured from
unfocused shots after the quadrupole scan and plotted in figure 6.2b was measured to be
(−1.0± 0.7) mrad. The average beam pointing in the horizontal axis therfore worsened
during the quadrupole scan, which can also be seen by the shearing angle θs decreasing
towards negative values. The increase in electron pointing could be related to a residual
heating of the laser optics.

The plots in figures 6.4 and 6.5 show the unfiltered single shot beam properties. For the
quadrupole scan in section 6.5 only electron beams with a shearing angle θs < 0.1 rad are
considered, to keep the error onto the emittance measurement small (see section 4.3.4).
Consequently only around half of the 300 detected electron beams per scan step are used
for the comparison of the quadrupole-scan and the single-shot method.

The unfiltered reconstructed initial phase-space properties of the single shots are sum-
marized in figure 6.5. The plotted values were obtained via the single-shot method as
described in section 4.2.4.

Normalized Emittance. The retrieved normalized emittance is plotted in figure 6.5a.
It is observed to be constant over the full dataset. Only a very small increase towards
the end of the run is present in the data, which could be caused by either the increasing
shearing angle of the electron beams or by a constant degredation of the laser wavefront.

Beam Size. The initial electron beam size reconstructed in the virtual plane imaged
by the electron beam optics is plotted in figure 6.5b. In addition, the observed electron
focus size on the spectrometer screen is plotted in red. Both curves follow the same
trend and are correlated. This is expected since the focus of the electron beam on
the spectrometer screen is a direct image of the initial spatial electron distribution.
The remaining difference could be due to a remaining mismatch of the virtual electron
source plane and the plane imaged by the quadrupole doublet. The plotted focus size
is normalized by the horizontal magnifiaction factor of 315 by the beam optics. It does
therefore not consider an initial phase-space correlation and is meant to illustrate a
qualitative correlation of both plotted parameters.

Beam Divergence. The reconstructed beam divergence from the source is plotted
in figure 6.5c. No long term change in reconstructed beam divergence and beam size
were observed during the run. Note that the shot-to-shot fluctuation in measured beam
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Figure 6.6. – Correlation between electron beam charge and normalized emittance. The
data is displaced in a 2d-histogramm.

divergence is also influenced by the initial beam pointing in the vertical axis (see section
4.3.4).

Phase-Space Correlation. Figure 6.5d shows the reconstructed initial phase-space
correlation at the virtual source plane imaged by the quadrupole doublet. The average
phase-space correlation is close to 0. The residual correlation of −0.06 µm mrad indicates
a mismatch between imaged and virtual source plane by a few 100 µm. Assuming that
the measured phase-space correlation is a pure consequence of an electron source shift,
the measured jitter corresponds to a shot-to-shot fluctuation of the virtual source plane
of ±1 mm. Note that a change in the virtual source position does not have to originate
from a change of the real electron source position. It could also originate from a change
or fluctuation of the phase-space modulation of the beam, for example by the plasma-to-
vacuum transition.

In summary, the electron beam properties measured from single shots are observed to
be stable within ±20 % over the full run. The reproducability of the electron beams
therefore supports the application of a multi-shot quadrupole-scan.

Lastly, the correlation between measured beam charge and normalized emittance is
plotted in figure 6.6. A clear linear positive correlation is observed. The influence of
space-charge effects [20] during the beam transport was excluded from simulations. The
two quantities do not have to be directly correlated in terms of causality. It could also
be a third quantity correlating with both quantities. It was observed that the total beam
charge as well as the beam emittance both are dependent on the laser energy. Therefore,
the change in both quantities could be caused by the change in laser intensity into the
target. On the one hand, the higher the laser energy, the more charge is injected into
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the beam. On the other hand, the more intense the laser, the larger the phase-space
volume into which charge can be injected [103, 44]. This would also cause a larger beam
emittance.

Note that the single-shot emittance was only measured from a small fraction of the
spectrum, respectively from a small fraction of the full charge. The BPMs however
measure the total beam charge ejected from the plasma and transmitted through the
beamline. A final explanation of the observed mechanism cannot be given. Parameter
studies with scans of the emittance dependence on the laser and plasma properties are
required. Nevertheless, the high statistic taken during the experiment together with the
long term stability of the generated electron beams at LUX allows for a complex analysis
of the measured parameter space in the future [43].

6.3. Virtual Source Position Scan

The quadrupole magnet field gradients are set to image a virtual source in the target area
onto the spectrometer screen. Idealy, the imaged plane coincides with the virtual source
plane which denotes the electron source position in terms of free drift (see figure 4.3).
As discussed in chapter 4.3.2, accurate imaging of the electron beam from the source to
the spectrometer screen in both axes is crucial for the accuracy in initial phase-space
reconstruction.

The virtual source plane of the electron beams can vary with respect to the plasma
target position. The geometrically calibrated distance of the second gas inlet to the
first quadrupole magnet is 110.8 mm. As shown in figure 2.5 the plasma density plateau
region is well defined by the two inlets and the plasma density decreases rapidly from
the second gas inlet to the end of the sapphire capillary. However, the electron phase-
space can further be modulated by the tail of the density downramp at the target exit
[40, 39]. Although the target position is referenced in the tunnel coordinate system,
the virtual electron source plane can nevertheless vary on a daily basis and needs to be
experimentally determined.

The phase-space correlation at the virtual source is 0 as per definition. Thus recon-
structing a phase-space correlation at the imaged plane corresponds to an offset from
the virtual source by a drift distance ∆z. Using equation 4.4 the distance ∆z can be
calculated with

∆z =
〈xx′〉s
〈x′2〉s

, (6.1)

where index s denotes the properties at the imaged plane where the phase-space has
been reconstructed. This however only considers a mismatch in the horizontally focused
energy on the spectrometer screen and cannot reveal potential systematic errors in e.g.
the magnet calibrations.
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Figure 6.7. – Imaging Scan. The image plane distance from the first quadrupole is
scanned. The relative jitter in horizontal focus size on screen is measured to find the
optimum imaging in both planes. a) The relative jitter is smallest at an imaging plane

110 mm to 113 mm before the first quadrupole magnet. b) The offset of the imaged plane
from the virtual source plane is correctly measured from the reconstructed phase-space

correlation.
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Therefore, another technique was developed to experminentally verify the imaging qual-
ity. In case of a mismatch between the imaged and the virtual source plane the horizon-
tally and vertically focused energy on the spectrometer screen differ. As a consequence,
the influence of the jitter of the electron beam position and beam angle from the source
onto the electron focus on the spectrometer screen increases with the mismatch in
horizontally and vertically focused energy. In particular, the influence of the vertical
beam component increases in case of a shearing angle θs of the beam profile on the
spectrometer screen.

The quadrupole field gradients are scanned accordingly such that different planes in the
target area are imaged to the spectromter screen. The target position is not changed.
The relative jitter in focus size is measured in the non-dispersive axis for different image
planes. The image plane is scanned from 108 mm to 117 mm before the first quadrupole
magnet. The result is plotted in figure 6.7. The full range was scanned twice with the
second scan filling the intermediate steps of the first. Therefore, temporal drifts during
the scan can be excluded. For each imaged plane 300 consecutive shots were detected.
The relative jitter is calculated as 1 standard deviation of the measured absolute jitter
in focus size devided by the mean value. The relative jitter strongly increases towards
greater image distances and slightly increases towards smaller image distances below
110 mm. A quadratic fit is added to figure 6.7a to guide the eye. A minimum relative
jitter in horizontal focus size is found for an image distance of 110 mm to 113 mm. This
corresponds to an image plane distance with best match in horizontally and vertically
focused energy. Accordingly, the result from the imaging scan is a virtual electron source
position (111.5± 1.5) mm before the first quadrupole magnet.

However, the accuracy of the image plane scan is limited. It is used to find the smallest
influence of initial beam pointing onto the detected electron focus size. The beam size
on screen however is affected by multiple variables. For example a shot-to-shot jitter in
initial beam size is not taken into account. The virtual electron source plane can typically
only be determined with a precision of 1 mm to 2 mm. Nonetheless, a determination of
the virtual electron source by ±2 mm still ensures the horizontal and vertical focused
energy to be mismatched by less than ±2 MeV, see chapter 4.3.1. This still ensures the
vertical beam size to be small at the horizontally focused energy and the single energy
slices not to overlap inside the energy range of interest.

From the single shot data a virtual source position of 112.8 mm before the first quadrupole
magnet was measured using equation 6.1. At this plane, the phase-space correlation is
reconstructed closest to zero on average. The reconstructed distance ∆z from the virtual
source for the different imaged planes is plotted in figure 6.7b. The green dots denote
the source plane distance reconstructed from the single shots. The green curve shows
the rolling average over 100 consecutive shots. The offset from the imaged plane d0 −
112.8 mm is plotted for the different quadrupole settings in black lines. The reconstructed
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offset of the imaged plane from the virtual source plane is correctly measured by the
reconstructed phase-space correlation.

Note that the virtual source position is located 2 mm before the second inlet position
of the target. The electron beams are therefore exiting the plasma with a mean phase-
space correlation. This verifies the importance of imaging scans to determine the virtual
source position, respectively to allow for a correlation of the beams phase-space at the
reconstructed plane. Otherwise, the virtual electron source would not be assumed to
be located before (upstream) the plasma target and the electron beam would thus be
imaged wrongly to the spectrometer screen (as could be the case for example in [20]).

The virtual source plane position of 112.8 mm before the first quadrupole magnet is
therefore used for the quadrupole scan presented in section 6.5.

6.4. Target z-Position Scan

In a next step, the target z-position was scanned in order to test whether the virtual
electron source follows the plasma target. The shift of the target in the longitudinal
direction from the reference position (black) and the reconstructed shift of the virtual
source plane (green) are plotted in figure 6.8. The target was only translated by in total
±1 mm. The longitudinal focus position of the laser was not actively changed during the
scan. For upstream positions of the target (∆z < 0) the reconstructed virtual source
position follows the target position. For downstream positions of the target (∆z > 0) the
virtual source and target position differ. For the latter case, also the shot-to-shot jitter
of the reconstructed source position increases, and the beam charge and beam energy
were observed to fluctuate stronger.

As the longitudinal laser focus position was not changed, the laser size and thus the laser
intensity at the entrance of the plasma capillary changes with the target position. This
can strongly influence the injection and acceleration processes in the plasma, which can
therefore change the generated electron beam properties.

This leads to the conclusion that the virtual electron source is not only determined by
the target z-position but is influenced by multiple parameters and therefore needs to be
experimentally determined on a daily basis, and especially before performing emittance
measurements.

6.5. Quadrupole Emittance Scan

As described in chapter 4.2.4, measuring the emittance from a single shot requires the
assumption that the inital phase-space, namely the initial beam size, divergence and
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Figure 6.8. – Target z-position scan. The plasma target position is driven ±1 mm up-
and downstream the beamline. The reconstructed virtual source position increases with

the target position in general. However deviations are observed, in particular at
downstream positions of the target.

emittance, are the same for each energy considered for the retrieval. In order to test this
assumption a conventional quadrupole scan on the spectrometer screen is performed.
The purpose is, for the first time, to measure the initial phase-space properties of all
individual energy slices used for the single shot method.

The quadrupole field gradients are tuned such that different beam energies from the
virtual source (112.8 mm before the first quadrupole) are imaged to the spectrometer
screen. 31 quadrupole settings with a total scan range of ±3 % around a central energy
of Ec = 151.75 MeV in steps of 0.2 % were scanned. The scan range exceeds the ±2 %

energy interval used for the single shot method in order to always have a clear minimum
beamsize detected for each beam energy. Again, the scan range was scanned twice in
order to exclude temporal drifts during the experiment. For each focused energy a series
of 300 consecutive shots was acquired.

The rms beam size is measured from every single shot. Due to the broad energy spectrum
of the generated electron beams, the beam size can be detected for multiple energy slices.
The on average measured beam size in dependence of the focused energy and for the
different energy slices is plotted in figure 6.9a. The detected "beam size map" therefore
contains all information about the initial electron phase-space as well as the transport
effects onto the electron phase-space. It can thus be used to compare the quadrupole-scan
and the single-shot method.

The diagonal black curve shows the detected focused energy on screen. The dashed black
line represents the set focused energy. The mismatch between both lines corresponds to
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Figure 6.9. – Quadrupole scan on the spectrometer screen. a) The rms beam size on
screen is detected for different focused energies F and for multiple energy slices E. The

detected focused energy (black) follows the focused energy set by the quadrupole magnets
(black dashed). Horizontal lineouts (red) at beam energies E1, E2, E3 are used to measure
the source phase-space properties with the quadruole-scan method (c). Vertical lineouts

(blue) at focused energies F1, F2, F3 are used to measure the phase-space with the
single-shot method(a).
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Figure 6.10. – Reconstructed phase-space properties at the source measured with a
quadrupole-scan (red) and from single shots (blue). The dots denote the mean values

measured for the energy-slices or the focused energy, respectively. The filled areas denote
the 1 standard deviation error of the single measurements.

a residual mismatch between imaged and virtual source plane by a few 100 µm. The data
from the first and second scan coincide.

In order to compare the quadrupole-scan and the single-shot method, the data from
figure 6.9a is evaluated in two different ways. On the one hand, for the quadrupole-scan
method, the average rms beam size on screen for a single slice energy Ei is used and
equation 4.11 is fit as a function of the focused energy F . Three example energy slice
lineouts E1, E2 and E3 are highlighted in red, dashed horizontal lines in figure 6.9a.
The rms beam size on screen for these three energy slices and the corresponding fits of
equation 4.11 are plotted in figure 6.9c. However, the initial phase-space properties for
all energy slices inside the plotted energy range are reconstructed with the quadrupole-
scan method. Applying the quadrupole-scan method to a single energy-slice is equal to
a conventional quadrupole scan of a 0.1 % full width, flat top energy spread beam.

On the other hand, for the single-shot method, the rms beam size at a single focused
energy Fi can be used and equation 4.11 is fit as a function of the slice energy E. This
is done for every focused energy and for each single shot. Three example lineouts at
different focused energies F1, F2 and F3 are highlighted in blue, dashed vertical lines in
figure 6.9a. The rms beam size on screen at these three focused energies is plotted in
figure 6.9b. The fit of equation 4.11 is added as a function of the slice-energy for these
three focused energies.
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Table 6.1. – Reconstructed average phase-space properties at the virtual source measured
with the quadrupole-scan method and from single shots.

quadrupole-scan single-shot
εn,x (mm mrad) 0.82± 0.11 0.84± 0.07

xrms (µm) 3.23± 0.10 3.22± 0.09

x′rms (mrad) 0.86± 0.11 0.87± 0.07

〈xx′〉 (µm mrad) 0.05± 0.15 0.05± 0.11

The fit results obtained from both methods as described above are plotted in figure
6.10. The phase-space properties for each energy-slice measured with the quadrupole-
scan method are plotted in red and versus the slice energy. The average phase-space
properties from the single-shot method measured at each focused energy are plotted in
blue and versus the focused energy. The filled areas in the plots denote 1 standard
deviation of the error of the reconstructed mean phase-space properties. Note, that the
plotted energy range is ±2 % arround the central energy Ec which is the energy range
considered for the single-shot method at the same focused energy F = Ec.

The plot shows the reconstructed normalized emittance (top left), the initial phase-space
correlation (top right), the initial beam size (bottom left) and intital beam divergence
(bottom right) at the virtual source. Inside this narrow energy interval, the energy
slice phase-space properties reconstructed from the quadrupole scan are measured to be
constant within the precision of the measurement1. The phase-space properties measured
from the single shots overlap with the quadrupole-scan results.

The average beam properties over the considered energy range are listed in table 6.1 The
results from both methods deviate by less than 3 %. Also the average reconstruction error
from both methods is similar. As can be seen in figure 6.10, the errors in reconstructed
beam size and phase-space correlation for both methods also agree on the energy-slice-
level, respectively for the single focused energies. However, the error in beam divergence
from the quadrupole-scan is larger than compared to the error from the single-shot
measurement. At the same time, the mean beam divergence from the single-shot method
is varying stronger for different focused energies than the mean divergence reconstructed
for the different energy slices.

This discrepancy can be fully explained by the initial pointing of the electron beam
from the plasma in the vertical axis. As discussed in chapter 4.3.4, the vertical beam
pointing from the source causes an error in the reconstructed beam divergence. With
the vertical pointing jitter on the ±0.5 mrad-level measured from unfocused shots, this

1Note that the normalized emittance, beam size, beam divergence and phase-space correlation cannot
be constant with the energy at the same time. For example a 2%-slope would be expected for at last
one of the quantities inside the ±2% energy interval. However, no significant change of the measured
quantities is observed inside the analyzed energy range.
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represents the largest error source during the experiments. The single-shot data in figure
6.10 is averaged over 300 consecutive shots for each scanned focused energy. It is thus
sub-sampling the electron properties over a 5 min window and therefore also sub-samples
a slow drift in vertical beam pointing. For the quadrupole-scan the average beam size
from all focused energies is considered. Thus the change in electron properties over the
full scan over three hours is contributing to the quadrupole-scan error.

The error in the emittance measurement is therefore 5 % to 10 % due to the vertical
pointing jitter. However, the average phase-space properties measured with both the
quadrupole-scan and the single-shot method agree within 3 %. This justifies the appli-
cability of the single-shot method to measure the electron phase-space, in particular for
statistical measurements, such as the average emittance and emittance stability.

Nonetheless, with the observed accuracy of the measurement, it is thus not possible to
differentiate whether, for example, either the normalized or the geometric emittance from
the source is constant inside this narrow energy interval. A residual energy dependence
of the phase-space parameters within the error of the measurement could thus be present
in the data, which, however, does not lead to a significant error in the single-shot
reconstructed phase-space.

With the achieved accuracy in phase-space detection the implemented diagnostics allow
for an online emittance optimization on a single-shot basis and will constitute a key tool
for future laser-plasma experiements at LUX.

6.6. Phase-Space Along Energy Spectrum

In order to measure the phase-space properties from the source in a larger energy range
the quadrupole magnets are tuned to scan the focused energy from 90 MeV to 190 MeV

in steps of 5 MeV. As in the previous scans, the range was scanned twice and 300

consecutive shots were taken at each focused energy. The phase-space properties within
a ±2 % energy interval around the focused energy are measured with the single-shot
method. The separation between the focused energies is too large to be evaluated with
the quadrupole-scan method.

The retrieved phase-space properties at the focused energies are plotted in figure 6.11.
The plot is organized the same as figure 6.10. The average transmitted spectrum when
focusing an energy of 150 MeV from figure 6.1 is added to the plots in grey. The beam size,
the beam divergence, and the normalized emittance are increasing towards lower energies.
The phase-space correlation is increasing with the beam energy. This corresponds to the
virtual electron source shifting downstream the beamline for higher beam energies and
partially explaines the increasing beam size at the imaged plane towards lower energies.
The measured emittance and divergence are not effected by a virtual source plane shift.

97



6. Imaging and Emittance Measurements

0.6

0.8

1.0

1.2
n,

x (
m

m
 m

ra
d)

2

1

0

1

〈 xx
〉 0 (

µm
 m

ra
d)

100 140 180
energy (MeV)

2

3

4

5

6

x rm
s,

0 (
µm

)

100 140 180
energy (MeV)

0.6

0.8

1.0

1.2

x
rm

s,
0 (

m
ra

d)

av. spectrum (a.u.)
focusing 150 MeV

av. spectrum (a.u.)
focusing 150 MeV

av. spectrum (a.u.)
focusing 150 MeV

av. spectrum (a.u.)
focusing 150 MeV

Figure 6.11. – Average single-shot phase-space properties for different focused energies
(blue errorbars). The single-shot results from figure 6.10 are plotted for comparison (red
errorbar). The average focused spectrum is added to the plot in grey, see figure 6.1. The
phase-space properties differ at the energy-peak at ∼ 175 MeV. The dashed lines show the

energy dependences predicted by linear theory [74], compare to figure 2.8.

The single shot results from the quadrupole scan at 150 MeV discussed in the previous
chapter are added to the plots in red and coincide with the data.

The beam size, the beam divergence and the normalized emittance show an increase at
the peak of the energy spectrum. According to the PIC simulations in chapter 2.4, the
longitudinal phase-space of the generated electron beams is positively chirped. Higher
energies are therefore located at the head of the bunch, lower energies at the tail. As
shown in figure 2.2, the electron beam inside the plasma is driving its own wakefield. The
additional focusing forces by the beam-driven wake are acting on the tail of the electron
beam, but not on the head. As a consequence, the transverse phase-space properties
of the head and the tail of the electron beam can differ. The dashed lines indicate the
energy dependence of the phase-space properties predicted by the theory [74] (compare
to figure 2.8). Except for at the energy peak, the measured beam divergence recovers
the γ−3/4 energy dependence of the theory. The measured beam size out of the plasma
shows a stronger dependence with the beam energy. Consequently, also the normalized
emittance is measured to not be independent with the beam energy.

Further experiments are required to proof that beam-loading is the reason for the ob-
served spectral phase-space behaviour. Additional time-resolved diagnostics, such as
transition radiation spectrometers [104, 105] or transverse deflecting structures [106, 107],
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could be used to further understand the mechanisms acting on the electron phase-space
during acceleration.

However, the data shows that the initial phase-space emitted from the plasma does not
have to be constant on a larger energy scale. It further shows, that the initial phase-
space can vary with the energy and that the applicability of the single-shot method to
measure the emittance must be verified for the particular experiment, the considered
energy interval, and the particular injection method that is used.

6.7. Chromatic Emittance Measurements

As descibed in section 6.5 the measured "beam size map" in figure 6.9 contains the
full information of the initial beam phase-space as well as the influence onto the beams
phase-space by the transport optics. It can therefore be used to measure the chromatic
effects on the electron beam phase-space.

A consequence of the chromatic focusing by the quadrupole doublet is that different
beam energies are focused at different positions along the beamline. The distance from
the longitudinal focus position to the spectrometer screen for a certain focused energy
corresponds to a drift length and thus a correlation of the energy-slice phase-space at
the screen. Accordingly, the beam size in the spectrometer screen plane at a certain
focused energy varies with the beam energy, as has been discussed. The longitudinal
spread of the electron foci in the beamline can indirectly be seen from the linear slope
of the detected focused energy curve in figure 6.9 with the beam energy, respectively the
focused energy.

The chromatic shearing of the energy-slice phase-spaces on the spectrometer screen is
simulated using the matrix formalism. The initially uncorrelated phase-space ellipses at
the source of the different energy-slices measured with the quadrupole-scan are tracked
through the quadrupole doublet and into the spectrometer screen plane. The doublet
is set to focus the central energy slice in the simulation. Consequently, the electron
phase-space ellipses are sheared differently at the spectrometer. The simulated phase-
space ellipses at the spectrometer of the central energy focused by the doublet and two
slice energies with a relative energy deviation of ±2 % are plotted in figure 6.12a with
dashed lines. The difference in phase-space correlation ∆〈xx′〉 of the different energy-
slices is plotted in figure 6.12b. The phase-space correlations are plotted relative to
the correlation of the central energy that is focused by the quadrupole doublet. The
chromatic correlation of the simulated phase-space ellipses linearly scales with the slice-
energy.

In order to find the longitudinal focus position of a certain energy, the spectrometer
screen could be shifted along the beamline until the particular energy is smallest on
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Figure 6.12. – Chromatic shearing of the energy-slice ellipses. a) Phase-space behind the
quadrupole doublet. The phase-space ellipses simulated from the source to after the

doublet overlap and directly measured from an energy shift ∆E of −2 %, 0 % and 2 % on
the spectrometer overlap. b) Measured and simulated correlation behind the doublet for

different energy-slices.

screen. Shifting the spectrometer screen is however not possible in the experiment. What
is possible is a shift of the plane that is imaged by the quadrupole magnets, which is
equivalent. At the same time, a shift of the image plane corresponds to a different energy
being focused on the spectrometer screen. A shift of the spectrometer screen plane is
thus also equivalent to considering a different energy on the spectrometer screen.

Accordingly, the quadrupole-scan method is applied while computing equation 4.11 as a
function of the central energy Ec but fitting it to the data of another energy slice with
energy Ei (for example an energy slice E1 or E3 in figure 6.9), therefore introducing an
energy shift ∆E = Ec − Ei.

The retrieved phase-space ellipses for a relative energy shift ∆E/E of −2 %, 0 % and
2 % are plotted additionally to figure 6.12a with filled areas. Note that figure 6.12a
shows the phase-space behind the quadrupole doublet, thus the retrieved phase-space
ellipses from the quadrupole-scan method have been rotated uniformly in order to match
the coordinate system. The phase-space ellipses reconstructed with an energy shift on
the spectrometer coincide with the simulated phase-space ellipses behind the doublet.
When introducing an energy shift on the spectrometer screen, an additional phase-
space correlation is reconstructed, as expected. The additional reconstructed phase-space
correlation ∆〈xx′〉 for different energy-slices is added to figure 6.12b. The simulated and
measured correlations overlap.

This shows, that the total chromatic correlation introduced by the beam optics can be
directly measured from the spectrometer screen by applying the quadrupole-scan method
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Figure 6.13. – Chromatic emittance growth. a) Simulation of the chromatic emittance
evolution along the beamline for three different energy-spread beams. b) Measured and

simulated chromatic emittance in dependence of the energy spread.

to an energy-slice with an energy offset ∆E. It further verifies that the chromatic effects
on the electron phase-space can be directly measured from the beam size map in figure
6.9.

Accordingly, the total chromatic emittance growth imprinted by the beam transport
can be measured from the data. In general, the projected beam size on a scintillator
screen increases with the energy spread of the focused electron beam because different
beam energies have different focus sizes in the screen plane. Since the beam energies are
separated on screen by the spectrometer dipole, the projected beam size can easily be
obtained by integrating the beam size over multiple energy-slices in the energy axis.

〈x2rms〉 =

∫
x2rmsdE∫
dE

. (6.2)

The integration is performed over a symmetric interval arround the central energy Ec.
The width of the integration interval ∆E can be freely chosen which allows to calculate
the projected beam size in dependence of the energy spread.

The integrated beam size 〈x2rms〉 increases with the number of energy slices that are
included in the projection. Equation 4.11 is computed as a function of the focused
energy and the central energy Ec and fit to the projected beam size. The reconstructed
emittance increases with the integrated energy spread. The chromatic fraction of the
reconstructed projected emittance in dependence of the energy spread is plotted in figure
6.13b.

The reconstructed projected emittances are quadratically subtracted by the inital emit-
tance of ε0 = 0.834 mm mrad, only leaving the chromatic fraction of the emittance,

εchr =
√
ε2tot − ε20. (6.3)
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6. Imaging and Emittance Measurements

The chromatic emittance directly measured from the spectrometer linearly increases with
the energy spread, as expected.

Again, the results are compared to particle tracking simulations. Random gaussian
phase-space distributions are generated with the beam properties measured at the source.
The particle distributions are combined and tracked through the beamline up to the
spectrometer. Figure 6.13a shows the simulated evolution of the chromatic emittance
along the beamline for an initial beam with 0.6 %, 1.2 % and 2.0 % full width, flat top
energy spread. The chromatic emittance linearly grows in the first drift section. Inside
the first quadrupole the electron beam is focused and the chromatic emittance growth is
reduced. The chromatic emittance growth is finally mitigated after the second quadrupole
magnet, when the beam divergence is reduced to a minimum.

The simulated chromatic emittance after the doublet is added to figure 6.13b and matches
the measured data. The chromatic emittance growth rate is 0.2 mm mrad/%. In case of
a 2 % energy spread beam, a chromatic emittance of 0.4 mm mrad builds up during beam
transport which causes the total emittance to grow from 0.83 mm mrad at the source to
0.93 mm mrad at the spectrometer. This is a relative increase of the total emittance by
only 10 %.

These numbers do of course not describe the full electron beam. As shown in figure 6.1,
the width of the transmitted spectrum is far larger than the energy range analyzed with
the quadrupole scan, respectively the chromatic emittance measurements. The projected
emittance of the total energy spectrum inside the spectrometer is thus much larger.

However, the measurement of the energy-slices and the projected energy ranges are still
correct. In particular, the presented diagnostics measures the energy-resolved phase-
space properties after the plasma interaction and is therefore independent of the par-
ticular shape of the energy spectrum emitted from the plasma. Hence, in case the
spectral width of the generated electron beams can be reduced to the few percent-level,
for example by localizing the injection mechansim [24, 18] and using beam-loading to
flatten the energy spectrum [108], the measured chromatic phase-space dynamics would
still be the same.

Further, the emittance of the full energy spectrum is often not the quantity of interest
for an experiment [109]. For example in case of a more complex beamline with multiple
quadrupole magnets the spectral width of the initial energy spectrum that can be trans-
ported with the beam optics can narrow down to only a few %. In particular, only a small
fraction of the spectrum can typically be transported with a reasonable conservation in
beam quality [110]. Consequently, electrons outside the transmitted spectrum will not
contribute to the phase-space available at the experiment and should therefore also not
contribute to the emittance measurement.
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6.7. Chromatic Emittance Measurements

Note, that only the chromatic emittance in the non-dispersive axis has been measured.
In the other axis, where the electron beam is defocused by the first quadrupole magnet,
simulations show a chromatic emittance growth 10-times larger than in the measured
horizontal axis. This is on the one hand due to the first magnet increasing the divergence
of the beam and the chromatic emittance quadratically scaling with the beam divergence.
On the other hand, the beam is large inside the second magnet, is focused harder, and
therefore experiences a greater chromaticity [111].
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7. Conclusion

For this thesis, emittance measurements of laser-wakefield accelerated electron beams
were performed with both a quadrupole-scan and the single-shot method first proposed
by Weingartner et al. [19]. In contrast to other emittance diagnostics [32, 33, 35, 36,
37], the implemented methods at LUX enable an energy-resolved measurement of the
electron phase-space. The phase-space properties of different energies in the spectrum
were scanned in a narrow and a broad energy range of 6 MeV and 100 MeV, respectively.

The applicability of the single-shot method was verified for a narrow energy interval
and for ionization injected beams at our setup. Inside this narrow energy range, for
the first time, the phase-space of every individual energy-slice was measured using the
quadrupole-scan method. No significant variation of the slice-phase-space was observed
and the phase-space properties retrieved from the single-shot method and quadrupole-
scan agree within 3 %.

The largest error onto the emittance measurement was identified to originate from initial
beam pointing out of the plasma. The error in emittance was 5 % and 10 % with the
single-shot and the quadrupole-scan method, respectively. A phase-space variation below
this accuracy can therefore not be measured. The agreement of both methods results
however does not imply a sensitivity of the single-shot method to a residual phase-space
modulation within the measurment accuracy, if present at all.

For the analysis, a series of 31× 300 consecutive shots at a repitition rate of 5 Hz

had been recorded. The single-shot phase-space was measured to be constant during
the 3 hour scan, which emphasizes the beam stability at the LUX accelerator and
further validates the applicability of the quadrupole-scan method. An average normalized
emittance of (0.83± 0.07) mm mrad was detected, which is roughly a factor of 2 smaller
but comparable to recently published results from ionization injection [20].

Special care was taken on the theoretical description of the electron transport. Proper
imaging of the electron beam from a virtual source to the spectrometer screen in both
transverse axes was experimentally verified. The presented diagnostics allows to recon-
struct the beam phase-space after the plasma interaction. Therefore, also a possible
modulation of the phase-space by the plasma-vacuum transition is intrinsically included.
The beams out of the plasma were measured to be correlated in phase-space, such that,
assuming the phase-space correlation to originate from a free drift, the virtual electron
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source was located 1 mm in front of the plasma target. Additionally, a shift of the virtual
electron source was observed when changing the laser focus position into the plasma. It
is therefore important to experimentally determine the imaging quality of the electron
beams and, in contrast to an often used assumption of a non-correlated initial phase-
space, to allow for an initial phase-space correlation out of the plasma.

The generated electron spectra were broadband with an average total beam charge of
20 pC. The phase-space properties for different energies in the spectrum from 90 MeV

to 190 MeV were measured with the single-shot method. A complex dependence of the
electron phase-space in this broader energy range was observed. Larger values of the
normalized emittance, the beam size, and the beam divergence were measured at the peak
of the spectrum at 175 MeV. The variation of the phase-space within the spectrum could
originate from beam-loading effects. PIC simulations indicate the longitudinal phase-
space of the generated electron beams to be positively correlated, therefore the head
additionally focusing the tail of the beam. However, the underlaying mechanism cannot
be verified with the available data and further experiments are required, for example also
time-resolving the electron phase-space, such as transverse deflecting structures [106, 107]
or transition radition diagnostics [104, 105].

Nonetheless, the measurements highlight that a variation of the electron phase-space over
the energy spectrum can be possible. It further confirms the necessity of energy-resolved
phase-space measurements for laser-wakefield accelerated beams.

Finally, the influence of the chromatic beam transport on the energy-slice phase-space
was measured. By applying the quadrupole-scan method to different energy-slices on
the spectrometer screen and introducing an energy shift, an additional phase-space
correlation is reconstructed. This additional phase-space correlation was identified to
be the total chromatic correlation that is picked up by an energy-slice during the beam
transport.

By projecting the detected beam profiles on the spectrometer screen over multiple energy-
slices, thus introducing an energy-spread, it was possible to reconstruct the total chro-
matic emittance growth imprinted by the beam transport. A linear increase of the
chromatic emittance with the chosen energy-spread was observed. The results were found
to be well modeled by linear beam transport theory and particle tracking simulations.
In case of a 2 % energy-spread beam the emittance grows to 0.93 mm mrad, which is a
relative growth of 10 %.

For the analysis of the chromatic transport effects only the narrow energy interval that
was measured with the quadrupole-scan has been considered. This corresponds to
only a fraction of roughly 3 % of the total spectrum, respectively of the total beam
charge. Further, only the emittance in the non-dispersive axis of the spectrometer,
i.e. the horizontal axis, can be measured with the presented diagnostics. According
to simualtions, the chromatic emittance growth in the other axis, where the electron
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beam is first defocused, is a factor of 10 larger. However, the emittance is conserved in
both axes after the beam is focused by the quadrupole doublet.

Thinking of the electron beam as a driver for an experiment, it is important to measure
the electron beam properties at the experiment, for example at the entrance of an
undulator. The presented diagnostics enable an energy-resolved measurement of the
phase-space that is available for the experiment, in particular after the plasma interaction
and after beam transport. The chromatic shearing of the individual energy-slices of
a multi-percent energy-spread beam can be detected. Chromaticity of the focusing
optic causes the projected emittance to grow during transport. However, there are
advanced beamoptic concepts, such as apochromatic lattices [110], that allow to reverse
the chromatic effects on the beam phase-space under certain limitations. Here, a series
of focusing optics is used to transport the beam such that the different energy-slices
(almost) coinside at a single position of the beamline, i.e. at the final focus. The
chromatic emittance imprinted by the beam optic can therefore in principle be reduced
at this particular position in the beamline.

With the larger number of quadrupoles used for such a focusing scheme also the accurate
imaging of the electron beam from the source becomes more important. In this case,
the presented quadrupole-scan method can be used to experimentally determine the
chromatic matching of the individual energy-slices at the final focus of an apochromatic
lattice, for example with a quadrupole doublet behind the final focus, imaging the
latter.

In order to quantify the chroamtic error by the beam optical elements onto the beam as a
distribution the chromatic amplitude or W-function can be defined [110]. The chromatic
amplitude introduced by a single quadrupole magnet approximately scales quadratically
with the electron beam size inside the magnet and linearly with the quadrupole focusing
strength k and quadrupole length L (see appendix C).

W ≈ x2rms k L

εx
.

Consequently, the chromaticity of the beamoptic is mostly determined by the strongest
focusing magnet (where the beam is typically largest) and, in particular, by the beam
capturing section (typically with the strongest focusing strengths). At LUX, the chro-
maticity in the horizontal axis is therefore mostly determined by the first quadrupole
magnet, and in the vertical by the second magnet. This explains the factor of 10 larger
chromatic emittance in the vertical axis, due to the beam being defocused first and thus
being large in the second magnet.

An apochromatic lattice can further only be used to compensate the chromatic effects
for a limited energy range, which is approximately given by 1/W [110, 112]. For the
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example of the LUX capturing optic, this limits the energy-spread of the electron beams
to approximately 0.5 % to 1 %.

For many reasons, it is thus beneficial to reduce the chromaticity in the beamline. In
conventional accelerators sextupole magnets in dispersive sections are typically used to
compensate the chromaticity of the focusing optic [113, 114]. However, sextupole magnets
are not considered as an option for state-of-the-art laser-wakefield accelerators, due to
the higher complexity and non-linearity introduced to the beam transport.

A suitable approach would be to capture the beam closer to the plasma. In this case,
stronger focusing is required for the shorter focal length, but, at the same time, the beam
size inside the magnets reduces with the shorter drift distance. Thus the chromaticity of
the capturing section linearly decreases with the distance to the plasma.
Permanent quadrupole magnets (PQM) could be used in order to achieve a higher
focusing strength [115]. However, the field quality of small aperture (PQM) is typically
worse than compared to conventional electro quadrupole magnets. This can in particular
be problematic in the second magnet were the beam is largest. An intersting alternative
would be the usage of an active-plasma-lens (APL) [116, 117, 118], since it radially focuses
the beam and in addition can provide transverse field gradients on the kT-scale, thus
can be installed maximum close to the plasma. However, these strong focusing fields
are only reached from sub-mm-scale apertures, which raises a technical challenge when
a transmission of the remaining TW-laser-pulse out of the plasma is required.

Another approach would be the reduction of the beam divergence out of the plasma.
This could for example be achieved by tailoring the density downramp at the target
exit [40, 39]. Reducing the beam divergence would come with the benefit of additionally
suppressing the bunch lengthening along the transport optic due to different path lengths
of the electrons for different offsets from the central axis.
The trivial solution of reducing the energy spread is not discussed.

However, with the calibrated phase-space diagnostics at LUX, a reliable online tool for
energy-resolved emittance optimization for future experiments has been developed. Both
either improving the beam divergence or reducing the chromaticity imprinted by the
capturing optic can be quantified with the presented diagnostics.
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A. Beam Transport

A.1. The LUX Coordinate System

The coordinate system of LUX used in this thesis is illustrated in figure A.1. The
electron coordinate definitions are listed in table A.1. The laser and electron beam are
propergating in positive z-direction. The Spectrometer dipole is deflecting the beam in
the y-z-plane. The emittance is measured in the x-axis, which is the laser-polarization
axis.

Figure A.1. – The coordinate system at LUX.

Table A.1. – Table of the coordinates.
x horizontal position px horizontal momentum
y vertical position py vertical momentum
z longitudinal position pz longitudinal momentum
x′ horizontal angle relative to z-axis
y′ vertical angle relative to z-axis
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A. Beam Transport

A.2. Particle Beams and Beam Transport

A.2.1. Emittance and Phase-Space

In this thesis the phase-space was defined as the x-x′ space, which is often also referred to
as trace-space [97]. In order to differentiate between phase-spaces, the canonical phase-
space spanned by the electrons position x and the transverse canonical momentum px is
defined. So far, only 2-dimensional phase-spaces have been discussed.

In general, an electron beam is fully described in a 6-dimensional phase-space spanned
by the electrons position x, y, z, and the canonical electron momenta px, py, pz [4]. The
volume covered by the beam in this 6-dimensional phase-space is given by its statistical
properties such as the variance and the correlation of the distribution between the single
particle coordiantes. The electron beam is thus statistically described by the 6× 6-
dimensional covariance matrix Σ6d, which contains the second order momenta of the
distribution in all possible pairs of coordinates.

Σ6d =



〈x2〉 〈x px〉 〈x y〉 〈x py〉 〈x z〉 〈x pz〉
〈px x〉 〈p2x〉 〈px y〉 〈px py〉 〈px z〉 〈px pz〉
〈y x〉 〈y px〉 〈y2〉 〈y py〉 〈y z〉 〈y pz〉
〈py x〉 〈py px〉 〈py y〉 〈p2y〉 〈py z〉 〈py pz〉
〈z x〉 〈z px〉 〈z y〉 〈z py〉 〈z2〉 〈z pz〉
〈pz x〉 〈pz px〉 〈pz y〉 〈pz py〉 〈pz z〉 〈p2z〉


. (A.1)

The 6d rms beam emittance is related to the 6-dimensional ellipsoid covering all electrons
within 1 rms-width of the distribution. The 6-dimensional phase-space emittance is
defined as the square-root of the determinant of the Σ6d matrix with

ε6d =
√

det (Σ6d) . (A.2)

Without explicitly calculating the determinant of this 6× 6-matrix, it is clear that the
corresponding sum will contain all possible combination of linear correlations in x, y,
z, px, py and pz. Further, this 6d emittance is always conserved within a drift section
or a quadrupole magnet, since the linear correlations building up between the electron
position x and the transverse and longitudinal momentum px and pz are always correctly
subtracted in the sum of the determinant in equation A.2.

Ontly due to the projection of the beam distribution onto a screen into 2-dimensional,
respectively 4-dimension sub phase-space, the information of the other axis, i.e. the
longitudinal beam properties, are lost. Accordingly, the projected emittance can grow,
while the 6d emittance is conserved.

Figure A.2 illustrates the evolution in a drift section of 2-dimensional ellipses in the
normalized phase-space x-x′ (a) and the canonical phase-space x-px (b). In the foremost
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Figure A.2. – Shearing of ellipses during drift in normalized phase-space (a) and in
canonical phase-space (b). The canonical phase-space emittance is not conserved in case of

a large energy variation within the electron beam.

three ellipses with different initial beam divergence are plotted. Over a drift distance
z, the ellipses shear coherently according to equation 4.4. Due to the normalization to
the longitudinal electron momenta, the evolution in the x-x′-space is independent of the
electron energy. The emittance in the x-x′-space is therefore always conserved in a drift
section.

Figure A.2b shows the x-px-space ellipses of three beams with the same divergence but
different mean energies. Here, the ellipses shear incoherently due to the difference in
transverse momentum. The projected normalized emittance in canonical x-px phase-
space

εn,ph,x =
1

m0c

√
〈x2〉 〈px2〉 − 〈x px〉2 . (A.3)

will grow with the drift space and can therefore not be conserved in case of a large energy
variation within the beam. However, chromatic emittance growth is not limited to drift
sections only nor to the canonical phase-space [97]. In general, it describes a mismatch
between the phase-space ellipses due to energy dependent beam transport. For example,
also the emittance in the x-x′-space will grow when a multi-percent energy spread beam
enters a focusing section, as illustrated in figure 4.1.

A.2.2. Beam Transport

The linear motion of an electron in a magnet optic is desribed by a transport matrix
M . The matrix M in general is a 6× 6 matrix and is applied to the electron coordinate
vector vvv = (x, x′, y, y′, z, δ)T . δ is the relative deviation of the electrons total momentum.
At LUX, the three coordinate-axis x, y, z are decoupled and the single 2× 2-matrices
can therefore be considered individually.
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A. Beam Transport

As mentioned above, only statistical beam properties such as the mean and rms of the
electron distribution are accessable. The mean is defined as

〈
u
〉

=
1

N

N∑
i

ui,

where N denotes the total number of electrons in the distribution. The rms-width of a
distribution is the square-root of the variance and defined as

urms =
√〈

u2
〉

=

√√√√ 1

N

N∑
i

(ui − 〈u〉)2

The transport of these statistical beam properties can also be expressed via a matrix
multiplication. Here, the transformation is shown for the example of a 2× 2 matrix, but
is equivalently defined for the 6× 6 case.

M =

(
M11 M12

M21 M22

)
S =

( 〈
x2
〉
〈xx′〉

〈xx′〉
〈
x′2
〉)

Ss = M S0M
T

The above equation can be rewritten in the form


〈
x2
〉
s

〈xx′〉s〈
x′2
〉
s

 =

 M2
11 2M11M12 M2

12

M11M21 M11M22 +M12M21 M12M22

M2
21 2M21M22 M2

22



〈
x2
〉
0

〈xx′〉0〈
x′2
〉
0

 (A.4)

The product above results three equations, which are the equations 4.11 to 4.13 in section
4.2.

In case of non-descrete but i.e. binned data, the mean and rms-width are calculated
similarly with 〈

u
〉

=

∑N
i ciui∑N
i ci

,

urms =
√〈

u2
〉

=

√∑N
i ci(ui − 〈u〉)2∑N

i ci
,

where ui are the bin positions which are weighted by the bin counts ci.
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B. Spectrometer Calibration

B.1. Spectrometer Camera Lens Distortion Coefficients

Table B.1 lists the polynomial coefficients used for the electron spectrometer lens dis-
tortion correction. These numbers are used for the pixel coordinate transformations as
described in section 3.3.2.

Table B.1. – Polynomial coefficients of the electron spectrometer lens distortion
correction.

symbol cam 1 cam 2
k1 3.308× 10−8 5.236× 10−8

k2 3.654× 10−14 4.2582× 10−14

k3 −5.062× 10−20 −1.151× 10−19

k4 2.127× 10−26 6.627× 10−26

p1 1.073× 10−5 6.955× 10−7

p2 −5.041× 10−6 −3.379× 10−6

p3 −1.020× 10−7 2.099× 10−7

θrot 5.593× 10−3 1.681× 10−3

cz 1.010× 0.998 0.994× 0.998
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C. Chromatic Amplitude

The chromatic amplitude is a measure of the chromatic error on the beam as a distribu-
tion. Following [110], the chromatic amplitude W is defined as

W =

√(
∂α

∂δ
− α

β

∂β

∂δ

)2

+

(
1

β

∂β

∂δ

)2

, (C.1)

where α and β are the Courant-Snyder functions of the optic [4]. α is proportional to
the phase-space correlation 〈xx′〉 and β = x2rms/ε (and equivalent for the y-axis). The
derivatives are evaluated at δ = 0 and δ is the relative energy deviation of the electron
beam. At LUX, the largest chromatic amplitudes are given by the quadrupole magnets.
A quadrupole magnet is in first order changing the beam divergence, respectively the
phase-space correlation, but not changing the beam size. For example, a change in beam
size is then obtained by an additional drift space behind the quadrupole magnet.

In order to approximate the chromatic amplitude of a quadrupole magnet the thin-lens
approximation [4, 96] is considered, which means that the beam size inside the quadrupole
is approximately constant. This is equivalent to the focal length f being much longer than
the magnets length L, f � L. Note, that the quadrupole magnets at LUX are not well
approximated by thin lenses, in particular f ≈ L. However, the thin lens approximation
still allows to find the most dominant dependencies of the chromatic amplitude.

Since β is approximately constant inside the quadrupole, also the change rate of β with
the beam energy ∂β

∂δ is negected. The transport matrix of a thin lens quadrupole in the
focusing plane is given by

Mthin,Q =

(
1 0

−kL 1

)
, (C.2)

where k is the quadrupole focusing strength and f−1 = kL. According to equation 4.12,
α1 behind the quadrupole is

α1 = (kL)β0 + α0 , (C.3)

where index 0 referse to the Courant-Snyder parameters in front of the quadrupole
magnet. Thus the total change in α is

∆α = α1 − α0 = (k L)β0 . (C.4)
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C. Chromatic Amplitude

Accordingly, the total chromatic amplitude introduced by a single quadrupole magnet is
approximately given by

W ≈ kLβ = β/f . (C.5)

Using the relation xrms =
√
βx εx this yields

W ≈ k Lx2rms/εx , (C.6)

and equivalently for the y-axis.
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