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## Introduction

There is no uniform definition of the term quantum group in the literature, but in most cases, it is used for the class of Hopf algebras that may be roughly described as oneparameter deformations of the enveloping algebras of certain Lie algebras - and so do we in this thesis. They were introduced by Drinfeld [Dri85] and Jimbo [Jim85] in order to supply a solution to the quantum Yang-Baxter equation. Since quantum groups are Hopf algebras, the category of their representations is a tensor (also monoidal) category. If the quantum group is in addition quasitriangular, i.e. if an $R$-matrix exist, then the representation category is braided and in the case of finite-dimensional representations even ribbon. Braided categories have many important applications, especially to lowdimensional topology. In particular, ribbon categories give rise to invariants of knots in the Euclidean space $\mathbb{R}^{3}$. Under some additional non-degeneracy conditions one gets modular tensor categories which give rise to non-semisimple topological field theories ([KL01]) or in the case of semi-simplicity one can derive the corresponding ReshetikhinTuraev invariants of 3-manifolds and links in 3-manifolds (cf. [RT91, Tur00, BK01]).

In this thesis we will consider exclusively the so-called small quantum groups $u_{q}(\mathfrak{g})$. They are quotients of the restricted specialization $U_{q}(\mathfrak{g})$, with $q$ a root of unity and $\mathfrak{g}$ a finite-dimensional semi-simple complex Lie algebra, and are finite-dimensional Hopf algebras over the field $\mathbb{C}$ (see Definitions 1.3.6 and 1.3.8 for details). However, these quantum groups are in general not quasitriangular. In the present thesis we construct new (universal) $R$-matrices for these small quantum groups or certain extensions thereof, following an ansatz for the $R$-matrix by Lusztig. The extensions are constructed in the framework of the Lie theoretic input data due to the Lie algebra $\mathfrak{g}$ and are parametrized by lattices $\Lambda$ containing the root lattice $\Lambda_{R}$ and contained in the weight lattice $\Lambda_{W}$ and admit $R$-matrices in many cases where the original small quantum group does not. We find that the existence of solutions for $R$-matrices then depends only on the (finite) fundamental group $\pi_{1}=\Lambda_{W} / \Lambda_{R}$ of $\mathfrak{g}$ and on the order $\ell$ of the root of unity $q$. Especially for the series of quantum groups corresponding to the root system $A_{n}$ a combinatorial theorem about roots of unity was necessary, which is interesting on its own.

Consequently, the cases of quasitriangular small quantum groups offer a source for ribbon categories of their representations.

Before proceeding with a detailed outline of this thesis we give a short overview on the algebraic background for this thesis.

## Quasitriangular Hopf algebras and braided categories

A Hopf algebra $H$ over a field $k$ is an associative, unital $k$-algebra with multiplication $\mu$, unit $\eta$ and the additional structure of a coassociative comultiplication $\Delta: H \rightarrow H \otimes H$, a counit $\varepsilon: H \rightarrow k$ and a $k$-linear homomorphism $S: H \rightarrow H$, called the antipode. Standard references on the subject are the books of Abe [Abe80] and Sweedler [Swe69]. There are some compatibility conditions for the datum $(\mu, \eta, \Delta, \varepsilon, S)$, e.g. that $\Delta$ and $\varepsilon$ are algebra maps. For $H$-modules $U, V$ one can then define an $H$-action on the tensor product by

$$
H \xrightarrow{\Delta} H \otimes H \xrightarrow{\rho_{U} \otimes \rho_{V}} \operatorname{End}(U) \otimes \operatorname{End}(V) \longrightarrow \operatorname{End}(U \otimes V)
$$

with $H$-actions $\rho_{U}, \rho_{V}$ on $U$ and $V$, respectively, and the counit $\varepsilon$ equips the ground field $k$ with a trivial $H$-action. This provides the category $H$-mod of representations of $H$ with the structure of a monoidal category. In addition, one can define an $H$-module structure on the dual representation $V^{*}$ of an $H$-module $V$ by using the antipode. We give two important examples of Hopf algebras. For a group $G$ the group algebra $k[G]$ is a Hopf algebra with coalgebra structure and antipode given by

$$
\Delta(g)=g \otimes g, \quad \varepsilon(g)=1, \quad S(g)=g^{-1}
$$

for all $g \in G$. The universal enveloping algebra $U(\mathfrak{g})$ of a Lie algebra $\mathfrak{g}$ is also a Hopf algebra with

$$
\Delta(x)=1 \otimes x+x \otimes 1, \quad \varepsilon(x)=0, \quad S(x)=-x
$$

on the generators $x \in \mathfrak{g}$.
The structure of a quasitriangular Hopf algebra $H$ is the choice of an $R$-matrix. This invertible element in $H \otimes H$ is an intertwiner for the comultiplication $\Delta$ and the opposed comultiplication $\Delta^{\mathrm{opp}}$. We recall the exact definition.
Definition 1.1.1. The structure of an quasitriangular Hopf algebra $H$ is the choice of an invertible element $R \in H \otimes H$ such that for all $h \in H$

$$
\begin{align*}
\Delta^{\mathrm{opp}}(h) & =R \Delta(h) R^{-1},  \tag{1.1.1}\\
(\Delta \otimes \mathrm{id})(R) & =R_{13} R_{23},  \tag{1.1.2}\\
(\mathrm{id} \otimes \Delta)(R) & =R_{13} R_{12}, \tag{1.1.3}
\end{align*}
$$

with $\Delta^{\mathrm{opp}}(h)=\tau \circ \Delta(h)$, where $\tau: H \otimes H \longrightarrow H \otimes H, a \otimes b \longmapsto b \otimes a$ and $R_{12}=$ $R \otimes 1, R_{23}=1 \otimes R, R_{13}=(\tau \otimes i d)\left(R_{23}\right)=(i d \otimes \tau)\left(R_{12}\right) \in H^{\otimes 3}$. Such an element is called (universal) $R$-matrix of $H$ and we write $(H, R)$ for the quasitriangular Hopf algebra with $R$-matrix $R$.

The quasitriangular structure of an Hopf algebra is in correspondence with the additional structure of a braiding on the corresponding category of modules, i.e. a coherent
natural isomorphism $c: \otimes \rightarrow \otimes^{\mathrm{opp}}$ between the tensor product and the opposed tensor product (fulfilling the hexagon axioms in the case of a non-strict tensor category). Explicitly, this gives for any pair ( $V, W$ ) of objects of the category an isomorphism

$$
c_{V, W}: V \otimes W \rightarrow W \otimes V
$$

which is compatible with morphism in the category. The notion of braided categories was introduced by Joyal and Street [JS93] and the compatibility axioms of a braided category relate to the so-called braid group, hence the term braided. In a strict braided category the following version of the Yang-Baxter equation holds:
$\left(c_{V, W} \otimes i d_{U}\right) \circ\left(i d_{V} \otimes c_{U, W}\right) \circ\left(c_{U, V} \otimes i d_{W}\right)=\left(i d_{W} \otimes c_{U, V}\right) \circ\left(c_{U, W} \otimes i d_{V}\right) \circ\left(i d_{U} \otimes c_{V, W}\right)$
for objects $U, V, W$ and braiding $c$. Thus, a representation of the braid group $B_{n}$ on $n$ strands can be constructed on $V^{\otimes n}$ for every object $V$ in a braided monoidal category. The Yang-Baxter equation was first introduced in physics as a factorization condition of the scattering $S$-matrix in the many-body problem and in work on exactly solvable models in the field of statistical mechanics. It also played an important role in the work of Faddeev and the Leningrad School for the construction of quantum integrable systems [Fad84], coining the term quantum Yang-Baxter equation. As a consequence of the defining relations (1.1.1)-(1.1.3), an $R$-matrix $R$ in a quasitriangular Hopf algebra obeys the following equation

$$
R_{23} R_{13} R_{12}=R_{12} R_{13} R_{23}
$$

which is a version of the quantum Yang-Baxter equation.
Braided categories with two additional structures, duality and twist, are called ribbon categories. In the case of the category $H-\bmod$ of the finite-dimensional representations of a quasitriangular Hopf algebra $H$ the category is ribbon, if a ribbon element $\nu \in$ $H$ exist. Ribbon categories admit a consistent theory of traces of morphisms and dimensions of objects and, in particular, they yield invariants of colored framed graphs and links in the Euclidean space $\mathbb{R}^{3}$ (see e.g. [Tur00]). As we will see below, the quasitriangular small quantum groups provide a source for ribbon categories.

## Quantum groups

The theory of quantum groups was triggered by the work of Drinfeld [Dri85, Dri87] and Jimbo [Jim85] around 1983-85. They may be roughly described as a one parameter deformation $U_{q}(\mathfrak{g})$ of the universal enveloping algebra $U(\mathfrak{g})$ of a semisimple Lie algebra $\mathfrak{g}$. These deformations yield Hopf algebras that are in general neither commutative nor cocommutative. In this thesis we deal exclusively with the case that the parameter $q$ is specialized to a root of unity of order $\ell$ and consider the small quantum group: We follow Lusztig's approach ([Lus88, Lus90, Lus93]) and define the restricted specialization $U_{q}(\mathfrak{g})$ over $\mathbb{C}$ by introducing first the rational form over $\mathbb{Q}(q)$, with indeterminate $q$, and then the integral form over $\mathbb{Z}\left[q, q^{-1}\right]$ with divided powers. The small quantum
group $u_{q}(\mathfrak{g})$, a quotient of the restricted specialization $U_{q}(\mathfrak{g})$ ( $q$ specialized to a root of unity), is a finite-dimensional Hopf algebra over $\mathbb{C}$. In contrast to the generic case, here the representation categories are not semi-simple. Also, the category of modules is in general not braided for even $\ell$, i.e. $u_{q}(\mathfrak{g})$ is not quasitriangular in this cases (see e.g. [KS11] for $\mathfrak{g}=\mathfrak{s l}_{2}$ ).

In the literature one finds two ways to construct a quasitriangular quantum group, closely related to $u_{q}(\mathfrak{g})$ : One can consider slightly smaller quotients, i.e. $K^{e}=1$ for $e$ half the exponent in Lusztig's definition and group-like generators $K$, where one can obtain indeed an $R$-matrix if $\ell$ is prime to the determinant of the Cartan matrix [Ros93]. For some applications however, it is desirable that the quotient is taken precisely with Lusztig's choice (this is the choice $\Lambda^{\prime}=2 \Lambda_{R}^{(\ell)}$ in the notion of Definitions 1.2 .5 and 1.3.8) and one wishes to focus on the even case. On the other hand, for $q$ an even root of unity, some authors consider $R$-matrices up to outer automorphism ([Tan92, Res95]), or quadratic extensions of $u_{q}(\mathfrak{g})$, e.g. explicitly in the case of $u_{q}\left(\mathfrak{s l}_{2}\right)$ in [RT91, FGST06] and more generally in [GW98] for $u_{q}\left(\mathfrak{s l}_{n}\right)$. To our knowledge, prior to this thesis, there was no general result for $\mathfrak{g}$ other than $\mathfrak{s l}_{n}$.

We generalize both approaches (choosing a suitable quotient and constructing an extension) in a Lie theoretic setting and determine all those $R$-matrices that can be obtained through Lusztig's ansatz. We consider extensions $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ of the usual small quantum group $u_{q}(\mathfrak{g})$ for each choice of a lattice $\Lambda_{R} \subset \Lambda \subset \Lambda_{W}$ between root and weight lattice of $\mathfrak{g}$, which corresponds to a choice of a complex connected Lie group associated to the Lie algebra $\mathfrak{g}$, and taking the quotient by the lattice $\Lambda^{\prime} \subset \Lambda_{R}$ (cf. Definition 1.3.8). In particular this includes the quadratic extensions mentioned above. Depending on the data $\mathfrak{g}, q, \Lambda$ (and fixed $\Lambda^{\prime}$ ) we determine all $R$-matrices obtained through Lusztig's ansatz for different variants $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ of $u_{q}(\mathfrak{g})$. In particular we find indeed that for $q$ of even order (or divisible by 4 for multiply-laced $\mathfrak{g}$ ) we get $R$ matrices for (mostly extensions of) Lusztig's original quotient. The main calculations in the present thesis are formulated in terms of certain sublattices of the weight lattice $\Lambda_{W}$. These sublattices depend heavily on the Lie algebras and the roots of unity in question.

Due to its special structure, a quasitriangular quantum group is also ribbon, i.e. it exists a so-called ribbon element in the quantum group. Thus the corresponding category of modules is a ribbon category.

In the following, we shall give a detailed outline of this thesis.

## Outline and Summary

In the first chapter we provide the basic notions used in this thesis. We start by recalling the definition of an $R$-matrix and quasitriangular Hopf algebras. In the second section
we then introduce the Lie theoretic framework, in particular certain sublattices of the weight lattice $\Lambda_{W}$ and root lattice $\Lambda_{R}$ of the Lie algebra $\mathfrak{g}$, e.g. the so-called centralizer Cent ${ }^{[\ell]}\left(\Lambda_{R}\right)$ of $\Lambda_{R}$ in $\Lambda_{W}$ in respect to an integer $\ell$. These sublattices play an important role in the proof of the main Theorem 4.3.1 in Chapter 4. Another essential notion of this thesis is introduced, namely the fundamental group $\pi_{1}=\Lambda_{W} / \Lambda_{R}$ of a Lie algebra. We then define the finite-dimensional quantum groups $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$, for a primitive $\ell$-th root of unity $q$, a finite-dimensional complex Lie algebra $\mathfrak{g}$ and sublattices $\Lambda, \Lambda^{\prime}$ of the weight, resp. root lattice. The different choices of lattices $\Lambda$ give extensions of the usual small quantum group $u_{q}(\mathfrak{g})$ for $\Lambda=\Lambda_{R}$ (and fixed $\Lambda^{\prime}$ ) and correspond to choosing a Lie group associated to the Lie algebra $\mathfrak{g}$. The two extreme cases are for $\Lambda=\Lambda_{R}$ the so-called adjoint form and for $\Lambda=\Lambda_{W}$ the so-called simply-connected form. The lattice $\Lambda^{\prime}$ parametrizes different possible quotients of the restricted specialization $U_{q}(\mathfrak{g}, \Lambda)$.

In the second chapter we review the $R$-matrix ansatz by Lusztig and its modification by Müller [Mül98a, Mül98b]. This ansatz introduces a so-called quasi- $R$-matrix $\Theta \in u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)^{+} \otimes u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)^{-}$, where $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)^{ \pm}$are the Borel parts generated by the E's and F's, respectively (cf. Theorem 2.1.2). The element $\Theta$ is an intertwiner between the comultiplication $\Delta$ and a new comultiplication $\bar{\Delta}$, obtained by conjugating with a certain antilinear involution. This quasi- $R$-matrix is equal to the $R$-matrix $R$ of our ansatz except for an element $R_{0}=\sum_{\mu, \nu \in \Lambda / \Lambda^{\prime}} f(\mu, \nu) K_{\mu} \otimes K_{\nu} \in \mathbb{C}[\Lambda] \otimes \mathbb{C}[\Lambda]$, thus we have $R=R_{0} \bar{\Theta}$. This element $R_{0}$ is an intertwiner for $\bar{\Delta}$ and the opposed comultiplication $\Delta^{\mathrm{opp}}$ and has to fulfill some requirements which result from the defining relations (1.1.1)-(1.1.3) of an $R$-matrix. Müller gives in his dissertation equations for the coefficients $f(\mu, \nu)$ of $R_{0}$ and uses the ansatz $R=R_{0} \bar{\Theta}$ for determining R-matrices for quadratic extensions of $u_{q}\left(\mathfrak{s l}_{n}\right)$. We develop this ansatz further and get a new set of equations for the coefficients of $R_{0}$, which split in two different types. The first type of equations depends only on the fundamental group $\pi_{1}$ of the Lie algebra $\mathfrak{g}$ and will be called group-equation. The second type depends on some sublattices of $\Lambda$, especially on Cent ${ }^{[\ell]}\left(\Lambda_{R}\right)$ and is very sensitive to different choices of $\ell$. This type of equations will be called diamond-equations. In the following chapters we determine all solutions of these equations. To this end, we determine the solutions of the group-equations first and check which of these are solutions to the diamond-equations as well. The solutions of these equations give all $R$-matrices of $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ with arbitrary simple Lie algebra $\mathfrak{g}$, which satisfy the ansatz $R=R_{0} \bar{\Theta}$.

The third chapter is based on the preprint [LN14a]. Here we give all solutions of the group-equations of the $R$-matrix ansatz of Chapter 2. For this we need a theorem about roots of unity, which is the main result of this chapter and is of independent interest.

Theorem 3.2.1. Let $U$ be a non-empty finite set of complex roots of unity and consider for all $k \in \mathbb{Z}$ the power sums $a_{k}:=\sum_{\zeta \in U} \zeta^{k}$. Then all $a_{k}$ are non-negative integers iff $U$ is actually a multiplicative group of roots of unity (i.e. all $N$-th roots of unity for some $N$ ).

Most of Chapter 3 is devoted to the proof of this theorem. First, we introduce a
new combinatorial principle and the proof of Theorem 3.2.1 is along these lines. We then give an alternative proof of this theorem which does not need the aforementioned combinatorial principle. This proof was pointed out to us by Mihalis Kolountzakis. As an application of this theorem we then prove a theorem about so-called Fourier pairs of $\{0,1\}$-matrices (over the group $\left.\mathbb{Z}_{N} \times \mathbb{Z}_{N}\right)$, i.e. a pair of matrices $\left(\varepsilon_{i j}\right)_{1 \leq i, j \leq N},\left(\bar{\varepsilon}_{i j}\right)_{1 \leq i, j \leq N}$ with $\varepsilon_{i j}, \bar{\varepsilon}_{i j} \in\{0,1\}$ for all $i, j$, such that the coefficients $\varepsilon_{i j}$ are the discrete Fourier transforms of the $\bar{\varepsilon}_{i j}$ (and vice versa).
Theorem 3.4.4. All idempotents $e^{(\varepsilon)}$ of the group algebra $\mathbb{C}\left[\mathbb{Z}_{N} \times \mathbb{Z}_{N}\right]$ with $\varepsilon_{i j} \in\{0,1\}$, or equivalently all discrete Fourier pairs $\varepsilon, \bar{\varepsilon}$ of $\{0,1\}$-matrices are either of the form

$$
\varepsilon_{i j}=\delta_{\left(\left.\frac{N}{d} \right\rvert\, i\right)} \delta_{\left(d \left\lvert\, j-t \frac{i}{N / d}\right.\right)}, \quad 0 \leq i, j<N,
$$

for a unique $d \mid N$ and $0 \leq t \leq d-1$ or they are trivial, i.e. $\varepsilon=\bar{\varepsilon}=0$.
Since from a solution of the group-equations certain idempotent equations could be derived, these $\{0,1\}$-matrices, or idempotents of the group algebra $\mathbb{C}\left[\mathbb{Z}_{N} \times \mathbb{Z}_{N}\right]$ respectively, occur in the course of determining the solutions of the group-equations for cyclic fundamental group. We work out these solutions in Example 3.5.5 and Theorem 3.5.6. The solutions in the case of fundamental group $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ are determined by a Maple-calculation which is documented in Appendix A.

The last chapter contains the main results of this thesis and is the gist of the preprint [LN14b]. We first introduce the notion of diamonds of sublattices of $\Lambda_{W}$ (the notion refers to their inclusion relations) and the corresponding diamond-equations. We then examine which of the solutions of the group-equations discussed in Chapter 3 are solutions of the diamond-equations as well. For the case of cyclic fundamental group $\pi_{1}$ we determine in Lemma 4.2.1 all possible solutions of the diamond-equations for a given diamond. In Example 4.2.3 we give all possible diamonds, depending on the Lie theoretic input and on $\ell$. Again, the case of fundamental group $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ (for root systems $D_{2 m}, m \geq 2$ ), is done by a direct calculation. The Section 4.3 contains the main theorem of this thesis. We finally give the solutions for each root system and list all $R$-matrices of the form $R_{0} \bar{\Theta}$ for chosen Lie algebra $\mathfrak{g}$, root of unity $q$ and suitable sublattices $\Lambda, \Lambda^{\prime}$ of the weight lattice.
Theorem 4.3.1. Let $\mathfrak{g}$ be a finite-dimensional simple complex Lie algebra with root lattice $\Lambda_{R}$, weight lattice $\Lambda_{W}$ and fundamental group $\pi_{1}=\Lambda_{W} / \Lambda_{R}$. Let $q$ be an $\ell$-th root of unity, $\ell \in \mathbb{N}, \ell>2$. Then we have the following $R$-matrix of the form $R=R_{0} \bar{\Theta}$, with $\Theta$ as above:

$$
R=\left(\frac{1}{\left|\Lambda / \Lambda^{\prime}\right|} \sum_{(\mu, \nu) \in\left(\Lambda_{1} / \Lambda^{\prime} \times \Lambda_{2} / \Lambda^{\prime}\right)} q^{-(\mu, \nu)} \omega(\bar{\mu}, \bar{\nu}) K_{\mu} \otimes K_{\nu}\right) \cdot \bar{\Theta},
$$

for the quantum group $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ with $\Lambda=\Lambda_{W}$ and $\Lambda_{i}$ the preimage of a certain subgroup $H_{i} \subset \pi_{1}$ in $\Lambda_{W}(i=1,2)$, a certain group-pairing $\omega: H_{1} \times H_{2} \rightarrow \mathbb{C}^{\times}$and $\Lambda^{\prime}=\Lambda_{R}^{[\ell]}$ as in Def. 1.2.5.

In the following table we list for all root systems the following data, depending on $\ell$ : Possible choices of $H_{1}, H_{2}$ (in terms of fundamental weights $\lambda_{k}$ ), the group-pairing $\omega$,
and the number of solutions \#. If the number has a superscript *, we obtain $R$-matrices for Lusztig's original choice of $\Lambda^{\prime}$. For $\mathfrak{g}=D_{n}, 2 \mid n$, with $\pi_{1}=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ we get the only cases $H_{1} \neq H_{2}$ and denote by $\lambda \neq \lambda^{\prime} \in\left\{\lambda_{n-1}, \lambda_{n}, \lambda_{n-1}+\lambda_{n}\right\}$ arbitrary elements of order 2 in $\pi_{1}$.

| $\mathfrak{g}$ | $\ell$ | \# | $H_{i} \cong$ | $H_{i}(i=1,2)$ | $\omega$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} A_{n \geq 1} \\ \pi_{1}=\mathbb{Z}_{n+1} \end{gathered}$ | $\ell$ odd $\ell$ even | * | $\mathbb{Z}_{\text {d }}$ | $\left\langle\frac{n+1}{d} \lambda_{n}\right\rangle \omega\left(\lambda_{n}, \lambda_{n}\right)=\xi_{d}^{k}$, if $d \mid(n+1), 1 \leq k \leq d$ and $\operatorname{gcd}\left(n+1, d \ell, k \ell-\frac{n+1}{d} n\right)=1$ |  |
| $\begin{gathered} B_{n \geq 2} \\ \pi_{1}=\mathbb{Z}_{2} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  |  | 1 | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)=(-1)^{n-1}$ |
|  | $\ell \equiv 2 \bmod 4$ | 2 | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)= \pm 1$ |
|  |  | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$, if $n$ even |
|  | $\begin{gathered} \ell \equiv 0 \bmod 4 \\ \ell \neq 4 \end{gathered}$ | $2^{*}$ | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)= \pm 1$ |
|  |  | $1^{*}$ | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$, if $n$ even |
| $\begin{gathered} C_{n \geq 3} \\ \pi_{1}=\mathbb{Z}_{2} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  |  | 1 | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)=-1$ |
|  | $\ell \equiv 2 \bmod 4$ | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  |  | 1 | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)=(-1)^{n-1}$ |
|  | $\begin{gathered} \ell \equiv 0 \bmod 4 \\ \ell \neq 4 \end{gathered}$ | $2^{*}$ | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)= \pm 1$ |
|  |  | $1^{*}$ | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$, if $n$ even |
| $\begin{gathered} D_{n \geq 4} \\ n \text { even } \\ \pi_{1}=\mathbb{Z}_{2} \times \mathbb{Z}_{2} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  |  | 3 | $\mathbb{Z}_{2}$ | $\langle\lambda\rangle$ | $\omega(\lambda, \lambda)=-1$ |
|  |  | 6 | $\mathbb{Z}_{2} \neq \mathbb{Z}_{2}^{\prime}$ | $\langle\lambda\rangle,\left\langle\lambda^{\prime}\right\rangle$ | $\omega\left(\lambda, \lambda^{\prime}\right)=1$ |
|  |  | 1 | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $\left\langle\lambda_{n-1}, \lambda_{n}\right\rangle$ | $\omega\left(\lambda_{i}, \lambda_{j}\right)=1$ |
|  |  | 1 | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $\left\langle\lambda_{n-1}, \lambda_{n}\right\rangle$ | $\omega\left(\lambda_{i}, \lambda_{j}\right)=-1$ |
|  |  | 2 | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $\left\langle\lambda_{n-1}, \lambda_{n}\right\rangle$ | $\begin{aligned} & \omega\left(\lambda_{n-1}, \lambda_{n-1}\right)= \pm 1 \\ & \omega\left(\lambda_{n-1}, \lambda_{n}\right)=1 \\ & \omega\left(\lambda_{n}, \lambda_{n-1}\right)=1 \\ & \omega\left(\lambda_{n}, \lambda_{n}\right)=\mp 1 \end{aligned}$ |
|  |  | 2 | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $\left\langle\lambda_{n-1}, \lambda_{n}\right\rangle$ | $\begin{aligned} & \omega\left(\lambda_{n-1}, \lambda_{n-1}\right)=-1 \\ & \omega\left(\lambda_{n-1}, \lambda_{n}\right)= \pm 1 \\ & \omega\left(\lambda_{n}, \lambda_{n-1}\right)=\mp 1 \\ & \omega\left(\lambda_{n}, \lambda_{n}\right)=-1 \end{aligned}$ |
|  | $\ell$ even | $16^{*}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $\left\langle\lambda_{n-1}, \lambda_{n}\right\rangle$ | $\omega\left(\lambda_{i}, \lambda_{j}\right) \in\{ \pm 1\}$ |
|  | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | $\{0\}$ | $\omega(0,0)=1$ |
|  |  | 1 | $\mathbb{Z}_{2}$ | $\left\langle 2 \lambda_{n}\right\rangle$ | $\omega\left(2 \lambda_{n}, 2 \lambda_{n}\right)=-1$ |
|  |  | 2 | $\mathbb{Z}_{4}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)= \pm 1$ |
|  | $\ell \equiv 2 \bmod 4$ | 4* | $\mathbb{Z}_{4}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)=c, c^{4}=1$ |


|  | $\ell \equiv 0 \bmod 4$ | 4* | $\mathbb{Z}_{4}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)=c, c^{4}=1$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} E_{6} \\ \pi_{1}=\mathbb{Z}_{3} \end{gathered}$ | $\ell$ odd, $3 \nmid \ell$ | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  |  | 2 | $\mathbb{Z}_{3}$ | $\left\langle\lambda_{6}\right\rangle$ | $\omega\left(\lambda_{6}, \lambda_{6}\right)=1, \exp \left(\frac{2 \pi i}{3}\right)$ |
|  | $\ell$ even, $3 \dagger \ell$ | 1* | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  |  | $2^{*}$ | $\mathbb{Z}_{3}$ | $\left\langle\lambda_{6}\right\rangle$ | $\omega\left(\lambda_{6}, \lambda_{6}\right)=1, \exp \left(2 \frac{2 \pi i}{3}\right)$ |
|  | $\ell$ odd, $3 \mid \ell$ | 3 | $\mathbb{Z}_{3}$ | $\left\langle\lambda_{6}\right\rangle$ | $\omega\left(\lambda_{6}, \lambda_{6}\right)=c, c^{3}=1$ |
|  | $\ell$ even, $3 \mid \ell$ | $3^{*}$ | $\mathbb{Z}_{3}$ | $\left\langle\lambda_{6}\right\rangle$ | $\omega\left(\lambda_{6}, \lambda_{6}\right)=c, c^{3}=1$ |
| $\begin{gathered} E_{7} \\ \pi_{1}=\mathbb{Z}_{2} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  |  | 1 | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{7}\right\rangle$ | $\omega\left(\lambda_{7}, \lambda_{7}\right)=1$ |
|  | $\ell$ even | $2^{*}$ | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{7}\right\rangle$ | $\omega\left(\lambda_{7}, \lambda_{7}\right)= \pm 1$ |
| $\begin{gathered} E_{8} \\ \pi_{1}=\mathbb{Z}_{1} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  | $\ell$ even | $1^{*}$ | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
| $\begin{gathered} F_{4} \\ \pi_{1}=\mathbb{Z}_{1} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | $\{0\}$ | $\omega(0,0)=1$ |
|  | $\ell \equiv 2 \bmod 4$ | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  | $\begin{gathered} \ell \equiv 0 \bmod 4 \\ \quad \ell \neq 4 \end{gathered}$ | $1^{*}$ | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
| $\begin{gathered} G_{2} \\ \pi_{1}=\mathbb{Z}_{1} \end{gathered}$ | $\begin{aligned} & \ell \text { odd } \\ & \ell \neq 3 \end{aligned}$ | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  | $\begin{gathered} \ell \text { even } \\ \ell \neq 4,6 \end{gathered}$ | 1* | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |

Remark. We indicate in which sense our results are not complete:

- Technically, one could even allow $\Lambda_{R} \subset \Lambda \subset \Lambda_{W}^{\vee}$. Here, the lattice $\Lambda_{W}^{\vee}$ has basis $\left\{\tilde{\lambda}_{i}:=2 \lambda_{i} /\left(\alpha_{i}, \alpha_{i}\right) \mid i \in I\right\}$ with fundamental dominant weights $\lambda_{i}$, thus $\left(\tilde{\lambda}_{i}, \alpha_{j}\right)=\delta_{i j}$. In this case one could get additional $R$-matrices for further extensions $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$, corresponding to $\Lambda$ with $\Lambda_{W} \subset \Lambda \subset \Lambda_{W}^{\vee}$.
- Our assumption $\Lambda^{\prime} \subset \operatorname{Cent}^{[\ell]}\left(\Lambda_{W}\right) \cap \Lambda_{R}$ was to simplify calculations and prove uniqueness. In general $\Lambda^{\prime} \in \operatorname{Cent}^{[\ell]}(\Lambda)$ would suffice (and could yield more solutions), but one would have to deal with possible 2-cocycles in $H^{2}\left(\Lambda / \Lambda^{\prime}, \pi_{1}\right)$ in Lemma 2.2.1.
- Then, one could ask in general whether all $R$-matrices are necessarily given by Lusztig's ansatz and hence of our form.
- We also do not answer the question whether different $R$-matrices give equivalent quasitriangular structures for a given quantum group $u=u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ in the sense of Definition 1.1.3, nor have we investigated which quasitriangular quantum groups $(u, R)$ and $\left(u^{\prime}, R^{\prime}\right)$ might give equivalent braided tensor categories $\mathcal{C}(u, R) \cong \mathcal{C}\left(u^{\prime}, R^{\prime}\right)$ of their representations.

This thesis is based on the following preprints:

Chapter 3: S. Lentner and D. Nett. A theorem on roots of unity and a combinatorial principle. Preprint (2014), arXiv:1409.5822.

Chapters 2, 4: S. Lentner and D. Nett. New R-matrices for small quantum groups. Preprint (2014), arXiv:1409.5824.
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## Chapter 1

## Preliminaries and Motivation

In this preliminary chapter we will recall some basic algebraic notions. We start by introducing the notion of an $R$-matrix and quasitriangular Hopf algebra. The quasitriangular Hopf algebra are in correspondence to the structure of a braiding on their representation categories. In the second section we collect the relevant Lie theoretical prerequisites. These are the main ingredients for defining the quantum groups in the last section. In particular, we introduce some sublattices of the weight lattice of the Lie algebra which play in crucial role in the $R$-matrix ansatz we choose in this thesis.

## 1.1. $R$-matrices and quasitriangular Hopf algebras

We introduce the notion of a quasitriangular Hopf algebra $H$ and the connection to the structure of a braiding on its representation category $H-\bmod$. For precise definitions of the categorial terms we refer the reader to the Appendix B.

One reason why braided tensor categories are interesting is that in such a category a version of the Yang-Baxter equation holds. Let $U, V, W$ be objects in a (strict) braided tensor category. Then the following identity holds:

$$
\left(c_{V, W} \otimes i d_{U}\right) \circ\left(i d_{V} \otimes c_{U, W}\right) \circ\left(c_{U, V} \otimes i d_{W}\right)=\left(i d_{W} \otimes c_{U, V}\right) \circ\left(c_{U, W} \otimes i d_{V}\right) \circ\left(i d_{U} \otimes c_{V, W}\right)
$$

This leads to the questions what kind of structure in a Hopf algebra $H$ induces the structure of a braiding on its representation category, and hence gives a solution of the Yang-Baxter equation. In the following, $H=(H, \mu, \eta, \Delta, \varepsilon, S)$ is a Hopf algebra with product $\mu$, unit $\eta$, coproduct $\Delta$, counit $\varepsilon$ and antipode $S$. We now recall the definition of an (universal) $R$-matrix and with that the notion of an quasitriangular Hopf algebra.

Definition 1.1.1. The structure of an quasitriangular Hopf algebra $H$ is the choice of an invertible element $R \in H \otimes H$ such that for all $h \in H$

$$
\begin{align*}
\Delta^{\mathrm{opp}}(h) & =R \Delta(h) R^{-1}  \tag{1.1.1}\\
(\Delta \otimes \mathrm{id})(R) & =R_{13} R_{23}  \tag{1.1.2}\\
(\mathrm{id} \otimes \Delta)(R) & =R_{13} R_{12} \tag{1.1.3}
\end{align*}
$$

with $\Delta^{\mathrm{opp}}(h)=\tau \circ \Delta(h)$, where $\tau: H \otimes H \longrightarrow H \otimes H, a \otimes b \longmapsto b \otimes a$ and $R_{12}=$ $R \otimes 1, R_{23}=1 \otimes R, R_{13}=(\tau \otimes \mathrm{id})\left(R_{23}\right)=(i d \otimes \tau)\left(R_{12}\right) \in H^{\otimes 3}$. Such an element is called an (universal) $R$-matrix of $H$ and we write ( $H, R$ ) for the quasitriangular Hopf algebra with $R$-matrix $R$.

In Sweedler notation, we write $R=R_{(1)} \otimes R_{(2)}$ and with that $R_{12}=R_{(1)} \otimes R_{(2)} \otimes 1$, and so on. In the following we mean by $R$-matrix always universal $R$-matrix and omit the epithet.

The following theorem gives the correspondence between quasitriangular Hopf algebras and their braided representation categories.
Theorem 1.1.2 (cf. [Kas95], Prop. XIII.1.4). Let $(H, \mu, \nu, \Delta, \varepsilon)$ be a bialgebra (with multiplication $\mu$, unit $\nu$, comultiplication $\Delta$ and counit $\varepsilon$ ). The monoidal category $H-\bmod$ is braided, if and only if $H$ is quasitriangular.

For a quasitriangular Hopf algebra $H$ with $R$-matrix $R$, the braiding on $H-\bmod$ is given by

$$
\begin{align*}
c_{U, V}^{R}: U \otimes V & \rightarrow V \otimes U,  \tag{1.1.4}\\
u \otimes v & \mapsto \tau_{U, V}(R \cdot(u \otimes v))=R_{(2)} \cdot v \otimes R_{(1)} \cdot u
\end{align*}
$$

for all pairs $U, V \in H-\bmod$. Conversely, if the category $H-\bmod$ is endowed with a braiding $c$, then the element

$$
R:=\tau_{H, H}\left(c_{H, H}\left(1_{H} \otimes 1_{H}\right)\right) \in H \otimes H
$$

is an $R$-matrix for $H$.
For quasitriangular Hopf algebras $H, H^{\prime}$ with $R$-matrices $R$ and $R^{\prime}$ respectively, one can ask when the corresponding representation categories, denoted by $\mathcal{C}(H, R)$ and $\mathcal{C}\left(H^{\prime}, R^{\prime}\right)$, are equivalent as braided monoidal categories. This is in general very hard to answer. The following definition introduces a notion of equivalent quasitriangular structures on Hopf algebras.
Definition 1.1.3. (1) If $(H, R)$ and $\left(H^{\prime}, R^{\prime}\right)$ are quasitriangular Hopf algebras, then they are isomorphic as quasitriangular Hopf algebras if there exists a Hopf algebra isomorphism $f: H \rightarrow H^{\prime}$ such that $R^{\prime}=(f \otimes f)(R)$.
(2) Two quasitriangular structures $R, R^{\prime}$ on a Hopf algebra $H$ are equivalent if $(H, R) \cong$ ( $H, R^{\prime}$ ) as quasitriangular Hopf algebras.

It is an easy implication that for two isomorphic quasitriangular Hopf algebras ( $H, R$ ) and ( $H^{\prime}, R^{\prime}$ ) the corresponding representation categories $\mathcal{C}(H, R)$ and $\mathcal{C}\left(H^{\prime}, R^{\prime}\right)$ are equivalent as braided tensor categories.

Finally, we introduce the notion of a factorizable Hopf algebra. For an $R$-matrix $R=R_{(1)} \otimes R_{(2)} \in H \otimes H$ we define the invertible element

$$
Q:=\tau(R) R=R_{(2)} R_{(1)} \otimes R_{(1)} R_{(2)}
$$

This element in $H \otimes H$ is called monodromy element and we write $Q=Q_{(1)} \otimes Q_{(2)}$.

Definition 1.1.4 (cf. [RSTS88]). The quasitriangular Hopf algebra $(H, R)$ is called factorizable if the map

$$
\Phi_{R}: H^{*} \rightarrow H, f \mapsto \mu \circ\left(i d_{H} \otimes f\right)(\tau(R) R)=Q_{(1)} f\left(Q_{(2)}\right)
$$

is an isomorphism of vector spaces.
The following remark explains the word factorizable and translates this property of the quasitriangular Hopf algebra into a condition on the $R$-matrix.

Remark 1.1.5. Let $H$ be a factorizable quasitriangular Hopf algebra with $R$-matrix $R$ and monodromy element $Q=\tau(R) R$. Then there exist basis $\left(b_{i}\right)_{i \in I}$ and $\left(c_{i}\right)_{i \in I}$ of $H$, such that $Q=\sum_{i \in I} b_{i} \otimes c_{i}$.

Again, we do not answer the question, whether the small quantum groups with the $R$-matrices in Theorem 4.3.1 are factorizable. This problem is of special interest since factorizable quantum groups give rise to modular tensor categories, which play an important role in the Reshetikhin-Turaev construction of three-dimensional extended topological field theories.

### 1.2. Lie Theory

At first, we will collect the Lie theoretic prerequisites. We assume a general knowledge of Lie theory and always assume the Lie algebra being a finite-dimensional, semisimple complex Lie algebra. As a general reference we refer to the book of Humphreys [Hum72].

Let $\mathfrak{g}$ be a finite-dimensional, semisimple complex Lie algebra with a choice of simple roots $\alpha_{i}$, indexed by $i \in I,|I|=: n$, set of roots $\Phi$ and set of positive roots $\Phi^{+}$. Denote the Killing form by (,-- ), normalized such that $(\alpha, \alpha)=2$ for the short roots $\alpha$. The Cartan matrix of $\mathfrak{g}$ is given by

$$
a_{i j}=\left\langle\alpha_{i}, \alpha_{j}\right\rangle=2 \frac{\left(\alpha_{i}, \alpha_{j}\right)}{\left(\alpha_{i}, \alpha_{i}\right)}
$$

For a root $\alpha$ we introduce $d_{\alpha}:=(\alpha, \alpha) / 2$ with $d_{\alpha} \in\{1,2,3\}$. Especially, $d_{i}:=d_{\alpha_{i}}$ and in this notation $\left(\alpha_{i}, \alpha_{j}\right)=d_{i} a_{i j}$. The fundamental dominant weights $\lambda_{i}, i \in I$, are given by the condition $2\left(\alpha_{i}, \lambda_{j}\right) /\left(\alpha_{i}, \alpha_{i}\right)=\delta_{i j}$, hence the Cartan matrix expresses the change of basis from roots to weights. By inverting the Cartan matrix the fundamental weights are expressed in the basis of simple roots. This can be found in [Hum72], Section 13.2, and we will use this in the case-by-case proof of our main result Theorem 4.3.1.

Definition 1.2.1. The root lattice $\Lambda_{R}=\Lambda_{R}(\mathfrak{g})$ of the Lie algebra $\mathfrak{g}$ is the abelian $\operatorname{group}$ with $\operatorname{rank} \operatorname{rank}\left(\Lambda_{R}\right)=\operatorname{rank}(\mathfrak{g})=|I|$, generated by the simple roots $\alpha_{i}, i \in I$.

Definition 1.2.2. The weight lattice $\Lambda_{W}=\Lambda_{W}(\mathfrak{g})$ of the Lie algebra $\mathfrak{g}$ is the abelian group with $\operatorname{rank} \operatorname{rank}\left(\Lambda_{W}\right)=\operatorname{rank}(\mathfrak{g})$, generated by the fundamental dominant weights $\lambda_{i}, i \in I$.

The Killing form induces an integral pairing of abelian groups, turning $\Lambda_{R}$ into an integral lattice. It is standard fact of Lie theory (cf. [Hum72], Section 13.1) that the root lattice is contained in the weight lattice. Moreover it is known that the pairing on $\Lambda_{R}$ can be extended to a integral pairing $(-,-): \Lambda_{W} \times \Lambda_{R} \rightarrow \mathbb{Z}$.

Furthermore, it is an elementary fact about lattices that $\Lambda_{W} / \Lambda_{R}$ is a finite group. We give a definition for this important abelian group.

Definition 1.2.3. Let $\Lambda_{W}$ the weight lattice and $\Lambda_{R}$ the root lattice of the Lie algebra $\mathfrak{g}$. The finite abelian group $\Lambda_{W} / \Lambda_{R}$ is called the fundamental group of $\mathfrak{g}$.

Remark 1.2.4. There is a one-to-one correspondence (up to isomorphism) between the set of semi-simple complex Lie algebras and the set of connected compact Lie groups with trivial center. For a Lie algebra $\mathfrak{g}$, the fundamental group $\pi_{1}(G)$ of the corresponding Lie group $G$, i.e. the first homotopy group of $G$, coincides with the fundamental group $\pi_{1}$ of the Lie algebra $\mathfrak{g}$ as defined in Definition 1.2.3.

We define some important sublattices of $\Lambda_{R}$ and $\Lambda_{W}$.
Definition 1.2.5. Let $\Lambda_{R}, \Lambda_{W}$ the root, resp. weight lattice of the Lie algebra $\mathfrak{g}$ with generators $\alpha_{i}$, resp. $\lambda_{i}$, for $i \in I$.
(i) Following Lusztig, we define $\ell_{i}:=\ell / \operatorname{gcd}\left(\ell, 2 d_{i}\right)$, which is the order of $q^{2 d_{i}}$, where $q$ is a primitive $\ell$-th root of unity. More generally, we define for any root $\ell_{\alpha}:=$ $\ell / \operatorname{gcd}\left(\ell, 2 d_{\alpha}\right)$. For any positive integer $\ell$, the $\ell$-lattice $\Lambda_{R}^{(\ell)}$, resp. $\Lambda_{W}^{(\ell)}$, is defined as

$$
\begin{equation*}
\Lambda_{R}^{(\ell)}=\left\langle\ell_{i} \alpha_{i}, i \in I\right\rangle \quad \text { resp. } \quad \Lambda_{W}^{(\ell)}=\left\langle\ell_{i} \lambda_{i}, i \in I\right\rangle \tag{1.2.1}
\end{equation*}
$$

(ii) For any positive integer $\ell$, the lattice $\Lambda_{R}^{[\ell]}$, resp. $\Lambda_{W}^{[\ell]}$, is defined as

$$
\begin{equation*}
\Lambda_{R}^{[\ell]}=\left\langle\frac{\ell}{\operatorname{gcd}\left(\ell, d_{i}\right)} \alpha_{i}, i \in I\right\rangle, \quad \text { resp. } \quad \Lambda_{W}^{[\ell]}=\left\langle\frac{\ell}{\operatorname{gcd}\left(\ell, d_{i}\right)} \lambda_{i}, i \in I\right\rangle . \tag{1.2.2}
\end{equation*}
$$

Definition 1.2.6. For sublattices $\Lambda_{1}, \Lambda_{2} \subset \Lambda_{W}$ with $\Lambda_{2} \subset \Lambda_{1}$ we define the sublattice $\operatorname{Cent}_{\Lambda_{1}}^{[\ell]}\left(\Lambda_{2}\right)=\left\{\eta \in \Lambda_{1} \mid(\eta, \lambda) \in \ell \mathbb{Z} \forall \lambda \in \Lambda_{2}\right\}$. In the situation $\Lambda_{1}=\Lambda_{W}$ and for a fixed $\ell$ we simply write $\operatorname{Cent}_{\Lambda_{W}}^{[\ell]}\left(\Lambda_{2}\right)=\operatorname{Cent}^{[\ell]}\left(\Lambda_{2}\right)$. If $\ell$ is fixed, we also write $\operatorname{Cent}\left(\Lambda_{2}\right)$.

Especially, the set $\left\langle K_{\eta} \mid \eta \in \operatorname{Cent}\left(\Lambda_{R}\right)\right\rangle$ consists of the central group elements of the quantum group $U_{q}\left(\mathfrak{g}, \Lambda_{W}\right)$, cf. Section 1.3.

We now calculate the centralizer in two special cases, which become relevant later.
Lemma 1.2.7. For a Lie algebra $\mathfrak{g}$ we have $\operatorname{Cent}^{[\ell]}\left(\Lambda_{R}\right)=\Lambda_{W}^{[\ell]}$. We call the elements of $\operatorname{Cent}\left(\Lambda_{R}\right)(\ell-)$ central weights.

Proof. Let $\lambda=\sum_{j \in I} m_{j} \lambda_{j} \in \Lambda_{W}$ with fundamental weights $\lambda_{i}$ and $m_{i} \in \mathbb{Z}$. For a simple root $\alpha_{i}$ we have $\left(\alpha_{i}, \lambda\right)=\left(\alpha_{i}, \sum_{j \in I} m_{j} \lambda_{j}\right)=d_{i} m_{i}$. Thus, $\lambda$ is central weight if $\ell \mid d_{i} m_{i}$ for all $i$, hence $\left(\ell / \operatorname{gcd}\left(\ell, d_{i}\right)\right) \mid m_{i}$ for all $i$.

The same calculation gives the following lemma.
Lemma 1.2.8. For a Lie algebra $\mathfrak{g}$ we have $\operatorname{Cent}^{[l]}\left(\Lambda_{W}\right) \cap \Lambda_{R}=\Lambda_{R}^{[\ell]}$.

### 1.3. Quantum groups

For a primitive $\ell$-th root of unity $q$, a finite-dimensional complex simple Lie algebra $\mathfrak{g}$, lattices $\Lambda, \Lambda^{\prime}$ with $\Lambda_{R} \subset \Lambda \subset \Lambda_{W}$ and $2 \Lambda_{R}^{(\ell)} \subset \Lambda^{\prime} \subset \operatorname{Cent}^{[\ell]}\left(\Lambda_{W}\right) \cap \Lambda_{R}$, we aim to define the finite-dimensional complex quantum group $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$, also called small quantum group. Here, we use the term quantum group for certain quasitriangular Hopf algebras. Quantum groups were introduced around 1983-1985 by V. Drinfeld and M. Jimbo, [Dri85] and [Jim85], an may be roughly described as one-parameter deformations of the enveloping algebras of semisimple Lie algebras. We construct $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ by using rational and integral forms of the deformed universal enveloping algebra $U_{q}(\mathfrak{g})$ for an indeterminate $q$. In the following we give the definitions of the quantum groups, following the lines of [Len14]. The different choices of $\Lambda$ are already in [Lus93], Sec. 2.2. We shall give a dictionary to translate Lusztig's notation to the one used in this thesis.

We start with a technical definition of quantum numbers.
Definition 1.3.1. For $q$ an indeterminate and $n \leq k \in \mathbb{N}_{0}$ we define

$$
[n]_{q}:=\frac{q^{n}-q^{-n}}{q-q^{-1}} \quad[n]_{q}!:=[1]_{1}[2]_{q} \ldots[n]_{q} \quad\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}:= \begin{cases}\frac{[n]_{q}!}{[k]_{q}![n-k]_{q}!}, & 0 \leq k \leq n, \\
0, & \text { else } .\end{cases}
$$

Note, that $[n]_{q}$ and $\left[\begin{array}{l}n \\ k\end{array}\right]_{q}$ are polynomials in $\mathbb{Q}\left[q, q^{-1}\right]$ and we can specialize the indeterminate $q$ to an arbitrary value in $\mathbb{C}^{\times}$. We now give the definition of the rational form $U_{q}^{\mathbb{Q}(q)}(\mathfrak{g}, \Lambda)$ for an indeterminate $q$, which is a Hopf algebra over the field $\mathbb{Q}(q)$. The different choices of a sublattice $\Lambda$ between the weight lattice $\Lambda_{W}$ and the root lattice $\Lambda_{R}$ of $\mathfrak{g}$ corresponds to choosing a Lie group associated to the Lie algebra $\mathfrak{g}$. We call the two extreme cases $\Lambda=\Lambda_{W}$ the simply-connected form and $\Lambda=\Lambda_{R}$ the adjoint form. For this, we refer the reader to [CP94], Section 9.1, or [Lus93]. The classical case $\Lambda=\Lambda_{R}$ is also in [Jan07] II, H. 2 and H. 3 .

Definition 1.3.2. Let $q$ be an indeterminate. For each abelian group $\Lambda$ with $\Lambda_{R} \subset$ $\Lambda \subset \Lambda_{W}$ we define the rational form $U_{q}^{\mathbb{Q}(q)}(\mathfrak{g}, \Lambda)$ over the ring of rational functions $\mathbb{k}=\mathbb{Q}(q)$ as follows:

As an algebra, let $U_{q}^{\mathbb{Q}(q)}(\mathfrak{g}, \Lambda)$ be generated by the group ring $\mathbb{k}[\Lambda]$, spanned by $K_{\Lambda}$, $\lambda \in \Lambda$, and additional generators $E_{\alpha_{i}}, F_{\alpha_{i}}$, for each simple root $\alpha_{i}, i \in I$, with relations:

$$
\begin{gather*}
K_{\lambda} E_{\alpha_{i}} K_{\lambda}^{-1}=q^{\left(\lambda, \alpha_{i}\right)} E_{\alpha_{i}},  \tag{1.3.1}\\
K_{\lambda} F_{\alpha_{i}} K_{\lambda}^{-1}=q^{-\left(\lambda, \alpha_{i}\right)} F_{\alpha_{i}},  \tag{1.3.2}\\
E_{\alpha_{i}} F_{\alpha_{j}}-F_{\alpha_{j}} E_{\alpha_{i}}=\delta_{i j} \frac{K_{\alpha_{i}}-K_{\alpha_{i}}^{-1}}{q_{\alpha_{i}}-q_{\alpha_{i}}^{-1}}, \tag{1.3.3}
\end{gather*}
$$

and Serre relations for any $i \neq j \in I$

$$
\begin{align*}
& \sum_{r=0}^{1-a_{i j}}(-1)^{r}\left[\begin{array}{c}
1-a_{i j} \\
r
\end{array}\right]_{q_{i}} \quad E_{\alpha_{i}}^{1-a_{i j}-r} E_{\alpha_{j}} E_{\alpha_{i}}^{r}=0,  \tag{1.3.4}\\
& \sum_{r=0}^{1-a_{i j}}(-1)^{r}\left[\begin{array}{c}
1-a_{i j} \\
r
\end{array}\right]_{\bar{q}_{i}} F_{\alpha_{i}}^{1-a_{i j}-r} F_{\alpha_{j}} F_{\alpha_{i}}^{r}=0, \tag{1.3.5}
\end{align*}
$$

where $\bar{q}:=q^{-1}$, the $q_{i}$ are defined by $q_{i}:=q^{d_{i}}$, i.e. $q^{\left(\alpha_{i}, \alpha_{j}\right)}=\left(q^{d_{i}}\right)^{a_{i j}}=q_{i}^{a_{i j}}$, and the quantum binomial coefficients as defined in Definition 1.3.1.

To define the structure of a coalgebra, let the coproduct $\Delta$, the counit $\varepsilon$ and the antipode $S$ be defined on the group-Hopf-algebra $\mathbb{k}[\Lambda]$ as usual

$$
\Delta\left(K_{\lambda}\right)=K_{\lambda} \otimes K_{\lambda}, \quad \varepsilon\left(K_{\lambda}\right)=1, \quad S\left(K_{\lambda}\right)=K_{\lambda}^{-1}=K_{-\lambda}
$$

and on the generator $E_{\alpha_{i}}, F_{\alpha_{i}}$, for each simple root $\alpha_{i}, i \in I$ as follows

$$
\begin{aligned}
\Delta\left(E_{\alpha_{i}}\right)=E_{\alpha_{i}} \otimes K_{\alpha_{i}}+1 \otimes E_{\alpha_{i}}, & \Delta\left(F_{\alpha_{i}}\right)=F_{\alpha_{i}} \otimes 1+K_{\alpha_{i}}^{-1} \otimes F_{\alpha_{i}}, \\
\varepsilon\left(E_{\alpha_{i}}\right)=0, & \varepsilon\left(F_{\alpha_{i}}\right)=0, \\
S\left(E_{\alpha_{i}}\right)=-E_{\alpha_{i}} K_{\alpha_{i}}^{-1}, & S\left(F_{\alpha_{i}}\right)=-K_{\alpha_{i}} F_{\alpha_{i}} .
\end{aligned}
$$

This definition can also be found in Lusztig's book [Lus93], Section 3.1. In order to translate Lusztig's notation to the one used here, one has to match the terms in the following way

| Lusztig's notation | notation used here |
| :---: | :---: |
| Index set $I$ | simple roots $\left\{\alpha_{i} \mid i \in I\right\}$ |
| $X$ | root lattice $\Lambda_{R}$ |
| $Y$ | a lattice $\Lambda_{R} \subset \Lambda \subset \Lambda_{W}$ |
| $i^{\prime} \in X$ | $\alpha_{i}$ |
| $i \in Y$ | $\frac{\alpha_{i}}{d_{\alpha_{i}}}=\alpha_{i}^{\vee}$ coroot |
| $i \cdot j, i, j \in \mathbb{Z}[I]$ | $\left(\alpha_{i}, \alpha_{j}\right)$ |
| $\left\langle i, j^{\prime}\right\rangle=2 \frac{i \cdot j}{i \cdot i \cdot}, i \in Y, j^{\prime} \in X$ | $\left\langle\alpha_{i}, \alpha_{j}\right\rangle$ |
| $K_{i}$ | $K_{\alpha_{i}^{\vee}}$ |
| $\tilde{K}_{i}=K_{\frac{i \cdot i}{2} i}$ | $K_{\alpha_{i}}$ |

Theorem 1.3.3 (cf. [Len14], Theorem 3.3). The rational form $U_{q}^{\mathbb{Q}(q)}(\mathfrak{g}, \Lambda)$ of Definition 1.3.2 is a Hopf algebra over the field $\mathbb{k}=\mathbb{Q}(q)$.

Moreover, we have a triangular decomposition: Consider the subalgebras $U_{q}^{\mathbb{Q}(q),+}$, generated by the $E_{\alpha_{i}}$, and $U_{q}^{\mathbb{Q}(q),-}$, generated by the $F_{\alpha_{i}}$, and $U_{q}^{\mathbb{Q}(q), 0}=\mathbb{k}[\Lambda]$, spanned by the $K_{\lambda}$. Then the multiplication in $U_{q}^{\mathbb{Q}(q)}=U_{q}^{\mathbb{Q}(q)}(\mathfrak{g}, \Lambda)$ induces an isomorphism of vector spaces:

$$
U_{q}^{\mathbb{Q}(q),+} \otimes U_{q}^{\mathbb{Q}(q), 0} \otimes U_{q}^{\mathbb{Q}(q),-} \xrightarrow{\cong} U_{q}^{\mathbb{Q}(q)} .
$$

To obtain from $U_{q}^{\mathbb{Q}(q)}(\mathfrak{g}, \Lambda)$ a well-defined Hopf algebra by specializing $q$ to an root of unity in $\mathbb{C}^{\times}$, we have to define the (restricted) integral form $U_{q}^{\mathbb{Z}\left[q, q^{-1}\right]}(\mathfrak{g}, \Lambda)$ of $U_{q}^{\mathbb{Q}(q)}(\mathfrak{g}, \Lambda)$. This is an $\mathcal{A}=\mathbb{Z}\left[q, q^{-1}\right]$-subalgebra $U_{\mathcal{A}}$ of $U_{q}^{\mathbb{Q}(q)}(\mathfrak{g}, \Lambda)$, such that the extensions of scalar $U_{\mathcal{A}} \otimes_{\mathbb{Z}\left[q, q^{-1]}\right.} \mathbb{Q}(q)$ gives an isomorphism to $U_{q}^{\mathbb{Q}(q)}(\mathfrak{g}, \Lambda)$.

Definition 1.3.4. The so-called restricted integral form $U_{q}^{\mathbb{Z}\left[q, q^{-1}\right]}(\mathfrak{g}, \Lambda)$ is generated as a $\mathbb{Z}\left[q, q^{-1}\right]$-algebra by $K_{\lambda}^{ \pm 1}, \lambda \in \Lambda$, and the following elements in $U_{q}^{\mathbb{Q}(q), \pm}(\mathfrak{g}, \Lambda)$, called divided powers:

$$
E_{\alpha}^{(r)}:=\frac{E_{\alpha}^{r}}{\prod_{s=1}^{r} \frac{q_{\alpha}^{s}-q_{\alpha}^{-s}}{q_{\alpha}-q_{\alpha}^{-1}}}, \quad F_{\alpha}^{(r)}:=\frac{F_{\alpha}^{r}}{\prod_{s=1}^{r} \frac{\bar{q}_{\alpha}^{s}-\bar{q}_{\alpha}^{-s}}{\bar{q}_{\alpha}-\bar{q}_{\alpha}^{-1}}}, \quad \text { for all } \alpha \in \Phi^{+}, r>0,
$$

and by the following elements in $U_{q}^{\mathbb{Q}(q)}(\mathfrak{g}, \Lambda)^{0}$ :

$$
K_{\alpha_{i}}^{(r)}=\left[\begin{array}{c}
K_{\alpha_{i}} ; 0 \\
r
\end{array}\right]:=\prod_{s=1}^{r} \frac{K_{\alpha_{i}} q_{\alpha_{i}}^{1-s}-K_{\alpha_{i}}^{-1} q_{\alpha_{i}}^{s-1}}{q_{\alpha_{i}}^{s}-q_{\alpha_{i}}^{-s}}, \quad i \in I
$$

Theorem 1.3.5 (cf. [Len14], Theorem 3.7). The restricted integral form $U_{q}^{\mathbb{Z}\left[q, q^{-1}\right]}(\mathfrak{g}, \Lambda)$ is a Hopf algebra over the ring $\mathbb{Z}\left[q, q^{-1}\right]$ and is an integral form for $U_{q}^{\mathbb{Q}(q)}(\mathfrak{g}, \Lambda)$.

We now define the restricted specialization $U_{q}(\mathfrak{g}, \Lambda)$, by specializing to a specific choice $q \in \mathbb{C}^{\times}$. This is a complex Hopf algebra.

Definition 1.3.6. The infinite-dimensional Hopf algebra $U_{q}(\mathfrak{g}, \Lambda)$ is defined by

$$
U_{q}(\mathfrak{g}, \Lambda):=U_{q}^{\mathbb{Z}\left[q, q^{-1}\right]}(\mathfrak{g}, \Lambda) \otimes_{\mathbb{Z}\left[q, q^{-1}\right]} \mathbb{C}_{q},
$$

where $\mathbb{C}_{q}=\mathbb{C}$ with the $\mathbb{Z}\left[q, q^{-1}\right]$-module structure defined by the specific value $q \in \mathbb{C}^{\times}$. We call $U_{q}(\mathfrak{g}, \Lambda)$ the restricted specialization.

From now on, $q$ will be a primitive $\ell$-th root of unity in $\mathbb{C}^{\times}$. We make an explicit choice.

Convention 1.3.7. Let $\ell>1$. In the following, $q$ is an $\ell$-th root of unity in $\mathbb{C}^{\times}$. We fix $q=\exp \left(\frac{2 \pi i}{\ell}\right)$ and for $a \in \mathbb{R}$ we set $q^{a}=\exp \left(\frac{2 \pi i a}{\ell}\right)$.

We finally introduce the small quantum group $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$. For $\ell$ odd and not equal to 3 in the case $\mathfrak{g}=G_{2}$, Lusztig described in [Lus90], Theorem 8.10 a homomorphism of Hopf algebras, which he called Frobenius homomorphism:

$$
U_{q}(\mathfrak{g}) \rightarrow U(\mathfrak{g})
$$

Here, $U(\mathfrak{g})$ is the classical universal enveloping algebra of $\mathfrak{g}$ and $U_{q}(\mathfrak{g})$ the restricted specialization (for $\Lambda=\Lambda_{R}$ ) from above. The kernel of this homomorphism turned out to be a finite-dimensional Hopf algebra $u_{q}^{\mathcal{L}}(\mathfrak{g})$, the so-called Frobenius-Lusztig kernel. However, this Hopf algebra does not (always) coincide with the usual description of the small quantum group $u_{q}(\mathfrak{g})$ in terms of generators and relations, which we will give below. In [Len14], Theorem 5.4, the connection between these two Hopf algebras is given. We will use this result later to provide solutions of the $R$-matrix ansatz in Section 2.1, even in the cases of small order $\ell$.

Definition 1.3.8. Let $\mathfrak{g}$ be a finite-dimensional complex simple Lie algebra with root system $\Phi$ and assume $\operatorname{ord}\left(q^{2}\right)>d_{\alpha}$ for all $\alpha \in \Phi$. For lattices $\Lambda, \Lambda^{\prime}$ with $\Lambda_{R} \subset \Lambda \subset \Lambda_{W}$ and $2 \Lambda_{R}^{(\ell)} \subset \Lambda^{\prime} \subset \operatorname{Cent}^{[\ell]}\left(\Lambda_{W}\right) \cap \Lambda_{R}$, we define the small quantum group $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ as the algebra $U_{q}(\mathfrak{g}, \Lambda)$ from Definition 1.3.6, generated by $K_{\lambda}$ for $\lambda \in \Lambda$ and $E_{\alpha}, F_{\alpha}$ with $\ell_{\alpha}>1, \alpha \in \Phi^{+}$not necessarily simple, together with the relations

$$
E_{\alpha}^{\ell_{\alpha}}=0, \quad F_{\alpha}^{\ell_{\alpha}}=0 \quad \text { and } \quad K_{\lambda}=1 \text { for } \lambda \in \Lambda^{\prime}
$$

The coalgebra structure is again given as in Definition 1.3.2. This is a finite dimensional Hopf algebra of dimension

$$
\left|\Lambda / \Lambda^{\prime}\right| \prod_{\alpha \in \Phi^{+}, \ell_{\alpha}>1} \ell_{\alpha}^{2} .
$$

The fact, that this gives a Hopf algebra for $\Lambda^{\prime}=2 \Lambda_{R}^{(\ell)}$ is shown in Lusztig, [Lus90], Sec. 8.

We fix the assumption on $\Lambda^{\prime}$.
Assumption 1.3.9. We assume for the sublattice $\Lambda^{\prime} \subset \Lambda_{W}$ in the following that

$$
2 \Lambda_{R}^{(\ell)} \subset \Lambda^{\prime} \subset \operatorname{Cent}\left(\Lambda_{W}\right) \cap \Lambda_{R}
$$

holds.

## Chapter 2

## An ansatz for $R$-matrices

The goal of this thesis is to construct new families of $R$-matrices for small quantum groups and certain extensions thereof (see Def. 1.3.8). Since in general there is no $R$-matrix for the small quantum group $u_{q}(\mathfrak{g})=u_{q}\left(\mathfrak{g}, \Lambda_{R}, \Lambda^{\prime}\right)$ we consider extensions $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ for a lattice $\Lambda_{R} \subset \Lambda \subset \Lambda_{W}$ to remedy this situation. Our starting point is Lusztig's ansatz in [Lus93], Sec. 32.1, for a universal $R$-matrix of $U_{q}(\mathfrak{g}, \Lambda)$. This ansatz has been translated by Müller in his Dissertation [Mül98a], resp. in [Mül98b], for the use in the case of small quantum groups, which we will use in the following. Note, that this ansatz has been successfully generalized to general diagonal Nichols algebras in [AY13]. In section 2.2 we will then introduce a function $g: \pi_{1} \times \pi_{1} \rightarrow \mathbb{C}$ on the fundamental group $\pi_{1}=\Lambda_{W} / \Lambda_{R}$ of the Lie algebra $\mathfrak{g}$ and derive equations for $g$ which are under our assumption equivalent to the $R$-matrix ansatz. The following Chapters 3 and 4 are devoted to finding the solutions of these equations.

### 2.1. Lusztig's ansatz $R=R_{0} \bar{\Theta}$

The (universal) $R$-matrix (see Def. 1.1.1) was introduced originally by Drinfeld as an intertwiner of the comultiplication of the quantum group and its opposed comultiplication. Lusztig introduced in [Lus93] a so-called quasi- $R$-matrix, which is an intertwiner between the comultiplication $\Delta$ and a new comultiplication $\bar{\Delta}$, obtained by conjugating with a certain antilinear involution. This quasi- $R$-matrix $\Theta$ has a simpler characterization as the $R$-matrix $R$ and is equal to it except for an element $R_{0} \in \mathbb{C}[\Lambda] \otimes \mathbb{C}[\Lambda]$, i.e. $R=R_{0} \bar{\Theta}$, which is an intertwiner of $\bar{\Delta}$ and the opposed comultiplication $\Delta^{\mathrm{opp}}$. Here, the diagonal part is given by a suitable sum over terms of the form $K_{\mu} \otimes K_{\nu}, \mu, \nu \in \Lambda$.

In the following, we will fix the prerequisites of this chapter. For a finite-dimensional, semisimple complex Lie algebra $\mathfrak{g}$, an $\ell$-th root of unity $q$ and lattices $\Lambda, \Lambda^{\prime}$ as in Section 1.3, we write $u=u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ and $u^{+}, u^{-}$for the parts generated by the $E_{\alpha_{i}}$ and $F_{\alpha_{i}}$, respectively. By $\bar{u}$ we denote the small quantum group obtained for $q^{-1}$ instead of $q$. Then $u$ and $\bar{u}$ can be identified as sets. Let ${ }^{-}: u \rightarrow \bar{u}$ be the $\mathbb{Q}$-algebra isomorphism defined by $q \mapsto q^{-1}, E_{\alpha_{i}} \mapsto E_{\alpha_{i}}, F_{\alpha_{i}} \mapsto F_{\alpha_{i}}, i \in I$, and $K_{\lambda} \mapsto K_{-\lambda}, \lambda \in \Lambda$. Then the map ${ }^{-} \otimes^{-}: u \otimes u \rightarrow \bar{u} \otimes \bar{u}$ is a well-defined $\mathbb{Q}$-algebra isomorphism and we can define
a $\mathbb{Q}(q)$-algebra morphism $\bar{\Delta}: u \rightarrow u \otimes u$ given by $\bar{\Delta}(x)=\overline{\Delta(\bar{x})}$ for all $x \in U$. We have in general $\bar{\Delta} \neq \Delta$.

Assume in the following, that

$$
\begin{equation*}
\ell_{i}>1 \text { for all } i \in I \text {, and } \ell_{i}>-\left\langle\alpha_{i}, \alpha_{j}\right\rangle \text { for all } i, j \in I \text { with } i \neq j . \tag{2.1.1}
\end{equation*}
$$

This assumption does not hold for all root systems and small orders $\ell$. The following Theorem provides solutions of the $R$-matrix ansatz $R=R_{0} \bar{\Theta}$ for these cases as well.

Theorem 2.1.1 ([Len14]). For a root system $\Phi$ of a finite-dimensional simple complex Lie algebra and an $\ell$-th root of unity $q$, the condition (2.1.1) fails only in the cases $(\Phi, \ell)$ listed in table 2.1. In each case, the small quantum group $u_{q}(\mathfrak{g})$ is described by a different $\tilde{\Phi}$ fulfilling (2.1.1), hence the present work also provides solutions of the $R$-matrix ansatz $R=R_{0} \bar{\Theta}$ for these cases by consulting the results for $\tilde{\Phi}$.

| $\Phi$ | $($ all $)$ | $B_{n}$ | $C_{n}$ | $F_{4}$ | $G_{2}$ | $G_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\ell$ | 1,2 | 4 | 4 | 4 | 3,6 | 4 |
| $\tilde{\Phi}$ | (empty) | $\underbrace{A_{1} \times \ldots \times A_{1}}_{n-\text { times }}$ | $D_{n}$ | $D_{4}$ | $A_{2}$ | $A_{3}$ |

Table 2.1.: Exceptional cases of $(\Phi, \ell)$

For sublattices $\Lambda_{R} \subset \Lambda \subset \Lambda_{W}$ and $2 \Lambda_{R}^{(\ell)} \subset \Lambda^{\prime} \subset \operatorname{Cent}^{[\ell]}\left(\Lambda_{W}\right) \cap \Lambda_{R}$ we will now give the quasi- $R$-matrix of the small quantum group $u=u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$, cf. Definition 1.3.8. On the Borel parts $u^{+}$and $u^{-}$exists a natural $\mathbb{N}_{0}\left[\alpha_{i} \mid i \in I\right]$-grading with $E_{\alpha_{i}}$ and $F_{\alpha_{i}}$ homogeneous of degree $\alpha_{i}$ for all $i \in I$. For $\nu \in \mathbb{N}_{0}\left[\alpha_{i} \mid i \in I\right]$ we write $u_{\nu}^{ \pm}$ for the corresponding homogeneous component. We will quote most of the following results without proofs. Theorem 2.1.2 is essentially in [Lus93] and in this form for the finite-dimensional small quantum groups in [Mül98b]. Note that the roles of $E, F$ will be switched in this thesis to match the usual convention.

Theorem 2.1.2 (cf. [Mül98b], Theorem 8.2). (a) There is a unique family of elements $\Theta_{\nu} \in u_{\nu}^{+} \otimes u_{\nu}^{-}, \nu \in \mathbb{N}_{0}\left[\alpha_{i} \mid i \in I\right]$, such that $\Theta_{0}=1 \otimes 1$ and $\Theta=\sum_{\nu} \Theta_{\nu} \in u \otimes u$ satisfies $\Delta(x) \Theta=\Theta \bar{\Delta}(x)$ for all $x \in u$.
(b) Let $B$ be a vector space-basis of $u^{+}$, such that $B_{\nu}=B \cap u_{\nu}^{+}$is a basis of $u_{\nu}^{+}$for all $\nu$. Let $\left\{b^{*} \mid b \in B_{\nu}\right\}$ be the basis of $u_{\nu}^{-}$dual to $B_{\nu}$ under the non-degenerate bilinear form $(\cdot, \cdot): u^{+} \otimes u^{-} \rightarrow \mathbb{C}$ (defined in [Mül98b, Sec. 1.2]). We have

$$
\begin{equation*}
\Theta_{\nu}=(-1)^{\operatorname{tr} \nu} q_{\nu} \sum_{b \in B_{\nu}} b^{+} \otimes b^{*-} \in u_{\nu}^{+} \otimes u_{\nu}^{-}, \tag{2.1.2}
\end{equation*}
$$

where $q_{\nu}=\prod_{i} q_{i}^{\nu_{i}}, \operatorname{tr} \nu=\sum_{i} \nu_{i} \in \mathbb{Z}$ for $\nu=\sum_{i} \nu_{i} \alpha_{i} \in \Lambda_{R}, \nu_{i} \in \mathbb{Z}$.

Remark 2.1.3 (cf. [Mül98b], Remark 8.3). (i) The element $\Theta$ is called the quasi-$R$-matrix of $u=u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$.
(ii) Since the element $\Theta$ is unique, the expressions $\sum_{b \in B_{\nu}} b^{+} \otimes b^{*-}$ in part (b) of the theorem are independent of the actual choice of the basis $B$ of $u^{+}$.
(iii) For example, if $\mathfrak{g}=A_{1}$, i.e. there is only one simple root $\alpha=\alpha_{1}$, and generators $E_{\alpha}$ and $F_{\alpha}$ of the Borel parts of $u$. Thus we have

$$
\Theta=\sum_{n=0}^{\ell_{\alpha}-1}(-1)^{n} \frac{\left(q-q^{-1}\right)^{n}}{[n]_{q}!} q^{-n(n-1) / 2} E_{\alpha}^{n} \otimes F_{\alpha}^{n} .
$$

(iv) The quasi-R-matrix $\Theta$ is invertible with inverse $\Theta^{-1}=\bar{\Theta}$, i.e. the expression one gets by changing all $q$ to $\bar{q}=q^{-1}$.

In the following, we will give some properties of the quasi- $R$-matrix $\Theta$. Here, we again use the notion of Definition 1.1.1, i.e. for an element $P \in u \times u$ we denote $P \otimes 1$, $1 \otimes P$ and $(\tau \otimes i d)\left(P_{23}\right)$ by $P_{12}, P_{23}$ and $P_{13}$, respectively.
Proposition 2.1.4 (cf. [Mül98b], Prop. 8.4). We have $\Theta \bar{\Theta}=\bar{\Theta} \Theta=1 \otimes 1$ in $u \times u$.
Proposition 2.1.5 (cf. [Mül98b], Prop. 8.5). For all $\nu \in \mathbb{N}_{0}\left[\alpha_{i} \mid i \in I\right]$ we have

$$
\begin{aligned}
& (\Delta \otimes \mathrm{id}) \bar{\Theta}_{\nu}=\sum_{\nu^{\prime}+\nu^{\prime \prime}=\nu} \bar{\Theta}_{\nu^{\prime}, 13}\left(1 \otimes K_{-\alpha_{\nu}^{\prime}} \otimes 1\right) \bar{\Theta}_{\nu^{\prime \prime}, 23} \\
& (\mathrm{id} \otimes \Delta) \bar{\Theta}_{\nu}=\sum_{\nu^{\prime}+\nu^{\prime \prime}=\nu} \bar{\Theta}_{\nu^{\prime}, 13}\left(1 \otimes K_{-\alpha_{\nu}^{\prime}} \otimes 1\right) \bar{\Theta}_{\nu^{\prime \prime}, 12}
\end{aligned}
$$

We now give the Theorem about the $R$-matrix ansatz $R=R_{0} \bar{\Theta}$ and for the convenience of the reader, we reproduce the proof of [Mül98b]. We will modify this ansatz in following section and determine all solutions for $R_{0}$ of the form such that $R=R_{0} \bar{\Theta}$ is an $R$-matrix in the last two Chapters 3 and 4 .

Theorem 2.1.6 (cf. [Mül98b], Thm. 8.11). Let $\Lambda^{\prime} \subset\left\{\mu \in \Lambda \mid K_{\mu}\right.$ central in $\left.U_{q}(\mathfrak{g}, \Lambda)\right\}$ be a subgroup of $\Lambda$, and $H_{1}, H_{2}$ be subgroups of $\Lambda / \Lambda^{\prime}$, containing $\Lambda_{R} / \Lambda^{\prime}$. In the following, $\mu, \mu_{1}, \mu_{2} \in H_{1}$ and $\nu, \nu_{1}, \nu_{2} \in H_{2}$.

The element $R=R_{0} \bar{\Theta}$ with $R_{0}=\sum_{\mu, \nu} f(\mu, \nu) K_{\mu} \otimes K_{\nu}$ is an $R$-matrix for $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$, if and only if for all $\alpha \in \Lambda_{R}$ and $\mu, \nu$ the following holds:

$$
\begin{align*}
f(\mu+\alpha, \nu) & =q^{-(\nu, \alpha)} f(\mu, \nu), \tag{2.1.3}
\end{align*} \quad f(\mu, \nu+\alpha)=q^{-(\mu, \alpha)} f(\mu, \nu),
$$

$$
\begin{equation*}
\sum_{\mu} f(\mu, \nu)=\delta_{\nu, 0}, \quad \sum_{\nu} f(\mu, \nu)=\delta_{\mu, 0} . \tag{2.1.5}
\end{equation*}
$$

Before we proceed with the proof we make some remarks.
Remark 2.1.7. (1) Condition (2.1.5) follows from (2.1.3) and (2.1.4) if there exists $c \in \mathbb{C}^{\times}$such that $f(\mu, 0)=f(0, \nu)=c$ for all $\mu, \nu$.
(2) There are conditions on the order of $q$ : For all $\mu, \nu$ for which there exist $\tilde{\mu}, \tilde{\nu}$ such that $f(\mu, \tilde{\nu}) \neq 0, f(\tilde{\mu}, \nu) \neq 0$ we have

$$
\begin{equation*}
q^{2 l_{i}\left(\mu, \alpha_{i}\right)}=q^{2 l_{i}\left(\nu, \alpha_{i}\right)}=1 . \tag{2.1.6}
\end{equation*}
$$

If this condition is satisfied then $f$ is well-defined on the preimages of $H_{1} \times H_{2}$ under $\Lambda \rightarrow \Lambda / \Lambda^{\prime}$. In particular, this is the case under our assumption $2 \Lambda_{W}^{(\ell)} \subset$ $\Lambda^{\prime} \subset \operatorname{Cent}^{[\ell]}\left(\Lambda_{W}\right)$.

Proof of Theorem 2.1.6. Since $2 \Lambda_{W}^{(\ell)} \subset \Lambda^{\prime}$ and $f\left(\mu+2 \ell_{i} \alpha_{i}, \nu\right)=q^{-2 \ell_{i}\left(\nu, \alpha_{i}\right)} f(\mu, \nu)=$ $f(\mu, \nu)$ by (2.1.3) and (2.1.6), the function $f$ is well-defined on $\Lambda / \Lambda^{\prime}$. We will show the equivalence of the $R$-matrix conditions (1.1.1)-(1.1.3) to the equations in (2.1.3)-(2.1.5).
(1) Condition (1.1.1) states $\Delta^{\mathrm{opp}}(x) R=R \Delta(x)$ for all $x \in u$. With Theorem 2.1.2, this gives $\Delta^{\mathrm{opp}}(x) R_{0}=R_{0} \bar{\Delta}(x)$. Since this equation holds for all group-like elements $K_{\mu}$ we have to show, that it holds for all $E_{\alpha_{i}}, F_{\alpha_{i}}, i \in I$. We check the condition for $x=E_{\alpha_{i}}$.

$$
\begin{equation*}
\left(E_{\alpha_{i}} \otimes 1+K_{\alpha_{i}} \otimes E_{\alpha_{i}}\right) R_{0}=R_{0}\left(1 \otimes E_{\alpha_{i}}+E_{\alpha_{i}} \otimes K_{-\alpha_{i}}\right) . \tag{2.1.7}
\end{equation*}
$$

On $u$ exists an grading $u_{(\alpha, \beta)}=\left(u_{\alpha}^{+} \otimes u^{0} \otimes u_{\beta}^{-}\right)$. With respect to this gradation, the elements $\left(E_{\alpha_{i}} \otimes 1\right) R_{0}$ and $R_{0}\left(E_{\alpha_{i}} \otimes K_{-\alpha_{i}}\right)$ belong to $u_{\left(\alpha_{i}, 0\right)} \otimes u_{(0,0)}$, and $\left(K_{\alpha_{i}} \otimes E_{\alpha_{i}}\right) R_{0}$ and $R_{0}\left(1 \otimes E_{\alpha_{i}}\right)$ belong to $u_{(0,0)} \otimes u_{\left(\alpha_{i}, 0\right)}$. This subspaces intersect in $\{0\}$, hence equation (2.1.7) is equivalent to $\left(E_{\alpha_{i}} \otimes 1\right) R_{0}=R_{0}\left(E_{\alpha_{i}} \otimes K_{-\alpha_{i}}\right)$ and $\left(K_{\alpha_{i}} \otimes E_{\alpha_{i}}\right) R_{0}=R_{0}\left(1 \otimes E_{\alpha_{i}}\right)$. Thus,

$$
\begin{aligned}
\left(E_{\alpha_{i}} \otimes 1\right) R_{0} & =\sum_{\mu, \nu} f(\mu, \nu) q^{-\left(\mu, \alpha_{i}\right)}\left(K_{\mu} \otimes K_{\nu+\alpha_{i}}\right)\left(E_{\alpha_{i}} \otimes K_{-\alpha_{i}}\right) \\
& =\sum_{\mu, \nu} f\left(\mu, \nu+\alpha_{i}\right)\left(K_{\mu} \otimes K_{\nu+\alpha_{i}}\right)\left(E_{\alpha_{i}} \otimes K_{-\alpha_{i}}\right) \\
& =R_{0}\left(E_{\alpha_{i}} \otimes K_{-\alpha_{i}}\right),
\end{aligned}
$$

holds if and only if $f\left(\mu, \nu+\alpha_{i}\right)=f(\mu, \nu) q^{-\left(\mu, \alpha_{i}\right)}$ for all $\mu, \nu$. An analogous calculation shows that $\left(K_{\alpha_{i}} \otimes E_{\alpha_{i}}\right) R_{0}=R_{0}\left(1 \otimes E_{\alpha_{i}}\right)$ is equivalent to $f\left(\mu+\alpha_{i}, \nu\right)=f(\mu, \nu) q^{-\left(\nu, \alpha_{i}\right)}$ for all $\mu, \nu$. The equations for $F_{\alpha_{i}}$ give the same conditions for $f$, with $\alpha_{i}$ replaced by $-\alpha_{i}$.
(2) Condition (1.1.2) states $(\Delta \otimes i d)(R)=R_{13} R_{23}$. With $R=R_{0} \bar{\Theta}$ and Proposition 2.1.5 we have

$$
(\Delta \otimes i d)(R)=\sum_{\alpha_{1}, \alpha_{2}, \mu, \nu} f(\mu, \nu)\left(K_{\mu} \otimes K_{\mu-\alpha_{1}} \otimes K_{\nu}\right) \bar{\Theta}_{\alpha_{1}, 13} \bar{\Theta}_{\alpha_{2}, 23},
$$

and

$$
\begin{aligned}
R_{13} R_{23} & =\sum f\left(\mu_{1}, \nu_{1}\right) f\left(\mu_{2}, \nu_{2}\right)\left(K_{\mu_{1}} \otimes K_{\mu_{2}} \otimes K_{\nu_{1}+\nu_{2}}\right) q^{-\left(\nu_{2}, \alpha_{1}\right)} \bar{\Theta}_{\alpha_{1}, 13} \bar{\Theta}_{\alpha_{2}, 23} \\
& =\sum f\left(\mu_{1}, \nu_{1}\right) f\left(\mu_{2}+\alpha_{1}, \nu_{2}\right)\left(K_{\mu_{1}} \otimes K_{\mu_{2}} \otimes K_{\nu_{1}+\nu_{2}}\right) \bar{\Theta}_{\alpha_{1}, 13} \bar{\Theta}_{\alpha_{2}, 23} \\
& =\sum f\left(\mu_{1}, \nu_{1}\right) f\left(\mu_{2}, \nu_{2}\right)\left(K_{\mu_{1}} \otimes K_{\mu_{2}-\alpha_{1}} \otimes K_{\nu_{1}+\nu_{2}}\right) \bar{\Theta}_{\alpha_{1}, 13} \bar{\Theta}_{\alpha_{2}, 23} .
\end{aligned}
$$

Since the group-like elements are linearly independent, we have equality if and only if for all $\nu, \mu_{1}, \mu_{2}$

$$
\sum_{\nu_{1}+\nu_{2}=\nu} f\left(\mu_{1}, \nu_{1}\right) f\left(\mu_{2}, \nu_{2}\right)=\delta_{\mu_{1}, \mu_{2}} f\left(\mu_{1}, \nu\right) .
$$

The other condition of (2.1.4) is equivalent to (1.1.3), i.e. $(i d \otimes \Delta)(R)=R_{13} R_{12}$.
(3) It remains the invertibility of $R$. Assume conditions (1.1.1)-(1.1.3) for $R$. We then have the following equivalent conditions (cf. [Kas95], Theorem VIII.2.4, and use that the antipode of $u$ is invertible):
(i) $R$ is invertible
(ii) $(\varepsilon \otimes \mathrm{id}) R=1$
(iii) $(\mathrm{id} \otimes \varepsilon) R=1$

We have $(\varepsilon \otimes i d) \bar{\Theta}=($ id $\otimes \varepsilon) \bar{\Theta}=1$ because the only non-zero contribution comes from $\bar{\Theta}_{0} \otimes \bar{\Theta}_{0}=1 \otimes 1$. Direct calculation now shows that $(\varepsilon \otimes i d) R=(i d \otimes \varepsilon) R=1$ is equivalent to (2.1.5). If in addition there exist a $c \in \mathbb{C}^{\times}$such that $f(\mu, 0)=f(0, \nu)=c$ for all $\mu, \nu$, then (2.1.4) implies for $\mu_{2}=0$ :

$$
\sum_{\nu_{1}+\nu_{2}=\nu} f\left(\mu, \nu_{1}\right) c=\delta_{\mu, 0} f(\mu, \nu)=\delta_{\mu, 0} c,
$$

and this is equivalent to $\sum_{\nu_{1}} f\left(\mu, \nu_{1}\right)=\delta_{\mu, 0}$.

### 2.2. Two sets of equations

Let $\mathfrak{g}$ be a finite-dimensional, simple complex Lie algebra, and $q$ a primitive $\ell$-th root of unity, both fixed in the following section. Following the ansatz in Theorem 2.1.6, we will now introduce a function $g: \pi_{1} \times \pi_{1} \rightarrow \mathbb{C}$ with $\pi_{1}=\Lambda_{W} / \Lambda_{R}$ the fundamental group of $\mathfrak{g}$ and derive equations for $g$ analogue to equations (2.1.4) and (2.1.5). For this, we will use the quasi-periodicity of equations (2.1.3) and the assumption $\Lambda^{\prime} \subset \operatorname{Cent}{ }^{[\ell]}\left(\Lambda_{W}\right)$. This leads to two sets of equations, which depend either only on the group $\pi_{1}$ or on certain sublattices of $\Lambda$ and the order $\ell$ of the root of unity $q$. We will call these equations group-equations and diamond-equations, respectively. In Chapters 3 and 4 we will see that under our assumption on $\Lambda^{\prime}$ the solutions of these equations give all solutions of $R_{0}$ as in the Theorem 2.1.6, hence we get all possible $R$-matrices satisfying Lusztig's ansatz $R=R_{0} \Theta$.

Lemma 2.2.1. Let $\Lambda \subset \Lambda_{W}$ a sublattice and $\Lambda^{\prime} \subset \Lambda$. Assume in addition, $\Lambda^{\prime} \subset$ Cent ${ }^{[l]}\left(\Lambda_{W}\right)$.
(i) Let $f: \Lambda / \Lambda^{\prime} \times \Lambda / \Lambda^{\prime} \rightarrow \mathbb{C}$, satisfying condition (2.1.3) of Theorem 2.1.6. Then

$$
\begin{equation*}
g(\bar{\mu}, \bar{\nu}):=\left|\Lambda_{R} / \Lambda^{\prime}\right| q^{(\mu, \nu)} f(\mu, \nu), \tag{2.2.1}
\end{equation*}
$$

defines a function $\pi_{1} \times \pi_{1} \rightarrow \mathbb{C}$.
(ii) Let $f$ and $g$ as in (i). Then $f$ satisfies conditions (2.1.4)-(2.1.5), if and only if the function $g$ satisfies the following equations:

$$
\begin{align*}
\sum_{\bar{\nu}_{1}+\bar{\nu}_{2}=\bar{\nu}} \delta_{\left(\mu_{2}-\mu_{1} \in \operatorname{Cent}^{[l]}\left(\Lambda_{R}\right)\right)} q^{\left(\mu_{2}-\mu_{1}, \bar{\nu}_{1}\right)} g\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right) g\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right) & =\delta_{\mu_{1}, \mu_{2}} g\left(\bar{\mu}_{1}, \bar{\nu}\right),  \tag{2.2.2}\\
\sum_{\bar{\mu}_{1}+\bar{\mu}_{2}=\bar{\mu}} \delta_{\left(\nu_{2}-\nu_{1} \in \operatorname{Cent}^{[l]}\left(\Lambda_{R}\right)\right)} q^{\left(\nu_{2}-\nu_{1}, \bar{\mu}_{1}\right)} g\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right) g\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right) & =\delta_{\nu_{1}, \nu_{2}} g\left(\bar{\mu}, \bar{\nu}_{1}\right), \\
\sum_{\bar{\nu}} \delta_{\left(\mu \in \operatorname{Cent} t^{[l]}\left(\Lambda_{R}\right)\right)} q^{-(\mu, \bar{\nu})} g(\bar{\mu}, \bar{\nu}) & =\delta_{\mu, 0}, \\
\delta_{\left(\nu \in \operatorname{Cent} t^{[l]}\left(\Lambda_{R}\right)\right)} q^{-(\nu, \bar{\mu})} g(\bar{\mu}, \bar{\nu}) & =\delta_{\nu, 0} . \tag{2.2.3}
\end{align*}
$$

Here, the sums range over $\pi_{1}$ and expressions like $\delta_{\left(\mu \in \operatorname{Cent}{ }^{[\ell]}\left(\Lambda_{R}\right)\right)}$ equals 1 if $\mu$ is a central weight and 0 otherwise.

Before we proceed with the proof we will comment on the relevance of this equations and introduce two new notion, see also Definitions 3.5.1 and 4.1.2. For a given Lie algebra $\mathfrak{g}$ with root lattice $\Lambda_{R}$ and weight lattice $\Lambda_{W}$ the solutions of the $g(\bar{\mu}, \bar{\nu})$ equations give solutions for $R_{0}$ in the ansatz $R=R_{0} \bar{\Theta}$. Hence, we get possible $R$ matrices for the quantum group $u_{q}\left(\mathfrak{g}, \Lambda_{W}, \Lambda^{\prime}\right)$.

We divide the equations in two types: For central weight $\zeta=0$ we call the equations (2.2.2)-(2.2.3) group-equations, cf. also Definition 3.5.1:

$$
\begin{aligned}
g(\bar{\mu}, \bar{\nu}) & =\sum_{\bar{\nu}_{1}+\bar{\nu}_{2}=\bar{\nu}} g\left(\bar{\mu}, \bar{\nu}_{1}\right) g\left(\bar{\mu}, \bar{\nu}_{2}\right), \\
g(\bar{\mu}, \bar{\nu}) & =\sum_{\bar{\mu}_{1}+\bar{\mu}_{2}=\bar{\mu}} g\left(\bar{\mu}_{1}, \bar{\nu}\right) g\left(\bar{\mu}_{2}, \bar{\nu}\right), \\
1 & =\sum_{\bar{\nu}} g(0, \bar{\nu}), \\
1 & =\sum_{\bar{\mu}} g(\bar{\mu}, 0)
\end{aligned}
$$

with $\bar{\mu}, \bar{\mu}_{1}, \bar{\mu}_{2}, \bar{\nu}, \bar{\nu}_{1}, \bar{\nu}_{2} \in \pi_{1}$. For $\pi_{1}$ of order $N$ this gives us $2 N^{2}+2$ group-equations.
For central weight $0 \neq \zeta \in \operatorname{Cent}^{[\ell]}\left(\Lambda_{R}\right) \backslash \Lambda^{\prime}$, we call the equations (2.2.2)-(2.2.3) diamond-equations (for reasons that will become transparent later), cf. also Definition
4.1.2:

$$
\begin{aligned}
& 0=\sum_{\bar{\nu}_{1}+\bar{\nu}_{2}=\bar{\nu}} q^{\left(\zeta, \bar{\nu}_{1}\right)} g\left(\bar{\mu}, \bar{\nu}_{1}\right) g\left(\bar{\mu}+\bar{\zeta}, \bar{\nu}_{2}\right), \\
& 0=\sum_{\bar{\mu}_{1}+\bar{\mu}_{2}=\bar{\mu}} q^{\left(\zeta, \bar{\mu}_{1}\right)} g\left(\bar{\mu}_{1}, \bar{\nu}\right) g\left(\bar{\mu}_{2}, \bar{\nu}+\bar{\zeta}\right), \\
& 0=\sum_{\bar{\nu}} q^{-(\bar{\nu}, \zeta)} g(\bar{\mu}+\bar{\zeta}, \bar{\nu}), \\
& 0=\sum_{\bar{\mu}} q^{-(\bar{\mu}, \zeta)} g(\bar{\mu}, \bar{\nu}+\bar{\zeta}),
\end{aligned}
$$

with $\bar{\mu}, \bar{\mu}_{1}, \bar{\mu}_{2}, \bar{\nu}, \bar{\nu}_{1}, \bar{\nu}_{2} \in \pi_{1}$. This gives up to $\left(\left|\operatorname{Cent}^{[\ell]}\left(\Lambda_{R}\right) / \Lambda^{\prime}\right|-1\right)\left(2 N^{2}+2\right)$ diamondequations.

Proof of Lemma 2.2.1. (i) Since $\Lambda^{\prime} \subset \operatorname{Cent}^{[\ell]}\left(\Lambda_{W}\right)$ we have $q^{\left(\Lambda_{W}, \Lambda^{\prime}\right)}=1$ and terms $q^{(\mu, \nu)}$ for $\mu, \nu \in \Lambda / \Lambda^{\prime}$ do not depend on the residue class representatives modulo $\Lambda^{\prime}$. We check that the function $g$ is well-defined. Let $\mu, \nu \in \Lambda$ and $\lambda^{\prime} \in \Lambda^{\prime}$. Thus,

$$
\begin{aligned}
g\left(\mu+\lambda^{\prime}, \nu\right) & =\left|\Lambda_{R} / \Lambda^{\prime}\right| q^{\left(\mu+\lambda^{\prime}, \nu\right)} f\left(\mu+\lambda^{\prime}, \nu\right) \\
& =\left|\Lambda_{R} / \Lambda^{\prime}\right| q^{\left(\mu+\lambda^{\prime}, \nu\right)} q^{-\left(\lambda^{\prime}, \nu\right)} f(\mu, \nu \\
& =\left|\Lambda_{R} / \Lambda^{\prime}\right| q^{(\mu, \nu)} f(\mu, \nu) \\
& =g(\mu, \nu),
\end{aligned}
$$

$$
=\left|\Lambda_{R} / \Lambda^{\prime}\right| q^{\left(\mu+\lambda^{\prime}, \nu\right)} q^{-\left(\lambda^{\prime}, \nu\right)} f(\mu, \nu) \quad \text { by eq. (2.1.3) }
$$

and analogously for $g\left(\mu, \nu+\lambda^{\prime}\right)$.
(ii) We consider equations (2.1.4). Let $\nu_{i}, \nu \in \Lambda / \Lambda^{\prime}$ and write $\nu_{i}=\bar{\nu}_{i}+\alpha_{i}$ and $\nu=\bar{\nu}+\alpha$ with $\bar{\nu}_{i}, \bar{\nu} \in \Lambda_{W} / \Lambda_{R}$ and $\alpha_{i}, \alpha \in \Lambda_{R}, i=1,2$. For the sum $\nu=\nu_{1}+\nu_{2}$ we get $\bar{\nu} \equiv \bar{\nu}_{1}+\bar{\nu}_{2}$ in $\Lambda_{W} / \Lambda_{R}$, i.e. there is a cocycle $\sigma\left(\nu_{1}, \nu_{2}\right) \in \Lambda_{R}$ with $\bar{\nu}=$ $\bar{\nu}_{1}+\bar{\nu}_{2}+\sigma\left(\nu_{1}, \nu_{2}\right)$ in $\Lambda_{W}$ and $\alpha=\alpha_{1}+\alpha_{2}-\sigma\left(\nu_{1}, \nu_{2}\right)$. We will write $\sigma$ for $\sigma\left(\nu_{1}, \nu_{2}\right)$.

$$
\begin{align*}
\sum_{\nu_{1}+\nu_{2}=\nu} & f\left(\mu_{1}, \nu_{1}\right) f\left(\mu_{2}, \nu_{2}\right) \\
& =\sum_{\nu_{1}+\nu_{2}=\nu} q^{-\left(\mu_{1}, \nu_{1}\right)+\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right)-\left(\mu_{2}, \nu_{2}\right)+\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right)} f\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right) f\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right) \\
& =\sum_{\bar{\nu}_{1}+\bar{\nu}_{2}=\bar{\nu}} \sum_{\alpha_{1}+\alpha_{2}=\alpha+\sigma} q^{-\left(\mu_{1}, \bar{\nu}_{1}\right)-\left(\mu_{1}, \alpha_{1}\right)+\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right)} q^{-\left(\mu_{2}, \bar{\nu}_{2}\right)-\left(\mu_{2}, \alpha_{2}\right)+\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right)} f\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right) f\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right) \\
& =\sum_{\bar{\nu}_{1}+\bar{\nu}_{2}=\bar{\nu}} q^{-\left(\mu_{1}, \bar{\nu}_{1}\right)+\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right)-\left(\mu_{2}, \bar{\nu}_{2}\right)+\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right)} f\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right) f\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right) \sum_{\alpha_{1}+\alpha_{2}=\alpha+\sigma} q^{-\left(\mu_{1}, \alpha_{1}\right)-\left(\mu_{2}, \alpha_{2}\right)} \tag{*}
\end{align*}
$$

Firstly, we consider the second sum over the roots ( $\mu_{1}, \mu_{2}$ are fixed).

$$
\begin{aligned}
\sum_{\alpha_{1}+\alpha_{2}=\alpha+\sigma} q^{-\left(\mu_{1}, \alpha_{1}\right)-\left(\mu_{2}, \alpha_{2}\right)} & =\sum_{\alpha_{1} \in \Lambda_{R} / \Lambda^{\prime}} q^{-\left(\mu_{1}, \alpha_{1}\right)-\left(\mu_{2}, \alpha+\sigma-\alpha_{1}\right)} \\
& =q^{-\left(\mu_{2}, \alpha+\sigma\right)} \sum_{\alpha_{1} \in \Lambda_{R} / \Lambda^{\prime}} q^{\left(\mu_{2}-\mu_{1}, \alpha_{1}\right)}
\end{aligned}
$$

The last sum equals $\left|\Lambda_{R} / \Lambda^{\prime}\right|$ iff $\ell \mid\left(\mu_{2}-\mu_{1}, \alpha_{1}\right)$ for all $\alpha_{1} \in \Lambda_{R} / \Lambda^{\prime}$, i.e. $\mu_{2}-\mu_{1} \in$ Cent ${ }^{[l]}\left(\Lambda_{R}\right)$, and 0 otherwise. Hence, with $\left.C=\left|\Lambda_{R} / \Lambda^{\prime}\right| \cdot \delta_{\left(\mu_{2}-\mu_{1} \in \operatorname{Cent}\right.}{ }^{[l]}\left(\Lambda_{R}\right)\right)$, the sum (*) simplifies to

$$
\begin{aligned}
C & \cdot \sum_{\bar{\nu}_{1}+\bar{\nu}_{2}=\bar{\nu}} q^{-\left(\mu_{1}, \bar{\nu}_{1}\right)+\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right)-\left(\mu_{2}, \bar{\nu}_{2}\right)+\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right)} q^{-\left(\mu_{2}, \alpha+\sigma\right)} f\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right) f\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right) \\
& =C \cdot \sum_{\bar{\nu}_{1}+\bar{\nu}_{2}=\bar{\nu}} q^{-\left(\mu_{1}, \bar{\nu}_{1}\right)+\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right)+\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right)-\left(\mu_{2}, \bar{\nu}_{1}+\bar{\nu}_{2}+\alpha+\sigma\right)+\left(\mu_{2}, \bar{\nu}_{1}\right)} f\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right) f\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right) \\
& =C \cdot q^{-\left(\mu_{2}, \nu\right)} \sum_{\bar{\nu}_{1}+\bar{\nu}_{2}=\bar{\nu}} q^{\left(\mu_{2}-\mu_{1}, \bar{\nu}_{1}\right)} q^{\left(\bar{\mu}_{1}, \bar{\nu}_{\nu}\right)} f\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right) q^{\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right)} f\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right)
\end{aligned}
$$

Comparing this with the right hand side of the first equation of (2.1.4) gives

$$
\begin{aligned}
C \cdot q^{-\left(\mu_{2}, \nu\right)} \sum_{\bar{\nu}_{1}+\bar{\nu}_{2}=\bar{\nu}} q^{\left(\mu_{2}-\mu_{1}, \bar{\nu}_{1}\right)} q^{\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right)} f\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right) q^{\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right)} & f\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right) \\
= & \delta_{\mu_{1}, \mu_{2}} q^{-\left(\mu_{2}, \nu\right)+\left(\bar{\mu}_{2}, \bar{\nu}\right)} f\left(\bar{\mu}_{2}, \bar{\nu}\right)
\end{aligned}
$$

and with the definition of $g(\bar{\mu}, \bar{\nu})=\left|\Lambda_{R} / \Lambda^{\prime}\right| q^{(\mu, \nu)} f(\mu, \nu)$ we get the following equation

$$
\sum_{\bar{\nu}_{1}+\bar{\nu}_{2}=\bar{\nu}} \delta_{\left(\mu_{2}-\mu_{1} \in \operatorname{Cent}^{[l]}\left(\Lambda_{R}\right)\right)} q^{\left(\mu_{2}-\mu_{1}, \bar{\nu}_{1}\right)} g\left(\bar{\mu}_{1}, \bar{\nu}_{1}\right) g\left(\bar{\mu}_{2}, \bar{\nu}_{2}\right)=\delta_{\mu_{1}, \mu_{2}} g\left(\bar{\mu}_{1}, \bar{\nu}\right)
$$

Analogously, we get the equation of the sum over $\bar{\mu}_{1}+\bar{\mu}_{2}=\bar{\mu}$.
We now consider the equations (2.1.5). Again, $\nu=\bar{\nu}+\alpha$ as above.

$$
\begin{aligned}
\sum_{\nu \in \Lambda / \Lambda^{\prime}} f(\mu, \nu) & =\sum_{\nu} q^{-(\mu, \nu)+(\bar{\mu}, \bar{\nu})} f(\bar{\mu}, \bar{\nu}) \\
& =\sum_{\bar{\nu}} q^{(\bar{\mu}, \bar{\nu})} f(\bar{\mu}, \bar{\nu}) \sum_{\alpha \in \Lambda_{R} / \Lambda^{\prime}} q^{-(\mu, \bar{\nu}+\alpha)} \\
& =\sum_{\bar{\nu}} q^{-(\mu-\bar{\mu}, \bar{\nu})} f(\bar{\mu}, \bar{\nu}) \sum_{\alpha \in \Lambda_{R} / \Lambda^{\prime}} q^{-(\mu, \alpha)} \\
& =\delta_{\left(\mu \in \operatorname{Cent}^{[l]}\left(\Lambda_{R}\right)\right)}\left|\Lambda_{R} / \Lambda^{\prime}\right| \sum_{\bar{\nu}} q^{-(\mu-\bar{\mu}, \bar{\nu})} f(\bar{\mu}, \bar{\nu}) \\
& =\delta_{\left(\mu \in \operatorname{Cent}^{[l]}\left(\Lambda_{R}\right)\right)} \sum_{\bar{\nu}} q^{-(\mu, \bar{\nu})} g(\bar{\mu}, \bar{\nu}) \\
& =\delta_{\mu, 0} .
\end{aligned}
$$

Again, we get the equations for the sum over $\bar{\mu}$ analogously.

## Chapter 3

## A theorem about roots of unity and solutions of the group-equations

The goal of this chapter is to give all solutions of the group-equations in Definition 3.5.1. To this end, we will prove a main theorem about roots of unity which characterizes subsets $U$ of complex roots of unity with the property that all power sums over the roots are non-negative integers, as subgroups in $\mathbb{C}^{\times}$. We first introduce a combinatorial principle, which is the blueprint of the proof of this theorem. We then give an alternative proof of this theorem which does not need the aforementioned combinatorial principle. As an application of the theorem about roots of unity, we then prove a theorem about Fourier pairs of $\{0,1\}$-matrices, and this gives eventually the theorem about the solutions of the group-equations.

### 3.1. A combinatorial principle

Before we turn to the main Theorem 3.2.1 about roots of unity we prove the following apparently new combinatorial principle. It shows that the main Theorem does not depend on specific properties of prime numbers, but is combinatorial in nature. It also gives the blueprint for the proof of the main Theorem 3.2.1.

Theorem 3.1.1. Let $N$ be finite set, $\mathcal{P}(N)$ denote the power set of $N$ and $\mathcal{E} \subset \mathcal{P}(N)$. Let $\mu: \mathcal{P}(N) \rightarrow[0, \infty)$ be a measure on $\mathcal{P}(N)$, such that $\mu(A)>0$ for all non-empty $A \subset N$. Then the following is equivalent:
(i) $a_{C}:=(-1)^{|N|} \sum_{D \in \mathcal{E}}(-1)^{|C \cup D|} e^{\mu(C-D)} \geq 0$ for all $C \subset N$.
(ii) $\mathcal{E}=\{D \subset N \mid D \supset A\}$ for some $A \subset N$. Such a set $\mathcal{E}$ is called a principal filter on $N$ (see e.g. [Bou66, Chapter I, §6], we also allow the case of $A=\varnothing$ ).

The remainder of this section is devoted to the proof of this theorem.
A straightforward calculation gives the values of the $a_{C}$ if $\mathcal{E}$ is a filter. It shows immediately the implication $(i i) \Rightarrow(i)$, but the precise value will also be crucial to the
proof of the converse. For subsets $\{p\} \subset N, p \in N$, we write shortly $\mu(p)$ instead of $\mu(\{p\})$.

Lemma 3.1.2. Let $\mathcal{E}$ be a filter, i.e. $\mathcal{E}=\{D \subset N \mid D \supset A\}$ for some $A \subset N$. Then for any $C \subset N$ we have

$$
a_{C}= \begin{cases}e^{\mu(N \backslash A)} \prod_{p \in N \backslash A}\left(1+e^{-\mu(p)}\right), & C \cup A=N, \\ 0, & \text { else } .\end{cases}
$$

Proof.

$$
\begin{aligned}
a_{C} & =(-1)^{|N|} \sum_{A \subset D \subset N}(-1)^{|C \cup D|} e^{\mu(C \backslash D)} \\
& =(-1)^{|N|} \sum_{D^{\prime} \subset N \backslash A}(-1)^{\left|C \cup A \cup D^{\prime}\right|} e^{\mu\left((C \backslash A) \backslash D^{\prime}\right)} \\
& =(-1)^{|N \backslash A|} \sum_{D^{\prime} \subset N \backslash A}(-1)^{\left|(C \backslash A) \cup D^{\prime}\right|} e^{\mu\left((C \backslash A) \backslash D^{\prime}\right)}
\end{aligned}
$$

This shows that the value of $a_{C}$ for the filter generated by $A$ in $N$ is equal to the value of $a_{C \backslash A}$ for the filter generated by $\varnothing$ in $N \backslash A$. Thus it suffices to show the claim for the filter $\mathcal{E}=\mathcal{P}(N)$ generated by $A=\varnothing$ :

$$
\begin{aligned}
a_{C} & =(-1)^{|N|} \sum_{D \subset N}(-1)^{|C \cup D|} e^{\mu(C \backslash D)} \\
& =(-1)^{|N|} \sum_{D_{1} \subset C, D_{2} \subset N \backslash C}(-1)^{|C|+\left|D_{2}\right|} e^{\mu(C)-\mu\left(D_{1}\right)} \\
& =(-1)^{|N|+|C|} e^{\mu(C)}\left(\sum_{D_{2} \subset N \backslash C}(-1)^{\left|D_{2}\right|}\right)\left(\sum_{D_{1} \subset C} e^{-\mu\left(D_{1}\right)}\right) \\
& \stackrel{(\sharp)}{=}(-1)^{|N|+|C|} e^{\mu(C)}\left(\prod_{p \in N \backslash C}(1-1)\right)\left(\prod_{p \in C}\left(1+e^{-\mu(p)}\right)\right) \\
& = \begin{cases}e^{\mu(N)} \prod_{p \in N}\left(1+e^{-\mu(p)}\right), & C=N, \\
0, & \text { else. }\end{cases}
\end{aligned}
$$

Assume the factors in the second last row labeled by elements of $N \backslash C$ and $C$, respectively. Then, equality ( $\sharp$ ) holds since there is for each subset $D_{2}$ of $N \backslash C$ exactly one possibility of choosing $\left|D_{2}\right|$ factors -1 in the product, and similar for the second product together with the $\sigma$-additivity of the measure $\mu$. The general formula for arbitrary $A$ follows by again replacing $N$ with $N \backslash A$ and $C$ by $C \backslash A$.

We use this result to show that if $\mathcal{E}$ is a small modification of a filter, the main assumption $a_{C} \geq 0$ for all $C \subset N$ usually fails to be true.

Lemma 3.1.3. Assume $|N|>1$.
(a) Let $\mathcal{E} \neq \mathcal{P}(N)$ be a filter in $N$, then $\mathcal{E} \cup\{\varnothing\}$ gives $a_{C}<0$ for some $C \subset N$.
(b) Let $\mathcal{E}=\mathcal{P}(N)$ in $N$, then $\mathcal{E} \backslash\{\varnothing\}$ gives $a_{C}<0$ for some $C \subset N$.

Note that on the other hand for $|N|=1$ and $\mathcal{E}$ the only filter $\mathcal{E} \neq \mathcal{P}(N)$ we have that both $\mathcal{E} \cup \varnothing$ and $\mathcal{P}(N) \backslash\{\varnothing\}$ are filters (namely $\mathcal{P}(N)$ and $\mathcal{E}$ ).

Proof. (a) By assumption $\mathcal{E}$ is a filter generated by some $A \neq \varnothing$ for $|N|>1$. We wish to find a negative value of some $\tilde{a}_{C}$ for the set system $\tilde{\mathcal{E}}:=\mathcal{E} \cup\{\varnothing\}$ : Suppose first that also $A \neq N$ and choose some $p \in N \backslash A$, then $a_{N \backslash\{p\}}=0$ by Lemma 3.1.2 and thus:

$$
\begin{aligned}
\tilde{a}_{N \backslash\{p\}} & =(-1)^{|N|} \sum_{D \in \mathcal{E} \cup\{\varnothing\}}(-1)^{|N \backslash\{p\} \cup D|} e^{\mu((N \backslash\{p\}) \backslash D)} \\
& =a_{N \backslash\{p\}}+(-1)^{|N|+|N \backslash\{p\}|} e^{\mu(N \backslash\{p\})} \\
& =-e^{\mu(N \backslash\{p\})}<0 .
\end{aligned}
$$

Suppose now that $A=N$ and choose some $q \in N$, then again by Lemma 3.1.2:

$$
\begin{aligned}
\tilde{a}_{N \backslash\{q\}} & =(-1)^{|N|} \sum_{D \in \mathcal{E} \cup\{\varnothing\}}(-1)^{|N \backslash\{q\} \cup D|} e^{\mu((N \backslash\{q\}) \backslash D)} \\
& =a_{N \backslash\{q\}}+(-1)^{|N|+|N \backslash\{q\}|} e^{\mu(N \backslash\{q\})} \\
& =1-e^{\mu(N \backslash\{q\})}<0 .
\end{aligned}
$$

(b) By assumption $\mathcal{E}=\mathcal{P}(N)$ for $|N|>1$, so $\mathcal{E}$ is the filter generated by $A=\varnothing$. Then again by Lemma 3.1.2 $a_{C}=0$ for $C \neq N$. Choose any $p \neq q \in N$, then we calculate $\tilde{a}_{N \backslash\{p, q\}}$ for the filter $\tilde{\mathcal{E}}:=\mathcal{E} \backslash\{\varnothing\}$ :

$$
\begin{aligned}
\tilde{a}_{N \backslash\{p, q\}} & =(-1)^{|N|} \sum_{D \in \mathcal{E} \backslash\{\varnothing\}}(-1)^{|N \backslash\{p, q\} \cup D|} e^{\mu((N \backslash\{p, q\}) \backslash D)} \\
& =a_{N \backslash\{p, q\}}-(-1)^{|N|+|N \backslash\{p, q\}|} e^{\mu(N \backslash\{p, q\})} \\
& =0-e^{\mu(N \backslash\{p, q\})}<0 .
\end{aligned}
$$

We now proceed by introducing the induction step along $|N|$ :
Definition 3.1.4. Let $\mathcal{E}$ be any system of subsets in $N$ and $p \in N$, then we define a new set system for $N \backslash\{p\}$ by

$$
\mathcal{E}_{p}=\{D \backslash\{p\} \mid p \in D, D \in \mathcal{E}\}
$$

For $C \subset N \backslash\{p\}$ we denote by $a_{C}^{\{p\}}$ the corresponding sum over $\mathcal{E}_{p}$, i.e.

$$
a_{C}^{\{p\}}=(-1)^{|N \backslash\{p\}|} \sum_{D \in \mathcal{E}_{p}}(-1)^{|C \cup D|} e^{\mu(C \backslash D)}
$$

We will in the following only consider $\mathcal{E}_{p}$ for all $p$, such that there exists a $D \in \mathcal{E}$ with $p \in D$, so $\mathcal{E}_{p}$ is not empty.

We first wish to prove that our main assumption $a_{C} \geq 0$ implies $a_{C}^{\{p\}} \geq 0$ in $\mathcal{E}_{p}$ :
Lemma 3.1.5. For any $p \in N$ we get for all $C \in \mathcal{\mathcal { E } _ { p }}$ (note that $p \notin C$ ):

$$
a_{C}^{\{p\}}=\frac{e^{\mu(p)}}{1+e^{\mu(p)}} a_{C}+\frac{1}{1+e^{\mu(p)}} a_{C \cup\{p\}}
$$

In particular, $a_{C} \geq 0$ for all $C \in \mathcal{E}$ implies $a_{C}^{\{p\}} \geq 0$ for all $C \in \mathcal{E}$.
Proof. We calculate the right hand side by splitting the sum over all $D \in \mathcal{E}$ into two summands for all $p \notin D$ resp. $p \in D$ and use $p \notin C$. The latter set of $D$ then correspond to $D^{\prime}=D \backslash\{p\}$ in $\mathcal{E}_{p}$ :

$$
\begin{aligned}
& \frac{e^{\mu(p)}}{1+e^{\mu(p)}} a_{C}+\frac{1}{1+e^{\mu(p)}} a_{C \cup\{p\}} \\
&=(-1)^{|N|} \frac{e^{\mu(p)}}{1+e^{\mu(p)}} \sum_{p \in D \in \mathcal{E}}(-1)^{|C \cup D|} e^{\mu(C \backslash\{D\})} \\
&+(-1)^{|N|} \frac{1}{1+e^{\mu(p)}} \sum_{p \in D \in \mathcal{E}}(-1)^{|C \cup\{p\} \cup D|} e^{\mu((C \cup\{p\}) \backslash D)} \\
&+(-1)^{|N|} \frac{e^{\mu(p)}}{1+e^{\mu(p)}} \sum_{p \notin D \in \mathcal{E}}(-1)^{|C \cup D|} e^{\mu(C \backslash\{D\})} \\
&+(-1)^{|N|} \frac{1}{1+e^{\mu(p)}} \sum_{p \notin D \in \mathcal{E}}(-1)^{|C \cup\{p\} \cup D|} e^{\mu((C \cup\{p\}) \backslash D)} \\
&=(-1)^{|N|} \frac{e^{\mu(p)}}{1+e^{\mu(p)}} \sum_{p \in D \in \mathcal{E}}(-1)^{|C \cup D|} e^{\mu(C \backslash D)} \\
&+(-1)^{|N|} \frac{1}{1+e^{\mu(p)}} \sum_{p \in D \in \mathcal{E}}(-1)^{|C \cup D|} e^{\mu(C \backslash D)} \\
&+(-1)^{|N|} \frac{e^{\mu(p)}}{1+e^{\mu(p)}} \sum_{p \notin D \in \mathcal{E}}(-1)^{|C \cup D|} e^{\mu(C \backslash D)} \\
&=(-1)^{|N|} \frac{1}{1+e^{\mu(p)}} \sum_{p \notin D \in \mathcal{E}}(-1)^{|C \cup D|+1} e^{\mu(C \backslash D)+\mu(p)} \\
&\left.1+e^{\mu(p)}+\frac{1}{1+e^{\mu(p)}}\right) \cdot(-1)^{|N|} \sum_{p \in D \in \mathcal{E}}(-1)^{|C \cup D|} e^{\mu(C \backslash D)} \\
&+\left(\frac{e^{\mu(p)}}{1+e^{\mu(p)}}-\frac{1}{1+e^{\mu(p)}} \cdot e^{\mu(p)}\right) \cdot(-1)^{|N|} \sum_{p \notin D \in \mathcal{E}}(-1)^{|C \cup D|} e^{\mu(C \backslash D)} \\
&=(-1)^{|N|} \sum_{p \in D \in \mathcal{E}}(-1)^{|C \cup D|} e^{\mu(C \backslash D)} \\
&=(-1)^{|N \backslash\{p\}|} \sum_{D^{\prime} \in \mathcal{E}}(-1)_{p}^{\left|C \cup D^{\prime}\right|} e^{\mu\left(C \backslash D^{\prime}\right)}=a_{C}^{\{p\}} .
\end{aligned}
$$

Thus if all $a_{C} \geq 0$ by induction hypothesis all $\mathcal{E}_{p}$ are filters. We now conclude by induction that $\mathcal{E}$ is a filter if all possible reductions $\mathcal{E}_{p}$ are filters. As induction step, we use the following lemma.

Lemma 3.1.6. Let $\mathcal{E}$ be a set system for $N$ such that all $\mathcal{E}_{p}$ are filters generated by sets $A_{p} \subset N-p$. Then either there exists $p \in N$ with $p \in A_{q}$ for all $q \neq p$ or for all $p \in N$ we have $A_{p}=\varnothing$.
In the first case we show that $\mathcal{E}$ is the filter generated by $\{p\} \cup A_{p}$ or $\mathcal{E}$ is the set system consisting of this filter together with $D=\varnothing$. In the second case we show $\mathcal{E}=\mathcal{P}(N)$ or $\mathcal{E}=\mathcal{P}(N) \backslash\{\varnothing\}$.

Proof. Assume there exists $q^{\prime}$ with $A_{q^{\prime}} \neq \varnothing$ and let $p \in A_{q^{\prime}}$, then we claim $p \in A_{q}$ for all $q \neq p$. We prove this by contradiction. If $p \notin A_{q}$ for some $q$ we consider $\left\{q^{\prime}\right\} \cup A_{q} \in \mathcal{E}_{q}$ (since $\mathcal{E}_{q}$ is a filter) and hence $\{q\} \cup\left\{q^{\prime}\right\} \cup A_{q} \in \mathcal{E}$ (by definition of $\mathcal{E}_{q}$ ). But then $\{q\} \cup A_{q} \in \mathcal{E}_{q^{\prime}}$ and $A_{q^{\prime}} \subset q \cup A_{q}$ (since $\mathcal{E}_{q^{\prime}}$ is a filter). But this contradicts $p \notin A_{q}$, which shows the first part of the Lemma.

We now prove the consequences in the two cases. In the first case we assume it exists $p \in A_{q}$ for all $q \neq p$. Let $D \supset\{p\} \cup A_{p}$ then $D \in \mathcal{E}_{p}$ (since $\mathcal{E}_{p}$ is a filter) and $D \in \mathcal{E}$ (by definition of $\mathcal{E}_{p}$ ). Let now conversely be $D \in \mathcal{E}$. If $p \in D$ then we have $D \backslash\{p\} \in \mathcal{E}_{p}$ (by definition of $\mathcal{E}_{p}$ ) and hence also $D \supset A_{p}$ (since $\mathcal{E}_{p}$ is a filter), implying $D \supset\{p\} \cup A_{p}$. If $p \notin D$ then either $D=\varnothing$ or some $q \in D$. In the latter case $D \backslash\{q\} \in \mathcal{E}_{q}$, hence $D \backslash\{q\} \supset A_{q} \ni p$ which is a contradiction. So either $D \supset\{p\} \cup A_{p}$ or $D=\varnothing$ as asserted.
In the second case we assume $A_{p}=\varnothing$ for all $p \in N$, hence any for any set $D \neq \varnothing$ we may choose some $p \in D$ and obtain $D \backslash\{p\} \in \mathcal{E}_{p}$ and hence $D \in \mathcal{E}_{q}$. Hence any set with the possible exception of $D=\varnothing$ is in $\mathcal{E}$ as asserted.

We can now conclude the inductive proof of the implication (i) $\Rightarrow$ (ii) in Theorem 3.1.1: For $|N|=0$ the only set system is $\mathcal{E}=\{\varnothing\}$ and is a filter. Let $|N| \geq 1$ and $\mathcal{E}$ such that all $a_{C} \geq 0$, then $a_{C}^{\{p\}} \geq 0$ for all $p \in N$ by Lemma 3.1.5. Thus by induction hypothesis all $\mathcal{E}_{p}$ are filters. Then by Lemma 3.1.6 we have that either $\mathcal{E}$ is a filter (in which case the induction step is finished) or some filter $\mathcal{E} \neq \mathcal{P}(N)$ together with $\varnothing$ or $\mathcal{E}=\mathcal{P}(N) \backslash\{\varnothing\}$. By Lemma 3.1.3 these two cases can only fulfill $a_{C} \geq 0$ for $|N|=1$ where both are filters. This concludes the proof of Theorem 3.1.1.

### 3.2. A theorem about roots of unity

The following theorem is the main result of this chapter. It will be used to prove Theorem 3.4.4 about Fourier pairs of $\{0,1\}$-matrices and hence to find all solutions of the group-equations. The proof of the theorem is along the lines of the proof of Theorem 3.1.1.

Theorem 3.2.1. Let $U$ be a non-empty finite set of complex roots of unity and consider for all $k \in \mathbb{Z}$ the power sums $a_{k}:=\sum_{\zeta \in U} \zeta^{k}$. Then all $a_{k}$ are non-negative integers iff
$U$ is actually a multiplicative group of roots of unity (i.e. all $N$-th roots of unity for some $N$ ).

The remainder of this section is devoted to the proof of this theorem.
Since $U$ is finite, we may assume some integer $N$ such that $U \subset \Sigma_{N}=\left\{\zeta \in \mathbb{C} \mid \zeta^{N}=\right.$ $1\}$. For $k \in \mathbb{N}$ we denote by $\xi_{k}$ the primitive $k$-th root of unity $\xi_{k}=\exp (2 \pi i / k)$. We first prove the " $\Leftarrow$ " implication of Theorem 3.2.1. In the following, we write shortly $(a, b)$ for the greatest common divisor $\operatorname{gcd}(a, b)$ of two integers $a$ and $b$.
Lemma 3.2.2. Let $U$ be a finite group of roots of unity in $\mathbb{C}^{\times}$, i.e. $U=\Sigma_{N}$ for some $N \in \mathbb{N}$. Then $a_{k}=\sum_{\zeta \in U} \zeta^{k}$ is a non-negative integer for all $k \in \mathbb{Z}$.

Proof. Write $U=\Sigma_{N}=\left\{\xi_{N}^{i} \mid 0 \leq i<N\right\}$ with the primitive $N$-th root of unity $\xi_{N}$. For $k$ with $(k, N)=1$ we have $\operatorname{ord}\left(\xi_{N}^{k}\right)=\operatorname{ord}\left(\xi_{N}\right)=N$, hence $\sum_{i=0}^{N-1} \xi_{N}^{i k}=0$. If $(k, N)=N$, we have $\sum_{i=0}^{N-1} \xi_{N}^{i k}=\sum_{i=0}^{N-1} 1=N$. For $1<(k, N)=d<N$, the power $\xi_{N}^{k}$ is a primitive $(N / d)$-th root of unity, namely $\xi_{N / d}$. Thus we get

$$
\sum_{i=0}^{N-1} \xi_{N}^{i k}=d \sum_{i=0}^{N / d-1} \xi_{N / d}^{i}=0
$$

We will now deal with the converse statement of Theorem 3.2.1. In the following, let $U$ be a non-empty finite set of complex roots of unity. We start with the observation, that the set $U$ is a union of orbits of the Galois group $\operatorname{Gal}\left(\xi_{N}\right)$, acting on $\Sigma_{N}$. Here, $\operatorname{Gal}\left(\xi_{N}\right)$ is the Galois group of the field extension $\mathbb{Q}\left(\xi_{N}\right) / \mathbb{Q}$ which permutes the $N$-th roots of unity.
Lemma 3.2.3. Let $U \subset \Sigma_{N}$ and $a_{k}=\sum_{\zeta \in U} \zeta^{k}$ be a non-negative integer for all $k \in \mathbb{Z}$. Then $U$ is invariant under the Galois group $G=\operatorname{Gal}\left(\xi_{N}\right)$, i.e. it is a union of orbits of $G$ acting on $\Sigma_{N}$. Each orbit consist of all primitive roots of unity for some divisor of $N$ and hence $a_{k}$ only depends on the greatest common divisor $(k, N)$.

Proof. Let $p(x)=\prod_{\zeta \in U}(x-\zeta) \in \mathbb{C}[x]$, i.e. $p(\zeta)=0$ for all $\zeta \in U$. Denote $t=|U|$ and $U=\left\{\zeta_{1}, \ldots, \zeta_{t}\right\}$. For $0 \leq k \leq t$ let $\sigma_{k}\left(x_{1}, \ldots, x_{t}\right)=\sum_{1 \leq j_{1}<\ldots<j_{k} \leq t} x_{j_{1}} \cdot \ldots \cdot x_{j_{k}}$ be the elementary symmetric polynomials. Then $p(x)=\sum_{k=0}^{t}(-1)^{t-k} \sigma_{t-k}\left(\zeta_{1}, \ldots, \zeta_{t}\right) x^{k}$. Let $s_{k}\left(x_{1}, \ldots, x_{t}\right)=\sum_{i=1}^{t} x_{i}^{k}$, then we have in particular, $a_{k}=s_{k}\left(\zeta_{1}, \ldots, \zeta_{t}\right)$. By the Newton identities, the $\sigma_{k}\left(x_{1}, \ldots, x_{t}\right)$ can be expressed as sums of powers of the $s_{k}$ with rational coefficients, e.g. $\sigma_{2}=\frac{1}{2} s_{1}^{2}-\frac{1}{2} s_{2}$. Thus, we have that the coefficients of $p(x)$, the $\sigma_{k}\left(\zeta_{1}, \ldots, \zeta_{k}\right)$, are sums of integers with rational coefficients, hence $p(x) \in \mathbb{Q}[x]$. (In fact, we have $p(x) \in \mathbb{Z}[x]$, since the $\sigma_{k}\left(\zeta_{1}, \ldots, \zeta_{t}\right)$ are algebraic integers in $\mathbb{Q}$, hence in $\mathbb{Z}$.) Thus we get that the Galois group $G$ permutes the roots of $p(x)$, i.e. $U$ consists of orbits of $G$.

Definition 3.2.4. Let $N \in \mathbb{N}$. The set $\mathcal{D}(N)=\{d \in \mathbb{N}|d| N\}$ is the set of all divisors of $N$. We call a set $\mathcal{E} \subset \mathcal{D}(N)$ a filter in $\mathcal{D}(N)$ if there exist an $e \mid N$ such that $\mathcal{E}=e \mathcal{D}(N / e)=\{d|N| e \mid d\}$. In this case we write $\mathcal{E}=(e)_{N}$ or shortly (e) for the filter in $\mathcal{D}(N)$.

Note, that we again use, under slight abuse of notation, the term filter. This should be seen as an analogy to the set-theoretic term filter on a set $N$, used in Section 3.1, although the set $\mathcal{E}$ of divisors is not a filter on $\mathcal{D}(N)$ in this (set-theoretical) sense. From now on, by filter we mean the newly defined term in respect to divisibility.

By Lemma 3.2.3, the set $U$ is of the form $U=\bigcup_{d \in \mathcal{E}}\left\{\xi_{N}^{i} \mid(N, i)=d\right\}$ for a set $\mathcal{E} \subset \mathcal{D}(N)$. We wish to prove that $\mathcal{E}$ is a filter in $\mathcal{D}(N)$ and consequently $U$ a subgroup of $\mathbb{C}^{\times}$. For $c \mid N$ we have

$$
a_{c}=\sum_{\zeta \in U} \zeta^{c}=\sum_{d \in \mathcal{E}} \sum_{(i, N)=d} \xi_{N}^{i c} .
$$

The sum $\sum_{(i, N)=d} \xi_{N}^{i c}$ is essentially a so-called Ramanujan-sum. A straightforward calculation gives the values of the $a_{c}$.

Lemma 3.2.5. For $N \in \mathbb{N}$ and $c \in \mathcal{D}(N)$, we have

$$
a_{c}=\sum_{d \in \mathcal{E}} \frac{\varphi(N / d)}{\varphi(N /(N, d c))} \mu\left(\frac{N}{(N, d c)}\right) .
$$

Here, $\varphi: \mathbb{N} \rightarrow \mathbb{N}$ is the Euler $\varphi$-function, given by $\varphi\left(\prod_{i=1}^{t} p_{i}^{r_{i}}\right)=\prod_{i=1}^{t}\left(p_{i}-1\right) p_{i}^{r_{i}-1}$ for mutually different prime numbers $p_{i}$, and $\mu: \mathbb{N} \rightarrow\{-1,0,1\}$ is the Moebius function, defined by $\mu(n)=1$ if $n$ is square-free and has an even number of prime factors, $\mu(n)=-1$ if $n$ is square-free and has an odd number of prime factors and $\mu(n)=0$ if $n$ has a squared prime factor.

Proof. It is an elementary number theoretical fact that for an primitive $N$-th root of unity $\xi$ we have

$$
\sum_{\substack{i=1 \\(i, N)=1}}^{N} \xi^{i}=\mu(N)
$$

with the Moebius function $\mu$. For $d \mid N$ we have

$$
\sum_{\substack{i=1 \\(i, N)=d}}^{N} \xi_{N}^{i}=\sum_{\substack{i=1 \\(i, N / d)=1}}^{N / d} \xi_{N / d}^{i}=\mu(N / d)
$$

with primitive $(N / d)$-th root of unity $\xi_{N / d}$. For $c \mid N$ we get

$$
\sum_{\substack{i=1 \\(i, N)=d}}^{N} \xi_{N}^{i c}=\sum_{\substack{i=1 \\(i, N / d)=1}}^{N / d} \xi_{N / d}^{i c}=\sum_{\substack{i=1 \\(i, N / d)=1}}^{N / d} \xi_{N /(N, d c)}^{i}=\frac{\varphi(N / d)}{\varphi(N /(N, d c))} \mu\left(\frac{N}{(N, d c)}\right)
$$

since the last sum has $\varphi(N / d)$ summands which contain $\varphi(N /(N, d c))$-times all primitive $N /(N, d c)$-th roots of unity and their sum gives $\mu(N /(N, d c))$.

Next, we calculate the $a_{c}$ explicitly in the case $\mathcal{E}$ is a filter in $\mathcal{D}(N)$, which is essentially already done in Lemma 3.2.2.

Lemma 3.2.6. Let $c \mid N$ and $\mathcal{E}=(e)$ be a filter for some $e \mid N$. Then

$$
a_{c}= \begin{cases}N / e, & c \in(N / e)_{e}=(N / e) \mathcal{D}(e), \\ 0, & \text { else }\end{cases}
$$

Especially, for a $\mathcal{E}$ being a filter, we have $a_{c} \geq 0$ for all $c \in \mathcal{D}(N)$.

Proof. We calculate $a_{c}$ for all $c \in \mathcal{D}(N)$ :

$$
\begin{aligned}
a_{c} & =\sum_{d \in \mathcal{E}} \frac{\varphi(N / d)}{\varphi(N /(N, d c))} \mu\left(\frac{N}{(N, d c)}\right) \\
& =\sum_{d^{\prime} \in \mathcal{D}(N / e)} \frac{\varphi\left(N^{\prime} e / d^{\prime} e\right)}{\varphi\left(N^{\prime} e /\left(N^{\prime} e, d^{\prime} e c\right)\right)} \mu\left(\frac{N^{\prime} e}{\left(N^{\prime} e, d^{\prime} e c\right)}\right) \quad\left(N^{\prime}=N / e, d^{\prime}=d / e\right) \\
& =\sum_{d^{\prime} \in \mathcal{D}(N / e)} \frac{\varphi\left(N^{\prime} / d^{\prime}\right)}{\varphi\left(N^{\prime} /\left(N^{\prime}, d^{\prime} c\right)\right)} \mu\left(\frac{N^{\prime}}{\left(N^{\prime}, d^{\prime} c\right)}\right)
\end{aligned}
$$

Thus, we can assume $\mathcal{E}=\mathcal{D}(N)$ and omit the superscript '. Since $\varphi$ and $\mu$ are multiplicative functions, we may assume $N=p^{N_{p}}, N_{p}>0$, for a prime $p$ and $d=p^{d_{p}}$, $c=p^{c_{p}}$ for $d, c \mid N$ and $0 \leq d_{p}, c_{p} \leq N_{p}$. Then

$$
\begin{aligned}
a_{c} & =\sum_{d \in \mathcal{D}(N)} \frac{\varphi(N / d)}{\varphi(N /(N, d c))} \mu\left(\frac{N}{(N, d c)}\right) \\
& =\sum_{d \in \mathcal{D}(N)} \frac{\varphi\left(p^{N_{p}-d_{p}}\right)}{\varphi\left(p^{N_{p}-\min \left\{d_{p}+c_{p}, N_{p}\right\}}\right)} \mu\left(p^{N_{p}-\min \left\{d_{p}+c_{p}, N_{p}\right\}}\right) \\
& =\sum_{i=0}^{N_{p}} \frac{\varphi\left(p^{N_{p}-i}\right)}{\varphi\left(p^{N_{p}-\min \left\{i+c_{p}, N_{p}\right\}}\right)} \mu\left(p^{N_{p}-\min \left\{i+c_{p}, N_{p}\right\}}\right)
\end{aligned}
$$

Since the $\mu$-term equals 0 if $i+c_{p}<N_{p}-1$, is equal to -1 if $i+c_{p}=N_{p}-1$ and +1 otherwise, we get

$$
\begin{aligned}
a_{c} & =\sum_{i=0}^{N_{p}-1}(p-1) p^{N_{p}-i-1}+1 \\
& =(p-1) p^{N_{p}-1} \frac{p^{-N_{p}}-1}{p^{-1}-1}+1 \\
& =p^{N_{p}}-1+1=p^{N_{p}}=N,
\end{aligned}
$$

for $c_{p}=N_{p}$, and

$$
\begin{aligned}
a_{c} & =\sum_{i=N_{p}-c_{p}-1}^{N_{p}-1} \frac{\varphi\left(p^{N_{p}-i}\right)}{\varphi\left(p^{N_{p}-\min \left\{i+c_{p}, N_{p}\right\}}\right)} \mu\left(p^{N_{p}-\min \left\{i+c_{p}, N_{p}\right\}}\right)+1 \\
& =-\frac{(p-1) p^{N_{p}-\left(N_{p}-c_{p}-1\right)-1}}{(p-1) p^{N_{p}-\left(N_{p}-c_{p}-1+c_{p}\right)-1}}+\sum_{i=N_{p}-c_{p}}^{N_{p}-1}(p-1) p^{N_{p}-i-1}+1 \\
& =-p^{c_{p}}+(p-1) p^{N_{p}-1} p^{-\left(N_{p}-c_{p}\right)} \sum_{i=0}^{c_{p}-1} p^{-i}+1 \\
& =-p^{c_{p}}-\left(1-p^{c_{p}}\right)+1=0,
\end{aligned}
$$

for $0 \leq c_{p}<N_{p}$. Thus, in the general case $\mathcal{E}=(e)$, we have $a_{c}=N^{\prime}=N / e$ for $c=N / e$ and all multiples, hence the lemma is proven.

We use this result to show that if $\mathcal{E}$ is a small modification of a filter, the main assumption $a_{c} \geq 0$ for all $c \in \mathcal{D}(N)$ usually fails to be true.

## Lemma 3.2.7.

(a) Let $\mathcal{E}=(e) \neq \mathcal{D}(N)$ be a filter, but not $(p)$ for $N=p^{n}$ a prime power. Then $\mathcal{E} \cup\{1\}$ gives $a_{c}<0$ for some $c$. If $N=p^{n}$ for some prime number $p, n \in \mathbb{N}$, and $\mathcal{E}=(p)$ a filter, then $\mathcal{E} \cup\{1\}$ is a filter as well.
(b) Let $\mathcal{E}=(1)=\mathcal{D}(N)$ and $N$ be not a prime power. Then $\mathcal{E} \backslash\{1\}$ gives $a_{c}<0$ for some $c$. In the case $N=p^{n}$, the set $\mathcal{E} \backslash\{1\}$ is a also a filter, namely $(p)$.

Proof. (a) Assume at first, that $N=\prod_{p \mid N} p^{N_{p}}, N_{p} \geq 1$ for all $p$, is not a prime power. If $p \nmid e$ for a prime divisor $p \mid N$, we have $N / e \nmid N / p$, and therefore $a_{N / p}=0$ by Lemma 3.2.6. We calculate the value $\tilde{a}_{N / p}$ for $\tilde{\mathcal{E}}=\mathcal{E} \cup\{1\}$ :

$$
\begin{aligned}
\tilde{a}_{N / p} & =\sum_{d \in \mathcal{E} \cup\{1\}} \frac{\varphi(N / d)}{\varphi(N /(N, d(N / p)))} \mu(N /(N, d(N / p))) \\
& =a_{N / p}+\frac{\varphi(N)}{\varphi(p)} \mu(p)=0+\frac{\varphi(N)}{p-1}(-1)<0 .
\end{aligned}
$$

Let $e=\prod_{p \mid N} p^{e_{p}}$ with primes $p$. If $e_{p} \geq 1$ for all $p$ we have $N / e \leq N /\left(\prod_{p \mid N} p\right)=$ $\prod_{p \mid N} p^{N_{p}-1}$. We calculate $\tilde{a}_{N / q}$ for $q=\min \{p \mid p$ prime divisor of $N\}$, i.e. $p>q \geq$

2 for all $q \neq p \mid N$, and $\tilde{\mathcal{E}}=\mathcal{E} \cup\{1\}$ :

$$
\begin{aligned}
\tilde{a}_{N / q} & =a_{N / q}+\frac{\varphi(N)}{\varphi(q)} \mu(q) \\
& \leq \prod_{p \mid N} p^{N_{p}-1}-\frac{\prod_{p \mid N}(p-1) p^{N_{p}-1}}{q-1} \\
& =\prod_{p \mid N} p^{N_{p}-1}\left(1-\prod_{p \neq q}(p-1)\right)<0 .
\end{aligned}
$$

Assume now, $N=p^{n}$ and $e=p^{k}$ for $1<k \leq n$, thus $a_{c}=p^{n-k}$ for all $c=p^{n-k+l}$ for $0 \leq l \leq k$. We calculate $\tilde{a}_{p^{n-1}}$ for $\tilde{\mathcal{E}}=\mathcal{E} \cup\{1\}$ :

$$
\tilde{a}_{p^{n-1}}=a_{p^{n-1}}+\frac{\varphi\left(p^{n}\right)}{\varphi(p)} \mu(p)=p^{n-k}-p^{n-1}<0
$$

If $N=p^{n}$ and $\mathcal{E}=(p)$, we have $\mathcal{E} \cup\{1\}=\mathcal{D}(N)$, hence it is a filter.
(b) If $\mathcal{E}=\mathcal{D}(N)$, it is $a_{c}=N$ for $c=N$ and 0 otherwise by Lemma 3.2.6. Since $N$ is not a prime power, there exist distinct primes $p, q \mid N$. We calculate $\tilde{a}_{c}$ for $c=N /(p q)$ and $\mathcal{E} \backslash\{1\}:$

$$
\begin{aligned}
\tilde{a}_{c} & =a_{c}-\frac{\varphi(N)}{\varphi(N /(N, N /(p q)))} \mu(N /(N, N /(p q))) \\
& =0-\frac{\varphi(N)}{\varphi(p q)} \mu(p q)=-\frac{\varphi(N)}{(p-1)(q-1)}<0 .
\end{aligned}
$$

The main part of the proof of Theorem 3.2.1 is the following claim, which we show by induction: Let $N \in \mathbb{N}, \mathcal{D}(N)$ the set of all divisors of $N$ and $\mathcal{E} \subset \mathcal{D}(N)$. If

$$
\begin{equation*}
a_{c}=\sum_{d \in \mathcal{E}} \frac{\varphi(N / d)}{\varphi(N /(c d, N))} \mu(N /(c d, N)) \geq 0 \tag{3.2.1}
\end{equation*}
$$

for all $c \in \mathcal{D}(N)$, then $\mathcal{E}$ is a filter in $\mathcal{D}(N)$ as is Definition 3.2.4.
Definition 3.2.8. Let $N \in \mathbb{N}$ and $\mathcal{E} \subset \mathcal{D}(N)$. For a prime factor $p \mid N$ we define a new set of divisors of $N / p$, namely

$$
\mathcal{E}_{p}=\{d / p|d \in \mathcal{E}, p| d\} \subset \mathcal{D}(N / p)
$$

For $c \in \mathcal{D}(N / p)$ we denote by $a_{c}^{\{p\}}$ the corresponding sum over $\mathcal{E}_{p}$, i.e.

$$
a_{c}^{\{p\}}=\sum_{(d / p) \in \mathcal{E}_{p}} \frac{\varphi\left(\frac{N / p}{d / p}\right)}{\varphi\left(\frac{N / p}{(N / p, c d / p)}\right)} \mu\left(\frac{N / p}{(N / p, c d / p)}\right) .
$$

We will in the following only consider $\mathcal{E}_{p}$ for all $p$, such that there exists an $d \in \mathcal{E}$ with $p \mid d$, so $\mathcal{E}_{p}$ is not empty.

We use this as induction step $N / p \mapsto N$. We first wish to prove that $a_{c} \geq 0$ for $\mathcal{E}$ implies $a_{c}^{\{p\}} \geq 0$ for $\mathcal{E}_{p}$ and all $c \in \mathcal{D}(N / p)$.

Lemma 3.2.9. For any $p \mid N$ with $\mathcal{E}_{p}$ we get for all $c \in \mathcal{D}(N / p)$ :

$$
a_{c}^{\{p\}}= \begin{cases}a_{c}, & \text { if } p c \mid N / p, \\ \frac{1}{p}\left((p-1) a_{c}+a_{p c}\right) & \text { if } p c \nmid N / p .\end{cases}
$$

In particular, $a_{c} \geq 0$ for all $c \in \mathcal{D}(N)$ implies $a_{c}^{\{p\}} \geq 0$ for all $c \in \mathcal{D}(N / p)$.

Proof. For $\mathcal{E}$ and $p \in \mathcal{D}(N)$ such that $p$ divides at least one $d \in \mathcal{E}$, i.e. the set $\mathcal{E}_{p}$ is non-empty. We calculate the value of $a_{c}^{\{p\}}$ for all $c \in \mathcal{D}(N / p)$ :

$$
\begin{aligned}
a_{c}^{\{p\}} & =\sum_{(d / p) \in \mathcal{E}_{p}} \frac{\varphi\left(\frac{N / p}{d / p}\right)}{\varphi\left(\frac{N / p}{(N / p, c d / p)}\right)} \mu\left(\frac{N / p}{(N / p, c d / p)}\right) \\
& =\sum_{\substack{d \in \mathcal{E} \\
p \mid d}} \frac{\varphi\left(\frac{N}{d}\right)}{\varphi\left(\frac{N}{(N, c d)}\right)} \mu\left(\frac{N}{(N, c d)}\right) \\
& =a_{c}-\underbrace{\sum_{\substack{d \in \mathcal{E} \\
p \nmid d}} \frac{\varphi\left(\frac{N}{d}\right)}{\varphi\left(\frac{N}{(N, c d)}\right)} \mu\left(\frac{N}{(N, c d)}\right)}_{=: a_{c}^{\left\{p^{\prime}\right\}}}
\end{aligned}
$$

For $n \in \mathbb{N}$ and prime number $p$ let $\nu_{p}(n) \geq 0$ the maximal $p$-part of $n$, i.e. $p^{\nu_{p}(n)} \mid n$ and $p^{\nu_{p}(n)+1} \nmid n$. Let $k=\nu_{p}(N)$. If $\nu_{p}(c) \leq k-2$, i.e. in particular it is $k \geq 2$, then $\nu_{p}(N /(c d, N)) \geq 2$ for $d \in \mathcal{E}, p \nmid d$. Thus, we have $\mu(N /(c d, N))=0$ and $a_{c}^{\{p\}}=a_{c}$ in the case $p c \mid(N / p)$. For $\nu_{p}(c)=k-1$ we have

$$
\begin{aligned}
a_{c}^{\left\{p^{\prime}\right\}} & =\sum_{\substack{d \in \mathcal{E} \\
p \nmid d}} \frac{\varphi\left(\frac{N}{d}\right)}{\varphi\left(\frac{N}{(N, c d)}\right)} \mu\left(\frac{N}{(N, c d)}\right) \\
& =\sum_{\substack{d \in \mathcal{E} \\
p \nmid d}} \frac{\varphi\left(p^{k}\right) \varphi\left(\frac{N / p^{k}}{d}\right)}{\varphi(p) \varphi\left(\frac{N / p^{k}}{\left(N / p^{k}, d c / p^{k-1}\right)}\right)} \mu \underbrace{\mu(p)}_{=-1} \mu\left(\frac{N / p^{k}}{\left(N / p^{k}, d c / p^{k-1}\right)}\right) \\
& =-p^{k-1} \underbrace{\substack{\begin{subarray}{c}{d \in \mathcal{E} \\
p \nmid d} }} \end{subarray} \frac{\varphi\left(\frac{N / p^{k}}{d}\right)}{\varphi\left(\frac{N / p^{k}}{\left(N / p^{k}, d c / p^{k-1}\right)}\right)} \mu\left(\frac{N / p^{k}}{\left(N / p^{k}, d c / p^{k-1}\right)}\right)}_{=: X(c)}
\end{aligned}
$$

Assume now $\nu_{p}(c)=\nu_{p}(N)=k$. We write $N^{\prime}=N / p^{k}$ and $c^{\prime}=c / p^{k}$, then we get

$$
\begin{aligned}
a_{c} & =\sum_{d \in \mathcal{E}} \frac{\varphi\left(\frac{N^{\prime} p^{k}}{d}\right)}{\varphi\left(\frac{N^{\prime} p^{k}}{\left(N^{\prime} p^{k}, c^{\prime} p^{k} d\right)}\right)} \mu\left(\frac{N^{\prime} p^{k}}{\left(N^{\prime} p^{k}, c^{\prime} p^{k} d\right)}\right) \\
& =\sum_{\substack{d \in \mathcal{E} \\
p \nmid d}} \frac{\varphi\left(p^{k}\right) \varphi\left(\frac{N^{\prime}}{d}\right)}{\varphi\left(\frac{N^{\prime}}{\left(N^{\prime}, c^{\prime} d\right)}\right)} \mu\left(\frac{N^{\prime}}{\left(N^{\prime}, c^{\prime} d\right)}\right)+\underbrace{\sum_{\left(c^{\prime} p^{k-1}\right)} \frac{\varphi\left(\frac{N}{d}\right)}{\varphi\left(\frac{N}{(N, c d)}\right)} \mu\left(\frac{N}{(N, c d)}\right)}_{\substack{d \in \mathcal{E} \\
p \mid d}} \\
& =(p-1) p^{k-1} X(c)+a_{\left(c^{\prime} p^{k-1}\right)^{\{p\}}}^{\{p\}} .
\end{aligned}
$$

We combine the two expressions for $a_{c}, c=c^{\prime} p^{k}$. Then, $c / p=c^{\prime} p^{k-1} \mid N / p$ and $X\left(c^{\prime} p^{k-1}\right)=X\left(c^{\prime} p^{k}\right)=X(c)$. Since $x a_{\left(c^{\prime} p^{k-1}\right)}+y a_{\left(c^{\prime} p^{k}\right)} \geq 0$ for $x, y \geq 0$ we get from

$$
\begin{aligned}
x a_{\left(c^{\prime} p^{k-1}\right)}+y a_{\left(c^{\prime} p^{k}\right)} & =x\left(a_{\left(c^{\prime} p^{k-1}\right)}^{\{p\}}-p^{k-1} X(c)\right)+y\left((p-1) p^{k-1} X(c)+a_{\left(c^{\prime} p^{k-1}\right)}^{\{p\}}\right) \\
& =p a_{\left(c^{\prime} p^{k-1}\right)}^{\{p,}
\end{aligned}
$$

and this proves the lemma.
We now conclude by induction that $\mathcal{E}$ is a filter if all possible reductions $\mathcal{E}_{p}, p \mid N$, are filters. Under this assumption, it follows that no $\mathcal{E}_{p}$ is empty: Let $p \mid N$ such that $p \mid d$ for some $d \in \mathcal{E}$, then $\mathcal{E}_{p}$ is not empty, hence equals ( $e_{p}$ ) for some $e_{p}$. Since $\mathcal{E}_{p}$ is a filter, we have $N / p \in \mathcal{E}_{p}$, and hence $N=p \cdot N / p \in \mathcal{E}$. As induction step, we use the following lemma.

Lemma 3.2.10. Let $\mathcal{E} \subset \mathcal{D}(N)$ and for all $p \mid N$ the set $\mathcal{E}_{p}$, defined as in Definition 3.2.8, a filter, namely $\left(e_{p}\right)=\left(e_{p}\right)_{N / p}$ for some $e_{p} \mid N / p$. Then either there exist a prime $p \mid N$ with $p \mid e_{q}$ for all $q \neq p$ or it is $e_{p}=1$ for all $p$.
In the first case we have $\mathcal{E}=\left(p e_{p}\right)$ or $\mathcal{E}=\left(p e_{p}\right) \cup\{1\}$. In the second case we have $\mathcal{E}=(1)=\mathcal{D}(N)$ or $\mathcal{E}=(1) \backslash\{1\}$.

Proof. Assume, there exist $q^{\prime}$ with $e_{q^{\prime}} \neq 1$ and $p \mid e_{q^{\prime}}$. Then $p \mid e_{q}$ for all $q \neq p$. We prove this by contradiction, thus assume $p \nmid e_{q}$ for some $q$. It is $q^{\prime} e_{q} \in \mathcal{E}_{q}$ (since $\mathcal{E}_{q}$ is a filter) and hence $q q^{\prime} e_{q} \in \mathcal{E}$ (by definition of $\mathcal{E}_{q}$ ). Then $q e_{q} \in \mathcal{E}_{q^{\prime}}$ and $e_{q^{\prime}} \mid q e_{q}$, hence a contradiction to $p \nmid e_{q}$. This proves the first part of the lemma.
We now prove the consequences in the two cases. Firstly, we assume it exists $p$ with $p \mid e_{q}$ for all $q \neq p$. Let $x \in\left(p e_{p}\right)$, then $e_{p} \mid x / p$, and since $\mathcal{E}_{p}$ is a filter, $x / p \in \mathcal{E}_{p}$. Thus we have $x=p \cdot x / p \in \mathcal{E}$, i.e. $\left(p e_{p}\right) \subset \mathcal{E}$. Let now $x \in \mathcal{E}$. If $p \mid x$ we have $x / p \in \mathcal{E}_{p}$, hence $e_{p} \mid x / p$ and therefore $p e_{p} \mid x$. If $p \nmid x$, then $x=1$ or it exists $q$ with $q \mid x$. In this case is $x / q \in \mathcal{E}_{q}$ and $e_{q} \mid x / q$, which is a contradiction to $p \nmid x$. This proves $\left(p e_{p}\right)=\mathcal{E} \backslash\{1\}$ (which may be equal to $\mathcal{E}$ ).
In the case $e_{p}=1$ for all $p$, we have $(p) \subset \mathcal{E}$ for all $p$. Since it is $\bigcup_{p \in \mathcal{D}(N)}(p)=$ $\mathcal{D}(N) \backslash\{1\}$, this proves the assertion.

We can now conclude the proof of the claim of (3.2.1). Let $\mathcal{E}$ such that

$$
a_{c}=\sum_{d \in \mathcal{E}} \frac{\varphi(N / d)}{\varphi(N /(c d, N))} \mu(N /(c d, N)) \geq 0
$$

for all $c \in \mathcal{D}(N)$, then $a_{c}^{\{p\}} \geq 0$ for all $\mathcal{E}_{p}$ and $c \in \mathcal{D}(N / p)$ by Lemma 3.2.9. By induction, all $\mathcal{E}_{p}$ are filters, namely $\left(e_{p}\right)$ for some $e_{p} \mid N / p$. Then, by Lemma 3.2.10, we have that $\mathcal{E}$ is a filter (e) for some $e \mid N$ or $(e) \cup\{1\}$ for some $e \neq 1$ or (1) <br>{1\}. By } Lemma 3.2.7, the last cases are only possible for $N=p^{n}$ and $e=p$. In this cases $\mathcal{E}$ is a filter as well. This proves the claim (3.2.1) and hence concludes the proof of Theorem 3.2.1.

### 3.3. An alternative proof

We now give a direct proof of Theorem 3.2.1, which was pointed out to us by Mihalis Kolountzakis.

Proof of Theorem 3.2.1 [Kol14]. Write $U=\{\exp (2 \pi i r / N) \mid r \in E\}$, where $E \subset \mathbb{Z}_{N}$ the set of exponents of $U$. The assumption, that all power sums $\sum_{\zeta \in U} \zeta^{k}$ are nonnegative, means exactly that the Fourier transform (on the group $\mathbb{Z}_{N}$ ) of the indicator function on $E$ is non-negative:

$$
\widehat{\mathbf{1}_{E}}(k)=\sum_{j \in \mathbb{Z}_{N}} \mathbf{1}_{E}(j) \exp (-2 \pi i j k / N) \geq 0, \quad \forall k \in \mathbb{Z}_{N}
$$

Write $\widehat{f}(k), k \in \mathbb{Z}_{N}$, for the non-negative square root of $\widehat{\mathbf{1}_{E}}(k)$. Hence, $\widehat{f}(k) \in \mathbb{R}_{\geq 0}$ for all $k$. From the equation $\widehat{\mathbf{1}_{E}}(k)=\widehat{f^{2}}(k)$ we derive the convolution identity

$$
\begin{equation*}
\mathbf{1}_{E}(n)=f * f(n)=\sum_{j \in \mathbb{Z}_{N}} f(j) f(n-j)=\sum_{j \in \mathbb{Z}_{N}} f(j) \overline{f(j-n)}, \tag{3.3.1}
\end{equation*}
$$

where the last identity is due to the fact that $f(x)=\overline{f(-x)}$, which is true as $\widehat{f}$ is real.
By the Cauchy-Schwarz inequality we then have for every $n \in E$ (by assumption, it is $U \neq \emptyset$, and hence $E \neq \emptyset$ )

$$
1=\mathbf{1}_{E}(n) \leq \sum_{j \in \mathbb{Z}_{n}}|f(j)|^{2} \stackrel{\ddagger}{=} \mathbf{1}_{E}(0) \stackrel{\ddagger}{=} 1
$$

where the equation $(\dagger)$ is equation (3.3.1) evaluated for $n=0$, and the equation $(\ddagger)$ follows since $\mathbf{1}_{E}(0) \leq 1$. Assume now $0 \neq r \in E$. Then

$$
1=\mathbf{1}_{E}(r)=\sum_{j \in \mathbb{Z}_{N}} f(j) \overline{f(j-r)},
$$

and by the equality case of the Cauchy-Schwarz inequality we conclude that there is a constant $c_{r}$ with $\left|c_{r}\right|=1$ such that $f(j)=c_{r} f(j-r)$ holds for all $j$, and thus

$$
\begin{aligned}
\widehat{f}(k) & =\sum_{j \in \mathbb{Z}_{N}} f(j) \exp (-2 \pi i j k / N) \\
& =c_{r} \sum_{j \in \mathbb{Z}_{N}} f(j-r) \exp (-2 \pi i(j-r) k / N) \exp (-2 \pi i r k / N) \\
& =c_{r} \exp (-2 \pi i r k / N) \widehat{f}(k-r) .
\end{aligned}
$$

Since $\widehat{f}(k)$ is real for all $k$, it is $\widehat{f}(k)=0$ except when $c_{r}=\exp ( \pm 2 \pi i r k / N)$, thus $\widehat{f}$ is periodic with periods all elements $r \in E$, and so is $f$. Since $\mathbf{1}_{E}(n)=\sum_{i \in \mathbb{Z}_{N}} f(j) f(n-$ $j$ ), the same is true for $\mathbf{1}_{E}$, i.e.,

$$
\mathbf{1}_{E}(n-r)=\mathbf{1}_{E}(n), \quad \forall n \in \mathbb{Z}_{N}, r \in E .
$$

In other words: if $n, r \in E$, then $n-r \in E$, i.e. $E$ is an additive group, hence $U$ is a multiplicative group of roots of unity.
The other implication is shown in Lemma 3.2.2.

### 3.4. Fourier pairs of $\{0,1\}$-matrices

In the following, we will consider certain idempotents of the group algebra $\mathbb{C}\left[\mathbb{Z}_{N} \times \mathbb{Z}_{N}\right]$. Recall that an idempotent of a group algebra $\mathbb{C}[G]$ is an element $e \in \mathbb{C}[G]$ with $e^{2}=e$. Let $g$ be a generator of $\mathbb{Z}_{N}$ and $\left\{g^{i} \otimes g^{j} \mid 0 \leq i, j<N\right\}$ a basis of $\mathbb{C}\left[\mathbb{Z}_{N}, \mathbb{Z}_{N}\right]$. For an idempotent of $\mathbb{C}\left[\mathbb{Z}_{N} \times \mathbb{Z}_{N}\right]$ we write

$$
\begin{equation*}
e^{(\varepsilon)}=(1 / N) \sum_{i, j} \varepsilon_{i j} g^{i} \otimes g^{j} \tag{3.4.1}
\end{equation*}
$$

with matrix $\varepsilon=\left(\varepsilon_{i j}\right)_{1 \leq i, j \leq N}$. Then the condition $\left(e^{(\varepsilon)}\right)^{2}=e^{(\varepsilon)}$ gives

$$
\frac{1}{N^{2}} \sum_{i^{\prime}, i^{\prime \prime} j^{\prime}, j^{\prime \prime}} \sum_{i^{\prime} j^{\prime}} \varepsilon_{i^{\prime \prime} j^{\prime \prime}}\left(g^{i^{\prime}} \otimes g^{j^{\prime}}\right)\left(g^{i^{\prime \prime}} \otimes g^{j^{\prime \prime}}\right)=\frac{1}{N} \sum_{i, j} \varepsilon_{i j} g^{i} \otimes g^{j},
$$

and by comparing coefficients, we get

$$
\begin{equation*}
\frac{1}{N^{2}} \sum_{i^{\prime}+i^{\prime \prime}=i} \sum_{j^{\prime}+j^{\prime \prime}=j} \varepsilon_{i^{\prime} j^{\prime}} \varepsilon_{i^{\prime \prime} j^{\prime \prime}}=\frac{1}{N} \varepsilon_{i j} . \tag{3.4.2}
\end{equation*}
$$

We will be more specifically interested in idempotents such that $\varepsilon_{i j} \in\{0,1\}$ for all $i, j$. Let $\xi=\xi_{N}$ be a primitive $N$-th root of unity and $\left\{e_{k}=1 / N \sum_{r=0}^{N} \xi^{k r} g^{r} \mid 0 \leq k<N\right\}$ be the set of mutually orthogonal primitive idempotents of the group algebra $\mathbb{C}\left[\mathbb{Z}_{N}\right]$. Then $\left\{e_{k} \otimes e_{l}\right\}$ is the set of primitive orthogonal idempotents of $\mathbb{C}\left[\mathbb{Z}_{N} \times \mathbb{Z}_{N}\right]$ and we
can express $e^{(\varepsilon)}$ as sum of these primitive idempotents: $e^{(\varepsilon)}=\sum_{k, l} \bar{\varepsilon}_{k l} e_{k} \otimes e_{l}$ with $\bar{\varepsilon}_{k l} \in\{0,1\}$ for all $0 \leq k, l<N$. Comparing the coefficients for these two expressions of $e^{(\varepsilon)}$ leads to

$$
\begin{equation*}
\varepsilon_{i j}=\frac{1}{N} \sum_{k, l} \bar{\varepsilon}_{k l} \xi^{i k+j l} \tag{3.4.3}
\end{equation*}
$$

which means that the matrix $\varepsilon$ is the discrete Fourier transform of the matrix $\bar{\varepsilon}=$ $\left(\bar{\varepsilon}_{i j}\right)_{0 \leq i, j<N}$ (over the group $\mathbb{Z}_{N} \times \mathbb{Z}_{N}$ ). We fix two new notions in the following definition.

Definition 3.4.1. Let $N \in \mathbb{N}$ and $\xi=\xi_{N}$ a primitive $N$-th root of unity.
(1) Two matrices $A=\left(a_{i j}\right)_{1 \leq i, j \leq N}$ and $B=\left(b_{i j}\right)_{1 \leq i, j \leq N}$ with $a_{i j}, b_{j i} \in \mathbb{C}$ for all $i, j$ are called a Fourier pair (of matrices) over the group $\mathbb{Z}_{N} \times \mathbb{Z}_{N}$, if

$$
a_{i j}=\frac{1}{N} \sum_{k, l} b_{k l} \xi^{i k+j l} \quad \text { or } \quad b_{i j}=\frac{1}{N} \sum_{k, l} a_{k l} \xi^{i k+j l} .
$$

(2) A matrix $\varepsilon=\left(\varepsilon_{i j}\right)_{1 \leq i, j \leq N}$ is called $\{0,1\}$-matrix, if $\varepsilon_{i j} \in\{0,1\}$ for all $i, j$.

The considerations above lead to the following problem.
Problem 3.4.2. We wish to determine all idempotents $e^{(\varepsilon)}$ of $\mathbb{C}\left[\mathbb{Z}_{N} \times \mathbb{Z}_{N}\right]$, such that $\varepsilon$ is $\{0,1\}$-matrix, or equivalent, all Fourier pairs of $\{0,1\}$-matrices $\varepsilon$ and $\bar{\varepsilon}$.

Example 3.4.3. We consider some examples of Fourier transformed matrices, where $\varepsilon$ is not necessarily a $\{0,1\}$-matrix.
(i) Let $\bar{\varepsilon}$ the matrix with $\bar{\varepsilon}_{00}=1$ and $\bar{\varepsilon}_{k l}=0$ otherwise. Then $\varepsilon_{i j}=1 / N$ for all $i, j$.
(ii) Let $\bar{\varepsilon}$ the matrix with $\bar{\varepsilon}_{0 l}=1$ for all $l$ and $\bar{\varepsilon}_{k l}=0$ otherwise. Then $\varepsilon_{i 0}=1$ for all $i$ and $\varepsilon_{i j}=0$ otherwise.
(iii) Let $\bar{\varepsilon}$ the matrix with $\bar{\varepsilon}_{k k}=1$ for all $k$ and $\bar{\varepsilon}_{k l}=0$ otherwise. Then $\varepsilon_{i j}=1$ for all $i, j$ with $i+j \equiv 0 \bmod N$ and $\varepsilon_{i j}=0$ otherwise. We give the matrices explicitly for $N=4$ :

$$
\bar{\varepsilon}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \quad \longrightarrow \quad \varepsilon=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)
$$

The following theorem completely solves Problem 3.4.2, relying heavily on our main Theorem 3.2.1 about roots of unity:

Theorem 3.4.4. All idempotents $e^{(\varepsilon)}$ of the group algebra $\mathbb{C}\left[\mathbb{Z}_{N} \times \mathbb{Z}_{N}\right]$ with $\varepsilon_{i j} \in\{0,1\}$, or equivalently all discrete Fourier pairs $\varepsilon, \bar{\varepsilon}$ of $\{0,1\}$-matrices are either of the form

$$
\begin{equation*}
\varepsilon_{i j}=\delta_{\left(\left.\frac{N}{d} \right\rvert\, i\right)} \delta_{\left(d \left\lvert\, j-t \frac{i}{N / d}\right.\right)}, \quad 0 \leq i, j<N, \tag{3.4.4}
\end{equation*}
$$

for a unique $d \mid N$ and $0 \leq t \leq d-1$ or they are trivial, i.e. $\varepsilon=\bar{\varepsilon}=0$.

Before we proceed to the proof of the theorem, we give another Example.
Example 3.4.5. Let $N=12, d=4$ and $t=2$, then $\varepsilon$ as in (3.4.4) is given by

$$
N / d\left(\begin{array}{cccccccccccc}
0 & & t & & d & & & & & & & \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & . & . & . & . & . & . & . & . & . & . & . \\
0 & . & . & . & . & . & . & . & . & . & . & . \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & . & . & . & . & . & . & . & . & . & . & . \\
0 & . & . & . & . & . & . & . & . & . & . & . \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & . & . & . & . & . & . & . & . & . & . & . \\
0 & . & . & . & . & . & . & . & . & . & . & . \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & . & . & . & . & . & . & . & . & . & . & . \\
0 & . & . & . & . & . & . & . & . & . & . & .
\end{array}\right) .
$$

Proof. By the Fourier transformation (3.4.3), we have $\varepsilon_{00}=\frac{1}{N} \sum_{k, l} \bar{\varepsilon}_{k l}$. Since $\varepsilon$ and $\bar{\varepsilon}$ are $\{0,1\}$-matrices, this gives either $\bar{\varepsilon}_{k l}=0$ for all $k, l$ or $\sum_{k, l} \bar{\varepsilon}_{k l}=N$. In the first case we have $\varepsilon=0$ as well. Applying the same argument to the dual Fourier transformation,

$$
\begin{equation*}
\bar{\varepsilon}_{k l}=\frac{1}{N} \sum_{i, j} \varepsilon_{i j} \xi^{-(i k+j l)} \tag{3.4.5}
\end{equation*}
$$

we get $\sum_{i, j} \varepsilon_{i j}=N$ in the second case.
Assume in the following $\varepsilon \neq 0$. We now calculate the row-, resp. column-sums of the matrices $\varepsilon$ and $\bar{\varepsilon}$. Let $a_{k}$ the $k$-th row-sum of $\varepsilon$ and $a_{l}^{\prime}$ the $l$-th column-sum of $\varepsilon$, and $\bar{a}_{k}, \bar{a}_{l}^{\prime}$ the according sums of $\bar{\varepsilon}$. Then

$$
a_{k}=\sum_{l} \varepsilon_{k l}=\frac{1}{N} \sum_{l, i, j} \bar{\varepsilon}_{i j} \xi^{i k+j l}=\frac{1}{N} \sum_{i} \xi^{i k} \sum_{j} \bar{\varepsilon}_{i j} \underbrace{\sum_{l} \xi^{j l}}_{=N \delta_{(j=0)}}=\sum_{i} \xi^{i k} \bar{\varepsilon}_{i 0} .
$$

Since the row-sum $a_{k}$ is a non-negative integer for all $k$, we get by Theorem 3.2.1, that the set $\left\{i \mid \bar{\varepsilon}_{i 0}=1\right\}$ is a subgroup of $\mathbb{Z}_{N}$, thus it exist $d \mid N$ with $\bar{\varepsilon}_{i 0}=\delta_{(d \mid i)}$. Analogously, we get by calculating the column-sum $a_{l}^{\prime}$ that $d^{\prime} \mid N$ exist, such that $\bar{\varepsilon}_{0 j}=\delta_{\left(d^{\prime} \mid j\right)}$. As a consequence, we get $a_{k}=N / d$ for $k$ being an $N / d$-multiple and $a_{l}^{\prime}=N / d^{\prime}$ for $l$ being an $N / d^{\prime}$-multiple, and the other row-, resp. column-sums being 0 . We now calculate the row- and column-sums of $\bar{\varepsilon}$ using the dual transformation (3.4.5). This gives, again by application of Theorem 3.2.1, that there exist $\bar{d}, \bar{d}^{\prime} \mid N$ such that $\varepsilon_{i 0}=\delta_{(\bar{d} \mid i)}$ and $\varepsilon_{0 j}=\delta_{\left(\bar{d}^{\prime} \mid j\right)}$, and $\bar{a}_{k}=N / \bar{d}$ for $k$ being $N / \bar{d}$-multiple and $\bar{a}_{l}^{\prime}=N / \bar{d}^{\prime}$ for $l$ being $N / \bar{d}^{\prime}$-multiple. Since $N / d=a_{0}=\sum_{j} \varepsilon_{0 j}=N / \bar{d}^{\prime}$, we get $d=\bar{d}^{\prime}$. Analogously, we get $\bar{d}=d^{\prime}$. Since only the $N / d$-th rows have entries 1 and $\varepsilon_{i 0}=\delta_{(\bar{d} \mid i)}$, we get $N / d \mid \bar{d}=d^{\prime}$, hence $N \mid d d^{\prime}$.

The case $N=d d^{\prime}$, i.e. $d^{\prime}=N / d$ corresponds to the non-shifted solution of (3.4.2), since in this case there are maximal $N / d \cdot N / d^{\prime}=N$ entries 1 .

We consider now a solution with $N<d d^{\prime}$ and show, that a suitably shifted version of this is also a solution of (3.4.2) with smaller $d d^{\prime}$. The claim then follows by induction over $d d^{\prime}$. For a solution $\varepsilon$ of (3.4.2) the shifted matrix, defined by

$$
\varepsilon_{i j}^{[t]}:= \begin{cases}\varepsilon_{i, j-t} \frac{i}{N / d}, & N / d \mid i, \\ \varepsilon_{i, j}=0, & \text { otherwise }\end{cases}
$$

for some $0 \leq t \leq d-1$, is also a solution of (3.4.2). This follows easily by inserting $\varepsilon_{i j}^{[t]}$ in (3.4.2), since the shift gives only a new ordering of the summands. Let now $\varepsilon$ be a solution with $N<d d^{\prime}$. We now want to shift this $\varepsilon$ in a way, that no 1 entries in the first column are moved, i.e. the $d^{\prime}$-th rows are shifted by multiple of $d$, and some of the other rows are shifted, such that $\varepsilon^{[t]}$ has at least one 1-entry more in the first column:

Consider the $N / d$-row. By hypothesis, $N / d<d^{\prime}$, hence $\varepsilon_{N / d, 0}=0$, but $\varepsilon_{N / d, t}=1$ for some $t$, since the row sum $a_{N / d}=N / d>0$. Since the column sum $a_{t}^{\prime} \neq 0$, we have $N / d^{\prime} \mid t$, hence $d \mid t d d^{\prime} / N$. Thus the shifted solution $\varepsilon_{i j}^{[-t]}$ has in the 0 -column still $\varepsilon_{i 0}=1$ for $d^{\prime} \mid i$ and it has now additionally $\varepsilon_{N / d, 0}=1$. The expression $d d^{\prime}$ for $\varepsilon^{[t]}$ has to be strictly smaller than $d d^{\prime}$ for $\varepsilon$, this reduces the claim by induction to the unshifted case $d d^{\prime}=N$, which has been solved above.

### 3.5. Solutions of the group-equations

The following system of equations for an abelian group $G$ arises as a necessary condition on the element $R_{0} \in \mathbb{C}\left[\Lambda / \Lambda^{\prime}\right] \otimes \mathbb{C}\left[\Lambda / \Lambda^{\prime}\right]$ in Lusztig's ansatz for $R$-matrices for a quantum group $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$, cf. Theorem 2.1.6 and Lemma 2.2.1. In this application, the abelian group $G$ is the fundamental group of $\mathfrak{g}$, and hence cyclic except for $\mathfrak{g}=D_{2 n}$, see Remark 3.5.4.

Definition 3.5.1. For an abelian group $G$ we define a set of $2|G|^{2}+2$ quadratic equations in $|G|^{2}$ complex variables $g(x, y)$ indexed by $x, y \in G$ :

$$
\begin{align*}
g(x, y) & =\sum_{y_{1}+y_{2}=y} g\left(x, y_{1}\right) g\left(x, y_{2}\right),  \tag{3.5.1}\\
g(x, y) & =\sum_{x_{1}+x_{2}=x} g\left(x_{1}, y\right) g\left(x_{2}, y\right),  \tag{3.5.2}\\
1 & =\sum_{y \in G} g(0, y),  \tag{3.5.3}\\
1 & =\sum_{x \in G} g(x, 0) . \tag{3.5.4}
\end{align*}
$$

We call these equations group-equations of $G$.

As a side remark, note that these equations are a subset of the equations for a Hopf pairing $g: \mathbb{C}^{G} \otimes \mathbb{C}^{G} \rightarrow \mathbb{C}$, which are given by

$$
\begin{aligned}
\delta_{x, x^{\prime}} g(x, y) & =\sum_{y_{1}+y_{2}=y} g\left(x, y_{1}\right) g\left(x^{\prime}, y_{2}\right), \\
\delta_{y, y^{\prime}} g(x, y) & =\sum_{x_{1}+x_{2}=x} g\left(x_{1}, y\right) g\left(x_{2}, y^{\prime}\right), \\
\delta_{x, 0} & =\sum_{y \in G} g(x, y), \\
\delta_{y, 0} & =\sum_{x \in G} g(x, y),
\end{aligned}
$$

where we write by slight abuse of notation $x$ for the element in $\mathbb{C}^{G}$ which takes the value 1 on the group element $x \in G$ and 0 otherwise. (In $\mathbb{C}^{G}$ the coproduct structure is given as follows: For $y \in \mathbb{C}^{G}$ we have $y_{(1)} \otimes y_{(2)}=\sum_{y_{1}+y_{2}=y} y_{1} \otimes y_{2}$.) The result of this section is in some sense, that $g$ as in Definition 3.5.1 is still a pairing on a pair of subgroups.

Lemma 3.5.2. Let $G$ be an abelian group and $H_{1}, H_{2}$ subgroups with equal cardinality $\left|H_{1}\right|=\left|H_{2}\right|=d$ (not necessarily isomorphic!). Let $\omega: H_{1} \times H_{2} \rightarrow \mathbb{C}^{\times}$be a pairing of groups. (By group pairing we denote a bihomomorphism $U \times V \rightarrow \mathbb{C}^{\times}$of groups $U, V$.$) Here, the group G$ is written additively and $\mathbb{C}^{\times}$multiplicatively, thus we have $\omega(x, y)^{d}=1$ for all $x \in H_{1}, y \in H_{2}$. Then the assignment

$$
\begin{equation*}
g: G \times G \rightarrow \mathbb{C}, \quad(x, y) \mapsto \frac{1}{d} \omega(x, y) \delta_{\left(x \in H_{1}\right)} \delta_{\left(y \in H_{2}\right)} \tag{3.5.5}
\end{equation*}
$$

is a solution of the equations (3.5.1)-(3.5.4) for $G$.
Proof. The claim follows by straightforward calculations. For $x, y, y_{1}, y_{2} \in G$ we get

$$
\begin{aligned}
\sum_{y_{1}+y_{2}=y} g\left(x, y_{1}\right) g\left(x, y_{2}\right) & =\left(\frac{1}{d}\right)^{2} \sum_{y_{1}+y_{2}=y} \omega\left(x, y_{1}\right) \omega\left(x, y_{2}\right) \delta_{\left(x \in H_{1}\right)} \delta_{\left(y_{1} \in H_{2}\right)} \delta_{\left(y_{2} \in H_{2}\right)} \\
& =\left(\frac{1}{d}\right)^{2} \sum_{y_{1}+y_{2}=y} \omega\left(x, y_{1}+y_{2}\right) \delta_{\left(x \in H_{1}\right)} \delta_{\left(y_{1} \in H_{2}\right)} \delta_{\left(y_{2} \in H_{2}\right)} \\
& =\left(\frac{1}{d}\right)^{2}\left|H_{2}\right| \omega(x, y) \delta_{\left(x \in H_{1}\right)} \delta_{\left(y \in H_{2}\right)}=g(x, y) . \\
\sum_{y \in G} g(0, y) & =\frac{1}{d} \sum_{y \in G} \omega(0, y) \delta_{\left(y \in H_{2}\right)}=\frac{1}{d} \sum_{y \in H_{2}} 1=1 .
\end{aligned}
$$

And analogously for equations (3.5.2) and (3.5.4).
Question 3.5.3. Are these all solutions of the equations (3.5.1)-(3.5.4)?

As an application of Theorems 3.2.1 and 3.4.4 we will below positively answer this question for a cyclic group $G$.

Remark 3.5.4. For the application in the quantum group framework of Chapter 2, i.e. for quantum groups $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ with a finite-dimensional, simple complex Lie algebra $\mathfrak{g}$, the only non-cyclic case of interest is $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ (the fundamental group of the Lie algebra $\mathfrak{g}=D_{2 n}$ ). Most other simple Lie algebras have $G=\mathbb{Z}_{1}, \mathbb{Z}_{2}, \mathbb{Z}_{3}, \mathbb{Z}_{4}$.

It is quite remarkable that the only highly nontrivial case solved here is hence the Lie algebra $A_{n}$ with $G=\mathbb{Z}_{n+1}$, which depends highly on the prime divisors of $n+1$. This is due to the unusually large center $\mathbb{Z}_{n+1}$ of the algebraic group $S L_{n+1}$, which makes it notoriously hard to deal with (e.g. in Deligne-Lusztig theory). We hope that the technical tools developed here might be useful in addressing such issues.

Example 3.5.5. Let $G=\mathbb{Z}_{N}$ and consider for any divisor $d \mid N$ the unique subgroup $H=\frac{N}{d} \mathbb{Z}_{N} \cong \mathbb{Z}_{d}$ of $G$ of order $d$. By Lemma 3.5.2 we have for any pairing $\omega: H \times H \rightarrow$ $\mathbb{C}^{\times}$the function $g$ as in (3.5.5) as a solution of the equations (3.5.1)-(3.5.4).
We give the solution explicitly: For $H=\langle h\rangle, h \in \frac{N}{d} \mathbb{Z}_{N}$, we define a pairing $\omega: H \times H \rightarrow$ $\mathbb{C}^{\times}$by $\omega(h, h)=\xi$ with $\xi$ a $d$-th root of unity, not necessarily primitive.
Thus the general solution ansatz in Lemma 3.5.2 translates for cyclic groups $G$ to

$$
\begin{equation*}
g: \mathbb{Z}_{N} \times \mathbb{Z}_{N} \rightarrow \mathbb{C}, \quad(x, y) \mapsto \frac{1}{d} \xi^{\frac{x y}{(N / d)^{2}}} \delta_{\left(\left.\frac{N}{d} \right\rvert\, x\right)} \delta_{\left(\left.\frac{N}{d} \right\rvert\, y\right)} \tag{3.5.6}
\end{equation*}
$$

Theorem 3.5.6. For $G=\mathbb{Z}_{N}$ the solutions given in Lemma 3.5.2 (and worked out in this case in Example 3.5.5), are in fact all solutions to the system of equations (3.5.1)-(3.5.4).

Proof. The proof is an application of Theorem 3.4.4, which follows from the main Theorem 3.2.1. Let $g: \mathbb{Z}_{N} \times \mathbb{Z}_{N} \rightarrow \mathbb{C}$ be a solution of the equations (3.5.1)-(3.5.4). We write shortly $g_{i j}$ for $g(i, j), 0 \leq i, j \leq N-1$. Let $\mathbb{Z}_{N}=\langle x\rangle$, then

$$
\sum_{j^{\prime}, j^{\prime \prime}}\left(g_{i j^{\prime}} x^{j^{\prime}}\right)\left(g_{i j^{\prime \prime}} x^{j^{\prime \prime}}\right)=\sum_{j} g_{i j} x^{i}
$$

for all $i$ by (3.5.1), hence $\sum_{j} g_{i j} x^{i}$ is an idempotent in $\mathbb{C}\left[\mathbb{Z}_{N}\right]$. Let $\xi=\xi_{N}$ be a primitive $N$-th root of unity, then primitive orthogonal idempotents of $\mathbb{C}\left[\mathbb{Z}_{N}\right]$ are all of the form $e_{k}=\frac{1}{N} \sum_{r=0}^{N-1} \xi^{k r} x^{r}$ and a general idempotent is a linear combination $e=\sum_{k} a_{k} e_{k}$ with $a_{k} \in\{0,1\}$ (follows from $e^{2}=e$ and $\operatorname{char}(\mathbb{C})=0$ ). Thus, we have $\sum_{j} g_{i j} x^{i}=\sum_{k} \varepsilon_{i k} e_{k}$ for all $i$ and with $\varepsilon_{i k} \in\{0,1\}$, and therefore

$$
\begin{equation*}
g_{i j}=\frac{1}{N} \sum_{k=1}^{N-1} \varepsilon_{i k} \xi^{k j} \tag{3.5.7}
\end{equation*}
$$

for $\{0,1\}$-matrix $\varepsilon=\left(\varepsilon_{i k}\right)$. By inserting this in (3.5.2), $\sum_{i^{\prime}+i^{\prime \prime}=i} g_{i^{\prime} j} g_{i^{\prime \prime} j}=g_{i j}$, we get

$$
\frac{1}{N^{2}} \sum_{i^{\prime}+i^{\prime \prime}=i} \sum_{k^{\prime}, k^{\prime \prime}} \varepsilon_{i^{\prime} k^{\prime} \varepsilon^{\prime}} \varepsilon_{i^{\prime \prime} k^{\prime \prime}} \xi^{\left(k^{\prime}+k^{\prime \prime}\right) j}=\frac{1}{N} \sum_{k} \varepsilon_{i k} \xi^{k j} .
$$

By comparing the coefficients on both sides we get
which is equation (3.4.2). Thus, for a generator $g$ of $\mathbb{Z}_{N}$ the element $e^{(\varepsilon)}=\sum_{i, j} \varepsilon_{i j} g^{i} \otimes$ $g^{j}$, defined as in (3.4.1), is an idempotent in $\mathbb{C}\left[\mathbb{Z}_{N} \times \mathbb{Z}_{N}\right]$ and $\varepsilon$ is $\{0,1\}$-matrix and we can apply Theorem 3.4.4. We have

$$
\varepsilon_{i j}=\delta_{\left(\left.\frac{N}{d} \right\rvert\, i\right)} \delta_{\left(d \left\lvert\, j-t \frac{i}{N / d}\right.\right)},
$$

for some $d \mid N$ and $0 \leq t \leq d-1$. We insert in (3.5.7):

$$
\begin{aligned}
g_{i j} & =\frac{1}{N} \sum_{k=0}^{N-1} \delta_{\left(\left.\frac{N}{d} \right\rvert\, i\right)} \delta_{\left(d \left\lvert\, k-t \frac{i}{N / d}\right.\right)} \xi^{j k} \\
& =\frac{1}{N} \delta_{\left(\left.\frac{N}{d} \right\rvert\, i\right)} \sum_{k^{\prime}=0}^{N / d-1} \xi^{j\left(t \frac{i}{N / d}+d k^{\prime}\right)} \quad \quad\left(k=t \frac{i}{N / d}+d k^{\prime}, k^{\prime}=0, \ldots, \frac{N}{d}-1\right) \\
& =\frac{1}{d}\left(\xi^{N / d}\right)^{t \frac{i}{N / d} \frac{j}{N / d}} \delta_{\left(\left.\frac{N}{d} \right\rvert\, i\right)} \underbrace{\frac{1}{N / d} \sum_{k^{\prime}=0}^{N / d-1}\left(\xi^{d}\right)^{j k^{\prime}}}_{=\delta_{\left.\frac{N}{d} \right\rvert\, j}}
\end{aligned}
$$

Thus, $g$ is the solution given already in Example 3.5.5, which was the explicitly worked out case of Lemma 3.5.2 for $G$ cyclic.

In the following example, we give all solutions of the group-equations in the case $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. It is easy to see, that these maps are solutions of (3.5.1)-(3.5.4). An calculation via Maple shows that these all solutions in this case, see Appendix A.

Example 3.5.7. Let $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}=\langle a, b\rangle$ and $c=a+b$ the third element of order 2 in $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. For $H_{1}=H_{2}=G$ there are $2^{4}=16$ possible parings, since a pairing is given by determining the values of $\omega(x, y)= \pm 1$ for $x, y \in\{a, b\}$. In $G$, there are 3 different subgroups of order 2 , hence there are 9 possible pairs $\left(H_{1}, H_{2}\right)$ of groups $H_{i}$ of order 2. For each pair, there are two possible choices for $\omega(x, y)= \pm 1, x, y$ being the generators of $H_{1}$, resp. $H_{2}$. Thus, we get 18 pairings for subgroups of order $d=2$. For $H_{1}=H_{2}=\{0\}$ there is only one pairing, mapping $(0,0)$ to 1 . Thus, we have 35 pairings in total.

| $\#$ | $H_{i} \cong$ | $H_{1}$ | $H_{2}$ | $\omega$ |
| :---: | :---: | :---: | :---: | :---: |
| 16 | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $\langle a, b\rangle$ | $\langle a, b\rangle$ | $\omega(x, y)= \pm 1$ for $x, y \in\{a, b\}$ |
| $9 \times 2$ | $\mathbb{Z}_{2}$ | $\langle x\rangle, x \in\{a, b, c\}$ | $\langle y\rangle, y \in\{a, b, c\}$ | $\omega(x, y)= \pm 1$ |
| 1 | $\mathbb{Z}_{1}$ | $\{0\}$ | $\{0\}$ | $\omega(0,0)=1$ |

## Chapter 4

## Solutions of the diamond-equations and new $R$-matrices for small quantum groups

In this chapter we will give the solutions of the $R$-matrix ansatz of Theorem 2.1.6. For this we will consider the equations of Definition 4.1.2, the so-called diamond-equations. Then, we will give some criteria when solutions of the group-equations, as determined in Section 3.5, are also solutions of the diamond-equations. In Section 4.3, we will give our main Theorem 4.3.1 and work out the proof by a case by case argument. We close with an example in the last section.

### 4.1. Quotient diamonds and equations of diamond type

We introduce the notion of a diamond (of sublattices) and the corresponding diamondequations and set this in relation to our situation of sublattices $\Lambda, \Lambda^{\prime}$ of the weight lattice $\Lambda_{W}$ of a Lie algebra $\mathfrak{g}$ and corresponding quantum group $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$.

Definition 4.1.1. Let $G$ and $A$ be abelian groups and $B, C, D$ subgroups of $A$, with $D \subset B \cap C$. We call a tuple ( $G, A, B, C, D, \varphi_{1}, \varphi_{2}$ ) with injective group morphisms $\varphi_{1}: A / B \rightarrow G^{*}=\operatorname{Hom}\left(G, \mathbb{C}^{\times}\right)$and $\varphi_{2}: A / C \rightarrow G$ a diamond for $G$. We visualize the situation with the following diagram


Definition 4.1.2. Let $G$ be a finite abelian group and $\left(G, A, B, C, D, \varphi_{1}, \varphi_{2}\right)$ be a diamond for $G$. For $a \in A \backslash(B \cap C)$ we define the following equations in the $|G|^{2}$
complex variables $g(x, y)$, indexed by $x, y \in G$ :

$$
\begin{align*}
& 0=\sum_{y_{1}+y_{2}=y, y_{i} \in G} \varphi_{1}(a)\left(y_{1}\right) g\left(x, y_{1}\right) g\left(x+\varphi_{2}(a), y_{2}\right),  \tag{4.1.1}\\
& 0=\sum_{x_{1}+x_{2}=x, x_{i} \in G} \varphi_{1}(a)\left(x_{1}\right) g\left(x_{1}, y\right) g\left(x_{2}, y+\varphi_{2}(a)\right),  \tag{4.1.2}\\
& 0=\sum_{y \in G}\left(\varphi_{1}(a)(y)\right)^{-1} g\left(\varphi_{2}(a), y\right),  \tag{4.1.3}\\
& 0=\sum_{x \in G}\left(\varphi_{1}(a)(x)\right)^{-1} g\left(x, \varphi_{2}(a)\right) . \tag{4.1.4}
\end{align*}
$$

Here, $\varphi_{i}(a)$ denotes the image of $a+B$, resp. $a+C$, for $a \in A$ under $\varphi_{1}$, resp. $\varphi_{2}$. This gives for every $a \in A \backslash(B \cap C)$ a set of $2|G|^{2}+2$ equations in $|G|^{2}$ variables with values in $\mathbb{C}$. We call the set of all equations for all possible $a \in A \backslash(B \cap C)$ diamond-equations for the diamond of $G$, which are up to $(|A|-1)\left(2|G|^{2}+2\right)$ equations in total.

We show how these equations arise in the situation of Lemma 2.2.1.
Lemma 4.1.3. Let $G=\pi_{1}$, the fundamental group of a root system $\Phi$. Assume $\Lambda^{\prime}$ is a sublattice of $\Lambda_{R}$, contained in $\operatorname{Cent}^{[\ell]}\left(\Lambda_{W}\right)$ and $\ell \in \mathbb{N}$. Let $A=\operatorname{Cent}^{[\ell]}\left(\Lambda_{R}\right) / \Lambda^{\prime}, B=$ $\operatorname{Cent}^{[\ell]}\left(\Lambda_{W}\right) / \Lambda^{\prime}, C=\operatorname{Cent}^{[\ell]}\left(\Lambda_{R}\right) \cap \Lambda_{R} / \Lambda^{\prime}$ and $D=\left(\operatorname{Cent}^{[\ell]}\left(\Lambda_{W}\right) \cap \Lambda_{R}\right) / \Lambda^{\prime}$. Then there exist injections $\varphi_{1}: A / B \rightarrow \pi_{1}^{*}$ and $\varphi_{2}: A / C \rightarrow \pi_{1}$, such that $\left(G, A, B, C, D, \varphi_{1}, \varphi_{2}\right)$ is a diamond for $G$.


Proof. Recall from Lemmas 1.2.7 and 1.2.8 that we have $\operatorname{Cent}\left(\Lambda_{R}\right)=\Lambda_{W}^{[\ell]}$ for the central weights and $\operatorname{Cent}\left(\Lambda_{W}\right) \cap \Lambda_{R}=\Lambda_{R}^{[\ell]}$, thus $A / C \cong \Lambda_{W}^{[\ell]} /\left(\Lambda_{W}^{[\ell]} \cap \Lambda_{R}\right)$ and $\Lambda_{W}^{[\ell]} \subset \Lambda_{W}$.

To show the existence of an injective morphism $\varphi_{2}: A / C \rightarrow \pi_{1}$, we define $\tilde{\varphi}_{2}$ on $\Lambda_{W}^{[\ell]}$ and calculate the kernel. By Definition 1.2.5, the generators of $\Lambda_{W}^{[\ell]}$ are $\ell_{[i]} \lambda_{i}$ for all $i \in I$, with $\ell_{[i]}:=\ell / \operatorname{gcd}\left(\ell, d_{i}\right)$. Thus

$$
\tilde{\varphi}_{2}: \Lambda_{W}^{[\ell]} \rightarrow \pi_{1}, \ell_{[i]} \lambda_{i} \mapsto \ell_{[i]} \lambda_{i}+\Lambda_{R}
$$

gives a group morphism. Since $\Lambda^{\prime} \subset \Lambda_{R} \cap \Lambda_{W}^{[\ell]}=\operatorname{ker} \tilde{\varphi}_{2}$, this induces a well-defined $\operatorname{map} \varphi_{2}: A / \Lambda^{\prime} \rightarrow \pi_{1}$. Obviously, the kernel of this map is $\Lambda_{W}^{[\ell]} \cap \Lambda_{R}$, hence the desired
injection $\varphi_{2}: A / C \rightarrow \pi_{1}$ exists and is given by taking $\lambda+\left(\Lambda_{W}^{[\ell]} \cap \Lambda_{R}\right)$ modulo $\Lambda_{R}$, $\lambda \in \Lambda_{W}^{[\ell]}$.

Now, we show the existence of $\varphi_{1}$. The map

$$
f: \operatorname{Cent}\left(\Lambda_{R}\right) \rightarrow \operatorname{Hom}\left(\Lambda_{W}, \mathbb{C}^{\times}\right), \lambda \mapsto\left(\Lambda_{W} \rightarrow \mathbb{C}^{\times}, \eta \mapsto q^{(\lambda, \eta)}\right)
$$

is a group morphism. We define $g: \operatorname{Hom}\left(\Lambda_{W}, \mathbb{C}^{\times}\right) \rightarrow \operatorname{Hom}\left(\Lambda_{W} / \Lambda_{R}, \mathbb{C}^{\times}\right)$by $g(\psi):=\psi \circ$ $p$, where $p$ is the natural projection $\Lambda_{W} \rightarrow \Lambda_{W} / \Lambda_{R}$. Thus, the upper right triangle of the following diagram commutes.


There exists $\lambda \in \operatorname{ker} g \circ f$, iff $q^{(\lambda, \bar{\eta})}=1$ for all $\bar{\eta} \in \pi_{1}$. Since $\lambda \in \operatorname{Cent}\left(\Lambda_{R}\right)$, this is equivalent to $q^{(\lambda, \eta)}=1$ for all $\eta \in \Lambda_{W}$, hence $\lambda \in \operatorname{Cent}\left(\Lambda_{W}\right)$. Thus, we get $\varphi_{1}$ as desired, which is well defined as map from $\operatorname{Cent}\left(\Lambda_{R}\right) / \Lambda^{\prime} / \operatorname{Cent}\left(\Lambda_{W}\right) / \Lambda^{\prime}$ since $\Lambda^{\prime} \subset$ $\operatorname{Cent}\left(\Lambda_{W}\right)=\operatorname{ker} f$.

Under our assumptions the choice of the lattice $\Lambda^{\prime}$ is unique, as shown in the next Lemma.

Lemma 4.1.4. Let $\left(G, A, B, C, D, \varphi_{1}, \varphi_{2}\right)$ be a diamond as in Lemma 4.1.3. If the quotient (Cent $\left.{ }^{[\ell]}\left(\Lambda_{W}\right) \cap \Lambda_{R}\right) / \Lambda^{\prime} \neq 0$, then none of the solutions of the group-equations (3.5.1)-(3.5.4) are solutions to the diamond-equations (4.1.1)-(4.1.4). Hence under our assumptions 1.3.9, the existence of an $R$-matrix requires necessarily the choice $\Lambda^{\prime}=$ $\operatorname{Cent}^{[l]}\left(\Lambda_{W}\right) \cap \Lambda_{R}$.

Proof. If $\left(\operatorname{Cent}\left(\Lambda_{W}\right) \cap \Lambda_{R}\right) / \Lambda^{\prime} \neq 0$, then there exist a root $\zeta \in \operatorname{Cent}\left(\Lambda_{W}\right)$, not contained in the kernel $\Lambda^{\prime}$. Thus, there are diamond-equations with $\varphi_{1}(\zeta)=\mathbf{1}$ and $\varphi_{2}(\zeta)=0$, i.e. the set of equations:

$$
\begin{aligned}
& 0=\sum_{y_{1}+y_{2}=y} g\left(x, y_{1}\right) g\left(x, y_{2}\right), \\
& 0=\sum_{x_{1}+x_{2}=x} g\left(x_{1}, y\right) g\left(x_{2}, y\right), \\
& 0=\sum_{y \in G} g(0, y), \\
& 0=\sum_{x \in G} g(x, 0) .
\end{aligned}
$$

Since this are group-equations as in Definition 3.5.1, but with left-hand side equal to 0 , solutions of the group-equations does not solve the diamond-equations in this situation.

Before examining in which case a solution of the group-equations as in Theorem 3.5.2 is also a solution of the diamond-equations (4.1.1)-(4.1.4), we show that it is sufficient to check only the diamond-equations (4.1.3) and (4.1.4).

Lemma 4.1.5. Let $G$ be an abelian group of order $N, H_{1}, H_{2}$ subgroups with $\left|H_{1}\right|=$ $\left|H_{2}\right|=d$ and $\omega: H_{1} \times H_{2} \rightarrow \mathbb{C}^{\times}$a group-pairing, such that $g: G \times G \rightarrow \mathbb{C},(x, y) \mapsto$ $1 / d \omega(x, y) \delta_{\left(x \in H_{1}\right)} \delta_{\left(y \in H_{2}\right)}$ is a solution of the group-equations (3.5.1)-(3.5.4), as in Theorem 3.5.2. Then the following holds:
If $g$ is a solution of the diamond-equations (4.1.1), (4.1.2), then $g$ solves the diamondequations (4.1.3), (4.1.4) as well.

Proof. Let $g$ be a solution of the group-equations as in Theorem 3.5.2. Assume that $g$ solves (4.1.1) and (4.1.2). Let $\varphi_{1}, \varphi_{2}$ as in Definition 4.1 .1 and $0 \neq \zeta \in A$ a non-trivial central weight. Then, for $x, y \in G$ we get by inserting $g$ in (4.1.1)

$$
\begin{aligned}
0 & =\sum_{y_{1}+y_{2}=y} \varphi_{1}(\zeta)\left(y_{1}\right) g\left(x, y_{1}\right) g\left(x+\varphi_{2}(\zeta), y_{2}\right) \\
& =\sum_{y_{1}+y_{2}=y} \varphi_{1}(\zeta)\left(y_{1}\right) \frac{1}{d^{2}} \omega\left(x, y_{1}\right) \omega\left(x+\varphi_{2}(\zeta), y_{2}\right) \delta_{\left(x \in H_{1}\right)} \delta_{\left(y_{1} \in H_{2}\right)} \delta_{\left(x+\varphi_{2}(\zeta) \in H_{1}\right)} \delta_{\left(y_{2} \in H_{2}\right)} \\
& =\delta_{\left(x \in H_{1}\right)} \delta_{\left(y \in H_{2}\right)} \delta_{\left(\varphi_{2}(\zeta) \in H_{1}\right)} \frac{1}{d^{2}} \sum_{\substack{y_{1}+y_{2}=y \\
y_{1}, y_{2} \in H_{2}}} \varphi_{1}(\zeta)\left(y_{1}\right) \omega\left(x, y_{1}\right) \omega\left(x, y_{2}\right) \omega\left(\varphi_{2}(\zeta), y_{2}\right) \\
& =\delta_{\left(x \in H_{1}\right)} \delta_{\left(y \in H_{2}\right)} \delta_{\left(\varphi_{2}(\zeta) \in H_{1}\right)} \frac{1}{d^{2}} \omega(x, y) \sum_{\substack{y_{1}+y_{2}=y \\
y_{1}, y_{2} \in H_{2}}} \varphi_{1}(\zeta)\left(y_{1}\right) \omega\left(\varphi_{2}(\zeta), y_{2}\right) \\
& =\delta_{\left(x \in H_{1}\right)} \delta_{\left(y \in H_{2}\right)} \delta_{\left(\varphi_{2}(\zeta) \in H_{1}\right)} \frac{1}{d^{2}} \omega(x, y) \sum_{y_{2} \in H_{2}} \varphi_{1}(\zeta)\left(y-y_{2}\right) \omega\left(\varphi_{2}(\zeta), y_{2}\right) \\
& =\delta_{\left(x \in H_{1}\right)} \delta_{\left(y \in H_{2}\right)} \delta_{\left(\varphi_{2}(\zeta) \in H_{1}\right)} \frac{1}{d^{2}} \omega(x, y) \varphi_{1}(\zeta)(y) \sum_{y_{2} \in H_{2}} \varphi_{1}(\zeta)\left(y_{2}\right)^{-1} \omega\left(\varphi_{2}(\zeta), y_{2}\right) .
\end{aligned}
$$

In particular, this holds for $x=y=0$, and in this case the expression vanishes iff

$$
\delta_{\left(\varphi_{2}(\zeta) \in H_{1}\right)} \frac{1}{d^{2}} \sum_{y \in H_{2}} \varphi_{1}(\zeta)(y)^{-1} \omega\left(\varphi_{2}(\zeta), y\right)=0
$$

which is (4.1.3). Analogously, it follows that if $g$ solves (4.1.2) it solves (4.1.4).

### 4.2. The cyclic case

In the following, $G$ will always be a fundamental group of a simple complex Lie algebra, hence either cyclic or equal to $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ for the case $D_{n}, n$ even. In this section, we will derive some results for the cyclic case.

In Example 3.5.5 we have given the solutions of the group-equations for $G=\mathbb{Z}_{N}$, i.e. for all $d \mid N$ the functions

$$
\begin{equation*}
g: G \times G \rightarrow \mathbb{C}, \quad(x, y) \mapsto \frac{1}{d} \xi^{\frac{x y}{(N / d)^{2}}} \delta_{\left(\left.\frac{N}{d} \right\rvert\, x\right)^{\left(\left.\frac{N}{d} \right\rvert\, y\right)}} \tag{3.5.6}
\end{equation*}
$$

with $\xi$ a $d$-th root of unity, not necessarily primitive. In the following, we denote by $\xi_{d}$ the primitive $d$-th root of unity $\exp (2 \pi i / d)$.

Lemma 4.2.1. Let $l \geq 2, m \in \mathbb{N}$ and $G=\langle\lambda\rangle \cong \mathbb{Z}_{N}$. We consider the following diamonds $\left(G, A, B, C, D, \varphi_{1}, \varphi_{2}\right)$ with $A=\langle a\rangle \cong \mathbb{Z}_{N}$ and injections $\varphi_{1}$ and $\varphi_{2}$ given by

$$
\begin{aligned}
& \tilde{\varphi}_{1}: A \rightarrow G^{*}, a \mapsto\left(\xi_{N}^{m}\right)^{(-)}, \quad \text { with }\left(\xi_{N}^{m}\right)^{(-)}: G \rightarrow \mathbb{C}^{\times}, x \mapsto \xi_{N}^{m x}, \\
& \tilde{\varphi}_{2}: A \rightarrow G, a \mapsto l \lambda,
\end{aligned}
$$

with primitive $N$-th root of unity $\xi_{N}, B=\operatorname{ker} \tilde{\varphi}_{1}$ and $C=\operatorname{ker} \tilde{\varphi}_{2}$ and $D=\{0\}$.
Possible solutions of the group-equations (3.5.1)-(3.5.4) are given for any choice of integers $1 \leq k \leq d$ and $d \mid N$ as in Example 3.5.5 by

$$
\begin{equation*}
g: G \times G \rightarrow \mathbb{C}, \quad(x, y) \mapsto \frac{1}{d}\left(\xi_{d}^{k}\right)^{\frac{x y}{(N / d)^{2}}} \delta_{\left(\left.\frac{N}{d} \right\rvert\, x\right)} \delta_{\left(\left.\frac{N}{d} \right\rvert\, y\right)} \tag{4.2.1}
\end{equation*}
$$

with primitive d-th root of unity $\xi_{d}=\exp (2 \pi i / d)$. These are solutions also to the diamond-equations (4.1.1)-(4.1.4), iff $N \mid m, l$ or the following condition hold:

$$
\begin{equation*}
\operatorname{gcd}\left(N, d l, k l-\frac{N}{d} m\right)=1 \tag{4.2.2}
\end{equation*}
$$

Proof. For $N \mid m, l$ there is no non-trivial diamond-equation, hence all solutions of the group-equations as in Example 3.5.5 are possible. Assume now that not both $N \mid m$ and $N \mid l$. We insert the function $g$ from (4.2.1) in the diamond-equations (4.1.1)-(4.1.4) and get requirements for $d, k, l$ and $N$. By Lemma 4.1.5 it is sufficient to consider only equations (4.1.3) and (4.1.4). Since for cyclic $G$ the function $g$ is symmetric we choose equation (4.1.3) for the calculation. In the following we omit the ${ }^{\sim}$ on the maps $\tilde{\varphi}_{1 / 2}: A \rightarrow G^{*}$, resp. $G$. Let $1 \leq z<N, a$ the generator of $A$ and $y \in G$, then

$$
\begin{aligned}
\sum_{y=1}^{N}\left(\varphi_{1}(z a)(y)\right)^{-1} g\left(\varphi_{2}(z a), y\right) & =\frac{1}{d} \sum_{y=1}^{N} \xi_{N}^{-z m y}\left(\xi_{d}^{k}\right)^{\frac{z l y}{(N / d)^{2}}} \delta_{\left(\left.\frac{N}{d} \right\rvert\, z l\right)^{\prime}} \delta_{\left(\left.\frac{N}{d} \right\rvert\, y\right)} \\
& =\frac{1}{d} \sum_{y=1}^{N} \xi_{d}^{-\frac{z m y}{N / d}}\left(\xi_{d}^{\frac{z k l}{(N / d)}}\right)^{\frac{y}{N / d}} \delta_{\left(\left.\frac{N}{d} \right\rvert\, z l\right)} \delta_{\left(\left.\frac{N}{d} \right\rvert\, y\right)} \\
& =\frac{1}{d} \sum_{y^{\prime}=1}^{d}\left(\xi_{d}^{-z m+\frac{z k l}{(N / d)}}\right)^{y^{\prime}} \delta_{\left(\left.\frac{N}{d} \right\rvert\, z l\right)},
\end{aligned}
$$

with the substitution $y^{\prime}=y /(N / d)$. This sum equals 0 iff $N / d \nmid z l$ or $d \nmid z(k l /(N / d)-$ $m)$. This is equivalent to $N \nmid z d l$ or $N \nmid z(k l-(N / d) m)$, hence $N \nmid \operatorname{gcd}(z d l, z(k l-$ $(N / d) m))=z \operatorname{gcd}(d l, k l-(N / d) m)$. Since this condition has to be fulfilled for all $z$ this is equivalent to $\operatorname{gcd}(N, d l, k l-(N / d) m)=1$.

We spell out the condition for explicit values $m$ and $l$.
Example 4.2.2. Let $G=\mathbb{Z}_{N}=\langle\lambda\rangle, l \geq 2, m \in \mathbb{N}$ and diamond $\left(G, A, B, C, D, \varphi_{1}, \varphi_{2}\right)$ as in Lemma 4.2.1. Depending on $m, l$ we get the following criteria for solutions of the diamond-equations. Here, we give $\varphi_{1}$ and $\varphi_{2}$ shortly by the generator of its image.
(I) If $N \mid m$ and $N \mid l$ we have diamond $\left(\mathbb{Z}_{N}, \mathbb{Z}_{N}, \mathbb{Z}_{N}, \mathbb{Z}_{N}, \mathbb{Z}_{1}, 1,0\right)$ and all solutions of the form (4.2.1) are also solutions to the diamond-equations (4.1.1)-(4.1.4). (Since $B, C=A$ and $D=1$, there are no non-trivial diamond-equations, and this is not a "real" diamond situation in the sense of Lemma 4.1.3.)
(II) If $N \mid m$ and $N \nmid l$ we have diamond $\left(\mathbb{Z}_{N}, \mathbb{Z}_{N}, \mathbb{Z}_{N}, \mathbb{Z}_{\operatorname{gcd}(l, N)}, \mathbb{Z}_{1}, 1, l \lambda\right)$. In this case the function $g$ as in (4.2.1) is a solution to the diamond-equations (4.1.1)-(4.1.4) if $\operatorname{gcd}(N, d l, k l)=1$.
(III) If $\operatorname{gcd}(m, N)=1$ we have diamond $\left(\mathbb{Z}_{N}, \mathbb{Z}_{N}, \mathbb{Z}_{1}, \mathbb{Z}_{\operatorname{gcd}(l, N)}, \mathbb{Z}_{1}, \xi_{N}, l \lambda\right)$. In this case the function $g$ as in (4.2.1) is a solution to the diamond-equations (4.1.1)-(4.1.4) if

$$
\begin{equation*}
\operatorname{gcd}\left(N, d l, k l-\frac{N}{d} m\right)=1 \tag{4.2.2}
\end{equation*}
$$

In most cases, $N$ is prime or equals 1 , hence we consider the two special cases
(1) If $d=1,(4.2 .2)$ simplifies to $\operatorname{gcd}(N, l, l-N m)=1$, which is equivalent to $\operatorname{gcd}(N, l)=1$.
(2) If $d=N,(4.2 .2)$ simplifies to $\operatorname{gcd}(N, N l, k l-m)=1$, which is equivalent to $\operatorname{gcd}(N, k l-m)=1$.

Finally, we consider the Lie algebras with cyclic fundamental group in question and determine the values $m$ and $l$ according to the Lie theoretic data and thereby the corresponding diamonds.

Example 4.2.3. Let $G=\mathbb{Z}_{N}$ be the fundamental group of a simple complex Lie algebra $\mathfrak{g}$, generated by the fundamental dominant weight $\lambda_{n}$. Let $\ell \in \mathbb{N}, \ell>2, q=$ $\exp (2 \pi i / \ell), \ell_{[n]}=\ell / \operatorname{gcd}\left(\ell, d_{n}\right), m_{[n]}:=N\left(\lambda_{n}, \lambda_{n}\right) / \operatorname{gcd}\left(\ell, d_{n}\right)$ and $\left(G, A, B, C, D, \varphi_{1}, \varphi_{2}\right)$ be a diamond as in Lemma 4.1.3, such that the corresponding diamond-equations (4.1.1)-(4.1.4) have a solution that is also a solution to the group-equations (3.5.1)(3.5.4). Then, the diamond is

$$
\begin{equation*}
\left(G, \mathbb{Z}_{N}, \mathbb{Z}_{\operatorname{gcd}\left(m_{[n]}, N\right)}, \mathbb{Z}_{\operatorname{gcd}\left(\ell_{[n]}, N\right)}, \mathbb{Z}_{1}, \varphi_{1}, \varphi_{2}\right), \tag{4.2.3}
\end{equation*}
$$

with injections

$$
\begin{aligned}
& \varphi_{1}: A \rightarrow G^{*}, \ell_{[n]} \lambda_{n} \mapsto\left(\xi_{N}^{m_{[n]}}\right)^{(-)}, \quad \text { with }\left(\xi_{N}^{m_{[n]}}\right)^{(-)}: G \rightarrow \mathbb{C}^{\times}, x \mapsto \xi_{N}^{m_{[n]}^{x}}, \\
& \varphi_{2}: A \rightarrow G, \quad \ell_{[n]} \lambda_{n} \mapsto \ell_{[n]} \lambda_{n},
\end{aligned}
$$

with primitive $N$-th root of unity $\xi_{N}=\exp (2 \pi i / N)$. The group $A=\operatorname{Cent}\left(\Lambda_{R}\right) / \Lambda^{\prime}=$ $\Lambda_{W}^{[\ell]} / \Lambda_{R}^{[\ell]}$ is generated by $\ell_{[n]} \lambda_{n}$ and $q^{\left(\ell_{[n]} \lambda_{n}, \lambda_{n}\right)}=\left(\xi_{N}^{N}\right)^{\left(\lambda_{n}, \lambda_{n}\right) / \operatorname{gcd}\left(\ell, d_{n}\right)}$. Since the order of $\xi_{N}^{m_{[n]}}$ in $\mathbb{C}^{\times}$is $N / \operatorname{gcd}\left(m_{[n]}, N\right)$ and the order of $\ell_{[n]}$ in $\mathbb{Z}_{N}$ is $N / \operatorname{gcd}\left(\ell_{[n]}, N\right)$, the injections $\varphi_{1}, \varphi_{2}$ determine the diamond (4.2.3).

In the following table, we give the values $\ell_{[n]}$ and $m_{[n]}$ for all root systems of simple Lie algebras with cyclic fundamental group.

| $\mathfrak{g}$ | $A_{n \geq 1}$ | $B_{n \geq 2}$ | $C_{n \geq 3}$ |  | $\begin{gathered} D_{n \geq 5} \\ n \text { odd } \end{gathered}$ | $E_{6}$ | $E_{7}$ | $E_{8}$ | $F_{4}$ | $G_{2}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\pi_{1}$ | $\mathbb{Z}_{n+1}$ | $\mathbb{Z}_{2}$ |  | $\mathbb{Z}_{2}$ | $\mathbb{Z}_{4}$ | $\mathbb{Z}_{3}$ | $\mathbb{Z}_{2}$ | $\mathbb{Z}_{1}$ | $\mathbb{Z}_{1}$ | $\mathbb{Z}_{1}$ |  |
| $N$ | $n+1$ | 2 |  | 2 | 4 | 3 | 2 | 1 | 1 | 1 |  |
| $d_{n}$ | 1 | 1 |  | 2 | 1 | 1 | 1 | 1 | 1 | 3 |  |
| $\ell$ | all | all | $2 \nmid \ell$ | $2 \mid \ell$ | all | all | all | all | all | $3 \nmid \ell$ | $3 \mid \ell$ |
| $\operatorname{gcd}\left(\ell, d_{n}\right)$ | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 3 |
| $\left(\lambda_{n}, \lambda_{n}\right)$ | $\frac{n}{n+1}$ | $\frac{n}{2}$ |  | $n$ | $\frac{n}{4}$ | $\frac{4}{3}$ | $\frac{3}{2}$ | 2 | 1 | 6 |  |
| $\ell_{[n]}$ | $\ell$ | $\ell$ | $\ell$ | $\ell / 2$ | $\ell$ | $\ell$ | $\ell$ | $\ell$ | $\ell$ | $\ell$ | $\ell / 3$ |
| $m_{[n]}$ | $n$ | $n$ | $2 n$ | $n$ | $n$ | 4 | 3 | 2 | 1 | 6 | 2 |
| cases | (III) | (I)-(III) | (II) | (I)-(III) | (III) | (III) | (III) | (I) | (I) | (I) | (I) |

In the last row we indicate which cases in Example 4.2 .2 apply. This will guide the proof of Theorem 4.3.1. Note that case (II) only appears for $B_{n}, n$ even and $\ell$ odd, and for $C_{n}$, even $n$ and $\ell \equiv 2 \bmod 4$ or odd $\ell$.

### 4.3. Solutions

The following theorem is the main result of this thesis and gives all solutions of $R$ matrices satisfying Lusztig's ansatz $R=R_{0} \bar{\Theta}$ of Theorem 2.1.6 under our assumption on $\Lambda^{\prime}$, see Lemma 4.1.4.
Theorem 4.3.1. Let $\mathfrak{g}$ be a finite-dimensional simple complex Lie algebra with root lattice $\Lambda_{R}$, weight lattice $\Lambda_{W}$ and fundamental group $\pi_{1}=\Lambda_{W} / \Lambda_{R}$. Let $q$ be an $\ell$-th root of unity, $\ell \in \mathbb{N}, \ell>2$. Then we have the following $R$-matrix of the form $R=R_{0} \bar{\Theta}$, with $\Theta$ as in Theorem 2.1.2:

$$
R=\left(\frac{1}{\left|\Lambda / \Lambda^{\prime}\right|} \sum_{(\mu, \nu) \in\left(\Lambda_{1} / \Lambda^{\prime} \times \Lambda_{2} / \Lambda^{\prime}\right)} q^{-(\mu, \nu)} \omega(\bar{\mu}, \bar{\nu}) K_{\mu} \otimes K_{\nu}\right) \cdot \bar{\Theta},
$$

for the quantum group $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ with $\Lambda=\Lambda_{W}$ and $\Lambda_{i}$ the preimage of a certain subgroup $H_{i} \subset \pi_{1}$ in $\Lambda_{W}(i=1,2)$, a certain group-pairing $\omega: H_{1} \times H_{2} \rightarrow \mathbb{C}^{\times}$and $\Lambda^{\prime}=\Lambda_{R}^{[\ell]}$ as in Def. 1.2.5.

In the following table we list for all root systems the following data, depending on $\ell$ : Possible choices of $H_{1}, H_{2}$ (in terms of fundamental weights $\lambda_{k}$ ), the group-pairing $\omega$, and the number of solutions \#. If the number has a superscript *, we obtain $R$-matrices for Lusztig's original choice of $\Lambda^{\prime}$. For $\mathfrak{g}=D_{n}, 2 \mid n$, with $\pi_{1}=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ we get the only cases $H_{1} \neq H_{2}$ and denote by $\lambda \neq \lambda^{\prime} \in\left\{\lambda_{n-1}, \lambda_{n}, \lambda_{n-1}+\lambda_{n}\right\}$ arbitrary elements of order 2 in $\pi_{1}$.

| $\mathfrak{g}$ | $\ell$ | \# | $H_{i} \cong$ | $H_{i}(i=1,2)$ | $\omega$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} A_{n \geq 1} \\ \pi_{1}=\mathbb{Z}_{n+1} \end{gathered}$ | $\ell$ odd $\ell$ even | * | $\mathbb{Z}_{\text {d }}$ | $\left\langle\frac{n+1}{d} \lambda_{n}\right\rangle \omega\left(\lambda_{n}, \lambda_{n}\right)=\xi_{d}^{k}$, if $d \mid(n+1), 1 \leq k \leq d$ and $\operatorname{gcd}\left(n+1, d \ell, k \ell-\frac{n+1}{d} n\right)=1$ |  |
| $\begin{gathered} B_{n \geq 2} \\ \pi_{1}=\mathbb{Z}_{2} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  |  | 1 | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)=(-1)^{n-1}$ |
|  | $\ell \equiv 2 \bmod 4$ | 2 | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)= \pm 1$ |
|  |  | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$, if $n$ even |
|  | $\begin{gathered} \ell \equiv 0 \bmod 4 \\ \quad \ell \neq 4 \end{gathered}$ | 2* | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)= \pm 1$ |
|  |  | $1^{*}$ | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$, if $n$ even |
| $\begin{gathered} C_{n \geq 3} \\ \pi_{1}=\mathbb{Z}_{2} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  |  | 1 | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)=-1$ |
|  | $\ell \equiv 2 \bmod 4$ | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  |  | 1 | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)=(-1)^{n-1}$ |
|  | $\begin{gathered} \ell \equiv 0 \bmod 4 \\ \quad \ell \neq 4 \end{gathered}$ | $2^{*}$ | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)= \pm 1$ |
|  |  | 1* | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$, if $n$ even |
| $\begin{gathered} D_{n \geq 4} \\ n \text { even } \\ \pi_{1}=\mathbb{Z}_{2} \times \mathbb{Z}_{2} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  |  | 3 | $\mathbb{Z}_{2}$ | $\langle\lambda\rangle$ | $\omega(\lambda, \lambda)=-1$ |
|  |  | 6 | $\mathbb{Z}_{2} \neq \mathbb{Z}_{2}^{\prime}$ | $\langle\lambda\rangle,\left\langle\lambda^{\prime}\right\rangle$ | $\omega\left(\lambda, \lambda^{\prime}\right)=1$ |
|  |  | 1 | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $\left\langle\lambda_{n-1}, \lambda_{n}\right\rangle$ | $\omega\left(\lambda_{i}, \lambda_{j}\right)=1$ |
|  |  | 1 | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $\left\langle\lambda_{n-1}, \lambda_{n}\right\rangle$ | $\omega\left(\lambda_{i}, \lambda_{j}\right)=-1$ |
|  |  | 2 | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $\left\langle\lambda_{n-1}, \lambda_{n}\right\rangle$ | $\begin{aligned} & \omega\left(\lambda_{n-1}, \lambda_{n-1}\right)= \pm 1 \\ & \omega\left(\lambda_{n-1}, \lambda_{n}\right)=1 \\ & \omega\left(\lambda_{n}, \lambda_{n-1}\right)=1 \\ & \omega\left(\lambda_{n}, \lambda_{n}\right)=\mp 1 \end{aligned}$ |
|  |  | 2 | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $\left\langle\lambda_{n-1}, \lambda_{n}\right\rangle$ | $\begin{aligned} & \omega\left(\lambda_{n-1}, \lambda_{n-1}\right)=-1 \\ & \omega\left(\lambda_{n-1}, \lambda_{n}\right)= \pm 1 \\ & \omega\left(\lambda_{n}, \lambda_{n-1}\right)=\mp 1 \\ & \omega\left(\lambda_{n}, \lambda_{n}\right)=-1 \\ & \hline \end{aligned}$ |
|  | $\ell$ even | $16^{*}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $\left\langle\lambda_{n-1}, \lambda_{n}\right\rangle$ | $\omega\left(\lambda_{i}, \lambda_{j}\right) \in\{ \pm 1\}$ |
| $\begin{gathered} D_{n \geq 5} \\ n \text { odd } \\ \pi_{1}=\mathbb{Z}_{4} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | $\{0\}$ | $\omega(0,0)=1$ |
|  |  | 1 | $\mathbb{Z}_{2}$ | $\left\langle 2 \lambda_{n}\right\rangle$ | $\omega\left(2 \lambda_{n}, 2 \lambda_{n}\right)=-1$ |
|  |  | 2 | $\mathbb{Z}_{4}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)= \pm 1$ |
|  | $\ell \equiv 2 \bmod 4$ | $4^{*}$ | $\mathbb{Z}_{4}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)=c, c^{4}=1$ |
|  | $\ell \equiv 0 \bmod 4$ | $4^{*}$ | $\mathbb{Z}_{4}$ | $\left\langle\lambda_{n}\right\rangle$ | $\omega\left(\lambda_{n}, \lambda_{n}\right)=c, c^{4}=1$ |
| $E_{6}$ | $\ell$ odd, $3 \nmid \ell$ | 1 | $\mathbb{Z}_{1}$ | $\{0\}$ | $\omega(0,0)=1$ |
|  |  | 2 | $\mathbb{Z}_{3}$ | $\left\langle\lambda_{6}\right\rangle$ | $\omega\left(\lambda_{6}, \lambda_{6}\right)=1, \exp \left(\frac{2 \pi i}{3}\right)$ |
|  | $\ell$ even, 3 ¢ $\ell$ | $1^{*}$ | $\mathbb{Z}_{1}$ | $\{0\}$ | $\omega(0,0)=1$ |


| $\pi_{1}=\mathbb{Z}_{3}$ |  | $2^{*}$ | $\mathbb{Z}_{3}$ | $\left\langle\lambda_{6}\right\rangle$ | $\omega\left(\lambda_{6}, \lambda_{6}\right)=1, \exp \left(2 \frac{2 \pi i}{3}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\ell$ odd, $3 \mid \ell$ | 3 | $\mathbb{Z}_{3}$ | $\left\langle\lambda_{6}\right\rangle$ | $\omega\left(\lambda_{6}, \lambda_{6}\right)=c, c^{3}=1$ |
|  | $\ell$ even, $3 \mid \ell$ | 3* | $\mathbb{Z}_{3}$ | $\left\langle\lambda_{6}\right\rangle$ | $\omega\left(\lambda_{6}, \lambda_{6}\right)=c, c^{3}=1$ |
| $\begin{gathered} E_{7} \\ \pi_{1}=\mathbb{Z}_{2} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  |  | 1 | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{7}\right\rangle$ | $\omega\left(\lambda_{7}, \lambda_{7}\right)=1$ |
|  | $\ell$ even | 2* | $\mathbb{Z}_{2}$ | $\left\langle\lambda_{7}\right\rangle$ | $\omega\left(\lambda_{7}, \lambda_{7}\right)= \pm 1$ |
| $\begin{gathered} E_{8} \\ \pi_{1}=\mathbb{Z}_{1} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  | $\ell$ even | 1* | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
| $\begin{gathered} F_{4} \\ \pi_{1}=\mathbb{Z}_{1} \end{gathered}$ | $\ell$ odd | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  | $\ell \equiv 2 \bmod 4$ | 1 | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
|  | $\begin{gathered} \ell \equiv 0 \bmod 4 \\ \quad \ell \neq 4 \end{gathered}$ | 1* | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |
| $\begin{gathered} G_{2} \\ \pi_{1}=\mathbb{Z}_{1} \end{gathered}$ | $\begin{aligned} & \ell \text { odd } \\ & \ell \neq 3 \end{aligned}$ | 1 | $\mathbb{Z}_{1}$ | $\{0\}$ | $\omega(0,0)=1$ |
|  | $\begin{aligned} & \ell \text { even } \\ & \ell \neq 4,6 \end{aligned}$ | 1* | $\mathbb{Z}_{1}$ | \{0\} | $\omega(0,0)=1$ |

Table 4.1.: Solutions of $R_{0}$-matrices

Proof. We treat the root systems case by case and determine the solutions of the form

$$
g: G \times G \rightarrow \mathbb{C}, \quad(x, y) \mapsto \frac{1}{d} \omega(x, y) \delta_{\left(x \in H_{1}\right)} \delta_{\left(y \in H_{2}\right)}
$$

with subgroups $H_{1}, H_{2}$ of $G=\pi_{1}$ as in Lemma 3.5.2.
For this, we first determine the lattices $A=\operatorname{Cent}^{[\ell]}\left(\Lambda_{R}\right)=\Lambda_{W}^{[\ell]}, B=\operatorname{Cent}^{[\ell]}\left(\Lambda_{W}\right), C=$ Cent ${ }^{[\ell]}\left(\Lambda_{R}\right) \cap \Lambda_{R}, D=\operatorname{Cent}^{[\ell]}\left(\Lambda_{W}\right) \cap \Lambda_{R}=\Lambda_{R}^{[\ell]}$, depending on $\ell$. For the Lie algebras with cyclic fundamental group (all but for root system $D_{n}$ with even $n$ ), we then determine the values $m_{[n]}$ and $\ell_{[n]}$, depending on $\ell, n$ and the order of $\pi_{1}$, and thereby the quotient diamonds and which solutions of the group-equations are solutions to the corresponding diamond-equations. In these cases, the $\omega$-part of the solutions to the group-equations are of the form

$$
\omega: H \times H \rightarrow \mathbb{C}^{\times},(x, y) \mapsto\left(\xi_{d}^{k}\right)^{\frac{x y}{(N / d)^{2}}}
$$

for subgroup $H=\frac{N}{d} \mathbb{Z}_{N}$ of $\pi_{1}$ of order $d$. We give the solutions by pairs $(d, k)$, which we determine by applying Lemma 4.2.1 and Example 4.2.2. An overview of the possible cases gives Example 4.2.3.
For $D_{n}$ with even $n$ and fundamental group $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ we also determine all quotient diamonds (depending on $\ell$ ) and check which solutions of the group-equations solve the diamond-equations in a rather case by case calculation.

A generator of the fundamental group $\pi_{1}=\Lambda_{W} / \Lambda_{R}$ of the Lie algebra $\mathfrak{g}$ is given by its preimage in $\Lambda_{W}$, i.e. a fundamental weight $\lambda$, such that $\bar{\lambda} \in \pi_{1}$ generates $\pi_{1}$. By slight abuse of notation we will omit the ${ }^{-}$in this situation.
(1) For $\mathfrak{g}$ with root system $A_{n}, n \geq 1$, we have $\pi_{1}=\mathbb{Z}_{n+1}$ for all $n$. The simple roots are $\alpha_{1}, \ldots, \alpha_{n}$ and $d_{i}=1$ for $1 \leq i \leq n$. The symmetrized Cartan matrix $\tilde{C}$ is given below. The fundamental dominant weights $\lambda_{i}$ are given as in [Hum72], Section 13.2, and $\lambda_{n}$ is the generator of the fundamental group $\mathbb{Z}_{n+1}$. The matrix $i d_{W}^{R}$ gives the coefficients of the fundamental dominant weights in the basis $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$.

$$
\begin{gathered}
\tilde{C}=\left(\begin{array}{cccccccc}
2 & -1 & 0 & . & . & . & . & 0 \\
-1 & 2 & -1 & 0 & . & \cdot & . & 0 \\
0 & -1 & 2 & -1 & 0 & . & . & 0 \\
\cdot & \cdot & . & \cdot & \cdot & \cdot & . & . \\
0 & 0 & 0 & 0 & \cdot & \cdot & -1 & 2
\end{array}\right) \\
i d_{W}^{R}=a_{i j} \text { with } a_{i j}= \begin{cases}\frac{1}{n+1} i(n-j+1), & \text { if } i \leq j, \\
\frac{1}{n+1} j(n-i+1), & \text { if } i>j .\end{cases}
\end{gathered}
$$

The lattice diamonds, depending on $\ell$, are:
(i) For even $\ell$ we have $A=\ell \Lambda_{W}, B=D=\ell \Lambda_{R}$ and $C=\ell / \operatorname{gcd}(n+1, \ell) \Lambda_{R}$.
(ii) For odd $\ell$ : the same lattices as in (i).

We calculate the quotient diamonds for the kernel $\Lambda^{\prime}=\Lambda_{R}^{[\ell]}$ and compare it with Lusztig's kernel $2 \Lambda_{R}^{(\ell)}$. We then determine the solutions of the corresponding diamond-equations according to Example 4.2.2.
(i) For odd $\ell$ it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R} \neq 2 \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=n$. Thus, the quotient diamond is given by $\left(\mathbb{Z}_{n+1}, \mathbb{Z}_{n+1}, \mathbb{Z}_{1}, \mathbb{Z}_{\operatorname{gcd}(\ell, n+1)}, \mathbb{Z}_{1}, \xi_{n+1}, \ell \lambda_{n}\right)$, hence we are in case (III) of Example 4.2.2. We get solutions $(d, k)$ iff $\operatorname{gcd}(n+$ $\left.1, d \ell, k \ell-\frac{n+1}{d} n\right)=1$.
(ii) For odd $\ell$ it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=n$. Thus, the quotient diamonds and solutions are as in (i).
(2) For $\mathfrak{g}$ with root system $B_{n}, n \geq 2$, we have $\pi_{1}=\mathbb{Z}_{2}$ for all $n$. The long simple roots are $\alpha_{1}, \ldots, \alpha_{n-1}$ and the short simple root $\alpha_{n}$, hence $d_{i}=2$ for $1 \leq i \leq n-1$ and $d_{n}=1$. The symmetrized Cartan matrix $\tilde{C}$ is given below. The fundamental dominant weights $\lambda_{i}$ are given as in [Hum72], Section 13.2. Here, $\lambda_{1}, \ldots, \lambda_{n-1}$ are roots and $\lambda_{n}$ is the generator of the fundamental group $\mathbb{Z}_{2}$. The matrix id $d_{W}^{R}$ gives the coefficients of the fundamental dominant weights in the basis $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$.

$$
\tilde{C}=\left(\begin{array}{ccccccc}
4 & -2 & 0 & 0 & . & & \\
-2 & 4 & -2 & 0 & . & & \\
0 \\
. & . & . & . & . & . & . \\
0 & 0 & 0 & & . & -2 & 4 \\
\hline & -2 \\
0 & 0 & 0 & . & 0 & -2 & 2
\end{array}\right) \quad i d_{W}^{R}=\left(\begin{array}{cccccc}
1 & 1 & . & . & 1 & \frac{1}{2} \\
1 & 2 & . & . & 2 & 1 \\
. & . & . & . & . & . \\
1 & 2 & 3 & . & n-1 & \frac{n-1}{2} \\
1 & 2 & 3 & . & n-1 & \frac{n}{2}
\end{array}\right)
$$

The lattice diamonds, depending on $\ell$, are:
(i) For odd $\ell$ we have $A=\ell \Lambda_{W}$ and $C=D=\ell \Lambda_{R}$. Since $\left(\lambda_{n}, \lambda_{n}\right)=n / 2$, the group $\operatorname{Cent}\left(\Lambda_{W}\right)$ depends on $n$. It is $B=\ell \Lambda_{W}$ for even $n$ and $B=\ell \Lambda_{R}$ for odd $n$.
(ii) For even $\ell$ we have $A=C=\ell\left\langle\frac{1}{2} \lambda_{1}, \ldots, \frac{1}{2} \lambda_{n-1}, \lambda_{n}\right\rangle$ and $D=\ell\left\langle\frac{1}{2} \alpha_{1}, \ldots\right.$, $\left.\frac{1}{2} \alpha_{n-1}, \alpha_{n}\right\rangle$. Again, $B$ depends on $n$, and we have $B=\ell\left\langle\frac{1}{2} \lambda_{1}, \ldots, \frac{1}{2} \lambda_{n-1}, \lambda_{n}\right\rangle$ for even $n$ and $B=\ell\left\langle\frac{1}{2} \lambda_{1}, \ldots, \frac{1}{2} \lambda_{n-1}, 2 \lambda_{n}\right\rangle$ for odd $n$.
We calculate the quotient diamonds for the kernel $\Lambda^{\prime}=\Lambda_{R}^{[\ell]}$ and compare it with Lusztig's kernel $2 \Lambda_{R}^{(\ell)}$. We then determine the solutions of the corresponding diamond-equations according to Example 4.2.2.
(i) For odd $\ell$ it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R} \neq 2 \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=n$. In this case, the quotient diamond is given by either $\left(\mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, 1, \lambda_{n}\right)$ for even $n$, or by $\left(\mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1},-1, \lambda_{n}\right)$ for odd $n$. Thus we are either in case (II), or in case (III) of Example 4.2.2. In the first case (even $n$ ) we get solutions by $(d, k)=(1,1)$ and $(2,1)$. For odd $n$ we get solutions $(d, k)=(1,1)$ and $(2,2)$.
(ii.a) For $\ell \equiv 2 \bmod 4$ it is $\Lambda_{R}^{[\ell]}=\ell\left\langle\frac{1}{2} \alpha_{1}, \ldots, \frac{1}{2} \alpha_{n-1}, \alpha_{n}\right\rangle \neq \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=n$. The quotient diamond is given by either $\left(\mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, 1,0\right)$ for even $n$, or by ( $\left.\mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, \mathbb{Z}_{2}, \mathbb{Z}_{1},-1,0\right)$ for odd $n$. Thus we are in either in case (I) or in case (III) of Example 4.2.2. In the first case (even $n$ ) we get all possible 3 solutions $(d, k)=(1,1),(2,1)$ and $(2,1)$. For odd $n$ we get solutions $(d, k)=(2,1)$ and $(2,2)$.
(ii.b) For $\ell \equiv 0 \bmod 4$ it is $\Lambda_{R}^{[\ell]}=\ell\left\langle\frac{1}{2} \alpha_{1}, \ldots \frac{1}{2} \alpha_{n-1}, \alpha_{n}\right\rangle=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=n$. Thus the quotient diamonds and solutions are as in (ii.a).
(3) For $\mathfrak{g}$ with root system $C_{n}, n \geq 3$, we have $\pi_{1}=\mathbb{Z}_{2}$ for all $n$. The short simple roots are $\alpha_{1}, \ldots, \alpha_{n-1}$ and the long simple root $\alpha_{n}$, hence $d_{i}=1$ for $1 \leq i \leq n-1$ and $d_{n}=2$. The symmetrized Cartan matrix $\tilde{C}$ is given below. The fundamental dominant weights $\lambda_{i}$ are given as in [Hum72], Section 13.2, and $\lambda_{n}$ is the generator of the fundamental group $\mathbb{Z}_{2}$. The matrix $i d_{W}^{R}$ gives the coefficients of the fundamental dominant weights in the basis $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$.

$$
\tilde{C}=\left(\begin{array}{cccccccc}
2 & -1 & 0 & 0 & . & & 0 \\
-1 & 2 & -1 & 0 & . & & & 0 \\
. & . & . & . & . & . & . & . \\
0 & 0 & 0 & & . & -1 & 2 & -2 \\
0 & 0 & 0 & & . & 0 & -2 & 4
\end{array}\right) \quad i d_{W}^{R}=\left(\begin{array}{cccccc}
1 & 1 & . & . & 1 & 1 \\
1 & 2 & . & . & 2 & 2 \\
. & . & . & . & . & . \\
1 & 2 & . & . & n-1 & n-1 \\
\frac{1}{2} & 1 & . & . & \frac{n-1}{2} & \frac{n}{2}
\end{array}\right)
$$

The lattice diamonds, depending on $\ell$, are:
(i) For odd $\ell$ we have $A=B=\ell \Lambda_{W}$ and $C=D=\ell \Lambda_{R}$.
(ii) For $\ell \equiv 2 \bmod 4$ we have $A=\ell\left\langle\lambda_{1}, \ldots, \lambda_{n-1}, \frac{1}{2} \lambda_{n}\right\rangle$ and $C=D=\ell \Lambda_{W}$. Since
$\left(\lambda_{n}, \lambda_{n}\right)=n, B=\operatorname{Cent}\left(\Lambda_{W}\right)$ depends on $n$. For odd $n$ it equals $\ell \Lambda_{W}$ and for even $n$ it is equal to $A$.
(iii) For $\ell \equiv 0 \bmod 4$ we have $A=C=\ell\left\langle\lambda_{1}, \ldots, \lambda_{n-1}, \frac{1}{2} \lambda_{n}\right\rangle$ and $D=\ell \Lambda_{W}$. Here again, $B=\operatorname{Cent}\left(\Lambda_{W}\right)$ depends on $n$. For odd $n$ it equals $\ell \Lambda_{W}$ and for even $n$ it is equal to $A$.
We calculate the quotient diamonds for the kernel $\Lambda^{\prime}=\Lambda_{R}^{[\ell]}$ and compare it with Lusztig's kernel $2 \Lambda_{R}^{(\ell)}$. We then determine the solutions of the corresponding diamond-equations according to Example 4.2.2.
(i) For odd $\ell$ it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R} \neq 2 \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=2 n$. In this case, the quotient diamond is given by $\left(\mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, 1, \lambda_{n}\right)$. Thus we are in case (II) of Example 4.2.2, hence the 2 solutions are given by $(d, k)=(1,1)$ and $(2,1)$.
(ii) For $\ell \equiv 2 \bmod 4$ it is $\Lambda_{R}^{[\ell]}=\ell\left\langle\alpha_{1}, \ldots, \alpha_{n-1}, \frac{1}{2} \alpha_{n}\right\rangle \neq \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell / 2$ and $m_{[n]}=n$. The quotient diamond is given by either $\left(\mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, 1, \lambda_{n}\right)$ for even $n$, or by ( $\left.\mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1},-1, \lambda_{n}\right)$ for odd $n$. Thus we are either in case (II) or in case (III) of Example 4.2.2. In the first case (even $n$ ) we get solutions $(d, k)=(1,1)$ and $(2,1)$. For odd $n$ we get solutions $(d, k)=(1,1)$ and $(2,2)$.
(ii) For $\ell \equiv 0 \bmod 4$ it is $\Lambda_{R}^{[\ell]}=\ell\left\langle\frac{1}{2} \alpha_{1}, \ldots \frac{1}{2} \alpha_{n-1}, \alpha_{n}\right\rangle=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell / 2$ and $m_{[n]}=n$. The quotient diamond is given by either $\left(\mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, 1,0\right)$ for even $n$, or by ( $\left.\mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, \mathbb{Z}_{2}, \mathbb{Z}_{1},-1,0\right)$ for odd $n$. Thus we are in either in case (I) or in case (III) of Example 4.2.2. In the first case (even $n$ ) we get all 3 possible solutions $(d, k)=(1,1),(2,1)$ and $(2,2)$. For odd $n$ we get solutions $(d, k)=(2,1)$ and $(2,2)$.
(4) For $\mathfrak{g}$ with root system $D_{n}, n \geq 4$ even, we have $\pi_{1}=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ for all $n$. The simple roots are $\alpha_{1}, \ldots, \alpha_{n}$ and $d_{i}=1$ for $1 \leq i \leq n$. The symmetrized Cartan matrix $\tilde{C}$ is given below. The fundamental dominant weights $\lambda_{i}$ are given as in [Hum72], Section 13.2, and $\lambda_{n-1}, \lambda_{n}$ are the generators of the fundamental group $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ and $\lambda_{n-1}+\lambda_{n}$ is the other element of order 2. The matrix $i d_{W}^{R}$ gives the coefficients of the fundamental dominant weights in the basis $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$, and since $d_{i}=1$ for all $i$, also the values $\left(\lambda_{i}, \lambda_{j}\right)$ for $1 \leq i, j \leq n$.

$$
\tilde{C}=\left(\begin{array}{ccccccccc}
2 & -1 & 0 & 0 & . & & & 0 \\
-1 & 2 & -1 & 0 & . & & . & . & . \\
. & . & . & . & . & . & . & . & . \\
. & . & . & . & . & 2 & -1 & 0 & 0 \\
. & . & . & . & . & -1 & 2 & -1 & -1 \\
0 & 0 & 0 & & . & 0 & -1 & 2 & 0 \\
0 & 0 & 0 & & . & 0 & -1 & 0 & 2
\end{array}\right) \quad i d_{W}^{R}=\left(\begin{array}{ccccccc}
1 & 1 & 1 & . & 1 & \frac{1}{2} & \frac{1}{2} \\
1 & 2 & 2 & . & 2 & 1 & 1 \\
1 & 2 & 3 & . & 3 & \frac{3}{2} & \frac{3}{2} \\
. & . & . & . & . & . & . \\
1 & 2 & 3 & . & n-2 & \frac{n-2}{2} & \frac{n-2}{2} \\
\frac{1}{2} & 1 & \frac{3}{2} & . & \frac{n-2}{2} & \frac{n}{4} & \frac{n-2}{4} \\
\frac{1}{2} & 1 & \frac{3}{2} & . & \frac{n-2}{2} & \frac{n-2}{4} & \frac{n}{4}
\end{array}\right)
$$

The lattice diamonds, depending on $\ell$, are:
(i) For odd $\ell$ we have $A=\ell \Lambda_{W}$ and $B=C=D=\ell \Lambda_{R}$.
(ii) For even $\ell$ we have $A=C=\ell \Lambda_{W}$ and $B=D=\ell \Lambda_{R}$.

We calculate the quotient diamonds for the kernel $\Lambda^{\prime}=\Lambda_{R}^{[\ell]}$ and compare it with Lusztig's kernel $2 \Lambda_{R}^{(\ell)}$. We then determine the solutions of the corresponding diamond-equations by a case by case calculation.
(i) For odd $\ell$ it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R} \neq 2 \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}$. Thus, the quotient diamond is given by $\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}, \mathbb{Z}_{2} \times \mathbb{Z}_{2}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \varphi_{1}, \varphi_{2}\right)$ with injections

$$
\begin{aligned}
& \varphi_{1}: \ell\left\langle\lambda_{n-1}, \lambda_{n}\right\rangle \rightarrow \pi_{1}^{*}, \ell \lambda_{n-1} \mapsto q^{\ell\left(\lambda_{n-1},-\right)}, \ell \lambda_{n} \mapsto q^{\ell\left(\lambda_{n},-\right)}, \\
& \varphi_{2}: \ell\left\langle\lambda_{n-1}, \lambda_{n}\right\rangle \rightarrow \pi_{1}, \ell \lambda_{n-1} \mapsto \lambda_{n-1}, \ell \lambda_{n} \mapsto \lambda_{n} .
\end{aligned}
$$

In the following, we will write $a:=\lambda_{n-1}, b:=\lambda_{n}$ and $c:=\lambda_{n-1}+\lambda_{n}$ for the 3 elements of order 2 of $\pi_{1}$. Since $\left(\lambda_{j}, \lambda_{j}\right)=n / 4$ for $j \in\{n-1, n\}$, and $\left(\lambda_{i}, \lambda_{j}\right)=(n-2) / 4$ for $i \neq j, i, j \in\{n-1, n\}$ we get

| $\varphi_{1}$ | 0 | $a$ | $b$ | c | $n$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 1 | $n \equiv 0 \bmod 4$ |
|  |  |  |  |  | $n \equiv 2 \bmod 4$ |
| $a$ | 1 | 1 | -1 | -1 | $n \equiv 0 \bmod 4$ |
|  |  | -1 | 1 | -1 | $n \equiv 2 \bmod 4$ |
| $b$ | 1 | -1 | 1 | -1 | $n \equiv 0 \bmod 4$ |
|  |  | 1 | -1 | -1 | $n \equiv 2 \bmod 4$ |
| c | 1 | -1 | -1 | 1 | $n \equiv 0 \bmod 4$ |
|  |  |  |  |  | $n \equiv 2 \bmod 4$ |

Since it suffices to consider the diamond-equations (4.1.3) and (4.1.4) by Lemma 4.1.5, we check which function

$$
g: G \times G \rightarrow \mathbb{C}, \quad(x, y) \mapsto \frac{1}{d} \omega(x, y) \delta_{\left(x \in H_{1}\right)} \delta_{\left(y \in H_{2}\right)}
$$

with subgroups $H_{i}$ of $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ of order $d$ and a pairing $\omega$ as in Example 3.5.7 is a solution to these equations. We get the following system of equations
for $g$ :

$$
\begin{align*}
& 1=g(0,0)+g(a, 0)+g(b, 0)+g(c, 0) \\
& 1=g(0,0)+g(0, a)+g(0, b)+g(0, c) \\
& 0=g(0, a) \pm g(a, a) \mp g(b, a)-g(c, a) \\
& 0=g(a, 0) \pm g(a, a) \mp g(a, b)-g(a, c)  \tag{4.3.1}\\
& 0=g(0, b) \mp g(a, b) \pm g(b, b)-g(c, b) \\
& 0=g(b, 0) \mp g(b, a) \pm g(b, b)-g(b, c) \\
& 0=g(0, c)-g(a, c)-g(b, c)+g(c, c) \\
& 0=g(c, 0)-g(c, a)-g(c, b)+g(c, c)
\end{align*}
$$

where the $\pm, \mp$ possibilities depend on whether $n \equiv 0$ or $2 \bmod 4$. It is easy to see that the trivial solution on $H_{1}=H_{2}=\mathbb{Z}_{1}$ is a solution. For $H_{i} \cong \mathbb{Z}_{2}$ the solution has one of the following two structures. For symmetric solutions $H_{1}=H_{2}=\langle\lambda\rangle$ we get $\omega(\lambda, \lambda)=-1$. If $H_{1}=\langle\lambda\rangle \neq\left\langle\lambda^{\prime}\right\rangle=H_{2}$ we get $\omega\left(\lambda, \lambda^{\prime}\right)=1$. This give all possible 9 solutions with $H_{i} \cong \mathbb{Z}_{2}$. Finally, we check which functions on $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ are solutions to the diamond-equations. We get 4 symmetric solutions and 2 non-symmetric solutions, which are given by their values $(\omega(x, y))_{x, y \in\left\{\lambda_{n-1}, \lambda_{n}\right\}}$ on generator pairs:

$$
\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right),\left(\begin{array}{ll}
-1 & -1 \\
-1 & -1
\end{array}\right),\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right),\left(\begin{array}{cc}
-1 & 1 \\
1 & 1
\end{array}\right),\left(\begin{array}{cc}
-1 & 1 \\
-1 & -1
\end{array}\right),\left(\begin{array}{cc}
-1 & -1 \\
1 & -1
\end{array}\right) .
$$

(ii) For even $\ell$ it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}$. Thus the quotient diamond is given by $\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}, \mathbb{Z}_{2} \times \mathbb{Z}_{2}, \mathbb{Z}_{1}, \mathbb{Z}_{2} \times \mathbb{Z}_{2}, \mathbb{Z}_{1}, \varphi_{1}, 0\right)$ and the injection $\varphi_{2}$ is trivial. We get an analogue block of equations as (4.3.1), but without non-zero "shift" $\varphi_{2}(x)$, $x \in A$. We can add appropriate equations and get the $1=4 g(0,0)$, hence only pairings of $H_{1}=H_{2}=\pi_{1}$ are solutions. It is now easy to check that all 16 possible parings on $\pi_{1} \times \pi_{1}$ are solutions to the diamond equations.
(5) For $\mathfrak{g}$ with root system $D_{n}, n \geq 5$ odd, we have $\pi_{1}=\mathbb{Z}_{4}$ for all $n$. The root and weight data are as for even $n$ in (4). The weight $\lambda_{n}$ is the generator of the fundamental group $\mathbb{Z}_{2}$.
The lattice diamonds, depending on $\ell$, are:
(i) For odd $\ell$ we have $A=\ell \Lambda_{W}$ and $B=C=D=\ell \Lambda_{R}$.
(ii) For $\ell \equiv 2 \bmod 4$ we have $A=\ell \Lambda_{W}, C=\ell\left\langle\lambda_{1}, \ldots, \lambda_{n-2}, 2 \lambda_{n-1}, 2 \lambda_{n}\right\rangle$ and $B=D=\ell \Lambda_{R}$.
(iii) For $\ell \equiv 0 \bmod 4$ we have $A=C=\ell \Lambda_{W}$ and $B=D=\ell \Lambda_{R}$.

We calculate the quotient diamonds for the kernel $\Lambda^{\prime}=\Lambda_{R}^{[\ell]}$ and compare it with Lusztig's kernel $2 \Lambda_{R}^{(\ell)}$. We then determine the solutions of the corresponding diamond-equations according to Example 4.2.2.
(i) For odd $\ell$ it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R} \neq 2 \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=n$. Thus, the quotient diamond is given by $\left(\mathbb{Z}_{4}, \mathbb{Z}_{4}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \xi_{4}, \lambda_{n}\right)$, hence we are in case (III) of Example 4.2.2. We get solutions $(d, k)=(1,1),(2,1),(4,2)$ and $(4,4)$.
(ii) For $\ell \equiv 2 \bmod 4$ it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=n$. Thus, the quotient diamond is given by $\left(\mathbb{Z}_{4}, \mathbb{Z}_{4}, \mathbb{Z}_{1}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, \xi_{4}, 2 \lambda_{n}\right)$, hence we are in case (III) of Example 4.2.2. We get all 4 solutions $(d, k)=(4,1),(4,2),(4,3)$ and $(4,4)$ on $H=\mathbb{Z}_{4}$.
(iii) For $\ell \equiv 0 \bmod 4$ it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=n$. Thus, the quotient diamond is given by $\left(\mathbb{Z}_{4}, \mathbb{Z}_{4}, \mathbb{Z}_{1}, \mathbb{Z}_{4}, \mathbb{Z}_{1}, \xi_{4}, 0\right)$, hence we are in case (III) of Example 4.2.2. We get the same 4 solutions as in (ii).
(6) For $\mathfrak{g}$ with root system $E_{6}$, we have $\pi_{1}=\mathbb{Z}_{3}$. The simple roots are $\alpha_{1}, \ldots, \alpha_{6}$ and $d_{i}=1$ for $1 \leq i \leq 6$. The symmetrized Cartan matrix $\tilde{C}$ is given below. The fundamental dominant weights $\lambda_{i}$ are given as in [Hum72], Section 13.2, and $\lambda_{6}$ is the generator of the fundamental group $\mathbb{Z}_{3}$. The matrix $i d_{W}^{R}$ gives the coefficients of the fundamental dominant weights in the basis $\left\{\alpha_{1}, \ldots, \alpha_{6}\right\}$, and since $d_{i}=1$ for all $i$, also the values $\left(\lambda_{i}, \lambda_{j}\right)$ for $1 \leq i, j \leq 6$.

$$
\tilde{C}=\left(\begin{array}{cccccc}
2 & 0 & -1 & 0 & 0 & 0 \\
0 & 2 & 0 & -1 & 0 & 0 \\
-1 & 0 & 2 & -1 & 0 & 0 \\
0 & -1 & -1 & 2 & -1 & 0 \\
0 & 0 & 0 & -1 & 2 & -1 \\
0 & 0 & 0 & 0 & -1 & 2
\end{array}\right) \quad i d_{W}^{R}=\left(\begin{array}{cccccc}
\frac{4}{3} & 1 & \frac{5}{3} & 2 & \frac{4}{3} & \frac{2}{3} \\
1 & 2 & 2 & 3 & 2 & 1 \\
\frac{5}{3} & 2 & \frac{10}{3} & 4 & \frac{8}{3} & \frac{4}{3} \\
2 & 3 & 4 & 6 & 4 & 2 \\
\frac{4}{3} & 2 & \frac{8}{3} & 4 & \frac{10}{3} & \frac{5}{3} \\
\frac{2}{3} & 1 & \frac{4}{3} & 2 & \frac{5}{3} & \frac{4}{3}
\end{array}\right)
$$

The lattice diamonds, depending on $\ell$, are:
(i) For $3 \nmid \ell$ we have $A=\ell \Lambda_{W}$ and $B=C=D=\ell \Lambda_{R}$.
(ii) For $3 \mid \ell$ we have $A=C=\ell \Lambda_{W}$ and $B=D=\ell \Lambda_{R}$.

We calculate the quotient diamonds for the kernel $\Lambda^{\prime}=\Lambda_{R}^{[\ell]}$ and compare it with Lusztig's kernel $2 \Lambda_{R}^{(\ell)}$. We then determine the solutions of the corresponding diamond-equations according to Example 4.2.2.
(i.a) For $3 \nmid \ell$ and $\ell$ odd it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R} \neq 2 \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=4$. Thus, the quotient diamond is given by ( $\mathbb{Z}_{3}, \mathbb{Z}_{3}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \xi_{3}, \lambda_{6}$ ), hence we are in case (III) of Example 4.2.2. Since $\ell \equiv 2 \bmod 3$ we get solutions $(d, k)=(1,1),(3,1)$ and $(3,3)$.
(i.b) For $3 \nmid \ell$ and $\ell$ even it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=4$. Thus, the quotient diamond is given by ( $\mathbb{Z}_{3}, \mathbb{Z}_{3}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \xi_{3}, \lambda_{6}$ ), and we are again in case (III) of Example 4.2.2. Since $\ell \equiv 1 \bmod 3$ we get solutions $(d, k)=$ $(1,1),(3,2)$ and $(3,3)$.
(ii.a) For $3 \mid \ell$ and $\ell$ odd it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R} \neq 2 \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=4$.

Thus, the quotient diamond is given by $\left(\mathbb{Z}_{3}, \mathbb{Z}_{3}, \mathbb{Z}_{1}, \mathbb{Z}_{3}, \mathbb{Z}_{1}, \xi_{3}, 0\right)$, hence we are in case (III) of Example 4.2.2. We get all 3 solutions $(d, k)=(3,1),(3,2)$ and $(3,3)$ on $\mathbb{Z}_{3}$.
(ii.b) For $3 \mid \ell$ and $\ell$ even it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=4$. Thus, the quotient diamond is given by $\left(\mathbb{Z}_{3}, \mathbb{Z}_{3}, \mathbb{Z}_{1}, \mathbb{Z}_{3}, \mathbb{Z}_{1}, \xi_{3}, 0\right)$, and we the same solutions as in (ii.a).
(7) For $\mathfrak{g}$ with root system $E_{7}$, we have $\pi_{1}=\mathbb{Z}_{2}$. The simple roots are $\alpha_{1}, \ldots, \alpha_{7}$ and $d_{i}=1$ for $1 \leq i \leq 7$. The symmetrized Cartan matrix $\tilde{C}$ is given below. The fundamental dominant weights $\lambda_{i}$ are given as in [Hum72], Section 13.2, and $\lambda_{7}$ is the generator of the fundamental group $\mathbb{Z}_{2}$. The matrix $i d_{W}^{R}$ gives the coefficients of the fundamental dominant weights in the basis $\left\{\alpha_{1}, \ldots, \alpha_{7}\right\}$, and since $d_{i}=1$ for all $i$, also the values $\left(\lambda_{i}, \lambda_{j}\right)$ for $1 \leq i, j \leq 7$.

$$
\tilde{C}=\left(\begin{array}{ccccccc}
2 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & -1 & 0 & 0 & 0 \\
-1 & 0 & 2 & -1 & 0 & 0 & 0 \\
0 & -1 & -1 & 2 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 & 2 & -1 & 0 \\
0 & 0 & 0 & 0 & -1 & 2 & -1 \\
0 & 0 & 0 & 0 & 0 & -1 & 2
\end{array}\right) \quad i d_{W}^{R}=\left(\begin{array}{ccccccc}
2 & 2 & 3 & 4 & 3 & 2 & 1 \\
2 & \frac{7}{2} & 4 & 6 & \frac{9}{2} & 3 & \frac{3}{2} \\
3 & 4 & 6 & 8 & 6 & 4 & 2 \\
4 & 6 & 8 & 12 & 9 & 6 & 3 \\
3 & \frac{9}{2} & 6 & 9 & \frac{15}{2} & 5 & \frac{5}{2} \\
2 & 3 & 4 & 6 & 5 & 4 & 2 \\
1 & \frac{3}{2} & 2 & 3 & \frac{5}{2} & 2 & \frac{3}{2}
\end{array}\right)
$$

The lattice diamonds, depending on $\ell$, are:
(i) For odd $\ell$ we have $A=\ell \Lambda_{W}$ and $B=C=D=\ell \Lambda_{R}$.
(ii) For even $\ell$ we have $A=C=\ell \Lambda_{W}$ and $B=D=\ell \Lambda_{R}$.

We calculate the quotient diamonds for the kernel $\Lambda^{\prime}=\Lambda_{R}^{[\ell]}$ and compare it with Lusztig's kernel $2 \Lambda_{R}^{(\ell)}$. We then determine the solutions of the corresponding diamond-equations according to Example 4.2.2.
(i) For $\ell$ odd it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R} \neq 2 \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=3$. Thus, the quotient diamond is given by $\left(\mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \xi_{2}, \lambda_{7}\right)$ and we are in case (III) of Example 4.2.2. We get solutions $(d, k)=(1,1)$ and $(2,2)$.
(ii) For $\ell$ even it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=3$. Thus, the quotient diamond is given by $\left(\mathbb{Z}_{2}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, \mathbb{Z}_{2}, \mathbb{Z}_{1}, \xi_{2}, 0\right)$ and we are again in case (III) of Example 4.2.2. We get all 2 solutions $(d, k)=(2,1)$ and $(2,2)$ on $\mathbb{Z}_{2}$.
(8) For $\mathfrak{g}$ with root system $E_{8}$, we have $\pi_{1}=\mathbb{Z}_{1}$. The simple roots are $\alpha_{1}, \ldots, \alpha_{8}$ and $d_{i}=1$ for $1 \leq i \leq 8$. The symmetrized Cartan matrix $\tilde{C}$ is given below. The fundamental dominant weights $\lambda_{i}$ are given as in [Hum72], Section 13.2, and are roots. The matrix $i d_{W}^{R}$ gives the coefficients of the fundamental dominant weights in the basis $\left\{\alpha_{1}, \ldots, \alpha_{8}\right\}$, and since $d_{i}=1$ for all $i$, also the values $\left(\lambda_{i}, \lambda_{j}\right)$ for $1 \leq i, j \leq 8$.

$$
\tilde{C}=\left(\begin{array}{cccccccc}
2 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & -1 & 0 & 0 & 0 & 0 \\
-1 & 0 & 2 & -1 & 0 & 0 & 0 & 0 \\
0 & -1 & -1 & 2 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 2 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 2 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 2 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 2
\end{array}\right) \quad i d_{W}^{R}=\left(\begin{array}{cccccccc}
4 & 5 & 7 & 10 & 8 & 6 & 4 & 2 \\
5 & 8 & 10 & 15 & 12 & 9 & 6 & 3 \\
7 & 10 & 14 & 20 & 16 & 12 & 8 & 4 \\
10 & 15 & 20 & 30 & 24 & 18 & 12 & 6 \\
8 & 12 & 16 & 24 & 20 & 15 & 10 & 5 \\
6 & 9 & 12 & 18 & 15 & 12 & 8 & 4 \\
4 & 6 & 8 & 12 & 10 & 8 & 6 & 3 \\
2 & 3 & 4 & 6 & 5 & 4 & 3 & 2
\end{array}\right)
$$

The lattice diamonds, depending on $\ell$, are:
(i) For odd $\ell$ we have $A=B=C=D=\ell \Lambda_{W}=\ell \Lambda_{R}$.
(ii) For even $\ell$ : same as in (i).

We calculate the quotient diamonds for the kernel $\Lambda^{\prime}=\Lambda_{R}^{[\ell]}$ and compare it with Lusztig's kernel $2 \Lambda_{R}^{(\ell)}$. We then determine the solutions of the corresponding diamond-equations according to Example 4.2.2.
(i) For $\ell$ odd it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R} \neq 2 \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=2$. Thus, the quotient diamond is given by $\left(\mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, 1,0\right)$ and we are in case (I) of Example 4.2.2. We get the only solution $(d, k)=(1,1)$.
(ii) For $\ell$ even it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=2$. We get the same diamond and solution as in (i).
(9) For $\mathfrak{g}$ with root system $F_{4}$, we have $\pi_{1}=\mathbb{Z}_{1}$. The simple roots $\alpha_{1}, \alpha_{2}$ are long, $\alpha_{3}, \alpha_{4}$ are short, hence $d_{1}=d_{2}=2$ and $d_{3}=d_{4}=1$. The symmetrized Cartan matrix $\tilde{C}$ is given below. The fundamental dominant weights $\lambda_{i}$ are given as in [Hum72], Section 13.2, and are roots. The matrix $i d_{W}^{R}$ gives the coefficients of the fundamental dominant weights in the basis $\left\{\alpha_{1}, \ldots, \alpha_{4}\right\}$.

$$
\tilde{C}=\left(\begin{array}{cccc}
4 & -2 & 0 & 0 \\
-2 & 4 & -2 & 0 \\
0 & -2 & 2 & -1 \\
0 & 0 & -1 & 2
\end{array}\right) \quad i d_{W}^{R}=\left(\begin{array}{cccc}
4 & 6 & 4 & 2 \\
6 & 12 & 8 & 4 \\
4 & 8 & 6 & 3 \\
2 & 4 & 3 & 1
\end{array}\right)
$$

The lattice diamonds, depending on $\ell$, are:
(i) For odd $\ell$, we have $A=B=C=D=\ell \Lambda_{W}=\ell \Lambda_{R}$.
(ii) For even $\ell$, we have $A=B=C=D=\ell\left\langle\frac{1}{2} \lambda_{1}, \frac{1}{2} \lambda_{2}, \lambda_{3}, \lambda_{4}\right\rangle$.

We calculate the quotient diamonds for the kernel $\Lambda^{\prime}=\Lambda_{R}^{[\ell]}$ and compare it with Lusztig's kernel $2 \Lambda_{R}^{(\ell)}$. We then determine the solutions of the corresponding diamond-equations according to Example 4.2.2.
(i) For $\ell$ odd it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R} \neq 2 \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=1$. Thus, the quotient diamond is given by ( $\left.\mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, 1,0\right)$ and we are in case (I) of Example 4.2.2. We get the only solution $(d, k)=(1,1)$.
(ii) For $\ell \equiv 2 \bmod 4$ it is $\Lambda_{R}^{[\ell]}=\ell\left\langle\frac{1}{2} \alpha_{1}, \frac{1}{2} \alpha_{2}, \alpha_{3}, \alpha_{4}\right\rangle \neq \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=1$. We get the same diamond and solution as in (i).
(iii) For $\ell \equiv 0 \bmod 4$ it is $\Lambda_{R}^{[\ell]}=\ell\left\langle\frac{1}{2} \alpha_{1}, \frac{1}{2} \alpha_{2}, \alpha_{3}, \alpha_{4}\right\rangle=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=1$. We get the same diamond and solution as in (i).
(10) For $\mathfrak{g}$ with root system $G_{2}$, we have $\pi_{1}=\mathbb{Z}_{1}$. The simple root $\alpha_{1}$ is short and $\alpha_{2}$ is long, hence $d_{1}=1$ and $d_{2}=3$. The symmetrized Cartan matrix $\tilde{C}$ is given below. The fundamental dominant weights $\lambda_{i}$ are given as in [Hum72], Section 13.2, and are roots. The matrix $i d_{W}^{R}$ gives the coefficients of the fundamental dominant weights in the basis $\left\{\alpha_{1}, \ldots, \alpha_{2}\right\}$.

$$
\tilde{C}=\left(\begin{array}{cc}
2 & -3 \\
-3 & 6
\end{array}\right) \quad i d_{W}^{R}=\left(\begin{array}{ll}
2 & 3 \\
1 & 2
\end{array}\right)
$$

The lattice diamonds, depending on $\ell$, are:
(i) For $3 \nmid \ell$, we have $A=B=C=D=\ell \Lambda_{W}=\ell \Lambda_{R}$.
(ii) For $3 \mid \ell$, we have $A=B=C=D=\ell\left\langle\lambda_{1}, \frac{1}{3} \lambda_{2}\right\rangle$.

We calculate the quotient diamonds for the kernel $\Lambda^{\prime}=\Lambda_{R}^{[\ell]}$ and compare it with Lusztig's kernel $2 \Lambda_{R}^{(\ell)}$. We then determine the solutions of the corresponding diamond-equations according to Example 4.2.2.
(i.a) For $3 \nmid \ell$ and $\ell$ odd it is $\Lambda_{R}^{[\ell]}=\ell \Lambda_{R} \neq 2 \ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=6$. Thus, the quotient diamond is given by $\left(\mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, \mathbb{Z}_{1}, 1,0\right)$ and we are in case (I) of Example 4.2.2. We get the only solution $(d, k)=(1,1)$.
(i.b) For $3 \nmid \ell$ and $\ell$ even it is $\Lambda_{R}^{\ell \ell]}=\ell \Lambda_{R}=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell$ and $m_{[n]}=6$. We get the same diamond and solution as in (i.a).
(ii.a) For $3 \mid \ell$ and $\ell$ odd it is $\Lambda_{R}^{[\ell]}=\ell\left\langle\alpha_{1}, \frac{1}{3} \alpha_{2}\right\rangle \neq 2 \ell\left\langle\alpha_{1}, \frac{1}{3} \alpha_{2}\right\rangle=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell / 3$ and $m_{[n]}=2$. We get the same diamond and solution as in (i.a).
(ii.b) For $3 \mid \ell$ and $\ell$ even it is $\Lambda_{R}^{[\ell]}=\ell\left\langle\alpha_{1}, \frac{1}{3} \alpha_{2}\right\rangle=2 \Lambda_{R}^{(\ell)}, \ell_{[n]}=\ell / 3$ and $m_{[n]}=2$. We get the same diamond and solution as in (i.a).

### 4.4. Example: $u_{q}\left(\mathfrak{S l}_{2}\right)$

We give an familiar example. For $\mathfrak{g}=\mathfrak{s l}_{2}$ with root system $A_{1}$ the fundamental group is $\pi_{1}=\mathbb{Z}_{2}$. Let $\alpha$ be the simple root, generating the root lattice $\Lambda_{R}$, and $\lambda=\frac{1}{2} \alpha$ the fundamental dominant weight, generating the weight lattice $\Lambda_{W}$. We will give the $R$-matrices for the quantum groups $u=u_{q}\left(\mathfrak{s l}_{2}, \Lambda_{W}, \Lambda^{\prime}\right)$ for $\ell$-th root of unity $q$ and
lattice $\Lambda^{\prime}=\Lambda_{R}^{\ell \ell]}$, which equals in the simply laced case $\ell \Lambda_{R}$. The possible subgroups $H$ of $\pi_{1}$ (in the notation of Theorem 4.3.1) are only $\mathbb{Z}_{1}$ and $\mathbb{Z}_{2}$ which correspond to their preimage $\Lambda=\Lambda_{R}$ and $\Lambda_{W}$, respectively.
(1) Following the course of Chapter 2 we first give the quasi- $R$-matrix of $u$. The quasi $R$-matrix $\Theta$ depends only on the root lattice and exist in $u^{+} \otimes u^{-}$with Borel parts $u^{ \pm}$, generated by $E_{\alpha}, F_{\alpha}$. With $\ell_{\alpha}=\ell / \operatorname{gcd}\left(\ell, 2 d_{\alpha}\right)=\ell / \operatorname{gcd}(\ell, 2)$ we have

$$
\Theta=\sum_{k=0}^{\ell_{\alpha-1}}(-1)^{k} \frac{\left(q-q^{-1}\right)^{k}}{[k]_{q}!} q^{-k(k-1) / 2} E_{\alpha}^{k} \otimes F_{\alpha}^{k}
$$

and

$$
\bar{\Theta}=\sum_{k=0}^{\ell_{\alpha-1}} \frac{\left(q-q^{-1}\right)^{k}}{[k]_{q}!} q^{k(k-1) / 2} E_{\alpha}^{k} \otimes F_{\alpha}^{k}
$$

with $q$-factorial $[k]_{q}$ ! as in Definition 1.3.1.
(2) The $R_{0}$-ansatz of Theorem 2.1.6 and its modification in Lemma 2.2.1 gives the following group-equations for $\pi_{1}=\mathbb{Z}_{2}$.

$$
\begin{array}{rlrlrl}
g(0,0) & =g(0,0) g(0,0)+g(0,1) g(0,1), & & g(0,0) & =g(0,0) g(0,0)+g(1,0) g(1,0) \\
g(0,1) & =g(0,0) g(0,1)+g(0,1) g(0,0), & & g(1,0) & =g(0,0) g(1,0)+g(1,0) g(0,0) \\
g(1,0) & =g(1,0) g(1,0)+g(1,1) g(1,1), & & g(0,1) & =g(0,1) g(0,1)+g(1,1) g(1,1) \\
g(1,1) & =g(1,0) g(1,1)+g(1,1) g(1,0), & g(1,1) & =g(0,1) g(1,1)+g(1,1) g(0,1) \\
1 & =g(0,0)+g(0,1), & & 1 & =g(0,0)+g(1,0),
\end{array}
$$

with $\pi_{1}=\mathbb{Z}_{2}=\{0,1\}$.
(3) By Lemma 3.5.2, Example 3.5.5 and Theorem 3.5.6, the solutions of these groupequations are all functions

$$
g: \pi_{1} \times \pi_{1} \rightarrow \mathbb{C}, g(x, y)=\frac{1}{d} \xi^{\frac{x y}{(2 / d))^{2}}} \delta_{\left(\left.\frac{2}{d} \right\rvert\, x\right)} \delta_{\left(\left.\frac{2}{d} \right\rvert\, y\right)} \equiv \frac{1}{d} \omega(x, y) \delta_{x \in H} \delta_{y \in H},
$$

with $d \mid 2\left(=N\right.$, the order of $\left.\pi_{1}\right), H=(2 / d) \mathbb{Z}_{2}$ the subgroups of order $d$ in $\mathbb{Z}_{2}$ and $\xi$ a $d$-th root of unity.
(4) The diamond-equations depend on the sublattices $A=\operatorname{Cent}^{[\ell]}\left(\Lambda_{R}\right)=\Lambda_{W}^{[\ell]}, B=$ Cent ${ }^{[\ell]}\left(\Lambda_{W}\right), C=$ Cent $^{[\ell]}\left(\Lambda_{R}\right) \cap \Lambda_{R}$ and $B \cap C=\Lambda_{R}^{[\ell]}$, hence on $\ell$ :

$$
\begin{align*}
& 0=\sum_{y_{1}+y_{2}=y, y_{i} \in \mathbb{Z}_{2}} \varphi_{1}(a)\left(y_{1}\right) g\left(x, y_{1}\right) g\left(x+\varphi_{2}(a), y_{2}\right),  \tag{4.1.1}\\
& 0=\sum_{x_{1}+x_{2}=x, x_{i} \in \mathbb{Z}_{2}} \varphi_{1}(a)\left(x_{1}\right) g\left(x_{1}, y\right) g\left(x_{2}, y+\varphi_{2}(a)\right),  \tag{4.1.2}\\
& 0=\sum_{y \in \mathbb{Z}_{2}}\left(\varphi_{1}(a)(y)\right)^{-1} g\left(\varphi_{2}(a), y\right),  \tag{4.1.3}\\
& 0=\sum_{x \in \mathbb{Z}_{2}}\left(\varphi_{1}(a)(x)\right)^{-1} g\left(x, \varphi_{2}(a)\right) \tag{4.1.4}
\end{align*}
$$

where, $\varphi_{1}(a)$ denotes the image of $a+B$ and $\varphi_{2}(a)$ denotes the image of $a+C$ for $a \in A$. The solutions of the diamond-equations are given by Lemma 4.2.1 and by Example 4.2.2 and Example 4.2.3, one has to check for which $d \mid 2$ and $1 \leq k \leq d$ the condition

$$
\begin{equation*}
\operatorname{gcd}\left(2, d \ell, k \ell-\frac{2}{d}\right)=1 \tag{4.2.2}
\end{equation*}
$$

is satisfied.
(5) For odd $\ell$ we have $A=\ell \Lambda_{W}, B=D=\ell \Lambda_{R}$ and $C=\ell / \operatorname{gcd}(2, \ell) \Lambda_{R}=\ell \Lambda_{R}$. The corresponding quotient diamond is


Condition (4.2.2) is satisfied for $(d, k)=(1,1)$ and $(d, k)=(2,2)$, hence we get the following solutions

$$
\begin{array}{ll}
H=\mathbb{Z}_{1}, & \omega: \mathbb{Z}_{1} \times \mathbb{Z}_{1} \rightarrow \mathbb{C}^{\times}, \omega(0,0)=1 \\
H=\mathbb{Z}_{2}, & \omega: \mathbb{Z}_{2} \times \mathbb{Z}_{2} \rightarrow \mathbb{C}^{\times}, \omega(1,1)=1
\end{array}
$$

(6) For even $\ell$ we have $A=\ell \Lambda_{W}, B=D=\ell \Lambda_{R}$ and $C=\ell / \operatorname{gcd}(2, \ell) \Lambda_{R}=(\ell / 2) \Lambda_{R}=$ $\ell \Lambda_{W}$ and the corresponding quotient diamond is

Here, condition (4.2.2) simplifies to $\operatorname{gcd}(d \ell, k \ell-2 / d)=1$, which is satisfied for $(d, k)=(2,1)$ and $(d, k)=(2,2)$, hence we get the following solutions

$$
H=\mathbb{Z}_{2}, \quad \omega: \mathbb{Z}_{2} \times \mathbb{Z}_{2} \rightarrow \mathbb{C}^{\times}, \omega(\lambda, \lambda)= \pm 1
$$

(7) The $R_{0}$-part is given by

$$
R_{0}=\frac{1}{\left|\Lambda / \Lambda_{R}^{[\ell]}\right|} \sum_{\mu, \nu \in \Lambda / \Lambda^{\prime}} q^{-(\mu, \nu)} \omega(\bar{\mu}, \bar{\nu}) K_{\mu} \otimes K_{\nu}
$$

for $H$ and $\omega: H \times H \rightarrow \mathbb{C}^{\times}$as above. We give below the explicit expression for the $R$-matrices.
(8) For odd $\ell$ the $R$-matrices are explicitly given by

$$
\begin{aligned}
R & =\left(\frac{1}{\ell} \sum_{i, j=0}^{\ell-1} q^{-(i \alpha, j \alpha)} K_{\alpha}^{i} \otimes K_{\alpha}^{j}\right) \cdot \bar{\Theta} \\
& =\frac{1}{\ell} \sum_{k=0}^{\ell=1} \sum_{i, j=0}^{\ell-1} \frac{\left(q-q^{-1}\right)^{k}}{[k]_{q}!} q^{k(k-1) / 2} q^{-2 i j} K_{\alpha}^{i} E_{\alpha}^{k} \otimes K_{\alpha}^{j} F_{\alpha}^{k} \\
& =\frac{1}{\ell} \sum_{k=0}^{\ell_{\alpha}-1} \sum_{i, j=0}^{\ell-1} \frac{\left(q-q^{-1}\right)^{k}}{[k]_{q}!} q^{k(k-1) / 2+k(j-i)-2 i j} E_{\alpha}^{k} K_{\alpha}^{i} \otimes F_{\alpha}^{k} K_{\alpha}^{j}
\end{aligned}
$$

for the pairing $\omega$ on $H=\mathbb{Z}_{1}$, and

$$
\begin{aligned}
R & =\left(\frac{1}{2 \ell} \sum_{i, j=0}^{2 \ell-1} q^{-(i \lambda, j \lambda)} K_{\lambda}^{i} \otimes K_{\lambda}^{j}\right) \cdot \bar{\Theta} \\
& =\frac{1}{2 \ell} \sum_{k=0}^{\ell_{\alpha}-1} \sum_{i, j=0}^{2 \ell-1} \frac{\left(q-q^{-1}\right)^{k}}{[k]_{q}!} q^{k(k-1) / 2} q^{-\frac{i j}{2}} K_{\lambda}^{i} E_{\alpha}^{k} \otimes K_{\lambda}^{j} F_{\alpha}^{k} \\
& =\frac{1}{2 \ell} \sum_{k=0}^{\ell_{\alpha}-1} \sum_{i, j=0}^{2 \ell-1} \frac{\left(q-q^{-1}\right)^{k}}{[k]_{q}!} q^{k(k-1) / 2+k(j-i)-\frac{i j}{2}} E_{\alpha}^{k} K_{\lambda}^{i} \otimes F_{\alpha}^{k} K_{\lambda}^{j}
\end{aligned}
$$

for the pairing $\omega$ on $H=\mathbb{Z}_{2}$.
(9) For even $\ell$ the $R$-matrices are explicitly given by

$$
\begin{aligned}
R & =\left(\frac{1}{2 \ell} \sum_{i, j=0}^{2 \ell-1} q^{-(i \lambda, j \lambda)}( \pm 1)^{i j} K_{\lambda}^{i} \otimes K_{\lambda}^{j}\right) \cdot \bar{\Theta} \\
& =\frac{1}{2 \ell} \sum_{k=0}^{\ell_{\alpha}-1} \sum_{i, j=0}^{2 \ell-1} \frac{\left(q-q^{-1}\right)^{k}}{[k]_{q}!} q^{k(k-1) / 2} q^{-\frac{i j}{2}}( \pm 1)^{i j} K_{\lambda}^{i} E_{\alpha}^{k} \otimes K_{\lambda}^{j} F_{\alpha}^{k} \\
& =\frac{1}{2 \ell} \sum_{k=0}^{\ell, 1} \sum_{i, j=0}^{2 \ell-1} \frac{\left(q-q^{-1}\right)^{k}}{[k]_{q}!} q^{k(k-1) / 2+k(j-i)-\frac{i j}{2}}( \pm 1)^{i j} E_{\alpha}^{k} K_{\lambda}^{i} \otimes F_{\alpha}^{k} K_{\lambda}^{j} .
\end{aligned}
$$

For the sign +1 this $R$-matrix is given in [FGST06, Thm. 4.1.1].

## Appendix A

## Maple calculation for the case $\pi_{1}=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$

For a Lie algebra $\mathfrak{g}$ with root system $D_{n}, n$ even, the fundamental group $\pi_{1}=\Lambda_{W} / \Lambda_{R}$ is the non-cyclic group $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. In this case, the assumptions of Theorem 3.5.6 are not met and we use Maple in this exceptional case to determine all solutions of the group equations, cf. Definition 3.5.1.

$$
\begin{align*}
g(x, y) & =\sum_{y_{1}+y_{2}=y} g\left(x, y_{1}\right) g\left(x, y_{2}\right)  \tag{3.5.1}\\
g(x, y) & =\sum_{x_{1}+x_{2}=x} g\left(x_{1}, y\right) g\left(x_{2}, y\right)  \tag{3.5.2}\\
1 & =\sum_{y \in G} g(0, y)  \tag{3.5.3}\\
1 & =\sum_{x \in G} g(x, 0) \tag{3.5.4}
\end{align*}
$$

To this end, we introduce the following notion. Let $a, b, c$ the three elements of order 2 in $G:=\mathbb{Z}_{2} \times \mathbb{Z}_{2}=\{0, a, b, c\}$. For $x, y \in G$ we write shortly $g_{x y}$ for $g(x, y)$. In the following Maple calculation, we write the $|G|^{2}=16$ equations (3.5.1) in the array eq1, and the 16 equations (3.5.2) in eq2. We then solve the system of equations consisting of eq1[i,j] and eq2[i,j] for $1 \leq i, j \leq 4$ and equations (3.5.3) and (3.5.4). We then display the 35 solutions. These are the solutions presented in Example 3.5.7.

```
> i := 0: j := 0: eq1 := Array(1..4,1..4):
    for x in [0, a, b, c] do
        i := i+1: j:= 0:
        for y in [0, a, b, c] do
        j := j+1:
        if y=0 then
            k := 0: l:= a: m := b: n := c:
            elif y=a then
            k := a: l:= 0: m := c: n := b:
            elif y=b then
            k := b: l:= c: m := 0: n := a:
```

elif $y=c$ then
$\mathrm{k}:=\mathrm{c}: \mathrm{l}:=\mathrm{b}: \mathrm{m}:=\mathrm{a}: \mathrm{n}:=0:$
end if:

print(eq1[i,j]);
end do:
end do:

```
i := 0: j := 0: eq2 := Array(1..4,1..4):
```

for $x$ in [0, $a, b, c$ ] do
i $:=i+1: j:=0:$
for $y$ in $[0, a, b, c]$ do
$j:=j+1:$
if $\mathrm{x}=0$ then
$\mathrm{k}:=0: \mathrm{l}:=\mathrm{a}: \mathrm{m}:=\mathrm{b}: \mathrm{n}:=\mathrm{c}:$
elif $\mathrm{x}=\mathrm{a}$ then
$\mathrm{k}:=\mathrm{a}: \mathrm{l}:=0: \mathrm{m}:=\mathrm{c}: \mathrm{n}:=\mathrm{b}:$
elif $x=b$ then
$\mathrm{k}:=\mathrm{b}: \mathrm{l}:=\mathrm{c}: \mathrm{m}:=0: \mathrm{n}:=\mathrm{a}:$
elif $x=c$ then
$\mathrm{k}:=\mathrm{c}: \mathrm{l}:=\mathrm{b}: \mathrm{m}:=\mathrm{a}: \mathrm{n}:=0:$
end if:
$\operatorname{eq} 2[\mathrm{i}, \mathrm{j}]:=\operatorname{cat}\left({ }^{\prime} \mathrm{g}_{-}^{\prime}, \mathrm{x}, \mathrm{y}\right)=\operatorname{cat}\left({ }^{\prime} \mathrm{g}_{-}{ }^{\prime},{ }^{\prime} \mathrm{O}^{\prime}, \mathrm{y}\right) * \operatorname{cat}\left({ }^{\prime} \mathrm{g}_{-}^{\prime}, \mathrm{k}, \mathrm{y}\right)+$
$\operatorname{cat}\left(' g_{-}^{\prime}, ' a^{\prime}, y\right) * \operatorname{cat}\left(' g_{-}^{\prime}, 1, y\right)+$
$\operatorname{cat}\left(' g_{-}^{\prime}, ' b ', y\right) * \operatorname{cat}\left(' g_{-}^{\prime}, m, y\right)+$
$\operatorname{cat}\left(' g_{-}^{\prime}, ' c ', y\right) * \operatorname{cat}\left(' g_{-}^{\prime}, \mathrm{n}, \mathrm{y}\right)$;
print(eq2[i,j]);
end do:
end do:

$$
\begin{aligned}
g_{00} & =g_{00}^{2}+g_{0 a}^{2}+g_{0 b}^{2}+g_{0 c}^{2} \\
g_{0 a} & =2 g_{00} g_{0 a}+2 g_{0 b} g_{0 c} \\
g_{0 b} & =2 g_{00} g_{0 b}+2 g_{0 a} g_{0 c} \\
g_{0 c} & =2 g_{00} g_{0 c}+2 g_{0 a} g_{0 b} \\
g_{a 0} & =g_{a 0}^{2}+g_{a a}^{2}+g_{a b}^{2}+g_{a c}^{2} \\
g_{a a} & =2 g_{a 0} g_{a a}+2 g_{a b} g_{a c} \\
g_{a b} & =2 g_{a 0} g_{a b}+2 g_{a a} g_{a c} \\
g_{a c} & =2 g_{a 0} g_{a c}+2 g_{a a} g_{a b} \\
g_{b 0} & =g_{b 0}^{2}+g_{b a}^{2}+g_{b b}^{2}+g_{b c}^{2} \\
g_{b a} & =2 g_{b 0} g_{b a}+2 g_{b b} g_{b c}
\end{aligned}
$$

$$
\begin{aligned}
g_{b b} & =2 g_{b 0} g_{b b}+2 g_{b a} g_{b c} \\
g_{b c} & =2 g_{b 0} g_{b c}+2 g_{b a} g_{b b} \\
g_{c 0} & =g_{c 0}^{2}+g_{c a}^{2}+g_{c b}^{2}+g_{c c}^{2} \\
g_{c a} & =2 g_{c 0} g_{c a}+2 g_{c b} g_{c c} \\
g_{c b} & =2 g_{c 0} g_{c b}+2 g_{c a} g_{c c} \\
g_{c c} & =2 g_{c 0} g_{c c}+2 g_{c a} g_{c b} \\
g_{00} & =g_{00}^{2}+g_{a 0}^{2}+g_{b 0}^{2}+g_{c 0}^{2} \\
g_{0 a} & =g_{0 a}^{2}+g_{a a}^{2}+g_{b a}^{2}+g_{c a}^{2} \\
g_{0 b} & =g_{0 b}^{2}+g_{a b}^{2}+g_{b b}^{2}+g_{c b}^{2} \\
g_{0 c} & =g_{0 c}^{2}+g_{a c}^{2}+g_{b c}^{2}+g_{c c}^{2} \\
g_{a 0} & =2 g_{00} g_{a 0}+2 g_{b 0} g_{c 0} \\
g_{a a} & =2 g_{0 a} g_{a a}+2 g_{b a} g_{c a} \\
g_{a b} & =2 g_{0 b} g_{a b}+2 g_{b b} g_{c b} \\
g_{a c} & =2 g_{0 c} g_{a c}+2 g_{b c} g_{c c} \\
g_{b 0} & =2 g_{00} g_{b 0}+2 g_{a 0} g_{c 0} \\
g_{b a} & =2 g_{0 a} g_{b a}+2 g_{a a} g_{c a} \\
g_{b b} & =2 g_{0 b} g_{b b}+2 g_{a b} g_{c b} \\
g_{b c} & =2 g_{0 c} g_{b c}+2 g_{a c} g_{c c} \\
g_{c 0} & =2 g_{00} g_{c 0}+2 g_{a 0} g_{b 0} \\
g_{c a} & =2 g_{0 a} g_{c a}+2 g_{a a} g_{b a} \\
g_{c b} & =2 g_{0 b} g_{c b}+2 g_{a b} g_{b b} \\
g_{c c} & =2 g_{0 c} g_{c c}+2 g_{a c} g_{b c}
\end{aligned}
$$

```
> solutions:=[solve({seq(seq(eq1 [i,j],j=1..4),i=1..4),
    seq(seq(eq2[i,j],j=1..4),i=1..4),
    1 = g_00 + g_0a + g_0b + g_0c,
    1 = g_00 + g_a0 + g_b0 + g_c0
    })]:
```

    nops(solutions);
    > for i from 1 to 35 do print(solutions[i])
end do;

$$
\begin{gathered}
\left\{g_{00}=1, g_{0 a}=0, g_{0 b}=0, g_{0 c}=0, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0\right. \\
\left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
\left\{g_{00}=\frac{1}{2}, g_{0 a}=\frac{1}{0}, g_{0 b}=0, g_{0 c}=0, g_{a 0}=\frac{1}{2}, g_{a a}=\frac{1}{2}, g_{a b}=0, g_{a c}=0\right.
\end{gathered}
$$

$$
\begin{aligned}
& \left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=\frac{1}{0}, g_{0 b}=0, g_{0 c}=0, g_{a 0}=\frac{1}{2}, g_{a a}=-\frac{1}{2}, g_{a b}=0, g_{a c}=0,\right. \\
& \left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=0, g_{0 b}=\frac{1}{2}, g_{0 c}=0, g_{a 0}=\frac{1}{2}, g_{a a}=0, g_{a b}=\frac{1}{2}, g_{a c}=0,\right. \\
& \left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=0, g_{0 b}=\frac{1}{2}, g_{0 c}=0, g_{a 0}=\frac{1}{2}, g_{a a}=0, g_{a b}=-\frac{1}{2}, g_{a c}=0,\right. \\
& \left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=0, g_{0 b}=0, g_{0 c}=\frac{1}{2}, g_{a 0}=\frac{1}{2}, g_{a a}=0, g_{a b}=0, g_{a c}=\frac{1}{2},\right. \\
& \left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=0, g_{0 b}=0, g_{0 c}=\frac{1}{2}, g_{a 0}=\frac{1}{2}, g_{a a}=0, g_{a b}=0, g_{a c}=-\frac{1}{2},\right. \\
& \left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=\frac{1}{2}, g_{0 b}=0, g_{0 c}=0, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0,\right. \\
& \left.g_{b 0}=\frac{1}{2}, g_{b a}=\frac{1}{2}, g_{b b}=0, g_{b c}=0, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=\frac{1}{2}, g_{0 b}=0, g_{0 c}=0, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0,\right. \\
& \left.g_{b 0}=\frac{1}{2}, g_{b a}=-\frac{1}{2}, g_{b b}=0, g_{b c}=0, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=0, g_{0 b}=\frac{1}{2}, g_{0 c}=0, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0,\right. \\
& \left.g_{b 0}=\frac{1}{2}, g_{b a}=0, g_{b b}=\frac{1}{2}, g_{b c}=0, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=0, g_{0 b}=\frac{1}{2}, g_{0 c}=0, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0,\right. \\
& \left.g_{b 0}=\frac{1}{2}, g_{b a}=0, g_{b b}=-\frac{1}{2}, g_{b c}=0, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=0, g_{0 b}=0, g_{0 c}=\frac{1}{2}, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0,\right. \\
& \left.g_{b 0}=\frac{1}{2}, g_{b a}=0, g_{b b}=0, g_{b c}=\frac{1}{2}, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=0, g_{0 b}=0, g_{0 c}=\frac{1}{2}, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0,\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.g_{b 0}=\frac{1}{2}, g_{b a}=0, g_{b b}=0, g_{b c}=-\frac{1}{2}, g_{c 0}=0, g_{c a}=0, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=\frac{1}{2}, g_{0 b}=0, g_{0 c}=0, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0,\right. \\
& \left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=\frac{1}{2}, g_{c a}=\frac{1}{2}, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=\frac{1}{2}, g_{0 b}=0, g_{0 c}=0, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0,\right. \\
& \left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=\frac{1}{2}, g_{c a}=-\frac{1}{2}, g_{c b}=0, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=0, g_{0 b}=\frac{1}{2}, g_{0 c}=0, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0,\right. \\
& \left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=\frac{1}{2}, g_{c a}=0, g_{c b}=\frac{1}{2}, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=0, g_{0 b}=\frac{1}{2}, g_{0 c}=0, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0,\right. \\
& \left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=\frac{1}{2}, g_{c a}=0, g_{c b}=-\frac{1}{2}, g_{c c}=0\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=0, g_{0 b}=0, g_{0 c}=\frac{1}{2}, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0,\right. \\
& \left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=\frac{1}{2}, g_{c a}=0, g_{c b}=0, g_{c c}=\frac{1}{2}\right\} \\
& \left\{g_{00}=\frac{1}{2}, g_{0 a}=0, g_{0 b}=0, g_{0 c}=\frac{1}{2}, g_{a 0}=0, g_{a a}=0, g_{a b}=0, g_{a c}=0,\right. \\
& \left.g_{b 0}=0, g_{b a}=0, g_{b b}=0, g_{b c}=0, g_{c 0}=\frac{1}{2}, g_{c a}=0, g_{c b}=0, g_{c c}=-\frac{1}{2}\right\} \\
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=\frac{1}{4}, g_{a b}=-\frac{1}{4}, g_{a c}=-\frac{1}{4},\right. \\
& \left.g_{b 0}=\frac{1}{4}, g_{b a}=\frac{1}{4}, g_{b b}=\frac{1}{4}, g_{b c}=\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=\frac{1}{4}, g_{c b}=-\frac{1}{4}, g_{c c}=-\frac{1}{4}\right\} \\
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=-\frac{1}{4}, g_{a b}=-\frac{1}{4}, g_{a c}=\frac{1}{4},\right. \\
& \left.g_{b 0}=\frac{1}{4}, g_{b a}=\frac{1}{4}, g_{b b}=\frac{1}{4}, g_{b c}=\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=-\frac{1}{4}, g_{c b}=-\frac{1}{4}, g_{c c}=-\frac{1}{4}\right\} \\
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=\frac{1}{4}, g_{a b}=\frac{1}{4}, g_{a c}=\frac{1}{4},\right. \\
& \left.g_{b 0}=\frac{1}{4}, g_{b a}=\frac{1}{4}, g_{b b}=-\frac{1}{4}, g_{b c}=-\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=\frac{1}{4}, g_{c b}=-\frac{1}{4}, g_{c c}=-\frac{1}{4}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=-\frac{1}{4}, g_{a b}=\frac{1}{4}, g_{a c}=-\frac{1}{4},\right. \\
& \left.g_{b 0}=\frac{1}{4}, g_{b a}=\frac{1}{4}, g_{b b}=-\frac{1}{4}, g_{b c}=-\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=-\frac{1}{4}, g_{c b}=-\frac{1}{4}, g_{c c}=\frac{1}{4}\right\} \\
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=\frac{1}{4}, g_{a b}=\frac{1}{4}, g_{a c}=\frac{1}{4},\right. \\
& \left.g_{b 0}=\frac{1}{4}, g_{b a}=\frac{1}{4}, g_{b b}=\frac{1}{4}, g_{b c}=\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=\frac{1}{4}, g_{c b}=\frac{1}{4}, g_{c c}=\frac{1}{4}\right\} \\
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=-\frac{1}{4}, g_{a b}=\frac{1}{4}, g_{a c}=-\frac{1}{4},\right. \\
& \left.g_{b 0}=\frac{1}{4}, g_{b a}=\frac{1}{4}, g_{b b}=\frac{1}{4}, g_{b c}=\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=-\frac{1}{4}, g_{c b}=\frac{1}{4}, g_{c c}=-\frac{1}{4}\right\} \\
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=-\frac{1}{4}, g_{a b}=-\frac{1}{4}, g_{a c}=\frac{1}{4},\right. \\
& \left.g_{b 0}=\frac{1}{4}, g_{b a}=-\frac{1}{4}, g_{b b}=-\frac{1}{4}, g_{b c}=\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=\frac{1}{4}, g_{c b}=\frac{1}{4}, g_{c c}=\frac{1}{4}\right\} \\
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=\frac{1}{4}, g_{a b}=-\frac{1}{4}, g_{a c}=-\frac{1}{4},\right. \\
& \left.g_{b 0}=\frac{1}{4}, g_{b a}=-\frac{1}{4}, g_{b b}=-\frac{1}{4}, g_{b c}=\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=-\frac{1}{4}, g_{c b}=\frac{1}{4}, g_{c c}=-\frac{1}{4}\right\} \\
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=-\frac{1}{4}, g_{a b}=\frac{1}{4}, g_{a c}=-\frac{1}{4},\right. \\
& \left.g_{b 0}=\frac{1}{4}, g_{b a}=-\frac{1}{4}, g_{b b}=-\frac{1}{4}, g_{b c}=\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=\frac{1}{4}, g_{c b}=-\frac{1}{4}, g_{c c}=-\frac{1}{4}\right\} \\
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=\frac{1}{4}, g_{a b}=\frac{1}{4}, g_{a c}=\frac{1}{4},\right. \\
& \left.g_{b 0}=\frac{1}{4}, g_{b a}=-\frac{1}{4}, g_{b b}=-\frac{1}{4}, g_{b c}=\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=-\frac{1}{4}, g_{c b}=-\frac{1}{4}, g_{c c}=\frac{1}{4}\right\} \\
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=-\frac{1}{4}, g_{a b}=\frac{1}{4}, g_{a c}=-\frac{1}{4},\right. \\
& \left.g_{b 0}=\frac{1}{4}, g_{b a}=-\frac{1}{4}, g_{b b}=\frac{1}{4}, g_{b c}=-\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=\frac{1}{4}, g_{c b}=\frac{1}{4}, g_{c c}=\frac{1}{4}\right\} \\
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=\frac{1}{4}, g_{a b}=\frac{1}{4}, g_{a c}=\frac{1}{4},\right. \\
& \left.g_{b 0}=\frac{1}{4}, g_{b a}=-\frac{1}{4}, g_{b b}=\frac{1}{4}, g_{b c}=-\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=-\frac{1}{4}, g_{c b}=\frac{1}{4}, g_{c c}=-\frac{1}{4}\right\} \\
& \left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=-\frac{1}{4}, g_{a b}=-\frac{1}{4}, g_{a c}=\frac{1}{4},\right.
\end{aligned}
$$

$$
\begin{gathered}
\left.g_{b 0}=\frac{1}{4}, g_{b a}=-\frac{1}{4}, g_{b b}=\frac{1}{4}, g_{b c}=-\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=\frac{1}{4}, g_{c b}=-\frac{1}{4}, g_{c c}=-\frac{1}{4}\right\} \\
\left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=\frac{1}{4}, g_{a b}=-\frac{1}{4}, g_{a c}=-\frac{1}{4},\right.
\end{gathered}
$$

$$
\left.g_{b 0}=\frac{1}{4}, g_{b a}=-\frac{1}{4}, g_{b b}=\frac{1}{4}, g_{b c}=-\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=-\frac{1}{4}, g_{c b}=-\frac{1}{4}, g_{c c}=\frac{1}{4}\right\}
$$

$$
\left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=\frac{1}{4}, g_{a b}=-\frac{1}{4}, g_{a c}=-\frac{1}{4},\right.
$$

$$
\left.g_{b 0}=\frac{1}{4}, g_{b a}=\frac{1}{4}, g_{b b}=-\frac{1}{4}, g_{b c}=-\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=\frac{1}{4}, g_{c b}=\frac{1}{4}, g_{c c}=\frac{1}{4}\right\}
$$

$$
\left\{g_{00}=\frac{1}{4}, g_{0 a}=\frac{1}{4}, g_{0 b}=\frac{1}{4}, g_{0 c}=\frac{1}{4}, g_{a 0}=\frac{1}{4}, g_{a a}=-\frac{1}{4}, g_{a b}=-\frac{1}{4}, g_{a c}=\frac{1}{4}\right.
$$

$$
\left.g_{b 0}=\frac{1}{4}, g_{b a}=\frac{1}{4}, g_{b b}=-\frac{1}{4}, g_{b c}=-\frac{1}{4}, g_{c 0}=\frac{1}{4}, g_{c a}=-\frac{1}{4}, g_{c b}=\frac{1}{4}, g_{c c}=-\frac{1}{4}\right\}
$$

## Appendix B

## Category theory

Every quasitriangular Hopf algebra $H$ (cf. Definition 1.1.1) gives rise to a braided monoidal category, namely its representation (or module) category $H-\bmod$ (and vice versa). So, for the convenience of the reader, in the following we recall the definition of these categorial terms. A standard reference for this is [MacL98], we follow the exposition in [Kas95].

Definition B.1. (1) A category $\mathcal{C}$ consists
(a) of a class of objects $\operatorname{Obj}(\mathcal{C})$, whose entries are called the objects of the category.
(b) a class $\operatorname{Hom}(\mathcal{C})$, whose entries are called morphisms of the category.
(c) Maps

$$
\begin{aligned}
\text { id: }: \operatorname{Obj}(\mathcal{C}) & \rightarrow \operatorname{Hom}(\mathcal{C}), \\
s, t: \operatorname{Hom}(\mathcal{C}) & \rightarrow \operatorname{Obj}(\mathcal{C}) \\
o: \operatorname{Hom}(\mathcal{C}) & \times \operatorname{Obj}(\mathcal{C}) \operatorname{Hom}(\mathcal{C}) \rightarrow \operatorname{Hom}(\mathcal{C}),
\end{aligned}
$$

such that

- $s\left(i d_{V}\right)=t\left(i d_{V}\right)=V$ for all $V \in \operatorname{Obj}(\mathcal{C})$,
- $\operatorname{id}_{t(f)} \circ f=f \circ i d_{s(f)}=f$ for all $f \in \operatorname{Hom}(\mathcal{C})$,
- for all $f, g, h \in \operatorname{Hom}(\mathcal{C})$ with $t(f)=s(g)$ and $t(g)=s(h)$, the associativity identity $(h \circ g) \circ f=h \circ(g \circ f)$ holds.
(2) Let $\mathcal{C}$ and $\mathcal{C}^{\prime}$ be categories. A functor $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ consists of two maps:

$$
\begin{aligned}
& F: \operatorname{Obj}(\mathcal{C}) \rightarrow \operatorname{Obj}\left(\mathcal{C}^{\prime}\right), \\
& F: \operatorname{Hom}(\mathcal{C}) \rightarrow \operatorname{Hom}\left(\mathcal{C}^{\prime}\right),
\end{aligned}
$$

such that

- $F\left(i d_{V}\right)=i d_{F(V)}$ for all objects $V \in \operatorname{Obj}(\mathcal{C})$,
- $s(F(f))=F(s(f))$ and $t(F(f))=F(t(f))$ for all morphisms $f \in \operatorname{Hom}(\mathcal{C})$,
- For any pair $f, g$ of composable morphisms, we have

$$
F(g \circ f)=F(g) \circ F(f) .
$$

Two functors $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}, G: \mathcal{C}^{\prime} \rightarrow \mathcal{C}^{\prime \prime}$ can be concatenated to a functor $G \circ F: \mathcal{C} \rightarrow \mathcal{C}^{\prime \prime}$.
(3) Let $F, G: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ be functors. A natural transformation

$$
\eta: F \rightarrow G
$$

is a family of morphisms

$$
\eta_{V}: F(V) \rightarrow G(V)
$$

in $\mathcal{C}^{\prime}$, indexed by $V \in \operatorname{Obj}(\mathcal{C})$, such that for any morphism $f: V \rightarrow W$ in $\mathcal{C}$ the diagram

in $\mathcal{C}^{\prime}$ commutes.
If $\eta_{V}$ is, for each $V \in \operatorname{Obj}(\mathcal{C})$ an isomorphism, then $\eta: F \rightarrow G$ is called a natural isomorphism.
(4) A functor

$$
F: \mathcal{C} \rightarrow \mathcal{D}
$$

is called an equivalence of categories, if there is a functor

$$
G: \mathcal{D} \rightarrow \mathcal{C}
$$

and natural isomorphisms

$$
\begin{aligned}
\eta: i d_{\mathcal{D}} & \rightarrow F G, \\
\theta: G F & \rightarrow \mathrm{id}_{\mathcal{C}} .
\end{aligned}
$$

We introduce the notion of a monoidal category and monoidal functor. Before that, we give the definition of the Cartesian product of categories.

Definition B.2. The Cartesian product of two categories $\mathcal{C}, \mathcal{D}$ is defined as the category $\mathcal{C} \times \mathcal{D}$ whose objects are pairs $(V, W) \in \operatorname{Obj}(\mathcal{C}) \times \operatorname{Obj}(\mathcal{D})$ and whose morphisms are given by the Cartesian product of sets: $\operatorname{Hom}_{\mathcal{C} \times \mathcal{D}}\left((V, W),\left(V^{\prime} W^{\prime}\right)\right)=\operatorname{Hom}_{\mathcal{C}}\left(V, V^{\prime}\right) \times$ $\operatorname{Hom}_{\mathcal{D}}\left(W, W^{\prime}\right)$.

Definition B.3. (1) Let $\mathcal{C}$ be a category and $\otimes: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$ a functor, called a tensor product. This associates to any pair $(V, W)$ of objects an object $V \otimes W$ and to any pair or morphisms $(f, g)$ a morphism $f \otimes g$ with $s(f \otimes g)=s(f) \otimes s(g)$ and $t(f \otimes g)=t(f) \otimes t(g)$. In particular, $i d_{V \otimes W}=i d_{V} \otimes i d_{W}$ and for composable morphisms $\left(f^{\prime} \otimes g^{\prime}\right) \circ(f \otimes g)=\left(f^{\prime} \circ f\right) \otimes\left(g^{\prime} \circ g\right)$.
(2) A monoidal category (or tensor category) consists of a category $(\mathcal{C}, \otimes)$ with tensor product, an object $1 \in \mathcal{C}$, called the tensor unit, and natural isomorphism, called the associator,

$$
a: \otimes \circ(\otimes \times i d) \rightarrow \otimes \circ(i d \times \otimes)
$$

of functors $\mathcal{C} \times \mathcal{C} \times \rightarrow \mathcal{C}$ and natural isomorphisms

$$
r: i d \otimes \mathbf{1} \rightarrow \mathrm{id} \quad \text { and } \quad l: \mathbf{1} \otimes \mathrm{id} \rightarrow \mathrm{id}
$$

such that the following axioms hold:

- The pentagon axiom: for all quadruples of objects $U, V, W, X \in \operatorname{Obj}(\mathcal{C})$ the following diagram commutes

- The triangle axiom: for all pairs of objects $V, W \in \operatorname{Obj}(\mathcal{C})$ the following diagram commutes


A monoidal (tensor) category is called strict, if the natural transformations $a, l$ and $r$ are the identity.
(3) Let $\left(\mathcal{C}, \otimes_{\mathcal{C}}, \mathbf{1}_{\mathcal{C}}, a_{\mathcal{C}}, l_{\mathcal{C}}, r_{\mathcal{C}}\right)$ and $\left(\mathcal{D}, \otimes_{\mathcal{D}}, \mathbf{1}_{\mathcal{D}}, a_{\mathcal{D}}, l_{\mathcal{D}}, r_{\mathcal{D}}\right)$ be tensor categories. A monoidal (or tensor) functor from $\mathcal{C}$ to $\mathcal{D}$ is a triple $\left(F, \varphi_{0}, \varphi_{2}\right)$ consisting of
(a) a functor $F: \mathcal{C} \rightarrow \mathcal{D}$,
(b) an isomorphism $\varphi_{0}: \mathbf{1}_{\mathcal{D}} \rightarrow F\left(\mathbf{1}_{\mathcal{C}}\right)$ in the category $\mathcal{D}$,
(c) a natural isomorphism $\varphi_{2}: \otimes_{\mathcal{D}} \circ(F \times F) \rightarrow F \circ \otimes_{\mathcal{C}}$
of functors $\mathcal{C} \times \mathcal{C} \rightarrow \mathcal{D}$. These data have to obey a series of constraints expressed by commuting diagrams:

- Compatibility with the associativity constraint:

$$
\begin{aligned}
& (F(U) \otimes F(V)) \otimes F(W) \xrightarrow{a_{F(U), F(V), F(W)}} F(U) \otimes(F(V) \otimes F(W)) \\
& \varphi_{2}(U, V) \otimes i d_{F(W)} \downarrow \downarrow \downarrow^{i d_{F(U)} \otimes \varphi_{2}(V, W)} \\
& F(U \otimes V) \otimes F(W) \quad F(U) \otimes F(V \otimes W) \\
& \varphi_{2}(U \otimes V, W) \downarrow \downarrow \varphi_{2}(U, V \otimes W) \\
& F((U \otimes V) \otimes W) \longrightarrow F(U \otimes(V \otimes W))
\end{aligned}
$$

- Compatibility with the left unit constraint:

$$
\begin{aligned}
\mathbf{1}_{\mathcal{D}} \otimes F(U) \xrightarrow{l_{F(U)}} & F(U) \\
\varphi_{0} \otimes \mathrm{id}_{F(U)} \downarrow & F\left(l_{U}\right) \uparrow \\
F\left(\mathbf{1}_{\mathcal{C}}\right) & \otimes F(U) \xrightarrow{\varphi_{2}\left(\mathbf{1}_{\mathcal{C}}, U\right)} \\
& F\left(\mathbf{1}_{\mathcal{C}} \otimes U\right)
\end{aligned}
$$

- Compatibility with the right unit constraint:

$$
\begin{gathered}
F(U) \otimes \mathbf{1}_{\mathcal{D}} \xrightarrow{r_{F(U)}} F(U) \\
\mathrm{id}_{F(U)} \otimes \varphi_{0} \downarrow \\
F(U) \otimes F\left(\mathbf{1}_{\mathcal{C}}\right) \xrightarrow{\varphi_{2}\left(U, \mathbf{1}_{\mathcal{C}}\right)} \\
F\left(U \otimes r_{U}\right) \uparrow
\end{gathered}
$$

(4) A monoidal natural transformation

$$
\eta:\left(F, \varphi_{0}, \varphi_{2}\right) \rightarrow\left(F^{\prime}, \varphi_{0}^{\prime}, \varphi_{2}^{\prime}\right)
$$

between tensor functors is a natural transformation $\eta: F \rightarrow F^{\prime}$ such that the following diagrams

commute for all pairs $(U, V)$ of objects.

For a tensor product $\otimes: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$ we define the functor $\otimes^{\mathrm{opp}}$ by $\otimes \circ \tau$, i.e.

$$
V \otimes^{\mathrm{opp}} W:=W \otimes V \quad \text { and } \quad f \otimes^{\mathrm{opp}} g:=g \otimes f
$$

for all objects $V, W$ and morphisms $f, g$ in $\mathcal{C}$. This defines a tensor product: For a given associator $a$ for then tensor product $\otimes$ the natural isomorphism $a_{U, V, W}^{\mathrm{opp}}:=a_{W, V, U}^{-1}$ is an associator for the tensor product $\otimes^{\text {opp }}$. Similarly, one obtains left and right unit constraints for $\otimes^{\mathrm{opp}}$. We now introduce the notion of a braided category, braided functor and the equivalence of braided categories.

Definition B.4. (1) Let $\mathcal{C}$ be a monoidal category. Assume at first, $\mathcal{C}$ is strict. A braiding is is a natural isomorphism

$$
c: \otimes \rightarrow \otimes^{\mathrm{opp}}
$$

of functors $\mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$, such that for all objects $U, V, W$ the compatibility relations

$$
\begin{aligned}
& c_{U, V \otimes W}=\left(i d_{V} \otimes c_{U, W}\right) \circ\left(c_{U, V} \otimes i d_{U}\right) \\
& c_{U \otimes V, W}=\left(c_{U, W} \otimes i d_{V}\right) \circ\left(i d_{U} \otimes c_{V, W}\right)
\end{aligned}
$$

with the tensor product hold. If the category is not strict, the following two hexagon axioms have to hold:

and

(2) A braided tensor category is a tensor category together with the structure of a braiding.

## Summary

Quasitriangular Hopf algebras, i.e. Hopf algebras with an (universal) $R$-matrix, have braided categories of their modules. In particular, quasitriangular quantum groups yield ribbon categories, which have many interesting applications, especially in lowdimensional topology and topological quantum field theories.

In this thesis we construct new universal $R$-matrices of the small quantum groups $u_{q}(\mathfrak{g})$ and extensions thereof. Here, $\mathfrak{g}$ is always a finite-dimensional complex, simple Lie algebra and $q$ is an $\ell$-th root of unity for an arbitrary integer $\ell>2$. The first chapter of this thesis provides the necessary algebraic notions and gives the definition of the quantum groups in interest. Since in general the small quantum group is not quasitriangular, i.e. there exist no $R$-matrix, we consider certain extensions of the usual quantum group $u_{q}(\mathfrak{g})$, parametrized by a Lie theoretic input datum, namely a lattice $\Lambda$, containing the root lattice $\Lambda_{R}$ and contained in the weight lattice $\Lambda_{W}$ of $\mathfrak{g}$. This leads to the notion of $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ for the extension by $\Lambda$ of the small quantum group $u_{q}\left(\mathfrak{g}, \Lambda^{\prime}\right)$. Here, the lattice $\Lambda^{\prime} \subset \Lambda_{R}$ determines a certain quotient in the construction of the quantum group.

In the second chapter we review the ansatz $R=R_{0} \bar{\Theta}$ for $R$-matrices by Lusztig. This ansatz introduces a fixed element, the so-called quasi- $R$-matrix $\Theta$, which is an intertwiner between the comultiplication $\Delta$ and a new comultiplication $\bar{\Delta}$, obtained by conjugating with a certain antilinear involution. The free element $R_{0}$ is an intertwiner for $\bar{\Delta}$ and the opposed comultiplication $\Delta^{\mathrm{opp}}$. Eric Müller gives in his dissertation an ansatz and equations for the coefficients of $R_{0}$ in this ansatz and determines R-matrices of the form $R=R_{0} \bar{\Theta}$ for quadratic extensions of $u_{q}\left(\mathfrak{s l}_{n}\right)$. In this thesis, we develop this ansatz further and get a new set of equations for the coefficients of $R_{0}$, which we split in two different types. The first type of equations depends only on the fundamental group $\pi_{1}=\Lambda_{W} / \Lambda_{R}$ of the Lie algebra $\mathfrak{g}$ and will be called group-equations. The second type depends on some sublattices of $\Lambda$ and is very sensitive to different choices of $\ell$. This type of equations will be called diamond-equations.

In Chapter 3 we determine the solutions to the group-equations. For the case of cyclic fundamental group $\pi_{1}=\mathbb{Z}_{N}, N \in \mathbb{N}$, (which is the case for all simple root systems but for $D_{2 m}, m \geq 2$ ), a theorem about certain idempotents of the group algebra $\mathbb{C}\left[\mathbb{Z}_{N} \times \mathbb{Z}_{N}\right]$ is required. In order to prove this, we prove a main theorem about roots of unity first, which is of independent interest. The proof of this theorem is carried out along the lines of a new combinatorial principle, which to the best of our knowledge is introduced
in this thesis. The solutions of the group-equations for the case of fundamental group $\pi_{1}=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ are determined by a Maple-calculation which is documented in Appendix A.

In Chapter 4 we determine all solutions of the diamond-equations from the set of the solutions of the group-equations. Again, we consider the case of cyclic fundamental group first and find that the existence of solutions then depends only on the fundamental group $\pi_{1}$ of $\mathfrak{g}$ and on the order $\ell$ of the root of unity $q$. Depending on the data $\mathfrak{g}, q, \Lambda$ (and fixed $\Lambda^{\prime}$ ) we then determine in the main theorem all $R$-matrices obtained through Lusztig's ansatz for different variants $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ of $u_{q}(\mathfrak{g})$.

## Zusammenfassung

Quasitrianguläre Hopf Algebren, also Hopf Algebren mit einer (universellen) $R$-Matrix, haben verzopfte Modul-Kategorien. Insbesondere bringen quasitrianguläre Quantengruppen Ribbon (Band) Kategorien hervor, welche viele interessante Anwendungen haben, vor allem in der niedrig-dimensionalen Topologie und topologischen Quantenfeldtheorien.

In dieser Arbeit konstruieren wir neue (universelle) $R$-Matrizen der kleinen Quantengruppen $u_{q}(\mathfrak{g})$ und Erweiterungen derselben. Dabei ist $\mathfrak{g}$ immer eine endlich-dimensionale komplexe, einfache Lie algebra und $q$ eine $\ell$-te Einheitswurzel für beliebiges $\ell>2$. Das erste Kapitel stellt die notwendigen algebraischen Notationen bereit und enthält die Definition der hier betrachteten Quantengruppen. Da im allgemeinen die kleinen Quantengruppen nicht quasitriangulär sind, d.h. keine $R$-Matrix existiert, betrachten wir Erweiterung der übliche Quantengruppe $u_{q}(\mathfrak{g})$. Diese sind durch ein Gitter $\Lambda$ zwischen Wurzelgitter $\Lambda_{R}$ und Gewichtsgitter $\Lambda_{W}$ der Lie Algebra $\mathfrak{g}$ parametrisiert. Dies führt zur Notation $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ für die Erweiterung der kleinen Quantengruppe $u_{q}\left(\mathfrak{g}, \Lambda^{\prime}\right)$ durch $\Lambda$. Das Gitter $\Lambda^{\prime} \subset \Lambda_{R}$ legt hier einen gewissen Quotienten in der Konstruktion der Quantengruppe fest.

Im zweiten Kapitel verwenden wir Lusztigs Ansatz $R=R_{0} \bar{\Theta}$ für $R$-Matrizen. Dieser Ansatz führt ein festes Element, die sogenannte Quasi- $R$-Matrix $\Theta$, ein. Diese setzt die Komultiplikation $\Delta$ mit einer neuen Komultiplikation $\bar{\Delta}$ in Verbindung, welche durch die Konjugation mit einer nicht-linearen Involution erhalten wird. Das freie Element $R_{0}$ setzt $\bar{\Delta}$ und die entgegengesetzte Komultiplikation $\Delta^{\text {opp }}$ miteinander in Verbindung. In seiner Dissertation gibt Eric Müller einen Ansatz und Gleichungen für die Koeffizienten von $R_{0}$ an und nutzt diesen zur Bestimmung von $R$-Matrizen der Form $R=R_{0} \bar{\Theta}$ für quadratische Erweiterungen von $u_{q}\left(\mathfrak{s l}_{n}\right)$. Wir entwickeln diesen Ansatz in dieser Arbeit weiter und erhalten ein neues System von Gleichungen für die Koeffizienten von $R_{0}$, welche wir in zwei verschiedene Typen aufteilen. Der erste Typ von Gleichungen hängt nur noch von der Fundamentalgruppe $\pi_{1}=\Lambda_{W} / \Lambda_{R}$ der Lie algebra $\mathfrak{g}$ ab und wird daher Gruppen-Gleichungen genannt. Der zweite Typ hängt von gewissen Untergittern von $\Lambda$ ab und ist sehr sensible auf verschiedene Wahlen von $\ell$. Dieser Typ von Gleichungen wird Diamanten-Gleichungen genannt.

Im Kapitel 3 bestimmen wir die Lösungen der Gruppen-Gleichungen. Im Fall zyklischer Fundamentalgruppen $\pi_{1}=\mathbb{Z}_{N}, N \in \mathbb{N}$ (was für alle einfachen Wurzelsysteme ausser $D_{2 m}, m \geq 2$, der Fall ist), benötigen wir einen Satz über gewisse Idempotente
der Gruppenalgebra $\mathbb{C}\left[\mathbb{Z}_{N} \times \mathbb{Z}_{N}\right]$. Um diesen zu beweisen, beweisen wir zuerst einen Hauptsatz über Einheitswurzeln, welcher von unabhängigem Interesse ist. Der Beweis dieses Satzes benutzt ein neues kombinatorisches Prinzip, welches wir ebenfalls einführen. Die Lösungen der Gruppen-Gleichungen im Fall der Fundamentalgruppe $\pi_{1}=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ werden mittels Maple bestimmt. Die Rechnung ist im Anhang A dokumentiert.

Im Kapitel 4 bestimmen wir ausgehend von den Lösungen der Gruppen-Gleichungen alle Lösungen der Diamanten-Gleichungen. Wieder betrachten wir dafür den Fall zyklischer Fundamentalgruppen zuerst und stellen fest, dass die Existenz von Lösungen nur von der Fundamentalgruppe $\pi_{1}$ von $\mathfrak{g}$ und der Ordnung $\ell$ der Einheitswurzel abhängt. Abhängig von den Daten $\mathfrak{g}, q, \Lambda$ (und festem $\Lambda^{\prime}$ ) bestimmen wir dann im Hauptsatz alle $R$-Matrizen für verschiedene Varianten $u_{q}\left(\mathfrak{g}, \Lambda, \Lambda^{\prime}\right)$ von $u_{q}(\mathfrak{g})$, welche Lusztigs Ansatz genügen.
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