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Abstract

In this thesis the single-differential and double-differential inclusive-jet cross
sections have been measured in neutral current deep inelastic ep scattering
for exchanged-boson virtualities Q2 > 125GeV and inelasticity 0.2 < y < 0.6.
The measurements were performed using the ZEUS detector at HERA and are
based on the data sample accumulated during the 2004–2007HERA-II running
period with a total integrated luminosity of 295 pb−1. Jets were identified in the
Breit frame using the kT -clustering algorithm in the longitudinally invariant
inclusive mode. The cross sections refer to each jet of hadrons with transverse

energy in the Breit frame E j et
T,B > 8 GeV and pseudorapidity in the laboratory

frame −1 < η
j et
l ab < 2.5. The cross sections were measured inclusively as func-

tions of several kinematic variables and differentially in Q2. Next-to-leading-
order QCD calculations obtained using the NLOJET++ program describe the
measurements well. The predictions based on different proton PDF sets were
also compared to the measurements and the potential of the new data to con-
straint the proton PDFs is demonstrated. The value of the strong coupling at the
scale of the mass of the Z0 boson, αs (MZ ), was determined from the measured
jet cross sections and the energy-scale dependence of αs was demonstrated.
The obtained value is αs (MZ ) =0.1216±0.0026(exp.)+0.0093

−0.0074(th.)



Kurzfassung

In dieser Doktorarbeit wurde die inklusive Jetproduktion in tiefinelastischer ep
Streuung mit Austausch neutraler Eichbosonen (Photonen und Z 0) bei HERA
untersucht. Es wurden sowohl einfach- als auch doppeltdifferenzielle Produk-
tionswirkungsquerschnitte der Jetproduktion gemessen in einem kinematis-
chen Bereich von hohen Virtualitäten Q2 > 125 GeV2 des ausgetauschten Eich-
boson und mit der sogenannten Inelastizität y im Bereich von 0.2 < y < 0.6.
Die Messungen wurden mit den ZEUS Detektor erzielt und basieren auf Daten
die in der HERA-II Runperiode von 2004–2007 aufgenommen wurden und
eine integrierte Luminosität von 295 pb−1haben. Jets wurden im sogenan-
nten “Breit-frame” mit den “kT -Clustering” Algorithmus im longitudinalen in-
varianten inklusiven Modus identifiziert. Die Wirkungsquerschnitte zählen

jeden hadronischen Jet mit einer transversalen Energie E j et
T,B im Breit-frame

E j et
T,B > 8GeV und mit einer Pseudorapidität η j et

l ab im Bereich −1 < η
j et
l ab < 2.5 Die

Wirkungsquerschnitte wurden einfach-differenziell als Funktion verschiedener
kinematischer Observablen des gesamten Ereignis und der Jets gemessen und
doppeltdifferenziell als Funktion von Q2 und anderen kinematischen Observ-
ablen. QCD Vorhersagen in nächst-führender Ordnung der Störungsreihe der
starken Kraft wurden mit dem NLOJET++ Programm gewonnen und mit
den gemessenen Resultaten verglichen, wobei eine gute Übereinstimmung
beobachtet wurde. Die QCD Vorhersagen wurden auch mit verschiedenen Pa-
rameterisierungen der “Parton Distribution Functions” im Proton bestimmt
um das Potenzial der Daten aufzuzeigen diese Parametrisierungen festzule-
gen. Durch Vergleich der Daten und Vorhersage konnte die Skalenabhängigkeit
des Wertes der starken Kopplung, αs , demonstriert werden sowie ein präziser
Wert bei der Skala der Masse des Z Bosons bestimmt werden von αs (MZ ) =
0.1216±0.0026(exp.)+0.0093

−0.0074(th.).
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CHAPTER 1

Introduction

Since ancient times humanity has tried to identify the basic building blocks of
Nature and find guiding principles that govern all observed phenomena. Be-
ginning from the early 20th century, scattering experiments have played an
increasingly important role in revealing the microscopic structure of matter.
Thus, for example, pioneering studies of the scattering of α-particles on Gold
led Rutherford [1] to the discovery of the atomic nucleus. Within the follow-
ing decades it was realised that the nucleus is composed of protons and neu-
trons [2], which were generically named “nucleons”. Soon after that, numerous
experiments, dedicated to the measurement of the anomalous magnetic mo-
ment of the proton and neutron, gave evidence for nucleon substructure [3–5].
In the 1950s Hofstadter demonstrated non-trivial1 spatial distribution of elec-
tric charge of nucleons [6] and approximately ten years later, the investigation
of high energy inelastic electron-nucleon scattering in a series of MIT-SLAC
experiments [7–11] provided key evidence for nucleon substructure in terms
of pointlike particles. Studies of the internal structure of nucleon culminated
in the high-precision determination of the proton content performed at the
ep collider HERA, where where the proton was probed by electroweak gauge
bosons γ, Z 0,W ±.

The proton constituents: quarks and gluons, which are generally called par-
tons, do not appear as free particles in experiment but are tightly bound inside
hadrons. However, they manifest themselves in high-energy scattering exper-
iments as ’sprays’ of hadrons, called jets. At HERA the production of jets can

1It was deduced from these experiments that the rms charge radius of the proton is about⟨
rp

⟩2 ≈ 0.7fm

1



1. Introduction

be investigated in a wide kinematic phase space, offering a unique opportu-
nity to constrain the proton parton density functions (PDFs) which describe
the effective probability density to find a parton with a fraction of longitudinal
momentum, x, of the proton.

In recent decades, all experimental and theoretical findings about the in-
teraction of the elementary constituents of matter were unified in the modern
concept of the Standard Model (SM) [12] of particle physics. Within the SM
picture quarks interact strongly via gluon exchange and the strong interaction
binds the quarks and gluons in the proton. The investigation of processes in-
volving jets can be regarded as a lab for testing the theory of the strong sector
of the Standard Model — Quantum chromodynamics (QCD).

At HERA, jet production has been measured in wide variety of reactions
including neutral current [13–24], charged current [25, 26] and photoproduc-
tion [27–36] processes. The data have been used for the extraction of the strong
coupling as well as for constraining the proton PDFs [37].

The content of this thesis is organised as follows. An outline of the theoret-
ical framework for the jet production and the kinematics of the deep inelastic
scattering are described in Chapter 2. The HERA machine as well as the ZEUS
detector are introduced in Chapter 3. The details of the final-state reconstruc-
tion including the event and jet selection criteria are presented in Chapters 4
and 5. The corrections and reweightings applied to the data and Monte Carlo
are described in Chapter 6. The comparison of the MC simulations with the
data is also given there. In Chapter 7, the cross section determination proce-
dure is explained. Finally, in Chapters 8, 9 the results of the measurements of
inclusive-jet cross sections and QCD analysis of the data are discussed. The
thesis conduces with the summary and possible directions for future studies.

2



CHAPTER 2

Theoretical Framework

All microscopic phenomena observed to date can be described in the frame-
work of the Standard Model (SM). The SM is a renormalisable quantum field
theory of the strong, electromagnetic and weak interactions. According to
the SM, matter particles are represented by spin- 1

2 Dirac fermions coming in
three generations while interaction between matter fields is mediated by spin-1
gauge bosons. The SM is based on the combined local SU(3)C

⊗
SU(2)L

⊗
U(1)

symmetry representing strong, weak and electromagnetic sectors, respectively.
The Dirac fermions are distinguished by the quantum numbers corresponding
to the gauge groups. Quark fields are endowed with electroweak and colour
charges, while leptons (electron e, muon µ, tau τ and three corresponding neu-
trinos νe ,νµ,ντ) carry only electroweak charge. As a consequence of exact local
gauge symmetry, the mediators of the strong force, gluons, are massless quanta.
In contrast to the strong interaction, three electroweak gauge bosons W ±, Z 0

acquire mass as a result of spontaneous SUL (2)
⊗

U(1) symmetry breaking,
while the photon γ stays massless. According to the Higgs mechanism, ele-
mentary particles acquire mass due to coupling to the scalar field, quanta of
which have been recently discovered at the LHC [38, 39].

In this work, interpretation of the data is based on the Standard Model pic-
ture of particle physics. Subsequent sections briefly overview the theoretical
framework used for the description of the strong sector of the Standard Model
and hard interactions at HERA in particular.

3



2. Theoretical Framework

Figure 2.1.: The leading-order Feynman diagram for the deep inelastic scatter-
ing process.

2.1. Deep Inelastic Scattering and Jet

Production

Deep inelastic scattering is a process in which a high-energy lepton (l ) scat-
ters on a nucleon1 or a nucleus (h) with large momentum transfer. The formal
equation for such reactions reads:

l (k)+h (P ) → l ′
(
k ′)+X

(
P ′) , (2.1.0.1)

where the symbol in brackets indicates the momentum of the particle and X
denotes the hadronic final state. At leading order, the interaction between lep-
ton and hadron is mediated by electroweak bosons. For virtual γ or Z0 ex-
change, the process is called Neutral Current (NC) DIS, while for W ± exchange
the process is called Charged Current (CC) DIS. At HERA the CC DIS process is
characterised by the transformation of the initial-state electron (positron) into
a final-state (anti-) neutrino. The leading-order Feynman diagram for the NC
and CC process is illustrated in Figure 2.1.

Because of the fixed centre-of-mass energy,

p
s =

√(
k +p

)2, (2.1.0.2)

1The proton in case of H1 and ZEUS experiments.

4



2.1. Deep Inelastic Scattering and Jet Production

two independent Lorentz-invariant scalar variables are sufficient to describe
the basic scattering process at HERA. The following quantities2 are typically
used:

Q2 =−q2 =−(
k −k ′)2 , (2.1.0.3)

x = Q2

2p · q
, (2.1.0.4)

y = p · q

p ·k
, (2.1.0.5)

where Q2 is the negative square of the four-momentum transfer or the virtu-
ality of the exchange boson. Two kinematic regions are formally distinguished
at HERA: Q2 < 1 GeV2, typically Q2 ≈ 0 GeV2, called the photoproduction re-
gion; Q2 > 1GeV2, called the deep inelastic scattering regime3. The scaling vari-
able, x, introduced by Bjorken [40], in the Quark-Parton Model (QPM) [41, 42]
can be interpreted as the longitudinal momentum fraction of the parton inside
the proton that takes part in the hard scattering4. The variable y represents
the fraction of the lepton energy carried by the gauge boson in the hadron rest
frame. When electron and proton masses are ignored, the following equation
relating the introduced variables holds:

Q2 = sx y. (2.1.0.6)

Choosing Q2 and x as independent variables, the deep inelastic scatter-
ing cross section can be written in terms of the proton structure functions
Fi

(
x,Q2

)
:

d 2σ
(
e±p

)
d xdQ2 = 4πα2

xQ4

[
Y+F2

(
x,Q2

)− y2FL
(
x,Q2

)∓Y−xF3
(
x,Q2

)]
, (2.1.0.7)

where α is the fine-structure constant and Y± = 1±(
1− y

)2. The dominant con-
tribution to the scattering cross section is given by F2

(
x,Q2

)
, which in the QPM

is directly related to the quark content of the proton:

F2
(
x,Q2

)= F2 (x) =
∑

i
e2

i x fi (x). (2.1.0.8)

2In the equations the masses of initial-state lepton and hadron are ignored
3Formally, the deep inelastic scattering regime is achieved when Λ2

QCD/Q2 → 0. The ex-

act boundary between the photoproduction and deep inelastic scattering defined by Q2 =
1 GeV2 is conventional. This convention was adopted within the ZEUS collaboration.

4The estimator of the longitudinal momentum fraction of the initial-state parton valid beyond
the QPM approximation is denoted by ξ and has to be deduced from the momentum of the
final-state hadronic system, for example jets.

5



2. Theoretical Framework
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Figure 2.2.: The combined HERA NC and CC e−p and e+p cross sections,
dσ/dQ2 together with theoretical predictions. The plot is taken from [43].

In this equation ei is the fractional charge of the quark and fi (x) is the pro-
ton parton density function (PDF) describing the density of quarks of different
flavours in the nucleon. The Figure 2.2 shows the dσ/dQ2 cross sections for NC
and CC e−p and e+p reactions at HERA together with theoretical predictions.
In case of NC DIS cross sections the predictions are obtained by integrating the
Eq. (2.1.0.7) over x. In the calculations, a modern PDF parametrisation [43] was
used.

In the Eq. (2.1.0.7), the longitudinal structure function, FL
(
x,Q2

)
, has sig-

nificant contribution to the cross section only at high values of y and can be
related to the cross section, σL , for the absorption of longitudinally polarised
virtual photons:

FL = Q2

4π2α
·σL . (2.1.0.9)

The structure function F3
(
x,Q2

)
arises from Z0-exchange and γZ0-interference

and has significant size only for Q2 & 1
2 M 2

Z because processes induced by Z0 in-
teraction are suppressed by the mass of the Z0-boson. The difference between
the e−p and e+p NC DIS cross section caused by electroweak effects is clearly
visible in Figure 2.2.

According to the factorisation theorem (see Section 2.2.3), the proton PDFs
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2.1. Deep Inelastic Scattering and Jet Production
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Figure 2.3.: The parton distribution functions xuv , xdv , xS = 2x
(
Ū + D̄

)
and

xg of HERAPDF2.0 NNLO. The gluon and sea distributions are scaled for better
visibility. The plot is taken from [43].

are universal and independent of the process under consideration. Currently,
PDFs cannot be predicted reliably from first principles and have to be deter-
mined by experiment. The state-of-the-art extraction of the proton PDFs from
the combined deep inelastic scattering data from HERA [43] is show in Fig-
ure 2.3. As can be seen, the valence quark distributions xuv and xdv have
a peak at x ≈ 0.1 which approximately corresponds to the QPM expectations.
However, when the proton is examined by the high-energy probe, its dominat-
ing gluon and sea quark5 content is revealed.

The measurement of the inclusive DIS cross section atHERAprovides direct
access to the proton PDFs. Investigation of various sub-processes contributing
to the inclusive DIS cross section can help to understand the details of the hard
scattering process. One example is an important class of processes containing
hadronic jets. The precise definition of a jet and significance of the studies of
such processes is emphasized in the following.

5Sea quarks arise from the vacuum fluctuations of QCD fields (see Section 2.2)
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2. Theoretical Framework

2.1.1. Jet De�nition

As was mentioned, bare partons do not appear as free particles because of the
nature of the strong interaction. However high-energy quarks and gluons man-
ifest themselves as collections of hadrons with approximately collinear mo-
menta. Such hadronic final states localised in the kinematic phase space are
called jets. Investigation of jet production provides access to the details of the
underlying hard interaction as well as to the parton dynamics and the mech-
anism of parton showering and hadronisation. Provided the kinematics of the
final-state jets, important quantities describing the kinematics of the hard scat-
tering can be estimated. For example the longitudinal momentum fraction of
the struck parton, ξ, can be calculated using:

ξ= x

(
1+ M 2

Q2

)
, (2.1.1.1)

where x is the Bjorken scaling variable defined in the Eq. (2.1.0.4) and M is the
invariant mass of two or more identified jets. Jets are important objects with
which the test of perturbative QCD predictions is possible (see Section 2.2.5).

In the leading-order picture, jets correspond to individual partons emerging
in high-energy collisions. An example of the basic diagrams contributing to
the jet production in DIS is demonstrated in Figure 2.4. Since the flavour of
the struck parton cannot be distinguished in NC DIS reactions, formally two
types of processes contributing at leading order in the strong coupling can be
distinguished, namely, the boson-gluon fusion (BGF) Figure 2.4(a) and QCD
Compton (QCDC) scattering Figure 2.4(b), with gluons and quarks in the initial
state, respectively.

The interplay of these two processes allows the effects attributed to the
strong coupling and various PDF components to be disentangled, a value of
αs (MZ ) to be extracted and the proton PDFs to be constrained.

In order to give a rigorous definition of the jet, an algorithm for assignment
of the particles to a jet must be provided. The proper combination of the parti-
cles has to fulfil the following general conditions:

• infrared and collinear safety (see Section 2.2.5);

• conservation of factorisation properties of the hard and soft processes;

• little sensitivity to the hadronisation effects;

• relative insensitivity to the soft interactions of the hadron remnant;

• invariance under longitudinal Lorentz boosts;

8



2.1. Deep Inelastic Scattering and Jet Production
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Figure 2.4.: Leading-order Feynman diagrams contributing to the jet produc-
tion cross section in NC DIS. (a) Boson-gluon fusion; (b) QCD-Compton sca-
tering processes.

• easy implementation at the particle level in experimental analyses as well
as at the parton/hadron level in perturbative theoretical calculations.

Among others the recombination-type generalised kT -algorithm satisfies all
mentioned requirements and is defined by the following iterative procedure6

(see Figure 2.5).

1. A distance measure, di j , quantifying the phase-space separation of two
objects i and j , is defined for each pair of particles:

di j = min
(
E 2n

T,i ,E 2n
T, j

) ∆R2
i j

R2
0

, (2.1.1.2)

where ∆R2
i j =

(
ηi −η j

)2+(
ϕi −ϕ j

)2 is the angular separation between ob-
jects. The dimensionless parameter R0 determines the jet radius.

2. A quantity, di , defining the distance to the beam-axis is calculated for
each object i :

di = E 2n
T,i . (2.1.1.3)

3. Two objects i and j are merged according to the Snowmass [44] conven-

6The input objects may refer to the energy deposits in the calorimeter cells; the set of partons
in MC or fixed-order predictions or the set of stable hadrons appearing at the hadron level
of MC simulations.
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2. Theoretical Framework

tion7, whenever some di j is minimal among all di j and di :

ET = ET,i +ET, j η= ηi ET,i +η j ET, j

ET
ϕ= ϕi ET,i +ϕ j ET, j

ET
.

(2.1.1.4)

When di is the smallest, the object is called jet and removed from the list.

4. The algorithm is repeated until no objects remain in the list.

The parameter n in Eq. (2.1.1.2) defines three types of algorithm:

• n = -1 : the inclusive anti-kT algorithm [45], which is now extensively used
at the LHC. This algorithm results in jets of circular shape. The recombi-
nation process is characterised by first assigning particles with largest ET

to the jets;

• n = 0 : the Cambridge-Aachen [46] algorithm, which takes into account
only angular separations between objects, was mostly used in e+e− col-
lider experiments;

• n = 1 : the inclusive kT algorithm [47], which produces jets of irregular
shape and, in contrast to anti-kT , recombines particles with small ET first.

It has been shown that the kT and anti-kT have similar performance in pho-
toproduction [48] and DIS [49]. The study [17] has demonstrated that R = 1 is
the optimal choice of the radius parameter at HERA. Taking this into account,
the choice of the kT algorithm with R = 1 was adopted in this thesis. Taking
advantage of the longitudinal invariance of the algorithm, the jet search was
performed in the Breit frame, which is described below.

2.1.2. Breit Frame

In this analysis, the jet search was performed in the so-called Breit8 frame [50,
51]. It is defined such that the exchanged boson collides with a proton without
transverse momentum transfer. In this frame the momenta of the proton, P ,
and exchange boson, q , satisfy the equation:

2xP⃗ + q⃗ = 0. (2.1.2.1)

In this frame the boson momentum is aligned along the positive Z direction
and has only one space-like component i.e. q = (0,0,0,−Q). The Breit frame is

7Other conventions exist. The Snowmass prescription results in massless jets.
8Also called the brick-wall reference frame.
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2.1. Deep Inelastic Scattering and Jet Production

Figure 2.5.: Recombination-type jet algorithm flow char.
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2. Theoretical Framework

constructed in such a way that it corresponds in the QPM process to the back-
scattering of the struck quark, maintaining the absolute value of its momentum
|xP |. The schematic illustration of the QPM and QCDC and BGF processes in
the Breit frame is demonstrated in Figure 2.6. The presence of non-zero trans-
verse momentum in the Breit frame is a distinct feature of a QCD process that
can be easily identified experimentally. As a result, the requirement of a jet in
the Breit frame with sufficiently high transverse energy is related to the genera-
tion of a parton in the lowest-order QCD hard process at order O (ααs) .

2.2. Quantum Chromodynamics

Quantum Chromodynamcs emerged as a model to describe hadron spectra
and the absence of observations of free hadron constituents. The QCD La-
grangian density can be derived from local SU(3)C invariance and reads as fol-
lows

L (x)QCD =− 1

4
Gµν

a Ga
µν+ i

n∑
j=1

ψ
α
j γµ

(
Dµ

)
αβψ

β

j −
n∑

j=1
m jψ

α
j ψ j ,α

− 1

2αG
∂µA a

µ ∂µA
µ
a −∂µφaDµφa , (2.2.0.2)

where

Ga
µν ≡ ∂µA a

ν −∂νA
a
µ + gs fabcA

b
µ A c

ν , a = 1. . .8 (2.2.0.3)

are the Yang-Mills field-strength tensor [52] constructed from gluon fields A a
µ

in the adjoint representation of SU(3)C ; gs denotes the QCD coupling param-
eter9 and the value of αG defines the gauge. Quarks of different flavours are
described by ψ j fields in the fundamental representation of SU(3)C while φa

are eight anti-commuting scalar Faddeev-Popov ghost fields required in the
quantisation procedure [53, 54]. The covariant derivative, (Dµ)αβ = δαβ∂µ −
i gs

∑
a

1

2
λa
αβ

A a
µ , is a generator of infinitesimal transformations in colour space

acting on quark fields. Gell-Mann 3×3 matrices, λa
αβ

, are the generators of the

SU(3)C algebra and fabc are its real structure constants, defined by:

[Ta ,Tb] = i fabc Tc , Ta = 1

2
λa . (2.2.0.4)

An important feature that can be immediately observed is a non-linear term,
gs fabcA

b
µ A c

ν , in the definition of the field-strength tensor (Eq. (2.2.0.3)). This

9Similarly to electric charge, e, in Quantum Electrodynamics, the parameter gs corresponds
to the colour charge.
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PT

PZ

γ∗/Z0

a

PT

PZ

γ∗/Z0

αS

b

PT

PZ

γ∗/Z0

αS

c

Figure 2.6.: Schematic illustration of the Born (a); QCD Compton (b); boson-
gluon fusion (c) processes in the Breit frame in the (pT , pZ )-plane. In the
quark-parton-model process, the incoming exchanged boson and parton have
collinear momenta. The contribution from QCD processes results in non-zero
outgoing parton transverse momentum.
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2. Theoretical Framework

Figure 2.7.: The interaction vertices of the Feynman rules of QCD and
schematic colour-flow interpretation for quark-gluon, three-gluon and four-
gluon vertices.

term is the result of the non-Abelian structure of the symmetry group and de-
termines the self-interaction of the force carriers. In contrast to the electro-
magnetic interaction, gluons carry two colour charges. Given the Lagrangian
density, the Feynman rules and diagrams for QCD can be derived. Feynman
graphs representing interaction vertices of the fundamental fields of QCD are
depicted in Figure 2.7.

A theory with such an economical structure is extremely successful describ-
ing the vast variety of experimental data collected up to now. In particular, the
strong interaction has two distinct features: at large energy scales,10 hadron
constituents behave as free particles and the strength of the coupling decreases
(“asymptotic freedom”); conversely, at low energy scales, the strength of the
coupling grows, binding quarks and gluons inside hadrons (“confinement”).

Direct solution of the Yang-Mills equations is an impossible task. Almost
all quantitative QCD predictions are based on three first-principle approaches:
perturbative QCD (pQCD), lattice QCD and effective theories. The perturbative
approach exploits the smallness of the strong coupling constant in the high-
energy regime and develops successive approximations to the solution. The
next section summarises basic information about the pQCD approach.

2.2.1. Structure of Perturbative Calculations

In perturbative QCD, the predictions for a physical observable, σ, are calculated

order-by-order as a power series in small coupling αs ≡
g 2

s

4π
≪ 1

σ=σ0α
k
s +σ1α

k+1
s +σ2α

k+2
s + . . . (2.2.1.1)

The perturbation series starts at some power of the expansion parameter and
only a few terms of the series are usually calculated. The expansion coefficients
σi in the above series are usually calculated by summing up Feynman diagrams

10In the limit ΛQCD/E → 0, where Λ≈ 225 MeV is QCD characteristic energy scale.
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2.2. Quantum Chromodynamics

or similar techniques [55]. The number of diagrams grows as ∼ i ! with increas-
ing perturbative order, therefore such series are, in general, divergent and have
to be treated as an asymptotic expansion [56]. However, it is commonly as-
sumed that the few first terms in the series provide a reasonable approximation
to the exact solution. Leading-order graphs always have a tree-like structure.
Calculation of higher-order corrections requires consideration of field configu-
rations which emerge due to quantum fluctuations. Such configurations can
be formally divided into two classes according to the topology of the corre-
sponding Feyman diagrams. An example of next-to-leading-order diagrams
contributing to jet production in deep inelastic scattering are illustrated in Fig-
ure 2.8. The real corrections (Figure 2.8a) are characterised by an increased
number of particles leaving the interaction with respect to lower-order graphs,
while in virtual contributions (Figure 2.8b) the fields form closed loops.

a b

Figure 2.8.: Next-to-leading-order corrections to the jet production include (a)
real (b) virtual contributions.

Intuitively, as the spatial scale at which the process is considered decreases,
more fluctuations of the quantum fields must be taken into account. Such fluc-
tuations lead to (anti-)screening of the colour charge or self interaction of parti-
cles; as a result, the field couplings or masses have to be interpreted as effective
parameters of the theory, which take into account these effect. Nevertheless, it
is unnatural that fluctuations occurring at scales much smaller than that cor-
responding to the typical energy scale of the process in question should have
a significant influence. Remarkably, QCD admits redefinition of the couplings,
fields and masses that incorporate contributions from fields fluctuations oc-
curring in the limit of infinite energy. Practically, such a procedure involves sin-
gular transformations consisting of expressing physical observables in terms of
a finite number of measured quantities and absorbing singularities emerging
in the intermediate calculations into parameters of the theory. Such a process
is called renormalisation.

In the calculations used in this thesis the so-called MS [57] renormalisation
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2. Theoretical Framework

scheme was utilised. It consists of analytic continuation of the results of the
calculations to un-physical D = 4+ 2ε dimensions11 and representing the re-
sults as a Laurent series in ε. The renormalisation proceeds with subtraction of
the 1/εn poles, when a physical limit ε→ 0 is taken, to obtain finite quantities.
The procedure introduces an additional parameter µ which has the dimension
of energy. The dependence of the results on this parameter is discussed below.

2.2.2. Renormalisation and Renormalisation Group

Equation

When the problem is treated perturbatively, the class of quantum fluctuations
contributing to the process is naturally restricted. As mentioned above, beyond
the tree level this results in the dependence of the calculations on the parame-
ter µ, which approximately represents the spatial scale beyond which the effect
of quantum fluctuations are absorbed into the dependence of the theory pa-
rameters on the scale µ. The value of the parameter can be chosen arbitrarily,
but the physical quantity calculated in perturbation theory, e.g. the jet produc-
tion cross section, cannot depend on an arbitrary parameter. This requirement
can be formulated as follows12:

d

dlogµ2
σ̃

(
Q2/µ2,αs

)= ∂σ̃

∂ logµ2
+ ∂αs

∂ logµ2

∂σ̃

∂αs
=O

(
αs

k+1
)

, (2.2.2.1)

where for simplicity σ̃ is chosen to be a dimensionless observable13. An explicit
µ dependence of σ̃

(
Q2/µ2,αs

)
has to be compensated by that of the coupling.

An equation for the scale dependence of the strong coupling can be derived
(see [58] and references therein):

dαs
(
µ
)

dlnµ2
=β

(
αs

(
µ
))

, β
(
αs

(
µ
))=−αs

2 (
β0 +β1αs +β2αs

2 + . . .
)

. (2.2.2.2)

11This procedure is also called dimensional regularisation.
12The condition must hold up to terms proportional to αs

k+1 if the expansion of an observable
σ̃ is known to O

(
αs

k
)
.

13An observable σ̃ can depend only on dimensionless ratio such as Q2

µ2 , where Q2 represents

the characteristic energy scale of the problem e.g. virtuality of exchanged boson in DIS.
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2.2. Quantum Chromodynamics

This equation is called the Renormalisation Group Equation (RGE). The few
first terms in the β-function were calculated in perturbation theory to be

β0 =
11C A −2n f

12π
= 33−2n f

12π2
, (2.2.2.3)

β1 =
17C 2

A −n f TR (C A +6CF )

24π2
= 153−19n f

24π2
, (2.2.2.4)

β2 =
2857− 5033

9
n f +

325

27
n2

f

128π3
, (2.2.2.5)

where C A, CF are SU (3) structure coefficients, while TR = 1

2
and n f is the num-

ber of active flavours14, 15.
The equation (2.2.2.2) can be solved analytically. Taking into account only

the first term involving β0, the solution is:

αs
(
µ2)= αs

(
µ2

0

)
1+β0αs

(
µ2

0

)
ln

(
µ2/µ2

0

) = 1

β0 ln
(
µ/Λ2

) (2.2.2.6)

The initial condition for the solution is specified by the value of the coupling at
the starting scale αs

(
µ0

)
or alternatively the integration constant Λ. The posi-

tivity ofβ0 in the SM results in the coupling constant vanishing when the energy
scale µ increases or correspondingly shorter time scales are considered. Quarks
and gluons behave as non-interacting free particles in the high-energy limit.
On the other hand, in processes characterised by long time intervals or equiv-
alently, small momenta, the coupling grows. Eventually, the coupling becomes
undefined near the pole µ = Λ. In this region, the theory becomes essentially
nonperturbative and the series expansion is no longer valid.

2.2.3. Factorisation

Another remarkable feature of QCD is factorisation of short- and long-time-
scale processes. For example, the cross section for jet production in DIS can be
represented in factorised form [59] as:

dσjet =
∫

f
(
x,µ f

)
dσpart

(
x,µr ,µ f ,αs

(
µr

))
. (2.2.3.1)

14In general, the β-function coefficients, βi depend on the employed renormalisation scheme.
Only β0 and β1 are scheme independent. The β2 term specified here refers to the widely
used MS renormalisation scheme.

15It is assumed that heavy quark flavours decouple from the theory below energy scales much
smaller than the heavy quark mass µ≪ mh .
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a b

Figure 2.9.: Schematic illustration of the factorisation of the hard ep-process
into non-perturbative proton PDFs and hard-scattering partonic cross sections
(a). An example diagram with strongly ordered parton emission contributing to
the NC DIS process (b).

In this expression f
(
x,µ f

)
represents the nonperturbative proton parton dis-

tribution function and dσpart is the hard-scattering partonic cross section that
is calculated in perturbation theory. A schematic illustration representing this
equation is depicted in Figure 2.9a. Technically, in the calculation an addi-
tional factorisation scale, µF is introduced. The parameter µF defines approx-
imately the virtuality of the intermediate (virtual) states that contribute to the
hard scattering while the long-distance physics is absorbed in universal non-
perturbative parameters16. Factorisation leads to the calculations being usu-
ally performed in two steps. The perturbative part can be evaluated as a se-
ries expansion in the strong coupling constant, described above, while parton
distributions have to be determined experimentally. In this procedure, singu-
larities attributed to the long-distance processes e.g. soft or collinear radiation
of partons, are absorbed into nonperturbative terms. The factorisation scale,
µ f , serves as a reference point at which the subtraction of the singularities is
performed. The subtraction scheme defines the prescription for reshuffling of
finite terms between partonic cross section and PDFs. The employed factori-
sation scheme must be consistent with that used for renormalisation. In this
analysis the modified variant of the minimal subtraction, MS, scheme [57] was
used.

2.2.3.1. DGLAP Equations

In analogy to RGE, an evolution equation for the parton distribution functions
can be derived. The factorisation-scale dependence of the PDFs is governed by

16For DIS, the processes with energy scale Q2 ≫ µ2
F are attributed to the perturbative part,

while those with Q2 ≪µ2
F are absorbed into PDFs.
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the DGLAP equations [60–63]:

d

dlogµ2
F

(
fqi

(
x,µF

)
fg

(
x,µF

))= 2n f∑
j

∫ 1

x

dz

z

(
Pqi←qj (z) Pqi←g (z)
Pg←q j (z) Pg←g (z)

)(
fqj

(
x/z,µF

)
fg

(
x/z,µF

)), (2.2.3.2)

where the summation runs over the number of active quark and antiquark
flavours. The kernels of these equations are splitting functions Pa←b (z) repre-
senting the probability of the spitting of a single parton into two particles car-
rying fractional momentum z and (1− z), respectively. The splitting function
Pa←b (z) can be calculated from the collinear singularity of any hard-scattering
process as a power series in αs :

P
(
z,αs

(
µ f

))=αs
(
µ f

)
P0 (z)+αs

2 (
µ f

)
P1 (z)+αs

3 (
µ f

)
P2 (z)+ . . . (2.2.3.3)

At the moment the splitting functions are known to next-to-next-to-leading or-
der [64, 65]. Intuitively, this system of equations states how sensitive the probe
becomes to the low momentum partons as the resolution scale µ f increases.

Evolution of the scale-dependent parton distributions according to the
DGLAP equations effectively resums the Feynman diagrams with parton emis-
sion strongly ordered in transverse momentum µF,0 ≪ . . . ≪ kT,i ≪ kT,i+1 ≪
. . . ≪ µF (see Figure 2.9b), where µF,0 denotes the nonperturbative cut-off
scale. Each parton emission in such an approximation is accompanied by a

term αs · ln
(
µ2

F /µ2
F,0

)
in the matrix element, therefore such resummation is also

called the “leading log approximation”.
Alternative approaches for the PDF evolution exist. The so-called BFKL ap-

proach [63, 66] is focused on ressumation of large ln(1/x) terms and is valid
in the low-x region of phase-space. It does not require strong transverse-
momentum ordering of emitted partons and leads to rather uniform sampling
in kT . The CCFR [67–70] approach was developed to be valid both at low x and
high Q2 and is based on angular ordering of the radiation pattern.

2.2.4. Scale Choice

The size of the unknown higher-order terms in the perturbative series Eq. (2.2.1.1)
is usually one of the dominant sources of uncertainty in theoretical predictions.
These contributions can be estimated from the dependence of the perturbative
expansion on the renormalisation and factorisation scales. Using the renor-
malisation group equation it can be demonstrated that the scale dependence
of higher-order coefficients accompanied by logarithmic terms are fully deter-
mined by lower-order coefficients [71]. For example, in the case of a dimen-
sionless observable with perturbative expansion of the form Eq. (2.2.1.1), the
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following expressions can be obtained:

f1

(
µ

Q

)
= f1 (1)−kβ0 f0 log

µ

Q
, (2.2.4.1)

f2

(
µ

Q

)
= f2 (1)− [

(k +1)β0 f1 (1)+kβ1 f0
]

log
µ

Q
, (2.2.4.2)

+ k (k +1)

2
β2

0 f0 log2 µ

Q
, (2.2.4.3)

. . . (2.2.4.4)

Thus, the µ variation in the O (αs
n) expression corresponds to the higher-order

terms of the form:

αs
n+1 (

µ
)n+1−k∑

i=1
(know part) · logi µ

Q
+O

(
αs

n+1) . (2.2.4.5)

However, terms that are not accompanied by the logarithms e.g. f2 (1), require
explicit calculation. Therefore the reliability of an estimate of the size of the
truncated terms depends on whether fi (1) , i ≥ 1 are of similar order as f0. No-
tably, the leading-order coefficient f0 is independent of the renormalisation
scale, therefore the scale dependence of the LO approximation is completely
governed by the scale dependence of the strong coupling. Therefore a realistic
estimate of the size of unknown terms is possible starting at least at NLO.

Besides that, the sensitivity of perturbative predictions to the µ f scale varia-
tion has to be taken into account. Although formally the DGLAP equations per-
form all-orders resummation of the ladder diagrams, the residual dependence
on the factorisation scale of order O

(
αs

k+1
)

persists in the pQCD calculations.
Similarly to the renormalisation-scale dependence, the dependence of the per-
turbative coefficients on µ f can be recovered:

f1

(
µ f

Q
,
µr

Q

)
= f1

(
1,

µr

Q

)
+P0 ⊗ f0 log

Q2

µ2
f

, (2.2.4.6)

where P0 is the LO splitting function and the convolution symbol denotes

P0 ⊗ f0 =
∫

dz

z
P0 (x/z) f0 (z). (2.2.4.7)

For the higher-order coefficients, a pattern similar to the renormalisation case
is obtained.

The DGLAP equations involve the strong coupling evaluated at the factori-
sation scale µ f . Whenever this scale differs from µr , the RGE evolution from
factorisation to renormalisation point has to be performed. Since the RGE is
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determined by incomplete series for the β-function, the strong-coupling evo-
lution can be unreliable if calculation over a wide interval of scales is required.
Mathematically this can be formulated as follows. Considering a Taylor ex-
pansion of αs

(
µ f

)
around αs

(
µr

)
and substituting the RGE expression for the

derivatives of the strong coupling dαs/dlog
µ2

f

µ2
r

gives [72]:

αs
(
µ f

)=αs
(
µr

)−β0 log
µ2

f

µ2
r
αs

2 (
µr

)−(
β1 log

µ2
f

µ2
r
−β2

2 log2
µ2

f

µ2
r

)
αs

3 (
µr

)+O
(
αs

4)
(2.2.4.8)

αs
2 (
µ f

)=αs
2 (
µr

)−2β0 log
µ2

f

µ2
r
αs

3 (
µr

)+O
(
αs

4)
αs

3 (
µ f

)=αs
3 (
µr

)+O
(
αs

4) . (2.2.4.9)

Thus, to ensure convergence of such an expansion, the factorisation scale must
be closely related to the renormalisation scale. In addition, as in the case of
renormalisation, the µ f scale must be much larger than ΛQCD to justify the ap-
plicability of perturbation theory results for the PDF evolution.

There is no general method to estimate the size of the contribution from
missing terms in perturbative series. However, it is widely assumed that the
corresponding uncertainty can be estimated from the variation of the renor-
malisation and factorisation scales up and down by a factor of two. The re-
sulting variation of the observable depends on the central values µ0

f , µ0
r around

which the variation is performed. It is desirable to choose central values such
that the difference between the nominal result and the one with scaled values
of µ f and µr is minimised i.e. ∂σ/∂µ = 0. This method is called the “princi-
ple of minimum sensitivity” (PMS) [73]. However, straightforward application
of this method can result in a very large inclusive-jet cross section at the low-

est Q2 and E j et
T values [74]. Alternative prescriptions for the scale choice can

be found in [56]. The proposed methods emphasise different aspects of the
perturbative expansion. However, it should be noted that all are related to the
behaviour of logarithmically enhanced terms.

In this analysis, the traditional prescription of choosing the scale corre-
sponding to the typical energy scale of the process was adopted. More details
are provided in Chapter 8.

2.2.5. Calculation of Next-to-Leading-Order Jet Cross

Section

As described in Section 2.2.3, the predictions for the jet-production cross sec-
tions in ep collisions have a factorised form (see Eq. (2.2.3.1)). The partonic
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2. Theoretical Framework

cross section is calculated perturbatively, as a power series in the strong cou-
pling, αs . The predictions for the jet cross sections are finite at each order ac-
cording to the KNL theorem [75, 76], provided an infrared- and collinear-safe
jet-algorithm is used. However, the parton configurations with soft or collinear
radiation have divergent matrix elements; after dimensional regularisation soft
and collinear (overlapping) divergences appear as 1/ϵ (1/ϵ2) poles in the ex-
pressions. These divergences cancel exactly with those arising from the virtual
contributions.

The differential jet cross section is calculated according to the expres-
sion [12]:

dσ

dX
= 1

flux

∑
n

1

n!

∫
dΦn

∑∣∣M (n) (pi
)∣∣2

δ
(
X −Xn

(
pi

))
, (2.2.5.1)

where dΦn =∏n
i=1

d3pi

(2π)32Ei
is an element of n-body phase space and M denotes

the Lorentz-invariant matrix element. The first summation is performed over
all n-parton final states, assuming that quarks, antiquarks and gluons are in-
distinguishable (1/n! is a symmetrisation factor). The inner sum represents
the averaging over possible colour and spin configurations. The jet-function
Xn

(
pi

)
of the momenta of n partons represents the measurement observ-

able e.g. E j et
T,B , η j et

B etc. In order to ensure cancellation of real and virtual di-
vergences, the jet algorithm must be independent of the number of soft and
collinear partons in the final state. The cancellation of divergences holds only
if the observable satisfies the following conditions:

Xn+1
(
p1, . . . ,λpn , (1−λ) pn+1

)
Xn+1

(
p1, . . . ,λpn ,0

) }
=Xn

(
p1, . . . , pn

)
, (2.2.5.2)

where λ ∈ [0;1] is a parameter used to implement smooth transition from from
n +1 to n-parton configuration. The jet-functions Xn+1 and Xn must be equal
in collinear and soft limits. The algorithm must produce identical results if a
single particle is replaced by a pair of collinear particles carrying the same total
momentum, or if the energy of one of the particles vanishes.

In this analysis the infrared- and collinear-safe kT jet algorithm was used
for the reconstruction of jets from the final-state partons. Since fixed-order
QCD predictions refer to the jets of partons while the measurements refer to
hadronic jets, the calculations were corrected to the hadron level using Monte
Carlo predictions (see Section 8.1.1).

Practical calculations, suitable for the comparison with experimental re-
sults involving cuts (e.g. phase-space restrictions or detector-acceptance limi-
tations) utilise numerical techniques for the calculation of the phase space in-
tegrals. General schemes for the calculation of the jet production cross section
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at next-to-leading order, suitable for numerical calculations and independent
of experimental requirements, exist. One such scheme [77] is briefly described
in the following.

2.2.6. Subtraction Scheme

The NLO n-jet partonic cross section is a sum:

σ=σLO +σNLO =
∫

n
dσB +

[∫
n+1

dσR +
∫

n
dσV

]
, (2.2.6.1)

where σB is the Born-level cross section, σR is the real-radiation correction and
σV is the virtual correction. In order to remove explicit divergences from the
the real and virtual parts, specially constructed counter-terms are added and
subtracted from Eq. (2.2.6.1). The counter-term is an approximation to the real-
radiation contribution in the region of the phase-space containing a singularity
and has the same point-wise singular behaviour. Each singular parton config-
uration requires a corresponding counter term17. The real-radiation contribu-
tion with subtracted counter-term, σA, becomes a regular function that can be
integrated in D = 4 dimensions:∫

n+1
dσR →

[∫
n+1

dσR −
∫

n+1
dσA

]
. (2.2.6.2)

The virtual contribution term is modified as follows:∫
n

dσV →
[∫

n
dσV +

∫
n+1

dσA
]
=[∫

n
dσV +

∫
1

dσA
] (2.2.6.3)

The divergence in the virtual contribution appears as a pole in ϵ but this pole is
exactly cancelled by that resulting from one-parton phase-space analytic inte-
gration of the counter term. After the cancellation, the integration of the virtual
part can be carried out numerically in physical D = 4 dimensions. Since the net
effect of adding and subtracting counter-terms is zero, this scheme results only
in reshuffling of the divergences.

2.3. Monte Carlo Models

A precise theoretical description of the final state of ep scattering from first
principles is currently an intractable problem. It requires calculations in re-
gions of phase space where perturbative techniques are not applicable or have

17The infrared structure persists also at higher orders in perturbative expansion. Partial O
(
αs

3
)

corrections were worked out in [78]
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to be performed to high orders. Phenomenological models were developed in
order to describe such processes. Typically, such models are implemented in
the form of event generators and utilise Monte Carlo calculations. Some mod-
els used for the description of DIS hadronic final state are described in the fol-
lowing.

2.3.1. QCD Parton Showers

The parton-shower approach is used to simulate higher-order perturbative
QCD contributions when a complete calculation is infeasible or unknown. For
example, the DGLAP approach can be utilised to describe initial-state and final-
state radiation. The probability for a branching, Pa→bc , during the evolution is
governed by the equation:

dPa→bc

dQ2 =
∫ 1

0
dz

αs
(
Q2

)
2π

Pa→bc (z) , (2.3.1.1)

where Pa→bc (z) are the Altarelli-Parisi splitting kernels (see Section 2.2.3.1).
Such an approximation is usually used in general-purpose event generators

where the successive radiation is simulated until the evolution parameter, e.g.
virtuality of the daughter partons, reaches some low energy scale O (1 GeV). At
this point the showering process is stopped and partons are recombined into
colourless hadrons.

In order to improve the leading-logarithmic accuracy of the parton-shower
approach, hard emissions are described using complete matrix elements. In
this case an additional intermediate scale is introduced. At this energy scale re-
gions dominated by parton shower or hard-scattering dynamics are matched.
Nowadays most of the event generators are based on LO matrix elements.
However, NLO calculations with matched parton showers are starting to ap-
pear [79, 80].

Another approximation for QCD radiation that is widely used to describe
DIS-related processes is the colour dipole model (CDM) [81–86]. It is assumed
in this model that the quark–antiquark pairs form colour dipoles with a corre-
sponding dipole radiation pattern. The gluons themselves are interpreted as
pairs of colour charges that also build colour dipoles. The schematic illustra-
tion corresponding to the CDM picture is shown in Figure 2.11. The radiation
from each dipole is assumed to be independent. It proceeds iteratively until
some stopping criterion is reached, for example the invariant mass of a dipole
falls below some cut-off value. The CDM is based on leading-order matrix ele-
ments in the soft gluon approximation. The cross section for the parton emis-
sion with transverse momentum pT and rapidity y (see Eq. (3.2.0.2)) in CDM
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2.3. Monte Carlo Models

Figure 2.10.: Schematic demonstration of the matrix element + parton shower
approach.

P
beam remnant

q

Figure 2.11.: The radiation pattern from the colour-dipole model.

reads:

dσ= ncαs

2π

dp2
T

p2
T

dy. (2.3.1.2)

In contrast to the leading-logarithm DGLAP-based parton-shower algorithm
there is no kT -ordering for the gluon radiation. Emitted partons are rather uni-
formly distributed in kT , thus the CDM approach is somewhat similar to the
BFKL evolution.

Another important issue in the simulation of the parton showers is quantum-
mechanical interference of the initial-state and final-state radiation or the in-
terference between the partons emitted either in the initial or final state. These
effects are naturally taken into account in the complete perturbative calcula-
tions, however special care must be taken in the resummed calculations like
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Figure 2.12.: Schematic illustration of the string fragmentation (a) and cluster
fragmentation (b) model

those based on DGLAP evolution, because they are based on a probabilistic de-
scription of the whole process in contrast to quantum-mechanical probability
amplitudes.

2.3.2. Fragmentation

In order to be able to compare pQCD predictions to experimental results the
calculations have to be defined in terms of experimentally observable quanti-
ties, which usually are functions of the momenta of the final-state hadrons. The
formation of hadrons, called hadronisation, is essentially a non-perturbative
process and first-principle calculations are impossible. Therefore phenomeno-
logical hadronisation models are used to correct partonic predictions in order
to obtain a consistent observable definitions. In practice, the transition from
partonic quantities to those defined in terms of hadrons is usually modelled
by means of general-purpose event generators. Two widely used hadronisation
models are described below.

2.3.2.1. String Fragmentation Model

It is assumed in the Lund string model [87] that the flux of the colour field be-
tween two quarks is confined within a tube of finite transverse size. This string-
like object has a constant energy-density per unit length of O (1 GeV/fm) and
the potential energy of the string increases with increasing separation between
the quarks. When the tension exceeds the quark–anti-quark production thresh-
old, the qq̄-pair is picked up from the vacuum and the string breaks up. Loose
ends of the string are terminated by newly created q and q̄ and the process is
iterated until the potential energy of the daughter strings fall below a cut-off
O (1 GeV). The gluons have two colours and are represented as a joint between
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2.3. Monte Carlo Models

two strings or a kink in the colour flux of the qq̄-system in this model.
A schematic illustration of the Lund picture of the hadronisation process is

shown in Figure 2.12a.

2.3.2.2. Cluster Fragmentation Model

In the cluster model [88, 89] all partons after the parton-shower step are com-
bined into colourless objects. If the invariant mass of the cluster is large enough
it can decay into lighter clusters, which subsequently decay into hadrons.
The gluons in this model are converted into qq̄-pairs and do not appear in
the hadron formation process. This model was inspired by the “preconfine-
ment” [90] idea according to which the colour-connected partons group in the
phase space towards the end of perturbative evolution. The cluster model pro-
cess is schematically depicted in Figure 2.12b.

2.3.3. General-Purpose Event Generators

General-purpose event generators are indispensable tool in high-energy physics
because they provide full access to the details of the event final state. Using
event generators and detector simulations, the detector performance can be
investigated (see Chapter 7) or effects related to the background contributions
can be estimated (see Section 5.6).

The generation of events proceeds through Monte Carlo sampling of the
processes according to the probability of their occurrence. An ensemble of MC
events must resemble the characteristic features of the data. These programs
usually have several levels naturally corresponding to the processes separated
by different time-scales. The simulation of the hard interaction, occurring over
the shortest time intervals, is usually based on the leading-order contribution
that can be relatively easy calculated in perturbation theory (see Section 2.2.1).
The higher perturbative orders in MC generators are approximated by parton-
shower models, as was briefly described in Section 2.3.1. The last step, corre-
sponding to the formation of colour-neutral hadrons is implemented in hadro-
nisation models (see Section 2.3.2), which use the result of the parton-shower
stage as an input. The output of the event generators is usually provided in
the form of a table containing list of particles and their four-momentum vector
components. The output available after the parton-shower and hadronisation
steps are called the parton and hadron levels, respectively.

In this work, the NC DIS events were generated using the HERACLES

program [91] with the DJANGOH [92] interface to the LEPTO [93] and
ARIADNE [94, 95] parton-shower simulation programs. The DJANGOH code
implements higher-order QED corrections i.e. real- and virtual-photon radia-
tion as well as two-photon exchange. As an input in the MC, the CTEQ5D [96]
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proton PDF sets were utilised. Basic information about LEPTO and ARIADNE

generators is summarised below.

2.3.3.1. LEPTO

The LEPTO event generator combines the leading-order QCD matrix elements
(ME) for the hard-scattering process together with the DGLAP parton shower
(PS) for the soft-gluon emission. In order to ensure colour coherence during
the showering process, angular ordering is imposed. The Lund string model
as implemented in JETSET [97] is used to simulate the hadronisation process.
This generator also includes the LO electroweak processes necessary for the
description of high-Q2 DIS. The higher-order QED effects are obtained through
the interface to the HERACLES program. The LEPTO generator is also often
called MEPS and is used as a reference MC generator in this analysis.

2.3.3.2. ARIADNE

The colour-dipole pattern for QCD radiation is implemented in the ARIADNE
event generator. Since this model naturally includes only the QCD Compton
scattering diagram, the BGF graph contribution was introduced in addition.
The hadronisation is performed using the same JETSET interface as used for
LEPTO. This event generator was used in the analysis mainly to estimate sys-
tematic effects attributed to the choice of the parton-shower model.
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CHAPTER 3

Experimental Setup

This chapter introduces the most important features of the experimental setup
that was utilised in this thesis. At the beginning the relevant properties of the
accelerator complex is briefly introduced. Later the relevant components of the
ZEUS detector are discussed.

3.1. HERA Machine

The Hadron-Electron Ring Accelerator (HERA), the only ep collider in the
world, was built in Hamburg, Germany at the national accelerator research
centre DESY. At HERA, electrons1 or positrons of energy 27.5 GeV collided
with protons of energy up to 920 GeV, resulting in a centre-of-mass energy up top

s = 319 GeV. Four experiments took data at different interaction points along
the HERA ring. The ZEUS and H1 experiments, devoted to the study of the
internal structure of the proton and searches for phenomena beyond the Stan-
dard Model, were operating with colliding beams. The HERMES experiment,
dedicated to the investigation of the spin structure of nucleons, was a fixed-
target experiment utilising the electron beam only, whereas HERA-B used only
the proton beam, aiming at the measurement of CP-violation in the BB̄-system.
TheHERAmachine operated during the period 1996–2007 with a shut-down in
2000–2002. This shut-down marks the separation between the so called HERA

I and HERA II data-taking periods.

1In what follows, the term “electron” is used for both electrons and positrons, unless otherwise
mentioned.
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The acceleration of electrons to their nominal energies was achieved in sev-
eral stages. A schematic view of the acceleration chains is presented in Fig-
ure 3.1. Electrons were initially accelerated in LINAC I/II to 200 MeV. After
injection into the DESY II synchrotron the electron energy was increased up to
7.5 GeV. Then, after reaching 12 GeV in PETRA, electrons were finally trans-
ported to HERA. The positron beam was obtained by pair production from
bremsstrahlung emission of electrons.

The proton beam was obtained in several steps from a H− ion source. At
the first stage 50 MeV ions from a LINAC were transported to DESY III, where
they underwent acceleration to 7.5 GeV and stripping off the electrons. Later,
after achieving an energy of 40 GeV in thePETRA ring, the protons were finally
injected into HERA.

3.1.1. Beam Structure

The usage of Radio-Frequency acceleration cavities at HERA lead to a disct-
inct time structure of the beams. Protons and electrons were grouped into
bunches separated by ∼ 28.8 m, which corresponds to 96 ns time intervals. Not
all bunches were filled. The so called pilot bunches, for which either the elec-
tron or proton “bucket” was not filled, were used for the study of the interaction
of the beam with residual gas in the beam vacuum pipe. Bunches in which both
proton and electron “buckets” were empty were used for the study of the cos-
mic event rate and other non-ep background.

3.1.2. Luminosity

The crucial parameter of the collider that determines the rate of the collisions
is the luminosity. It is related to the rate, R, of a process via the following ex-
pression:

R =Lσ, (3.1.2.1)

where L is the instantaneous luminosity and σ is the cross section. The lumi-
nosity is related to the parameters of the colliding beams:

L = f
n1n2

4πσxσy
, (3.1.2.2)

where f is the bunch-crossing rate, n1, n2 are the numbers of particles in the
bunches and σx , σy the width parameters for beams with Gaussian profiles. An
increase of the luminosity [98] at HERA II was achieved mainly by reducing the
transverse size of the beams by installing additional focusing magnets close to
the interaction points.
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a

b

Figure 3.1.: Schematic view of electron and proton acceleration chains.
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Figure 3.2.: HERA delivered luminosity

Period Lepton Type Delivered Luminosity Gated Luminosity

2004 – 2005 e− 204.8 pb−1 152.26 pb−1

2006 e− 86.1 pb−1 61.23 pb−1

2006 – 2007 e+ 180.54 pb−1 145.9 pb−1

Table 3.1.: Information about HERA running periods used in the analysis.

To relate the number of events, N , to the reaction rate, the instantaneous
luminosity has to be integrated:

N =
∫

R dt =σ

∫
L dt =σL, (3.1.2.3)

where L is called the integrated luminosity and is often used to denote the
amount of collected data. A comparison of the increase of the delivered inte-
grated luminosity during theHERA I andHERA II running periods is presented
in Figure 3.2. A typical fraction of 60% of the delivered integrated luminos-
ity was available for the data analysis. The other 40% were lost due to various
reasons: not fully operational detector components, inefficiencies of the data-
acquisition system, specific trigger problems etc. A summary of the values of
delivered and gated (recorded physical events) luminosity for the data-taking
periods relevant for this analysis is given in Table 3.1.

3.1.3. Polarisation

The spin of the electron is naturally transversely polarised at storage rings like
HERA due to the Sokolov-Ternov effect [99, 100]. Between the HERA I and
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HERA II data-taking periods the accelerator was upgraded to provide longitu-
dinally polarised lepton beams at the ZEUS and H1 experiments. The char-
acteristic polarisation build-up time for HERA was about 40 min. To obtain
longitudinally polarised beams at the interaction points, a chain of horizontal
and vertical dipole magnets (spin rotators [101]) were installed on either side
of ZEUS and H1. A typical longitudinal polarisation value of 30% – 40% was
achieved.

The most important parameters of the upgraded HERA storage ring are
summarised in Table 3.2.

Parameter Electron beam Proton Beam

Energy 27.5 GeV 920 GeV
Beam Current 60 mA 160 mA

Particle per bunch 3.5×1010 1011

Maximum number of bunches 210 210
Bunch length 7.8 mm 110 – 150 mm

Beam size 112×30 mm2 112×30 mm2

Polarisation time 30 min –
Maximum instantaneous luminosity 5×1031 cm−2s−1 –

Table 3.2.: The HERA storage-ring parameters.

3.2. The ZEUS Detector

The data for this analysis were collected by the ZEUS detector, which was a
general-purpose 4π-detector, designed for the measurement of the dynamics
of ep interactions. The ZEUS detector consisted of the tracking system, the
calorimeter system and muon chambers; the decision to store the data for fur-
ther off-line analysis was taken by the three-level trigger system. In this sec-
tion the main characteristics of the detector components relevant for this anal-
ysis are briefly described. A detailed description of the detector can be found
in [102]. The schematic layout of the ZEUS detector is presented in Figure 3.3.
A right-handed Cartesian coordinate system (CS) with the origin at the nominal
interaction point was adopted in ZEUS (see Figure 3.4). The incoming proton
momentum vector defines the positive Z direction. It was also called the “for-
ward” direction. The positive direction of the X-axis pointed towards the centre
of the HERA ring, while the positive Y-axis pointed upwards. The azimuthal
angle, ϕ, was defined in the transverse X–Y plane, while the polar angle was
measured with respect to the +Z axis.
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The pseudorapidity was an important quantity used in this analysis and is
defined by the following expression:

η=− lntan
θ

2
. (3.2.0.1)

For massless particles the numerical value of the pseudorapidity coincides with
the normal rapidity defined as

y = lim
m→0

1

2
ln

(
E +pZ

E −pZ

)
≈ lim

m→0

1

2
ln

cos2θ/2+m2/4p2

sin2θ/2+m2/4p2
=− lntan

θ

2
= η. (3.2.0.2)

The rapidity has simple transformation properties under Lorentz boosts.
Transformation rules for the pseudorapidity can be also derived. In particular,
the difference ∆η is a Lorentz invariant. This property was used in the defini-
tion of longitudinally invariant jet algorithm (see Section 2.1.1).

Figure 3.4.: The ZEUS coordinate system.

3.2.1. Tracking Detectors

The main parts of the tracking system of the ZEUS detector were the silicon mi-
crovertex detector (MVD) and the central tracking detector (CTD). These track-
ing detectors were used for the measurements of momenta and positions of
charged particles as well as for the identification of the interaction and sec-
ondary decay vertices.

3.2.1.1. Microvertex Detector

The MVD [103] was a silicon-strip detector located in the vicinity of the beam-
pipe for achieving an excellent resolution for secondary vertex tagging. It was
installed during the 2000–2001 shut-down before the HERA II running pe-
riod. The microvertex detector was divided into a forward (FMVD) and bar-
rel (BMVD) parts (see Figure 3.5). In the barrel part, the silicon sensors were
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arranged in ladder structures grouped in two to three cylindrical layers sur-
rounding the beam-pipe. In the forward direction, the sensors were assembled
into four circular discs (wheels) oriented perpendicularly to the beam direc-
tion. Large number of read-out channels and high resolution allowed reliable
separation of tracks emerging from hadronic jets. The main MVD characteris-
tics are summarised in Table 3.3.

Figure 3.5.: One half of the silicon Microvertex Detector.

Parameter Value

Polar-angle coverage 7◦–160◦

Read-out pitch 120µm
Single-hit resolution 24µm
Two-track separation 200µm

Table 3.3.: Silicon Microvertex Detector parameters

Other details of the sensor characteristics and performance can be found
in [103–105].

3.2.1.2. Central Tracking Detector

The CTD [106–108] was a multi-wire cylindrical drift chamber used for the de-
termination of charged-particle positions and momenta. The operation prin-
ciple of CTD was based on detection of the ionisation of a gas mixture by the
charged particles traversing the volume of CTD. The transverse momentum of
the particle was determined from the curvature of the track in the solenoid
magnetic field (see below). The dependence of energy losses within the vol-
ume of CTD on particle velocity was used to identify the particle type. Figure 3.6
shows one octant of the CTD. The wires were organised in nine superlayers (SL).
Using different orientation of wires with respect to the CTD axis in odd and
even superlayers made it possible to also accurately determine the Z position
of the hit. The inclination angle in even superlayers was about ±5%, while it
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Figure 3.6.: Layout of a CTD octant.

was 0 in odd superlayers. For fast determination of the Z coordinate at the trig-
ger level, the Z-by-timing technique was used. Specialised electronics to detect
the distance along the Z-axis from the difference in the arrival time of pulses at
each end of the wire was installed in SL3 and 5. The precision achieved in the Z
position was about 3 cm.

Both CTD and MVD operated in a 1.43 Tesla magnetic field parallel to the
Z-axis and produced by a thin superconducting solenoid surrounding the drift
chamber. For CTD-MVD tracks that pass through all nine CTD superlayers, the
momentum resolution was σ(pT )/pT = 0.0029pT ⊕0.0081⊕0.0012/pT , with pT

in GeV. Other parameters characterising the CTD are collected in Table 3.4.

Parameter Value

Inner radius 16.2cm
Outer radius 85.0cm

Length 241cm
Polar-angle coverage 11.3◦–168.2◦

Position resolution 270µm
Z resolution 1.4mm (stereo)/30mm (timing)

Two track resolution < 2.5mm

Table 3.4.: Central Tracking Detector parameters
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3.2.2. The Uranium Calorimeter

The uranium-scintillator compensating calorimeter (CAL) [109–113] was used
for the measurement of the energy of the scattered electrons and positrons and
of hadronic jets. The CAL covered 99.7% of the solid angle and consisted of the
forward (FCAL), barrel (BCAL) and rear (RCAL) parts. The boost of the hadronic
system determined the depth of the calorimeter necessary for the absorption of
particles of different maximum energy in various parts of the detector.

Figure 3.7.: Schematic view of the CAL along the beam axis.

The requirement to absorb a maximum energy of about 800 GeV resulted
in ∼ 7λ depth of the FCAL section, where λ is the hadronic interaction length.
The FCAL was longitudinally segmented into towers, each consisting of a single
electromagnetic (EMC) and two hadronic (HAC) sections with a front-surface
of 20 × 5 cm2 and 20× 20 cm2, respectively. The FCAL towers were grouped
into 23 modules. The EMC and HAC sections, also called cells, consisted of
interleaved layers of depleted uranium (98.1% U238, 1.7% Nb and 0.2% U235)
and scintillator (SCSN28) of 2.6 mm and 3.3 mm thickness, respectively. The
thickness of the absorber and active plates was chosen in order to achieve equal
response of the calorimeter to electromagnetic and hadronic showers of the
same energy. The FCAL covered the polar angle range 2.2◦ < θ < 39.9◦.

The BCAL had a very similar internal structure as the FCAL, but was com-
posed of 32 wedge-shaped modules forming a cylindrical barrel surrounding
the tracking detectors and superconducting coil. Due to lower hadronic activ-
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ity in the BCAL, its thickness was ∼ 5λ. The BCAL covered the angular range
36.7◦ < θ < 129.1◦.

The rear part of the calorimeter (RCAL) consisted of 23 modules of ∼ 4λ
depth. Because of much lower energy in the electron direction, the RCAL had
only one HAC section.

All three parts of the calorimeter had a symmetric layout with respect to the
beam axis and covered the complete azimuthal range.

In total the CAL had 5918 cells. Each cell was read out by two photomulti-
pliers. The light from the scintillator plates was guided to the photomultipli-
ers through wavelength shifters attached to the opposite sides of a cell. Usage
of two photomultipliers helped to avoid events with spontaneous discharge of
one of the photomultipliers and minimised the amount of dead cells if one of
the PMTs was not functioning.

The natural radioactivity of the uranium made it possible to perform a cali-
bration of individual channels of the calorimeter on a daily basis by providing a
stable reference signal. The CAL energy response was calibrated to ±1% using
this technique. The calibration of the electronic readout was performed using
test pulses simulating photomultiplier signals. A timing resolution of 1 ns was
achieved for energy deposits > 4.5 GeV. The energy resolution of the CAL mea-
sured under test beam conditions was

σ (E)

E
= 18%p

E
⊕1% for electrons (3.2.2.1)

and
σ (E)

E
= 35%p

E
⊕1% for hadrons, (3.2.2.2)

where E was the incident particle energy. The 1 ns time resolution of the
calorimeter was utilised for rejection of non-ep background by providing fast
signals to the trigger system. The particle incident angles, determined by the
direction of the shower in the CAL with respect to the primary vertex position,
were measured with about 10 mrad precision.

Other characteristics of the ZEUS calorimeter are summarised in Table 3.5.

FCAL BCAL RCAL

Polar angle coverage 2.2◦ < θ < 36.7◦ 36.7◦ < θ < 129.1◦ 129.1◦ < θ < 176.2◦

Pseudorapidity coverage 4.0 > η> 1.1 1.1 > η>−0.74 −0.74 > η>−3.4
EMC section depth 25.9X0 22.7X0 25.9X0

Total module depth 7.14λ 5.1λ 3.99λ

Table 3.5.: Geometric dimensions of the calorimeter modules, where X0 and λ

are the radiation and interaction lengths, respectively.
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Figure 3.8.: Layout of the ZEUS luminosity monitor

3.2.3. Backing Calorimeter

The high-energy hadronic showers, that cannot be fully contained within the
volume of the UCAL, deposited the remaining energy in the backing calorime-
ter (BAC) [114] consisting of proportional gaseous tube detectors located within
the volume of the magnet iron yoke.

3.3. Luminosity Measurement System

The ep-brems strahlung process [115]

e +p → e ′+γ+p (3.3.0.1)

was used to determine the instantaneous luminosity at ZEUS. The large cross
section of this process allows rapid accumulation of large event samples in a
relatively short time. Furthermore, the theoretical predictions for the rate of
this reaction have a precision of better than 0.5%. The detection of the pho-
ton or the electron emerging from the interaction was used as an experimental
signature of this process. The schematic layout of the luminosity monitor is
shown in Figure 3.8. The photons from the reaction are emitted at small an-
gles θ . 0.5 mrad and leave the beam-pipe through a thin window located at
92.5 m from the interaction point. Approximately 9% of the photons were con-
verted into e+e− pairs in the window. Electrons and positrons were deflected
by a dipole magnet into the luminosity spectrometer (SPEC) [116], which was
installed at 104 m distance downstream. The remaining photons were detected
in the photon calorimeter (PCAL) [117–119] located at 107 m.

The instantaneous luminosity was determined from the formula:

L = Rep→epγ

σep→epγ
. (3.3.0.2)
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The background from the interaction of electrons with residual beam gas was
estimated using electron pilot bunches and subtracted in the calculations.

The information from SPEC was not available for all runs, while the PCAL
functioned continuously, so the luminosity value determined using the PCAL
was used on a run-by-run basis. The systematic uncertainty on the measure-
ment obtained with SPEC was lower than that for PCAL. It amounts to 1.8% and
was used as the resulting precision of the luminosity value.

3.4. Polarisation Measurement System

As described in Section 3.1.3, at the interaction point the lepton beam is longi-
tudinally polarised. In order to determine the lepton beam polarisation, two in-
dependent detectors LPOL [120] and TPOL [121] were used. The dependence of
the Compton cross section on the orientation of the electron spin was utilised.
In both cases a laser system was used as a source of incident photons.

Circularly polarised continuous green argon-ion laser light was used for the
measurement of the transverse polarisation. The photons from the laser beam
collided with the transversely polarised electrons. The scattered photons were
detected in a dedicated calorimeter. The asymmetry of the photon-scattering-
angle distribution was used to determine the polarisation value.

A similar measurement was performed with longitudinally polarised elec-
trons. A Nd:YAG laser pulse was transported to the collision region, where cir-
cularly polarised photons backscatter from the electron beam. Switching the
circular polarisation of the photon beam from left-handed to right-handed, the
asymmetry in the total energy of the scattered photon was determined and the
electron beam polarisation value was derived.

3.5. Data Quality and Trigger System

Due to limited data processing speed and storage capabilities, not every ep col-
lision could be recorded. Furthermore, the total event sample is dominated
by non-ep background from beam-gas interactions or cosmic-ray showers. In
order to reduce the event rate to an acceptable level and efficiently reject the
background, a sophisticated three-level trigger system [122–124] was used. The
architecture of the ZEUS trigger system is shown in Figure 3.9.

3.5.1. First-Level Trigger

Each detector component was coupled to its own hardware first-level trigger
operating with general information such as regional energy sums (CAL) [125],

41



3. Experimental Setup

track multiplicity (CTD) [126] or muon tracks. The information from 26 con-
secutive bunch crossings (2.5 µs) was stored in a 46-event-deep pipe-line and
was analysed in parallel streams. The combined information from each detec-
tor component was sent to the programmable Global First Level Trigger (GFLT),
which selected the events that should be kept for the consideration at the sec-
ond level. The decision was taken within 1.9 µs, which corresponds to 20 bunch
crossings. If an event was accepted, the analogue information from different
detector components was digitised and transferred from the pipelines to the
data buffers. The GFLT had 64 bits, so-called “slots”, corresponding to different
event categories (see Section 5.4.1 for the description of the FLT slots used in
the analysis). By using the FLT the event rate was reduced to approximately 1
kHz. The time interval during which data taking was disabled while the FLT was
processing detector information and therefore was not operational amounted
to approximately 1% and was automatically accounted for by disabling the lu-
minosity monitors when the trigger was busy.

3.5.2. Second-Level Trigger

The second-level trigger (SLT) [127] had more time to process information be-
cause events were arriving at a reduced rate. The information from each de-
tector component was combined at the GSLT [128–130], which was based on a
reconfigurable network of transputers [108]. The additional time available for
the SLT allowed a better estimation of the position of the primary vertex, iden-
tification of calorimeter clusters and reconstruction of tracks. The timing in-
formation from the calorimeter system was used to reject non-ep background
events efficiently at the SLT. The output rate of the second level was in range
50 – 100 Hz. The full information for accepted events was sent on to the event
builder.

3.5.3. Third-Level Trigger

The third-level trigger (TLT) [131, 132] was a cluster of computer servers run-
ning complex algorithms for the vertex reconstruction, electron identification
and reconstruction of event kinematic variables. The highly configurable ar-
chitecture of the TLT made it possible to utilise of up-to-date calibration infor-
mation as well as fine tuning of the selection algorithms. The output rate of
the TLT of about 5 Hz was compatible with the storage capabilities, thus the
information from the event builder was converted in ADAMO format [133] and
written on magnetic tape.
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3.6. Detector Simulation

The detector response to the particles traversing the detector volume was sim-
ulated using theMOZART program (based onGEANT 3.21 [134]). InMOZART

the propagation of particles in the detector volume including motion in the
magnetic field, multiple scattering, energy losses, particle decays and par-
ticle showers was implemented. The four-momentum components of the
initial- and final-state particles used as an input were generated by one of the
general-purpose event generators e.g. LEPTO or ARIADNE (see Section 2.3).
These and other event generators had a common front-end interface program
called AMADEUS. The behaviour of the trigger system was simulated with the
ZGANA program. The ZGANA program kept the event even if it was not ac-
cepted by the trigger chain, thus allowing estimation of the trigger efficiency
using the simulated events. The output of ZGANAwas compatible with the for-
mat for the raw data from the detector and can subsequently be analysed by the
same programs. The reconstruction of the real and simulated events was pro-
vided by the ZEPHYR program. The output of ZEPHYR was stored in ADAMO

system format GAF (Generic ADAMO File). The information specific to each
program was supplied through a set of steering and GAF files containing, for
example, the magnetic field map or the shape of the distribution of the longitu-
dinal component of the interaction-vertex position. All programs keep track of
the generated particles at each step of the simulation process, thus providing
access to the generator level.

The high-level generic routines for the event reconstruction relevant in
most of the analysis were collected in the so-called ORANGE/PHANTOM li-
brary. The analysis ntuples in PAW or ROOT format containing the variables
necessary for the analysis can be produced using the ORANGE or so-called
EAZE jobs. These ntuples can be subsequently analysed by means of user-
specific C++ or FORTRAN codes.

In this thesis the v08b version of the Common Ntuples was used for both
data and MC. The diagram of the data flow in the simulation process is demon-
strated in Figure 3.10.
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Figure 3.9.: The ZEUS trigger-system architecture.

44



3.6. Detector Simulation

Figure 3.10.: The ZEUS detector-simulation data flow.
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CHAPTER 4

Event Reconstruction

A precise reconstruction of the event kinematics and the hadronic final state
is crucial for the jet analysis. This chapter provides a brief overview of the de-
tails of the track and vertex reconstruction, electron candidate identification,
describes various techniques for determination of kinematic variables and in-
troduces the objects necessary for the measurement of the hadronic final state.

4.1. Track and Vertex Reconstruction

As mentioned in Chapter 3, in the ZEUS detector tracks of charged particles are
identified by means of the tracking detectors i.e. CTD and MVD. Track identifi-
cation is initialised by the VCTRACK algorithm [135, 136]. In the pattern recog-
nition stage, VCTRACK identifies 3 hits in the outermost layers of the CTD that
may belong to a single track candidate. This allows estimation of the curvature
and charge of the candidate. The algorithm proceeds inwards in the direction
of the production point, identifying potential hit candidates within the search
window defined by the uncertainty of the parameters of the track candidate.
In order to improve the precision of the track-parameter estimate and remove
outliers, the VCTRACK output hit candidates are supplied to the Kalman-filter
based [137] algorithm RTFIT [138]. The output of the RTFIT contains the infor-
mation necessary for determination of the track momentum and the point of
origin1.

1The track production point is defined for a given run as the position of the primary (sec-
ondary) vertex for vertex-fitted tracks or otherwise the point of closest approach to the cen-
tre of the beam distribution.
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4. Event Reconstruction

The location of the production vertex is determined by means of the same
VCTRACK code. The set of tracks originating from the vicinity of the proton
beam is identified and the weighted average of the coordinates of the individ-
ual track production points is determined. The calculation is performed by
minimising a corresponding χ2 function. In this process, tracks providing a
large contribution to the χ2 are typically discarded as outliers. The precision
on the position of primary vertex is further improved by applying the iterative
“deterministic annealing filter” (DAF) [139] algorithm and taking into account
the beam-spot2 constraint. Secondary decay vertices were also identified but
not used in this analysis.

4.2. Hadronic Final-State Reconstruction

The hadronic final-state of the DIS process contains charged and neutral par-
ticles that are detected in the different components of the ZEUS detector. The
neutral particles can only be detected in the calorimeter while charged particles
produce tracks in MVD and CTD and also give a signal in the CAL. In this analy-
sis the properties of the hadronic final state were determined using calorimeter
cells and islands. Both approaches are briefly described below.

Calorimeter cells. The energy deposits in the elementary calorimeter units
i.e. cells (see Section 3.2.2), were used as an input to the jet finder. In order
to suppress noise signals, the minimum energy threshold EEM > 50 MeV and
EHAD > 100 MeV was imposed on energy deposits in the electromagnetic and
hadronic parts, respectively. Besides that, to avoid signals from spontaneous
high-voltage discharge of the photomultipliers, the cells with a difference of
the two photomultiplier signals exceeding 90% were also excluded. Since the
scattered DIS electron does not contribute to the hadronic final state the cells
attributed to the electron were excluded from consideration.

Calorimeter islands. Since single particles can give rise to signals in more
than one cell, the energy deposits from adjacent cells satisfying the afore-men-
tioned requirements were combined, using a dedicated algorithm [140], into
so-called calorimeter “islands”. The energy of the island was calculated from
the energy sum of the corresponding cells Ek and the position of the island r⃗i sl

was defined as the energy-weighted average of the coordinates r⃗i of the centres

2The beam-spot is a volume defined by the size of the intersection of the electron and proton
bunches. The position of the beam-spot is defined as a centre of gravity of the coordinates
of many primary vertices in a given run. The cross section of the beam-spot in the X Y plane
amounts to approximately 80×20 µm2 ×12 cm.
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of individual cells belonging to an island:

r⃗i sl =
∑

i wi r⃗i∑
i wi

, (4.2.0.1)

wi = max

(
0,W0 + ln

Ei∑
k Ek

)
, (4.2.0.2)

where wi is a weight assigned to the energy deposit and W0 is a tunable pa-
rameter defining the minimum fraction of the energy deposit contributing to
the cell-island position. Given the energy of the calorimeter island or cell the
four-momentum components of the vector corresponding to the energy de-
posit were determined using following equations:

E = Ecell(isl), (4.2.0.3)

PX = E sinθcosϕ, (4.2.0.4)

PY = E sinθ sinϕ, (4.2.0.5)

PZ = E cosθ, (4.2.0.6)

where Ecel l (i sl ) is the cell (island) energy; the angles θ,ϕ are determined from
the direction from the primary vertex to the centre of the calorimeter cell or
cluster. The energy of the cell (island) was corrected for losses in the dead mate-
rial in front of the calorimeter and/or in the inter-module gaps as well as for the
“backsplash” effect. The backsplash process is characterised by particle energy
deposits in locations different from their expected direction e.g. backscattering
from the CAL surface or showering of the particles in front of the calorimeter.
Non-uniformities of the response in different parts of the CAL were also taken
into account. In this thesis the island information was mainly used for the re-
construction of kinematic quantities (see below).

4.3. Electron Identi�cation

Unlike in photoproduction and CC DIS events, the presence of the scattered
electron in the final state is a distinct feature of high-Q2 NC DIS, therefore the
identification of an electron candidate in an event is used to discriminate be-
tween different event classes. The kinematic variables characterising an event,
like Q2, y and x can be determined from the measured electron quantities E ′

e
and θe (see Section 4.4), therefore an unambiguous identification of the scat-
tered electron as well as a precise and unbiased measurement of the electron
variables is crucial. Two methods of electron identification based on different
combinations of the information from various detector components were em-
ployed in this thesis.
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The SINISTRA algorithm [141] was used as a nominal electron-identification
algorithm in this analysis while the EM algorithm [142,143] was used for the es-
timation of the systematic uncertainty attributed to the electron identification
procedure (see Section 8.3). The former algorithm is based on a neural-network
pattern-recognition technique [144]. The cell islands, described above are used
as an input to the electron finders. The information about the longitudinal and
lateral distribution of the energy deposits in the CAL is used by SINISTRA as an
input in order to discriminate between electromagnetic- and hadron-induced
showers. All calorimeter clusters are ordered according to their probability of
being of electromagnetic type (P = 1 - electromagnetic; P = 0 - hadronic).

The EM algorithm, on the other hand, combines the information about the
energy distribution in the calorimeter with the information from the tracking
detectors as well as kinematic features of the NC DIS events in order to esti-
mate the probability, that a particular calorimeter cluster is the true scattered
electron. A detailed comparison of two algorithms can be found in [145].

The energy of the electron candidate is determined from the sum of the
energy deposits in the calorimeter and corrected for non-uniformities and en-
ergy losses using a dedicated electron-energy correction procedure. When a
matched track pointing to the electromagnetic cluster was found, the position
of the candidate was replaced by the more precise information from the track-
ing system.

4.4. Kinematics Reconstruction

As described in Section 2.1, deep inelastic scattering at HERA can be charac-
terised by two independent variables, for example, Q2 and y . The values of
the kinematic variables can be determined from the components of the four-
momenta of the scattered electron or the hadronic system or from the combi-
nation of the two. Below the different approaches for the measurement of the
DIS kinematics are described.

4.4.1. Electron Method

The electron method utilises the energy, E ′
e , and the polar angle, θe , of the scat-

tered electron only3. The kinematic quantities characterising an event are given

3It is assumed that the electron does not undergo initial- and/or final-state radiation that ef-
fectively reduces the electron energy.
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by the following expressions (see Section 2.1):

Q2
el = 2Ee E ′

e (1+cosθe ) , (4.4.1.1)

yel = 1− E ′
e

2Ee
(1−cosθe ) , (4.4.1.2)

xel =
Q2

el

s yel
, (4.4.1.3)

where, Ee , is the energy of the initial-state electron. It has been shown [146]
that this method accurately reconstructs the event kinematic variables at high
values of y , while at low values of inelasticity it has poor resolution.

4.4.2. Jacquet-Blondel Method

Transverse-momentum conservation and the almost complete hermiticity of
theZEUS calorimeter enables the reconstruction of the event kinematics based
exclusively on the energy deposits attributed to the hadronic system. Jacquet
and Blondel proposed a method [147] for the kinematic reconstruction for CC
DIS events in which the final-state neutrino escapes the detector and cannot
be measured. The kinematic variables are obtained from the following expres-
sions:

yJB =
∑

(E −PZ )

2Ee
, (4.4.2.1)

Q2
JB = (

∑
PX )2 + (

∑
PY )2

1− y JB
, (4.4.2.2)

xJB =
Q2

JB

s yJB
. (4.4.2.3)

The sum in these expressions runs over the reconstructed final-state objects
(see above) excluding those belonging to the scattered electron. It is assumed
that the target remnants escaping the detector volume have small transverse
momentum and are therefore suppressed in the expressions. The accuracy of
this method is limited by the hadron-calorimeter energy resolution, the pres-
ence of dead material and backsplash/backscattering in the calorimeter. Since
this method does not require the detection of the scattered electron, it is the
only choice for photoproduction events4.

4In photoproduction events the electron is scattered at small angles and escapes detection in
the beam pipe.
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4.4.3. Double-Angle Method

The Double-angle method [148] benefits from exploiting the combined infor-
mation on the scattered electron and the hadronic final state. The kinematic
variables can be expressed in terms of the electron scattering angle, θe , and
γhad, which in the quark-parton model corresponds to the scattering angle of
the struck quark and can be obtained from the following equation

cosγhad = (
∑

PX )2 + (
∑

PY )2 − (
∑

E −PZ )2

(
∑

PX )2 + (
∑

PY )2 + (
∑

E −PZ )2
, (4.4.3.1)

where the sum runs over the energy deposits attributed to the hadronic final
state.

The kinematic variables are obtained as follows:

yDA = sinθe
(
1−cosγhad

)
sinγhad + sinθe − sin

(
γhad +θe

) , (4.4.3.2)

Q2
DA = 4E 2

e
sinγhad (1+cosθe )

sinγhad + sinθe − sin
(
γhad +θe

) , (4.4.3.3)

xDA = Ee

Ep

sinγhad + sinθe + sin
(
γhad +θe

)
sinγhad + sinθe − sin

(
γhad +θe

) , (4.4.3.4)

where Ep , is the proton initial energy.
Using these relations an expression for the energy of the scattered electron

can be derived as

E DA
el = 2Ee sinγhad

sinγhad − sinθe − sin
(
γhad +θe

) . (4.4.3.5)

The measurements of the scattering angles usually have better resolu-
tion and are approximately independent of the absolute energy-scale of the
calorimeter. It has been shown in [149] that this method is optimal in the phase
space of this measurement and therefore this was used as a default in this anal-
ysis.
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CHAPTER 5

Event Selection

In order to define the phase space of the measurement, ensure low fraction of
background contamination and reasonable description of detector acceptance
by MC simulations, selection cuts were applied to the data and MC events. In
this chapter data quality as well as (on-)offline event-selection criteria are de-
scribed. The chapter starts with a discussion of characteristic features of signal
events. Then background sources are elucidated. The chapter proceeds with
the discussion of the run selection, data-quality requirements and the list of
online and offline selection cuts. It finishes with the description of the final
event sample and comparison of data and MC distributions for selected events.

5.1. Signal Characteristics

As can be seen from the Eq. (4.4.1.1), large values of Q2 in NC DIS events cor-
respond to large scattering angles of the electron. This produces a well isolated
electromagnetic shower in the calorimeter with a charged track pointing from
the interaction vertex to the electromagnetic cluster (see Figure 5.1). At low
and medium values of Q2 < 500GeV2, the electron typically scatters into the
RCAL. For larger values of Q2, the electron can be found in BCAL and at very
high-Q2 the electron scatters to the FCAL. In NC DIS at HERA the initial-state
transverse momentum is zero, therefore final-state transverse momentum cal-
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culated from the sum over all energy deposits in the CAL must vanish:

P 2
T,tot = P 2

X ,tot +P 2
Y ,tot =

(∑
i

Ei sinθi cosϕi

)2

+
(∑

i
Ei sinθi sinϕi

)2

≈ 0 GeV2.

(5.1.0.1)
Momentum conservation implies that the electron recoils from the hadronic
system, which balances the scattered electron in the transverse-momentum
plane.

Figure 5.1.: A typical NC DIS event with E −PZ = 51 GeV, PT = 2 GeV and Q2

= 965 GeV2 and two jets identified in the Breit frame with E j et
T,B > 8 GeV. Red

blocks represent energy deposits in the calorimeter. The final-state hadronic
jets (wide energy clusters in the BCAL) and the scattered electron are indicated
with arrows.

Furthermore, in NC DIS processes the quantity δ, defined as

δ= δh +δe =
(
Ep −Pz,p

)+ (
Ee −Pz,e

)= 2Ee = 55 GeV, (5.1.0.2)

is also conserved1, i.e. the same variable calculated from the final-state energy
deposits has to fulfill

δ=∑
i

(
Ei −PZ ,i

)=∑
i

(Ei −Ei cosθi ) ≈ 55 GeV. (5.1.0.3)

In this equation the photon remnants provide vanishing contribution to δ since
they move approximately parallel to z-axis in the negative direction and

Eγ-remnant −Pγ-remnant
Z ≈ 0GeV. (5.1.0.4)

1In the following this is referred as longitudinal momentum balance.
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Deviations of PT,tot and δ from the nominal quantity can be caused by e.g. un-
detected particles escaping the detector volume and/or due to the finite energy
and spatial resolution of the calorimeter.

As was explained in Section 2.1.2, at leading order (O (αs)) in the Breit frame
a process with hard QCD interaction always has at least two hadronic jets. In
experiment, however, one of the jets can fail to pass the selection criteria due
to limited detector acceptance and/or resolution, therefore the signal events in
this analysis were required to have at least one jet appearing in the Breit frame
within the fiducial volume of the detector and having transverse energy exceed-
ing some minimum energy threshold.

5.2. Characteristics of Background Processes

5.2.1. Photoproduction

The cross section of inelastic electron-proton scattering with Q2 ≈ 0 GeV2 is
large and serves as a potential source of background to the NC DIS analysis.
At low Q2, the scattered electron is deflected by a small angle and escapes in
the beam pipe. Isolated electromagnetic clusters from e.g. π0 decays can be
misidentified as the final-state electron thus mimicking the signature of NC DIS
processes. In photoproduction, as in NC DIS, the total transverse momentum
vanishes but the quantity δ calculated from the final-state energy deposits will
be smaller than 55 GeV by approximately twice the energy of the escaped elec-
tron. Besides restrictions on δ, the photoproduction events can be removed by
applying additional cuts on isolation of the electron candidate because electro-
magnetic clusters from hadron decays are often accompanied by other hadrons
from the hadronic final state.

5.2.2. Beam-Gas Interactions, Cosmics and Halo Muons

The electron and proton beams can interact with the residual gas within the
volume enclosed by the beam pipe. The proton-gas collisions are characterised
by large hadronic activity and multiple tracks emerging at low polar angles up-
stream from the nominal interaction point (see Figure 5.2). In such events, sig-
nals in the FCAL follow those from the RCAL and are separated by a time inter-
val. Using the information about particles arrival time in forward and rear parts
of the CAL as well as signals from the specific iron-scintillator detector (Veto-
Wall [102]) located in the rear part of the ZEUS, these events can be efficiently
rejected. In addition, the suppression of beam-gas events can be achieved by
imposing restrictions on the longitudinal momentum balance, because such
processes are characterised by a lower value of δ than that for NC DIS events.
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In contrast to proton-gas collisions, the rate of electron beam interactions
was found in a previous study [150] to be negligible.

XY View ZR View

Figure 5.2.: An example of proton beam – residual gas collision identified using
pilot-bunch crossing number. Many tracks emerge from the interaction point
in a Z -region corresponding to the rear part of the ZEUS detector outside the
acceptance of the tracking system.

Additional sources of background come from cosmic and beam-halo
muons. Cosmic muons are produced in high-energy interactions of cosmic
rays with the earth’s atmosphere. Passage of cosmic muons though the volume
of the detector results in a time difference between the signals in the upper and
lower parts of the CAL (see Figure 5.3). Such a timing signature and a typically
low track multiplicity were used to detect cosmic events.

In contrast to cosmic rays, beam-halo muons (see Figure 5.4), emerge from
decays of pions produced in beam-gas interactions upstream of the detector
and travel parallel to the beam axis, therefore the time difference between the
signals in the RCAL and FCAL can be used to eliminate such processes, similarly
to beam-gas interactions described above.

Moreover, cosmic and beam-halo events have non-zero total transverse
momentum due to asymmetry of the energy deposits in the transverse plane.
This information can also be used for the suppression of these background con-
tributions.
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Figure 5.3.: A high-energy cosmic muon traversing the the volume of the ZEUS
detector. Muon track segments are present in the upper and lower halves of the
backing calorimeter and muon chambers. Energy clusters from the interaction
of the muon with the material of the CAL can mimic signatures of hadronic jets.

Figure 5.4.: A typical DIS event overlaid with a high-energy muon from the
beam-gas interaction downstream from the interaction point. A beam halo can
be seen muon traversing lower part of the detector.
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5.2.3. QED-Compton scattering

The reactions of the type ep → e ′γp ′ or ep → e ′γX in which the initial or the
final-state electron radiates a high-energy photon are called elastic and inelas-
tic QED-Compton (QEDC) scattering, respectively. In case of inelastic reac-
tion the proton breaks up resulting in hadronic activity in the forward direc-
tion while in elastic processes the proton escapes down the beam pipe staying
intact.

Figure 5.5.: An elastic QED-Compton scattering event as recorded by the ZEUS
detector. The electromagnetic clusters from the electron and photon (two op-
positely charged tracks from γ → e+e− conversion) are detected in the RCAL.
The particles balance each other in PT and there is no energy deposit in the
forward direction.

QEDC events can be misidentified as high-Q2 NC DIS processes when the
electromagnetic cluster from the photon is wrongly reconstructed as the final-
state electron and leads to incorrect determination of event kinematics. The
characteristic features of such events are the presence of two isolated electro-
magnetic energy deposits in the calorimeter with approximately equal trans-
verse momentum and low or vanishing hadronic activity in the FCAL (see Fig-
ure 5.5). As was demonstrated in the study [150] inelastic QEDC processes are
well described by the DJANGOH MC [92] while elastic scattering is not well re-
produced. Therefore such events have to be removed from the data sample by
imposing dedicated cuts (see below).
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5.3. Event Selection

The pre-selection of the NC DIS events relevant for the analysis starts naturally
during the data-taking phase when the the ZEUS trigger system is used. Only
those events for which a positive trigger decision was taken are stored on tape
and can be further analysed offline. In the following sections general informa-
tion about analysed data and MC samples as well as selection criteria applied
to event samples are described.

5.3.1. Data and MC Sets.

This analysis was performed using the data recorded during the 2004 – 2007
HERA running period. The ep centre-of-mass collision energy during this pe-
riod was

p
s = 318 GeV. The total integrated luminosity of the processed data

sample amounts to 295 pb−1. The luminosity values for the analysed data-
taking periods are summarised in Table 5.1.

Period Integrated Luminosity

2004 – 2005 e− 133.6 pb−1

2006 e− 53.0 pb−1

2006 – 2007 e+ 108.5 pb−1

Table 5.1.: Luminosity values for the final data samples used for the jet cross
section measurements.

Monte Carlo simulated events were used for the estimation of detector ef-
fects and the size of various contributions not accounted for in the perturbative
QCD calculations (see Chapters 7, 8). The MC events for the mentioned data-
taking periods were generated separately taking varying experimental condi-
tions into account. The program packages LEPTO [93] and ARIADNE [94, 95],
described in Section 2.3 were utilised for this purpose. In total, about 32 million
NC DIS events with Q2 > 100 GeV2 were generated, leading to statistical un-
certainty in the MC distributions smaller than 1% across the measured phase
space.

Additional samples of photoproduction events with Q2 ≈ 0 GeV2 generated
using HERWIG [151, 152] and PYTHIA [153] programs were also used. These
samples were utilised in the jet-photoproduction analysis [48] for the estima-
tion of detector effects. Another sample of simulated events that almost fills the
gap in Q2 between the photoproduction and high-Q2 regions was taken from
the analysis of [154] and covers the interval 4 GeV < Q2 < 100 GeV. The pho-
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toproduction and low-Q2 MC samples were used for the estimation of back-
ground contribution (see below).

5.4. On-line Selection

As described in Section 3.5 the ZEUS trigger has a three-level architecture. At
each level, every event can be classified into different categories2 according
to event characteristics such as total and/or regional energy sums, presence
of electromagnetic clusters, etc. Technically, when an event is recorded on
storage-tape it is marked with specific flags, the so-called trigger slots or bits,
which correspond to different event classes. The requirements imposed by spe-
cific trigger bits are listed below. Any of the specified trigger bits was required
to be fired3 in order to keep the event for further analysis.

5.4.1. FLT Trigger

The FLT selection is centred around the idea of having an event with large trans-
verse momentum and significant electromagnetic energy deposit correspond-
ing to the DIS electron. Besides that, every FLT bit imposes additional restric-
tions (not listed here) on the CAL timing and information from other detector
components like Veto-Wall in order to suppress background processes.

• FLT bit 40: The total energy in the electromagnetic section of the
calorimeter, E CAL

EMC, exceeds 20 GeV and a condition on the track multi-
plicity, the so called track veto (see Section 6.3).

• FLT bit 43: The total transverse energy in the calorimeter, E CAL
T , exceeds

20 GeV and at least one good track4 is required.

• FLT bit 50: The total energy, E CAL, greater than 15 GeV or E CAL
EMC > 10 GeV

or E BCAL
EMC > 3.5 GeV or E RCAL

EMC > 2 GeV and E CAL
T > 1 GeV and a good track

is required.

5.4.2. SLT Trigger

The second-level trigger was used to suppress further beam-related back-
ground. The information from the ZEUS global tracking trigger was utilised
at the SLT for the reconstruction of the interaction vertex position and to re-
ject events originating from background processes. Moreover, the calorimeter

2A single event can be attributed to several categories.
3Which corresponds to a logical OR between individual bits.
4FLT Track class > 1 (see Section 6.3).
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timing information was used extensively to suppress beam-gas and cosmic-ray
background. For example, hadrons emerging in the vicinity of the nominal
interaction point are characterised by approximately the same arrival time in
different parts of the CAL, in contrast to cosmic-shower events for which the
signals from the upper part of the BCAL will arrive earlier than those from the
bottom part. Thus, given the high timing resolution of the CAL, the background
processes can be efficiently discriminated at SLT.

The SLT bits DIS01, 04, 07 were used in the analysis. Besides the required
FLT bits, the following restrictions were imposed:

• SLT bit DIS01: The total energy in the electromagnetic sections of the
calorimeter, E RCAL

EMC > 2.5 GeV or E BCAL
EMC > 2.5 GeV or E FCAL

EMC > 10 GeV or
hadronic energy in the forward region E FCAL

HAC > 10 GeV and E − PZ >
29 GeV;

• SLT bit DIS04: The total energy in the electromagnetic sections of the
calorimeter, E RCAL

EMC > 2.5 GeV or E BCAL
EMC > 2.5 GeV or E FCAL

EMC > 10 GeV or
hadronic energy in the forward region E FCAL

HAC > 10 GeV and E − PZ >
19 GeV;

• SLT bit DIS07: The energy of the SLT electron candidate E SLT
e > 5 GeV.

5.4.3. TLT Trigger

The final stage of the trigger selection was based on the identification of the
scattered DIS electron. The reduced read-out rate at the TLT allowed appli-
cation of the complex reconstruction algorithms much more closely related to
those used in the offline analysis. The TLT bit DIS03 together with DST bit 12
imposing loose cuts on the electron candidate were used in the selection chain
and are summarised in the Table 5.2, where E ′

el denotes the energy of the scat-
tered electron candidate and RC AL

el denotes the distance of the centre-of-gravity
of the electron cluster to the beam-line in the X Y plane.

scattered electron energy E ′
el > 4GeV

distance from the origin of the
coordinate system

RC AL
el > 35cm

longitudinal momentum balance 30 < E −pZ < 100GeV

Table 5.2.: The requirements imposed on the events at the TLT.
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5.5. O�ine Selection

The trigger-level event selection cannot fulfil the signal-to-background dis-
crimination requirements necessary for precision analysis because of limited
processing time and significant complexity of the reconstruction algorithms
for the objects such as secondary vertices, particle decays or jets. In addition,
information about detector operating conditions such as the number of dead
channels, changes in high voltage, CTD gas pressure, temperature, etc. are dif-
ficult or impossible to take into account at the trigger level. Thus, after the
trigger-based pre-selection, a set of cuts is applied offline to ensure a low level
of background and a high signal purity of the selected sample. Additional re-
quirements are typically imposed on a data sample to restrict the phase space
of the measurement to a region of well understood detector acceptance and
efficiency.

5.5.1. Data-Quality Requirements.

The offline selection starts with removing runs with inappropriate detector op-
eration. For this purpose during the data taking the functioning of the detector
components was continuously monitored. The status of each of component
was stored for every run in the so-called, “EVTAKE” flag. In this analysis EV-
TAKE=1 was required, indicating that all main detector components e.g. CTD,
MVD, CAL were fully operational.

In addition to the EVTAKE flag, the LPOLTAKE and TPOLTAKE status records
were used in order to verify the availability of the information from the corre-
sponding lepton-beam polarisation detectors. At least one of the detectors was
required to have good status in order to determine the polarisation value for
particular runs.

5.5.2. Electron Selection

The next key step in the selection procedure is the electron-based identification
of the high-Q2 DIS event. To ensure high purity and reliability of the recon-
struction of the scattered electron, the following requirements were imposed
on electron candidates:

• Probability: The electron identification probability, as given by the SIN-
ISTRA algorithm, was required to be greater than 90%. If several electron
candidates satisfied this criterion, the candidate with the highest proba-
bility was used for the reconstruction of event kinematics.

• Energy: The electron energy, E ′
e was required to be greater than 10 GeV,

to ensure the best electron-candidate reconstruction efficiency and high
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acceptance. Moreover, this cut helps to reduce the amount of wrongly
identified low-energy electron candidates arising due to electromagnetic
showers from π0 → γγ, η→ γγ decays.

• Isolation: In order to remove events in which the electromagnetic shower
of the electron candidate is contaminated by the energy deposits from
hadrons, the fraction of the energy within a cone of radius of 0.7 units
in the pseudorapidity-azimuth plane, not associated to the electron, was
required to be less than 10%. The cone axis was defined by the electron
momentum direction.

• Track Matching: The tracking system can be used to validate the electron
identification, because electromagnetic clusters within the acceptance of
the tracking system5 that have no matching track are most likely photons.
Moreover, the tracking information can be used to determine much more
precisely the polar angle of the scattered electron than the determina-
tion from the electron cluster and primary vertex position only. Thus, if
the electron candidate was within the tracking system acceptance region,
the presence of a matched track was imposed. This track was required to
have a distance of closest approach between the track extrapolation point
at the front surface of the CAL and the cluster centre-of-gravity-position
of less than 10 cm2. The track energy as measured by the tracking sys-
tem had to be greater than 3 GeV, taking into account energy losses by
bremsstrahlung. In case the electron track was outside the acceptance
region of the tracking detectors, the information from the calorimeter
system was used to determine the position of the electron candidate.

• Position: To ensure full containment of the electromagnetic shower in-
side the fiducial volume of the calorimeter system and to avoid regions
poorly described by the MC simulations, additional requirements on the
position of the electromagnetic shower were imposed. The events in
which the electron was found in the following regions were rejected:

– −104cm < Ze < −98.5cm and 164cm < Ze < 174cm, where Ze is
the longitudinal coordinate of the centre of gravity of the of the
electromagnetic cluster attributed to the electron — the so called
“super-crack” regions between the BCAL and the RCAL or between
the BCAL and the FCAL;

– |Xe| < 10 cm and Ye > 80 cm, where Xe and Ye are the coordinates of
the position of the electron energy deposit in the CAL. In this region

5The tracking system covers the region of polar angles restricted to 0.3 < θe < 2.85.
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some of the calorimeter cells were removed to make room for the
pipes transporting liquid helium to the superconducting solenoid;

– 36cm < RRCAL
e < 170cm, where RRCAL

e is the distance in the X −Y
plane from the origin of the ZEUS CS to the electron. The leakage
of the electromagnetic showers from the electrons hitting the RCAL
close to the inner or outer edges is not well simulated, especially at
the trigger level [155]. These regions were therefore excluded.

5.5.3. Primary-Vertex Selection

Proper identification of the interaction point is important for the reconstruc-
tion of the kinematic variables. The longitudinal extent of the interaction re-
gion is determined by the length of the interacting bunches and the time struc-
ture of the beam. Beam-gas or cosmic-ray events are approximately evenly
distributed along the longitudinal coordinate, while ep events appear with
higher rate in the vicinity of the nominal beam-beam interaction point. The
distribution of the longitudinal component of the position of the primary ver-
tex has a Gaussian-like shape (see Section 6.2). Selecting the events with the
primary interaction vertex fit satisfying χ2 < 10 and Zvtx being within ∼±3σ of
the width of the distributions suppresses the non-physics background contri-
bution and ensures good understanding of the dependence of the acceptance
of the calorimeter and tracking systems on the position of the interaction ver-
tex. The mean value and the width of the Zvtx changes between different data-
taking periods. The final restrictions imposed on Zvtx are detailed in Table 5.3.

Data-taking perod imposed cut

2004-2005 e− −32cm < Zvtx < 30.1cm
2006-2007 e+ −28.5cm < Zvtx < 26.7cm

Table 5.3.: Requirements imposed on the longitudinal cordinate of the position
of the interaction vertex.

5.5.4. Longitudinal Momentum Balance

As discussed previously in Section 5.2.2, longitudinal momentum balance can
be used to discriminate against photoproduction and beam-gas background.
As mentioned, the actual value of the quantity δ=∑

i
(
Ei −pz,i

)
for a particular

event may deviate from the nominal δ= 55 GeV due to finite energy resolution
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and/or ISR effects6. Therefore the following requirement was implied on δ:

38 < δ< 65 GeV. (5.5.4.1)

The lower value was chosen in order to reject photoproduction and beam-gas
events, while the upper cut is required for the suppression of events with sig-
nificant energy deposits in the rear direction, e.g. due to backspash processes
that are poorly simulated in MC.

5.5.5. Transverse Momentum Balance

Due to finite resolution, the total transverse momentum of an NC DIS event
may be greater that zero. The energy resolution of the calorimeter scales ap-
proximately as 1/

p
E . In order to suppress beam-gas-related, cosmic-ray and

charged current processes (see Section 2.1) with a misidentified electron, the
following ratio was required to be small:

pTp
ET

< 2.5
p

GeV. (5.5.5.1)

5.5.6. Event Inelasticity

The DST bit 12 has a requirement on the inelasticity of the event. As was men-
tioned, the online information at the trigger level can be less precise than that
available offline. In order to have the offline selection consistent with the trig-
ger requirements, an additional cut

yel < 0.75 (5.5.6.1)

was imposed. Besides other restrictions listed in Table 5.2, this particular re-
quirement was included into the definition of the DST bit 12 in order to rejects
photoproduction background more efficiently, but since the measurement is
performed in a much more restricted phase space (see Section 5.5.11), the ef-
fect of this offline cut was found to be very small.

5.5.7. Elastic QED-Compton

As described above, elastic Compton scattering processes (ep → epγ) are not
well described by Monte Carlo simulations. Therefore, events containing two
electron candidates satisfying the requirements listed in Section 5.5.2 and hav-
ing transverse-momentum vectors opposite to each other,

∣∣ϕ1 −ϕ2
∣∣> 3, the ra-

tio of transverse momenta, 0.8 < P 1
T /P 2

T < 1.2, and the total event-energy sum,
excluding the contribution from the two electron clusters, EC AL

T < 3GeV, were
rejected.

6ISR leads to smaller values of δ.
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5.5.8. Higher-Order QED Predictions

In order to ensure the validity of higher-order QED corrections (see Section 7.4)
the region of phase space given by the requirement

y JB · (1−xD A)2 > 0.004 (5.5.8.1)

was excluded because Monte Carlo predictions were found to be unreliable in
this region [92].

5.5.9. Hadronic Scattering Angle

In order to suppress events with large hadronic activity in the forward region,
where the simulations were found to be inaccurate [156], a cut on the projection
of the hadronic scattering angle in the FCAL RFCAL

γhad > 18 cm was implied. This

constraint had only a marginal effect because inelasticity requirements sup-
press events with large hadronic activity in the FCAL.

5.5.10. Track Multiplicity

The residual beam-gas contamination was minimised by requiring the pres-
ence of at least one track, which crossed a minimum of three CTD superlayers
and had transverse momentum pT > 0.2 GeV. It was found that this cut had
only a minor effect on the signal acceptance, as expected, since events with jets
composed solely of neutral particles are very unlikely.

5.5.11. Phase Space

Phase-space cuts were performed to select the kinematic region of the reac-
tion of interest. As mentioned earlier, two variables completely determine the
kinematics of deep inelastic scattering. In this analysis, the exchanged boson
virtuality Q2 and inelasticity y were used for the NC DIS phase-space definition.

• Photon virtuality, 125 < Q2
D A < 20000 GeV2; deep-inelastic-scattering

processes with large four-momentum transfer were selected.

• Inelasticity, 0.2 < yD A < 0.6; the lower cut was imposed to reject events
with large hadronic activity in the forward direction for which hadronisa-
tion corrections were found to be inaccurate. The upper cut was applied
to ensure reliability of the detector acceptance corrections, since the re-
gion yD A > 0.6 was poorly described in the MC [149].
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5.5.12. Jet Selection

In order to identify jets, the kT clustering-algorithm in the longitudinally invari-
ant inclusive mode was used. The jet search was performed in the Breit frame,
therefore the momentum vectors corresponding to the energy deposits in the
CAL were transformed accordingly.

The phase space for jet production was limited by the following require-
ments:

• Transverse energy of the jets in the Breit frame was required to be greater
than 8 GeV. Such a relatively high energy-threshold was chosen to en-
sure applicability of perturbative QCD, statistical significance of the event
sample and high purity of the jet signal.

• Pseudorapidity of the jets had to be in the region −1 < η
j et
l ab < 2.5. The

lower cut corresponds approximately to the transition region between the
barrel and rear parts of the CAL; since the RCAL has only one HAC section
(see Section 3.2.2), the high-energy hadronic showers cannot be fully ab-
sorbed, leading to the increase of the absolute energy-scale uncertainty

of the jets in that region. The upper η j et
l ab cut was motivated by the trigger

limitations since events with large hadronic activity in the forward direc-
tion occur at a rate that exceeds the capabilities of the trigger.

The purity of the jet sample was enhanced by applying the following jet-
cleaning cuts:

• good isolation of the electron candidate from hadronic jets was ensured
by requiring the distance between electron and jet in the pseudorapidity-
azimuth plane to be ∆R > 1;

• initial-state electron radiation hitting the RCAL was often reconstructed

as a jet. Such events were removed from the sample if a jet with E j et
T,B >

5 GeV and η
j et
l ab <−1 was identified;

• jets with low transverse energy in the laboratory frame have large rela-

tive energy-scale uncertainty, therefore jets with E j et
T,l ab < 3 GeV were ex-

cluded.
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5.6. Final Event Sample

Summarising, the imposed requirements restrict the kinematic phase space of
the measurements to

125 <Q2 < 20000 GeV2 0.2 < y < 0.6, (5.6.0.1)

E j et
T,B > 8 GeV −1 < η

j et
l ab < 2.5. (5.6.0.2)

A comparison of the data andARIADNE (LEPTO) MC distributions for the most
important event observables after full selection is demonstrated in Figures 5.7
and 5.8, respectively. The presented plots include the distribution of the re-
constructed longitudinal coordinate of the primary vertex, Zvtx; kinematic ob-
servables: yDA, Q2

DA; energy, azimuthal and polar angle distributions for the
NC DIS electron candidate as well as the polar angle of the hadronic final state,
cosγhad; observables characterising momentum balance: pT /

p
ET , (E −PZ ). In

all figures the bin content of the MC distributions was rescaled to the number
of events in the data sample by applying a constant factor:

R = Ndata

NMC
, (5.6.0.3)

where Ndata and NMC are the number of events in the corresponding samples.
The primary vertex distribution (Figures 5.7(a), 5.8(a)) has a proper Gaussian-

like shape reflecting the charge distribution and the timing structure of col-
liding bunches, explained in Section 3.1.1. Distributions of yDAand Q2

DA

(Figures 5.7(b),(a), 5.8(b),(c)) approximatively demonstrate the behaviour pre-
dicted by Eq. (2.1.0.7). In the phase space of the measurement, the total NC
DIS cross section is dominated by the F2 term, thus neglecting FL,3 and, in
addition, small y2F2 terms, an approximately linear dependence on y is ob-
tained; the steeply falling nature of the Q2 distribution is related to the 1/Q2

and
(
Q2 +M 2

Z

)−1
nature of the photon and Z0 propagators, respectively. Distri-

butions of electron variables (Figures 5.7(b)–(d), 5.8(d)–(f)) on one hand reflect
event kinematics related to Q2 and y distributions and on the other hand the
performance of electron identification and reconstruction. In particular, the
flatness of the ϕel e distribution is a manifestation of the azimuthal symmetry
of NC DIS scattering and the drop around ϕele = π/2 is attributed to low effi-
ciency of the uninstrumented region of the RCAL, described in Section 5.5.2.
The peak of the (E −PZ ) distribution (Figures 5.7(g), 5.8(g)) is located at the
value δ ≈ 55GeV predicted by longitudinal momentum conservation (see Sec-
tion 5.1). The origin of the observed discrepancy in the description of the data
by MC simulations is unclear and was taken into account in the systematic un-
certainty (see Section 8.3) The distributions of missing transverse momentum
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and cosγhad (Figures 5.7(h),(i) and 5.8(h),(i)) are a convolution of event kine-
matics and detector effects.

In general, the observed distributions are very well described by the Monte
Carlo simulations when all corrections and reweightings (see Chapter 6) are
applied to the data and MC, thus verifying the accuracy of the determination of
the detector acceptance (Section 7.1) and systematic effects (Section 8.3) using
the MC samples.

The residual background contribution from beam-gas interactions was es-
timated by applying the described selection procedure to events with a proton
bunch crossing only. In this pilot-bunch sample, only a small number of events
persisted after the selection. The visual inspection of such collisions revealed
that selected events were typical NC DIS reactions with hard hadronic jets. It
was concluded that for some runs the bunch crossing number was set incor-
rectly during the data taking7. Similarly, the full off-line selection chain was
applied to events identified at the trigger level as cosmic. No events from this
sample survived final selection, thus it was concluded that the background due
to cosmic showers can be neglected.

The photoproduction and low-Q2 NC DIS contamination was investigated
utilising MC samples prepared for dedicated studies of jet production at low
and very low exchanged-boson virtualities. The estimated contribution of these
events to the final jet sample is illustrated in Figure 5.6. The photoproduction
component estimate varies by a factor of two depending on the generator used.
The PYTHIA MC predicts a cross section approximately twice as large as that
given by HERWIG for the kinematic region Q2 < 1 GeV2. Due to the steeply
falling nature of the Q2 distribution, the NC DIS cross section obtained using
LEPTO for a much wider region 4 < Q2 < 125 GeV2 appeared to be approxi-
mately of the same magnitude as for the Q2 < 1 GeV2 region. As demonstrated
in Figures 5.6(a, d) the background populates the low-Q2 and low-ET region of
phase space and arises mostly due to incorrect identification of the DIS elec-
tron candidate. In total, the contamination from events with Q2 < 125 GeV2 to
the measurement sample amounted to less than 0.2% and was neglected.

7No requirements on bunch-crossing number were applied for selections of the final sample.
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Figure 5.6.: Comparison of corrected MC (LEPTO) and data distributions for
event variables after full inclusive-jet selection. Various background compo-
nents estimated using MC simulations are also shown.
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Figure 5.7.: Comparison of corrected MC (LEPTO) and data distributions for
event variables after full inclusive-jet selection.
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Figure 5.8.: Comparison of corrected MC (ARIADNE) and data distributions for
event variables after full inclusive-jet selection.
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CHAPTER 6

Calibrations and Corrections

In many high energy physics analyses, the estimation of detector effects is often
based on Monte Carlo simulations. However, as will be described in Chapter 7,
a reliable estimate of the influence of the detector response is only possible if
the MC simulations accurately describe all relevant distributions. A discrep-
ancy between data and MC may originate from two basic sources: inadequacy
of the modelling of the ep physics process up to the generation of the final-state
hadrons or of the response of the detector to the generated particles.

Improvement in the simulations is achieved by using more accurate pre-
dictions for the physical process and employing better detector simulation al-
gorithms. However, obtaining a detailed description of the complete physical
process can be a formidable task, therefore, often, a more feasible approach is
used.

This chapter describes the corrections applied to the samples of MC gener-
ated events in order to obtain an accurate description of observed spectra by
MC simulations. At the beginning, a brief account of the reweighting method
is introduced. Then, the details of the longitudinal-vertex-position reweighting
and the correction procedure for MC trigger efficiency are presented. The chap-

ter proceeds with the details of the Q2 and E j et
T,B spectra reweighting and the

comparison of electromagnetic and hadronic energy scales in data and simu-
lations. Afterwards, jet-energy-scale and jet-transverse-energy corrections are
elucidated. The chapter concludes with the effect of the aforementioned cor-
rections.
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6. Calibrations and Corrections

6.1. Reweighting Method

An improvement of the description of the data distribution is obtained by as-
signing weights to the MC events (reweighting method). The weights are usu-
ally functions of the kinematic variables and are adjusted in such a way that
the simulations reasonably describe the data. The size of the weights is usu-
ally determined from an empirical fit to the observed spectra. The reweight-
ing procedure is required to be independent of the reconstruction, therefore
it must be based on MC true level information. When several quantities are
reweighted, the final weight factor applied to the MC event is a product of indi-
vidual weights, w =∏

i wi .

6.2. Reweighting of the Longitudinal Vertex

Position

The detection and reconstruction of the scattered electron depend on the lon-
gitudinal position of the primary vertex, Zvtx. In particular the detector and
trigger acceptances vary with Zvtx. The shape of the distribution of the pri-
mary vertex position is determined by the length1 of the interacting bunches
and thus depends on machine conditions. In order to suppress non-ep back-
ground, restrictions were applied on the primary vertex position (see Chap-
ter 5). Therefore, since the luminosity measurements refer to the whole ep in-
teraction region, any cuts on Zvtx have an effect on the overall normalisation.

An accurate simulation of the Zvtx distribution in the MC samples is there-
fore very important. The Zvtx-reweighting procedure adopted here was devel-
oped in [149] and consisted of the following steps:

• in order to avoid a possible bias from the jet selection as well as from
tracking restrictions at the trigger level, the FLT30 bit was required in-
stead of the FLT40, 43, 50 bits that were used as standard in the analysis;

• selection cuts on the longitudinal position of the interaction vertex were
removed;

• the Zvtx distributions in the data and MC were fitted to the sum of four
Gaussian functions,

f (a⃗) =
4∑

i=1
a(i )

N exp

[
−

(
Zvtx −a(i )

µ

)2
/
(
a(i )
σ

)2
]

. (6.2.0.1)

1The space-charge distribution within a bunch typically has a Gaussian shape.
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6.3. Track Veto Efficiency Correction

The reweighting factors, wZ , were determined from the fit of the ratio of
the normalised data and MC distributions to the function

w = f (a⃗1)/ f (a⃗2) (6.2.0.2)

using the parameters of individual fits a⃗Data, a⃗MC as seed values;

• the weights were determined from the detector-level distributions as
function of the reconstructed position, Zvtx. They were then applied to
the MC events as a function of the true position, Z true

vtx . This substitution
Zvtx 7→ Z true

vtx can be made because the migration effects for the Zvtx distri-
bution were found to be very small and can be neglected.

The existing MC samples for the 2004–2005 e− and 2006 e− data taking pe-
riods describe the data very well in the whole interaction region. Only for the
2006/2007 e+ running period did the MC not reproduce the data distribution
reasonably2. In particular, disagreement between the measured and simulated
distributions in the satellite-bunch and transition regions (|Zvtx| > 30cm) was
observed. Therefore, a reweighting of the longitudinal position of the primary
vertex was implemented only for this MC sample. The comparison between
data and MC distributions for the 2006/2007 e+ data taking period before the
reweighting is shown in Figure 6.1. Although, individual fits have relatively large
χ2/Ndf values, which, in principle, may introduce a bias, the final fit to the ratio
of the normalised distributions has χ2/Ndf ≈ 1, and justifies using the fit results
in the reweighting. After correcting the MC distribution (see Figure 6.2) good
agreement between data and simulations was observed.

6.3. Track Veto E�ciency Correction

An accurate description of the trigger efficiency is an important ingredient in
this analysis. As described in Chapter 3, the ZEUS trigger was used to select
hard ep collisions with high acceptance and to reject non-ep background. At
the FLT, most of the trigger bits utilised CTD information to veto events char-
acterised by specific combinations of all and vertex-fitted tracks. For example,
events with large track-multiplicity and few tracks fitted to the primary vertex
(corresponding event classes are 1, 2, 8) originate typically from beam-gas col-
lisions and thus have to be discarded. Cosmic-ray events with low track multi-
plicity (corresponding to event class 3) are also typically excluded. The defini-
tions of all event classes is illustrated in Figure 6.3. This kind of trigger track-
multiplicity requirements were generally called trigger track-veto.

2The primary vertex distribution for theHERA II running period was measured in a dedicated
unbiased study of low-Q2 NC DIS events [157] and was implemented in the MC production
software
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Figure 6.1.: The Zvtx distributions in the data and LEPTO MC before the
reweighting (top left panel) together with the individual fits of the data (top
right panel) and MC (bottom right panel) to the function Eq. (6.2.0.1). The ratio
DATA/MC and the fit to Eq. (6.2.0.2) is also shown (bottom left panel).

Two track-veto types were relevant for this analysis: “semi-loose” defined
by the conditions: track-class ≤ 2 or track class = 8 and track multiplicity ≥ 26,
and “tight” track-veto requiring track-class ≤ 2.

In order to check the description of the track-veto in MC simulations, a
monitor trigger was used. The FLT30 required an isolated electromagnetic clus-
ter in the RCAL and therefore was independent of the CTD information. The
track-veto efficiency, expressed as the ratio

ϵtrk =
N (track veto∧FLT30)

N (FLT30)
, (6.3.0.3)

where N (FLT30) is the number of events triggered by the trigger bit FLT30 and
N (track veto∧FLT30) is the number of events in a subset satisfying additional
track-veto requirements, was studied separately in data and MC for different
data-taking periods. To determine N (track veto∧FLT30), the track veto was
simulated offline by imposing additional restrictions on track quantities avail-
able at the FLT. The efficiency was investigated as a function of yD A because
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6.3. Track Veto Efficiency Correction
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Figure 6.2.: Comparison of the Zvtx in data and LEPTO MC distribution after
reweighting (top panel) and the ratio of the two distributions (bottom panel).
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6. Calibrations and Corrections

this variable was strongly correlated with the amount of hadronic activity and
thus with the track multiplicity. Only for the 2006/2007 e+ period was a signif-
icant discrepancy observed (see Figures 6.4(a)–(b)). The corresponding ratios
in the data and MC are shown in Figures 6.4(c)–(d). The disagreement between
data and MC simulations was attributed to a bad description of the track-class
distribution in the MC. In order to compensate for higher efficiency in the sim-
ulations, an additional correction was implemented. As the efficiency observed
in MC was higher than that in the data it can be corrected by rejecting excess
MC events. Therefore, for each MC event a uniformly distributed random num-
ber, r , was generated and the event was rejected if r > f

(
yD A

)
. The quantity

f
(
yD A

)
was obtained from a fit of the ratio of efficiencies in the data and MC to

the function
f
(
yD A

)= a0 +a1 · yD A. (6.3.0.4)

For both MC generators, reasonable fit quality was obtained (see Figures 6.4(c)–
(d)), however the quality of the description of the data after implementing the
correction was more important.

The correction was implemented in the LEPTO and ARIADNE samples,
separately for different data-taking periods. As shown by the fits, the size of
the correction depends approximately linearly on the value of yD A and, on av-
erage, was typically less than 0.5% for 2004–2005 e− and 2006 e− samples and
less than 3% for the 2006-2007 e+ sample. It was observed that for the “semi-
loose” track-veto, the same correction as for “tight” track-veto can be applied.
The comparison of the track-veto efficiencies in the data and simulations after
applying the correction is illustrated in Figures 6.5 (a)–(d). After the correction
the data efficiency was very well described by the MC.

The systematic effects attributed to the MC track-veto correction were ex-
amined by investigating the trigger efficiency as a function of the CTD-FLT
track multiplicity. The results of these studies are detailed in Section 8.3.

6.4. Virtuality and Jet-Transverse-Energy

Reweighting

After the inclusive-jet selection described in Chapter 5 and after applying the
Zvtx and track-veto corrections explained above, the distributions for kinematic
variables were still not very well described by the MC. In order to obtain a re-
liable estimation of the detector effects to be corrected for in the cross-section
determination procedure (see Chapter 7), a further reweighting of the Monte
Carlo distributions was employed.

The kinematic distributions in LEPTO and ARIADNE featured different
properties, for example, an excess of events was observed in the high-Q2 re-
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6.4. Virtuality and Jet-Transverse-Energy Reweighting

Figure 6.3.: The definition of track veto classes (taken from [158]).

gion in the ARIADNE sample (see Figure 6.6(a)), while LEPTO had a deficiency
in this region (see Figure 6.7(a)). In addition, as can be seen from Figure 6.6(b),
the ARIADNE MC predicted a slightly harder jet spectrum than in the data. In
order to take into account differences between the MC samples, two different
reweighting procedures were developed for LEPTO and ARIADNE.

6.4.1. LEPTO Reweighting

A reweighting as a function of Q2 was imposed on the events simulated using
the LEPTO event generator. Two iterations were necessary to achieve an ad-
equate description of the data distribution. In each iteration the ratio of the
normalised Q2 distributions in the data and MC was fitted to empirical func-
tions to determine the weights, w

(
Q2

)
. In order to mitigate the influence of

detector effects, the data were corrected to the generator level using the accep-
tance correction factors determined at each reweighting iteration. The ansatz
for the reweighting functions was as follows3:

3Other expressions for the reweighting functions were also tested. It was empirically found
that these two relatively simple functions provide reasonable results.
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LEPTO MC (a) and ARIADNE MC (b). Distributions of the ratio of the track-
veto efficiency in data and LEPTO MC (c), and data and ARIADNE MC (d) and
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Figure 6.5.: Comparison of the loose (a,c) and semi-loose (b,d) track-veto effi-
ciency in data and MC after applying the track-veto correction.
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Figure 6.6.: Control distributions before the reweighting for Q2 (a) and E j et
T,B (b)

variables.

w
(
Q2

)= {
a1 +a2/log10

(
Q2/GeV2), (1st iteration) (6.4.1.1)

b1 +b2 ·
(
Q2/GeV2) , (2nd iteration). (6.4.1.2)

In these equations, the Q2 value determined from the generator-level quanti-
ties was used. The product of the weights obtained in each iteration was used
for the final reweighting of the LEPTO sample. The effect of each iteration
of the Q2 spectrum reweighting is illustrated in Figure 6.7(a)–(c). The origi-
nal Q2 spectrum (Figure 6.7(a)) of the LEPTO generator was characterised by
a deficit of events in the lowest and highest Q2 bins and an excess of events
for 250 < Q2 < 5000GeV2. Due to the irregular shape of the ratio of nor-
malised Q2 spectra, it was approximated by a smooth function in several it-
erations. The first iteration (Eq. (6.4.1.1)) improved the Q2 spectrum in the re-
gion 125 < Q2 < 5000GeV2, while the description of the data in the last Q2 bin
became worse (see Figure 6.7(b)) and had to be further downweighted. Free
coefficients a1,2 of w

(
Q2

)
were determined from the fit to the ratio of the data

and MC distributions. To minimise the discrepancy between data and simula-
tions in the last Q2 bin, a second iteration of the reweighting (Eq. (6.4.1.2)) was
applied. The coefficients b1,2 were also determined from the fit. Overall, after
reweighting, a considerable improvement of the description of the Q2 distribu-
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6.4. Virtuality and Jet-Transverse-Energy Reweighting

tion was observed (see Figure 6.7(c)). The deviation between the data and MC
in the last bin of Q2 after the reweighting was statistically insignificant.

6.4.2. ARIADNE Reweighting

It was found that reweighting as a function of Q2 only was insufficient
to achieve reasonable agreement between jet spectra in the data and the

ARIADNE MC; in particular a residual discrepancy in E j et
T,B distribution was ob-

served. A direct reweighting as a function of E j et
T,B is impossible because, while

the jet can be present at the reconstructed level, it can be lost due to, for exam-
ple, phase-space restrictions at the generator level. Thus, a dedicated simul-
taneous reweighting as a function of the transverse energy of the hardest jet,

E j et1
T,B , and the process virtuality Q2 was employed. The reweighting procedure

proceeded as follows:

• the data and MC events were classified according to the jet multiplicity
into three categories with one, two and three or more jets, respectively;

• for each category the two dimensional Q2 vs E j et1
T,B distribution in the data

and MC was measured; for comparison of the data distributions to the
generator level MC to be valid, the data were corrected to the hadron level
using the acceptance correction factors as described in Section 6.4.1.

• the bin content in the MC was multiplied by

w
(
Q2,E j et1

T,B /
)
= a1 e

(
−αE

j et1
T,B /GeV

) (
1−e

(
−βQ2/GeV2

)
+a2E j et1

T,B /GeV

)
,

(6.4.2.1)
where ai ,α,β are free parameters and E j et1

T,B , Q2 correspond to the gene-
rator-level quantities. A 2d-likelihood fit of the shape of the data distri-
bution was performed to determine the free parameters.

The described procedure was iterated until reasonable agreement between
data and MC was achieved. Figures 6.8 and 6.9 show the distribution of the
exchanged boson virtuality and jet transverse momentum in single-jet events
after applying the described reweighting4. As can be seen, after the reweighting

the Q2 and E j et
T,B spectra are very well described by the simulations. The quality

of the fits assessed by the value χ2/Ndf is summarised in the Table 6.1.
In addition to the variables used in the reweighting procedure, the descrip-

tion of other jet quantities was verified, e.g. the comparison of the η
j et
B and

jet multiplicity distributions before and after reweighting is demonstrated in

4The figures for events with higher jet multiplicity can be found in the Appendix.
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Figure 6.7.: Result of two iterations of the Q2 reweighting in the LEPTO MC
sample. Comparison of original Q2 spectrum in data and MC and the ratio
together with the fit (a). Data and MC distributions and their ratio after the first
iteration of Q2 reweighting. The reweighting function determined from the fit
is also shown (b). The resulting data and MC distribution and their ratio (c).
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jet multiplicity χ2/Ndf

1 jet 0.88
2 jet 0.88
≥ 3 jets 0.86

Table 6.1.: χ2/Ndf for likelihood fits for simultaneous Q2 and E j et
T,B reweighting.
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Figure 6.8.: Comparison of Q2 spectra in data andARIADNE after MC reweight-
ing for events containing exactly one jet.

Figures 6.10(a)–(d). Significant improvement in the description of the jet mul-

tiplicity and η
j et
B was achieved. Quantitatively it can be explained as follows.

Before the reweighting, an excess of high-energy jets in the simulations resulted
in a larger fraction of events with > 1 jet in the event (see Figure 6.10(a)). The
reduction of the fraction of high-energy jets after the reweighting led to an in-
crease of the number of events with a single jet and a decrease of those with

two. An improvement of the η
j et
B distribution was attributed to the changes in

the Q2 spectrum, which affected the jet kinematics in the Breit frame.
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Figure 6.10.: Result of two iterations of the Q2 reweighting in the ARIADNE MC
sample. Jet multiplicity and η j et distributions in data and MC before (a,c) and
after the reweighting (b,d)
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6.5. Electromagnetic Energy Scale

The pre-processing of the data with ORANGE/PHANTOM libraries includes
dead-material and non-uniformity corrections in the electron identification al-
gorithms. Nevertheless a residual discrepancy between data and MC simula-
tions was observed. In order to study this discrepancy in detail the data and
MC events satisfying the requirements described in Chapter 5 were used.

The resolution and electromagnetic energy scale were investigated in data
and MC by taking the ratio ESI/EDA, where ESI is the measured electron energy
including all corrections and EDA the energy measured by the double-angle
method (see Section 4.4.3). As was explained, the electron energy determined
using the double-angle method is approximately independent of the absolute
energy scale of the calorimeter and therefore was used as a reference scale for
the comparison. As shown in Figure 6.11 (a) the distribution has a Gaussian-like
shape with the full width at half maximum of the data and LEPTO distributions
of about 10%. In general, the simulations adequately describe the shape of the
data distribution, however a systematic shift of the mean value was observed.

To investigate this shift in more details in each bin of EDA, a Gaussian fit to
the ESI/EDA distribution was performed. The mean value extracted from the
fit was plotted as a function of EDA (see Figure 6.11(b)). It was found that the
double ratio between the absolute ESI energy scales in data and Monte Carlo
simulations deviated from unity by less than 2%. This discrepancy was taken
into account as a systematic uncertainty as described in Section 8.3.

6.6. Jet Corrections

6.6.1. Jet Energy-Scale Calibration

In most jet analyses, the jet energy-scale uncertainty is usually the dominant
source of systematic error. Inclusive-jet cross sections are steeply falling func-
tions of jet transverse energy. An uncertainty on the hadronic energy scale af-
fects strongly the precision with which the jet cross sections can be measured.
In recent ZEUS publications [48, 159] the jet energy-scale uncertainty was de-

termined to be ±1% for jets with transverse energy E j et
T > 10 GeV and ±3% for

jets with 3 GeV < E j et
T < 10 GeV, resulting in a systematic uncertainty on the

measured jet cross section of about 5−10%, depending on the region of phase
space. In this section, the study of the hadronic energy scale performed in this
analysis is described in detail.

The response of the calorimeter to jets was investigated by comparing the
measured jet transverse energy to the transverse energy of the scattered elec-
tron. The transverse energy of the jet must be equal to that of the final-state
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Figure 6.11.: Comparison of ESI/EDA in data and Monte Carlo (a). Double ratio
between the electromagnetic energy scale in data and Monte Carlo simulations
as a function of electron energy (b).
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electron according to momentum conservation5 and the following relation
must be satisfied

r = E j et
T

E D A
T

. (6.6.1.1)

The deviation of a double ratio calculated in data and Monte Carlo events

Cscale =
r D AT A

r MC
(6.6.1.2)

indicates a difference in the hadronic energy scale of the calorimeter in data
and simulations. This factor can be used to correct the relative difference be-
tween data and MC assuming that Cscale is independent of jet energy.

The procedure for the extraction of the relative correction factors Cscale is
based on the single-jet event sample. Therefore the selection requirements
described in Section 5 were modified to conform to the assumptions of the
method. The required modifications are outlined below:

• in order to avoid problems with imprecisely reconstructed Lorentz boosts
to the Breit frame, the jet search was performed in the laboratory frame;
moreover, the calorimeter energy scale is related to the distribution of the
material within the detector volume, thus the laboratory frame is more
natural for this study;

• a single jet with E j et
T,l ab > 10 GeV and no other jets with E j et

T,l ab > 5 GeV were
required in order to suppress further hadronic activity not related to the
hard scattering;

• the requirement on the pseudorapidity and the transverse energy in the
Breit frame was omitted (see Eq. (5.6.0.2));

• to increase the number of events with hadronic activity in the forward
direction, the inelasticity cut on y was removed (see Eq. (5.6.0.1)).

Figure 6.12 demonstrates the description of the quantity r by the Monte

Carlo simulations in different intervals of η j et
l ab . In general, MC describes the

shape of the data well, however a discrepancy between the mean values of the

order of 3% was observed in some bins of η j et
l ab . The ratio of the mean values

in data and MC is illustrated in Figure 6.13(a). These values were used to cor-
rect the discrepancy in the hadronic energy scale between data and MC. The
transverse energy of the jets in the MC was multiplied such that:

E j et
T,B 7→ E j et

T,B

′ = E j et
T,B ·Cscale. (6.6.1.3)
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The result of such a relative shift was verified and is demonstrated in Fig-
ure 6.13(b).
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Figure 6.13.: Double ratio
⟨

r D AT A
⟩

/
⟨

r MC
⟩

of the transverse energies of the jet
and the electron measured with the double-angle method as a function of the
jet pseudorapidity for the 2004–2005 e− data-taking period before (a) and after
(b) jet energy-scale correction.

6.6.2. Jet Energy-Scale Uncertainty

As mentioned previously, the precise determination of the jet energy-scale un-
certainty is an important ingredient in many jet analyses, so the accuracy of the
jet energy-scale corrections, described above, was investigated in a dedicated
study. Assuming a valid description of the fraction of charged and neutral par-
ticles constituting a jet in MC simulations, the difference in hadronic energy
scale in the data and MC was examined independently using the tracking in-
formation, after the jet energy-scale correction, described above, was imple-
mented.

5It is assumed that the transverse momentum of the beam remnants is negligibly small and
the hadronic final state is attributed to a single jet.
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For jets with transverse energy in the laboratory frame E j et
T,l ab > 10GeV, the

tracks6 within the tracking-system acceptance attributed to jets were identified
according to their proximity to the jet axis

R2 = (
ηtrack −ηjet

)2 + (
ϕtrack −ϕjet

)2 < 1. (6.6.2.1)

The ratio of transverse energy of the jet, E j et
T,l ab , and the sum of traverse mo-

menta, pT,i , of matched tracks

rtracks =
E j et

T,l ab∑
tracks

pT,i
, (6.6.2.2)

was compared in the data and MC in different regions of η j et
l ab and for differ-

ent running periods (see Figures 6.14). Overall, the MC simulations provide
a good description of the data in shape, however the discrepancy between
the mean values of the data and MC distributions remains. The double ratio
〈r DATA

tracks〉/〈r MC
tracks〉 measured separately for different data-taking periods is illus-

trated in Figure 6.15. The relative difference between the hadronic energy scale
in data and MC does not exceed 1%. This discrepancy was therefore taken into
account in the systematic uncertainty. Exploiting the transverse momentum
conservation in ep collisions at HERA (see Section 5.1), it was demonstrated
in [149, 154] that jets with pseudorapidity outside the tracking acceptance re-
gion also contribute ±1%. The energy-scale uncertainty for jets with transverse

energy 3 < E j et
T,l ab < 10GeV was found [149] to be ±3%.

6.6.3. Jet Energy Correction

The energy of hadronic jets reconstructed from energy deposits in the calorime-
ter is influenced by various effects e.g. particle absorption in uninstrumented
material between the production point and the calorimeter, inhomogeneities
of the detector, noise etc. Hadron jets in the ZEUS detector typically loose
5-15% of their energy in inactive media (superconducting solenoid, support
structures etc.) in front of the calorimeter. This effect may lead to systematic
migrations of jets to cross-section bins with lower energy. In principle, such
effects must be taken into account in the unfolding procedure (see Chapter 7).
Nevertheless, in order to minimise migrations and to avoid a possible bias from
the energy loss in inactive detector media, a dedicated jet-energy correction
was employed in this analysis.

Two approaches for correcting the jet energy loss exist:

6A track was required to pass through at least three CTD superlayers and to be fitted to the
primary vertex; transverse momentum of the track has to be pT > 300MeV.
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• the bottom-up approach consists of correcting the energy of the input ob-
jects (i.e. calorimeter cells in this analysis) to compensate for the energy
loss and then using the corrected objects as an input to the jet algorithm;

• in the top-down approach the energy of identified jets is corrected di-
rectly.

In principle, with the former approach more precise correction can be achieved,
because individual jet details can be take into account, while in the later, only
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an average correction is achieved. Nevertheless, the top-down approach is
much more simple and therefore was used in this thesis.

Monte Carlo simulations were used to estimate the energy loss because they
provide the detailed information about hadron propagation in the detector vol-

ume. The measured jet energy, E j et ,det
T , depends approximately linearly on the

’true’, E j et
T , value, but the size of the energy loss depends on the thickness of

the traversed material and therefore on the jet pseudorapidity in the laboratory

frame. For this reason, the complete measurement region −1 < η
j et
l ab < 2.5 was

divided into 14 equal size regions and the correction was determined separately

in each η
j et
l ab bin.

The procedure was as follows:

• in the MC events accepted at the generated and reconstructed levels, a
pair of jets was identified according to the distance between jets in the
η−ϕ plane. A hadron-level jet was matched to the reconstructed jet if the
distance

r =
√[(

ηhad −ηdet
)2 + (

ϕhad −ϕdet
)2

]
(6.6.3.1)

between the two was small, r < 0.7, and no further jets were recon-
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structed within the cone. In order to avoid any bias on the correc-
tion procedure introduced by the boundaries of the jet phase space, the

cuts on the jet transverse energy were relaxed to E j et ,had
T,B > 6 GeV and

E j et ,det
T,B > 3 GeV at the hadron and detector levels, respectively;

• in each bin i of η j et
l ab , a linear fit

⟨
E j et ,det

T,B

⟩
= ai +bi ·

⟨
E j et ,had

T,B

⟩
was per-

formed, where
⟨

E j et ,det
T,B

⟩
and

⟨
E j et ,had

T,B

⟩
were determined using the set

of matched jets; the fits for the 2004–2005 e− running period are illus-
trated in Figure 6.16;

• the corrections were determined using theARIADNE and LEPTO sample
for each data-taking period separately.

Given the extracted fit parameters, the components of the jet four-mome-
ntum were scaled such that the following relation was obtained:

E j et ,det
T,B 7→ E j et ,cor r

T,B =
E j et ,det

T,B −ai

bi
. (6.6.3.2)

As can be seen in Figure 6.16, the fractional energy loss, represented by the
slope of the fitted straight line, varies as a function of jet pseudorapidity. The
size of the correction decreases towards the forward region of the detector.
Such a behaviour was attributed to the variation of the amount of material
in front of the calorimeter, in particular, the presence of superconducting
solenoid surrounding the tracking system.

Since the analysis was performed in the Breit frame, the jet pseudorapid-
ity in the laboratory frame was recalculated and the corresponding correction
factors were applied. Assuming a valid description of the detector effects in
the simulations, the correction was applied to both the data and MC jets. In
the simulations the correction was applied on top of that introduced in Sec-
tion 6.6.1.

6.6.4. Conclusion

Obtaining an accurate description of jet observables is a necessary prerequisite
for the measurement of the jet cross sections. In order to improve the descrip-
tion of the jet distributions in MC simulations, three types of corrections were
implemented. The described methods include the reweighting of the jet spec-
trum (Section 6.4), correction of the hadronic energy-scale difference in data
and MC (Section 6.6.1) and correction of the jet transverse energy for the looses
in inactive detector material (Section 6.6.3). As a result, the description of the
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jet quantities was significantly improved when compared to original distribu-
tions. The comparison of resulting distributions in data and MC are show in
Figures 6.17, 6.18. In addition, after implementing all jet corrections, the cor-
relation between generated and reconstructed jet quantities was checked. As

shown in Figure 6.19, the reconstructed value of E j et
T,B provides an unbiased

estimator of the truth-level quantity in the complete range of jet transverse
energies. The same conclusion can be made about jet angular variables (see

Figures 6.20, 6.21), although a slight bias for η
j et
B was observed in the region

η
j et
B < 0.5. This was attributed to the fact that at the generator level the origin

of the ZEUS coordinate system was used instead of the position of the primary

vertex for the determination of η j et
B .

After the correcting the difference between the hadronic energy scale in
data and simulations, the energy-scale uncertainty for the calibrated jet sam-

ple is equal to ±1% for jets with E j et
T,B > 10 GeV and ±3% for jets with 3 < E j et

T,B <
10 GeV. The effect of this uncertainty on the measured jet cross sections will be
discussed in Section 8.3.

Given that an accurate description of the measured distributions in MC
has been demonstrated in this chapter, a reliable estimation of detector effects
such as trigger and/or reconstruction inefficiencies, migrations etc. can be per-
formed and will be described in Chapters 7 and 8.
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Figure 6.20.: Correlation between generated and reconstructed jet pseu-

dorapidity η
jet,det
B vs η

jet,had
B (top row). Relative difference distribution(

η
jet,det
T,B −η

jet,had
T,B

)
/ηjet,had

T,B (middle row). Variation of the relative difference with

respect to η
jet,had
T,B (bottom row).
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Figure 6.21.: Correlation between generated and reconstructed jet pseu-

dorapidity ϕ
jet,det
B vs ϕ

jet,had
B (top row). Relative difference distribution(
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jet,det
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jet,had
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)
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respect to ϕ
jet,had
T,B (bottom row).

103





CHAPTER 7

Cross-Section Determination

The data are subject to various detector effects including non-linear response,
finite resolution, limited acceptance and reconstruction inefficiencies. Such
distortions in the case of vanishing background contributions are described by
the Fredholm integral equation [71]:

∫
Ω

K (s, t ) f (t ) dt = g (s) , (7.0.4.1)

where g (s) is the measured distribution, f (t ) the underlying true distribution
and the kernel K (s, t ) describes the response of the detector. Thus the determi-
nation of f (t ) requires the solution of this equation. The process of extracting
the true distribution from the measured one is called unfolding. Various tech-
niques were proposed in the literature to solve equation 7.0.4.1. In this the-
sis the so-called method of correction factors (or bin-by-bin method) was em-
ployed.

In this chapter the procedure used for the determination of the inclusive-jet
cross sections is described. In Section 7.1 the bin-by-bin method is presented.
In Section 7.2 the sensitivity of the cross section determination procedure to
the choice of MC model is investigated. After discussing the influence of the
polarisation and higher-order QED effects on the measurements in Sections 7.3
and 7.4, respectively, the chapter concludes with the binning definition for the
jet-production cross sections.
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7. Cross-Section Determination

7.1. Acceptance Correction

The differential cross section for inclusive-jet production in some kinematic
bin is determined according to:

dσ

dX

∣∣∣∣
bin,i

= Nbin,i

L ·∆bin,i
·A −1

bin,i ·Cbin,i , (7.1.0.2)

where Nbin,i is the number of jets reconstructed in the data in bin i , L the
integrated luminosity of the data sample, ∆bin,i the bin width and Abin,i the
acceptance correction factor described below. The effects from higher-order
QED processes or those related to the polarisation of the lepton beam need to
be included in the definition of the cross section in order to obtain an observ-
able consistent with that provided by existing NLO QCD codes (see Section 8.1).
These effects are combined in the additional multiplicative term Cbin,i .

The acceptance correction factors Abin,i are applied to the data in order to
correct for detector effects. They are determined using MC samples from the
number of jets generated in some kinematic bin, N gen

bin,i , and the number of jets
reconstructed in the same bin, N rec

bin,i :

Abin,i =
N rec

bin,i

N gen
bin,i

. (7.1.0.3)

In order to ensure the validity of this bin-by-bin multiplicative correction, the
migrations across the neighbouring bins have to be sufficiently small and MC
simulations have to provide a good description of the shape of the measured
distributions. Two additional variables can be defined in order to quantify the
detector effects, namely the purity

P =
N rec∧gen

bin,i

N rec
bin,i

(7.1.0.4)

and the efficiency

E =
N rec∧gen

bin,i

N gen
bin,i

. (7.1.0.5)

In these definitions N rec∧gen
bin,i represents the number of jets generated and re-

constructed in some particular bin. The purity of a bin is the fraction of jets
generated and reconstructed in a given bin divided by the number recon-
structed in that bin. It corresponds approximately to the fraction of jets that
migrated from the neighbouring bins into the bin under consideration. This
can happen, for example, due to the finite resolution of the detector. The effi-
ciency quantifies the fraction of jets that were genereted and reconstructed in

106



7.2. MC Studies of the Unfolding Approach

the same bin; 1−E is an estimate of jet loss due to migrations outside the mea-
surement bin or due to reconstruction inefficiency or cut requirements. Using
purity and efficiency the acceptance can be re-expressed as:

A = E

P
. (7.1.0.6)

The terms appearing in the definitions (7.1.0.3)–(7.1.0.5) are not statistically
independent, therefore a correlation between different factors has to be taken
into account when the statistical uncertainty attributed to A , P or E factors is
needed. However, they can be expressed in terms of statistically independent
quantities

P =
N rec∧gen

bin,i

N rec∧gen
bin,i +N rec∧pgen

bin,i

, E =
N rec∧gen

bin,i

N rec∧gen
bin,i +Nprec∧gen

bin,i

, A =
N rec∧gen

bin,i +Nprec∧gen
bin,i

N rec∧gen
bin,i +N rec∧pgen

bin,i

,

(7.1.0.7)

where Nprec∧gen
bin,i and N rec∧pgen

bin,i are the number of jets generated but not recon-
structed in bin i and reconstructed but not generated in that bin, respectively.

The acceptance correction factors, efficiency and purity for the relevant
inclusive-jet cross sections determined using either LEPTO or ARIADNE MC
samples are shown in Figures 7.1 (a)–(c). In general, the purity is typically above
40% for all kinematic observables, while the efficiency is typically between 30%
and 65%. The decrease of efficiency in the region 250GeV2 <Q2 < 500GeV2 was
observed before [149, 154, 155, 160] and was attributed to the reduced electron
identification capabilities in the transition region between the RCAL and BCAL.
The acceptance correction factors never exceed 1.6 and are typically below 1.4.
A major limitation of the described method is its possibly high sensitivity to
the MC true-level distribution [161]. This effect is investigated in the following
section.

7.2. MC Studies of the Unfolding Approach

As was demonstrated in Chapter 5, both MC models after the reweightings de-
scribe the observed distributions reasonably well and are consistent with each
other at the detector level. However, as can be seen in Figure 7.1, the accep-
tance correction factors estimated using ARIADNE and LEPTO MC models
can differ by 10%, implying substantial difference between the generators at
the hadron level. In order to investigate the stability of the unfolding proce-
dure with respect to the choice of MC model, an additional study has been per-
formed.

The observed cross-section value in a particular bin can be regarded as a
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Figure 7.1.: Acceptance correction factors, efficiency and purity for inclusive-jet

cross sections as functions of E j et
T,B , η j et

B and Q2.
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7.2. MC Studies of the Unfolding Approach

Gaussian-distributed1 random variable x = N
(
µ, w

)
with mean value, µ, pro-

vided by the true physical cross section and the variance, w , given by statistical
uncertainty2. In this context, the Eq. (7.1.0.2) has to be considered as a defini-
tion of a statistical estimator of the true cross-section value.

The pull distribution provides valuable information when the properties of
an estimator such as bias and efficiency are studied. It is defined as

p = x −µ

w
. (7.2.0.8)

This quantity follows a normal distribution with zero mean and unit variance
if an estimator, x, is unbiased and its variance is correctly determined. In prac-
tice, however, the true cross-section value, µ, is unknown and has to be deter-
mined. Therefore for investigation of the properties of the employed unfolding
approach, pseudo-experiments were performed. For this purpose, LEPTO and
ARIADNE MC events were split separately in ten equal-size statistical samples.
For every sample the true cross-section value, provided by the hadron-level
prediction is known, and pulls can be constructed. For every single-differential
cross section, the detector-level spectra of both MC samples were unfolded us-
ing the acceptance-correction factors determined using the full LEPTO sam-
ple3. The unfolded cross sections were compared to the corresponding hadron-
level values. The statistical uncertainty of the detector-level cross section was
used as an estimate of w . The obtained pull distributions for individual cross-
section bins were added together and presented in Figure 7.2. Additional fig-
ures with individual pull distributions for all single-differential cross-section
bins can be found in the Appendix.

It was observed that the LEPTO acceptance correction applied to LEPTO

pseudo-data provides an unbiased estimate of the hadron-level cross section.
However, when the same correction factors were applied to ARIADNE, non-
Gaussian pull distributions with significant bias and non-unit variance were
observed, indicating sensitivity of the cross-section estimate to the choice of
MC model. This effect was taken into account in the systematic-uncertainty
assessment (see Section 8.3).

1In general, the number of counts in a particular bin follows a multi-Poisson distribution, as
described in Section 8.4, nevertheless the Gaussian approximation can be used in the limit
of large number of counts (no bins with less than 55 counts were observed).

2Experimental uncertainty can be neglected for simplicity.
3The small correlation between the acceptance-correction factors and detector-level number

of counts in LEPTO pseudo-experiment samples can be neglected.
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Figure 7.2.: Pull distributions for dσ/dQ2 (a,b) dσ/dE j et
T,B (c,d) dσ/η j et

B (e,f)
cross sections in LEPTO and ARIADNE MC.
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7.3. Polarisation Correction

7.3. Polarisation Correction

The MC samples used in this analysis were generated assuming vanishing po-
larisation of the lepton beam, Pe = 0. In order to take non-zero polarisation
of the electrons into account, the MC samples were reweighted using theo-
retical predictions. For this purpose the HECTOR program [162] interfaced to
BASES [163] with the CTEQ5D PDFs [96] was used. The reweighting factors
were determined from the ratio of predictions for the unpolarised inclusive DIS
cross sections and those for the lepton beam polarisation corresponding to the
particular data-taking period. The polarisation correction was implemented as
a weight assigned to each MC event according to the Q2 of the scattering pro-
cess:

wp
(
Q2

)= wp = σpol

σunpol
. (7.3.0.9)

The average polarisation for different data-taking periods is summarised in
Table 7.1. The obtained correction factors for the 2005 e− sample as a function

Data-taking period Average polarisation, Pe

2004-2005 e− -0.06184
2006 e− 0.09386
2006-2007 e+ -0.06857

Table 7.1.: The average polarisation values for the data samples used in the
analysis.

of Q2 and using a spline interpolation are illustrated in Figure 7.3. The size of
the correction increases with increasing Q2 but nowhere exceeds 3% and typ-
icaly is below 1%. The sign of the correction depends on the helicity of the
lepton beam.

After applying this correction, MC events corresponded to the data sam-
ple with correct average polarisation of the lepton beam. Nevertheless, as de-
scribed in Section 8.1, direct comparison of the measured spectra, unfolded us-
ing corrected MC samples, is imposible, because NLO pQCD predictions used
in this thesis do not take into account polarisation effects. Therefore, besides
the polarisation correction applied to MC events, an inverse of determined fac-
tors, w−1

p

(
Q2

)
, were applied to the data in order to obtain jet cross sections

corresponding to unpolarised lepton scattering.

7.4. QED Corrections

The theoretical predictions for the measured cross sections obtained using the
NLOJET++ program include only the leading-order QED contribution, while
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Figure 7.3.: The polarisation reweighting factors for the 2004/2005 e− data tak-
ing period determined using the HECTOR program. The red curve represents
the spline interpolation.

the measurements were influenced by higher-order processes like the running
of the electromagnetic coupling, initial- and final-state EM radiation etc. To
maintain the consistency between the data and theoretical predictions, the
measured cross sections were corrected to the Born level using the MC pre-
dictions. A multiplicative factor applied to the data was determined using two
LEPTOMC samples with higher-order QED processes switched on and off. The
corresponding jet cross sections are denoted by σQED and σBORN, respectively.
The correction factor is equal to the ratio:

C
QED
i = σBORN

i

σ
QED
i

. (7.4.0.10)

Figure 7.4 illustrates the QED corrections determined in different kinematic

bins. In general, the correction is approximately independent of E j et
T,B and in-

creases with increasing Q2. It is about 3% in the lowest Q2 range and reaches
about 10% for 5000 <Q2 < 20000 GeV2.
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Figure 7.4.: QED multiplicative correction factors for inclusive-jet cross sec-

tions as functions of E j et
T,B in bins of Q2.

7.5. Bin De�nition

The choice of the size of the bin width is limited by two factors. Naturally, in
order to obtain maximum information from the measurements, the bin width
has to be as small as possible. However, the reduction of the bin size leads to a
decrease of the number of entries. Therefore the width must be large enough
to obtain a statistically significant number of entries per bin. In addition, be-
cause of finite resolution and possibly non-linear response of the detector, the
migration effects can be substantial when the bin width is much smaller than
the detector resolution. Besides that it is convenient to define the binning for
inclusive-jet analysis consistent with that of the dijet and trijet analysis per-
formed at ZEUS [149, 164].

The binning definition for the jet cross sections measured in this analysis is
outlined below.
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7. Cross-Section Determination

Bin De�nition for dσ/dQ2

For the single-differential cross-section dσ/dQ2, six bins were defined span-
ning the measurement phase space from 125 GeV to 20000 GeV. Since the in-
clusive NC DIS cross section scales approximately as 1/Q4, the size of the bins
increases with increasing Q2 in order to obtain a statistically significant jet sam-
ple in each bin. Moreover, the bin width was chosen to be exceeding the vari-
able resolution in particular bin, in order to minimise the migration effects.

Bin De�nition for dσ/dE j et
T,B

For the single-differential inclusive jet cross section as a function of E j et
T,B , again

six bins were chosen with varying width. Although the cross section is large at

low E j et
T,B the size of the bin width was limited by the purity at low jet transverse

energies. At low E j et
T,B the measurement is bounded by the phase-space restric-

tion E j et
T,B > 8 GeV, while the upper limit was chosen as 100 GeV because only

very few jets in the sample have an E j et
T,B value above 100 GeV.

Bin De�nition for dσ/dη j et
l ab

The cross-section dσ/dη j et
l ab spans the region−2 < η

j et
B < 1.8 and has 5 bins. The

sizes of the bins were chosen in order to optimise the purity and at the same
time get sufficient number of bins for retaining essential features of the shape
of the distribution. As can be seen in Figure 7.1 (b), a stable and reasonably
high purity was achieved.

Bin De�nition for dσ/dE j et
T,B in di�erent regions of Q2

The single-differential cross-sections dσ/dE j et
T,B were measured in six regions of

Q2. The size of the Q2 bins corresponds to that of the dσ/dQ2 cross section and
the E j et

T,B binning scheme was the same as for the Q2-integrated dσ/dE j et
T,B cross

section.
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CHAPTER 8

Results. Inclusive-Jet Cross Sections

8.1. NLO Calculations

The next-to-leading-order QCD
(
O

(
αs

2
))

predictions for the observables mea-
sured in this thesis were calculated using the NLOJET++ program [165, 166].
The predictions were performed in the MS renormalisation and factorisation
scheme and the dipole-subtraction method was applied to cancel the singu-
larities arising in intermediate calculations from infrared and collinear phase-
space regions. The number of active flavours was set to five and renormalisa-
tion

(
µR

)
and factorisation

(
µF

)
scales were set to

µR =
√

Q2 +E j et
T,B

2
(8.1.0.1)

µF =Q2, (8.1.0.2)

respectively. The strong-coupling evolution was calculated at two loops with
αs (MZ ) = 0.1176. The HERAPDF 1.5 proton PDF parametrisation [167] was
used in the calculations, however alternative sets were also investigated. The
parton-level predictions for the jet cross sections were obtained by applying the
kT algorithm in the Breit frame to the partons generated by the program. In or-
der to obtain predictions for jets of hadrons, the calculations were corrected to
the hadron level using the MC models, as described in 8.1.1. The predictions do
not include contributions from γZ interference or Z 0 exchange, so they were
corrected for these effects; the details of the correction procedure are given in
Section 8.1.2.
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8. Results. Inclusive-Jet Cross Sections

The uncertainty on the theoretical predictions was investigated and is pre-
sented in the Section 8.2.

8.1.1. Hadronisation Correction

In order to directly compare the NLO QCD predictions with the data, the cal-
culations have to be corrected for hadronisation effects, because the measure-
ments refer to jets of hadrons while the predictions relate to partons. To de-
termine hadronisation corrections and to estimate the influence of the parton-
shower modelling and hadronisation process, the predictions from ARIADNE

and LEPTO event generators were utilised. The hadronisation correction was
determined from the ratio

C hadr
i = σhadr

i

σ
part
i

(8.1.1.1)

of the jet cross sections at the hadron, σhadr
i , and parton σ

part
i levels, respec-

tively. The parton-level cross section was determined using the partons avail-
able as an input to the hadronisation model after the parton-shower simulation
step. The hadron level refers to the ’stable’1 particles available in the MC event
record. An average of the correction factors determined from ARIADNE and
LEPTO was used to correct for hadronisation effects.

Figure 8.1 illustrates the hadronisation corrections as functions of E j et
T,B in

different regions of Q2. Both MC generators predict similar behaviour of the
correction factors. In general, the correction does not exceed 15% and its mag-

nitude decreases with increasing E j et
T,B and Q2.

8.1.2. Electroweak Corrections

As mentioned earlier, the fixed-order pQCD predictions from the NLOJET++
include only the single-photon exchange component. However the contribu-
tion from γZ -interference and Z 0-exchange become significant in the kine-
matic region of boson virtualities Q2 > 1000GeV2. The LEPTO generator was
utilised for the estimation of the size of these effects. The ratio of the jet pro-
duction cross sections calculated including and excluding electroweak effects
was used for the correction:

C Z 0

i = σZ 0

i

σno Z 0

i

. (8.1.2.1)

1According to the ZEUS convention, all particles with lifetime τ> 10 ns.
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Figure 8.1.: Hadronisation multiplicative correction factors for inclusive-jet

cross sections as function of E j et
T,B in bins of Q2, applied to the NLO pQCD pre-

dictions. The correction factors were determined using LEPTO and ARIADNE

MC samples.

The γZ 0 interference depends on the charge of the lepton beam, thus the lumi-
nosity-weighted average of the correction factors for the e+p and e−p scattering
was applied to the pQCD predictions.

The correction factors are shown in Figure 8.2. The size of the correction
is approximately independent of jet transverse energy and increases with in-
creasing exchanged boson virtuality, reaching about 20% in the largest Q2 bin.

8.2. Theoretical Uncertainties

In order to test perturbative QCD predictions it is important to check the sta-
bility of the predictions with respect to variations of input parameters, such as
the value of αs , proton PDF, renormalisations and factorisation scales etc. In
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Figure 8.2.: Electroweak multiplicative correction factors for inclusive-jet cross

sections as function of E j et
T,B in bins of Q2, applied to NLO pQCD predictions.

The correction factors were determined using dedicated LEPTO MC samples.

this analysis, an uncertainty was attributed to each individual variation of the-
oretical parameters. The following sources of uncertainty were investigated:

• the uncertainty on the predicted inclusive-jet cross section due to the
value of αs (MZ ) was estimated by repeating the calculations assum-
ing different values2 of αs (MZ ) =0.1156 and 0.1196 and using the corre-
sponding proton PDF sets from the HERAPDF 1.5 series. The resulting
uncertainty was typically about ±2%;

• the uncertainty on the NLO QCD calculations arising from higher-order
terms, estimated by varying the renormalisation scale up and down by a

factor of 2. It was about ±10% in the low-Q2, low-E j et
T,B region but decreas-

ing to about ±5% at high Q2 and high E j et
T,B ;

2These values correspond to the standard deviation of αs , that was determined in the
HERAPDF fit [167]
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8.3. Systematic Uncertainties

• the uncertainty of the calculations originating from the dependence on
factorisation scale was estimated by repeating the calculations with µF

scaled up and down by factors 0.5 and 2, resulting in a difference between
the predictions .±3%;

• the uncertainty due to the modelling of the parton shower was estimated
as the symmetric relative difference between the predictions for hadroni-
sation correction factors obtained using LEPTO or ARIADNE MC

δ±PS,i =
1

2
max

(∣∣∣C hadr
LEPTO,i

−C hadr
av,i

∣∣∣ ,
∣∣∣C hadr
ARIADNE,i

−C hadr
av,i

∣∣∣), (8.2.0.2)

where

C hadr
av,i = 1

2

(
C hadr
LEPTO,i

+C hadr
ARIADNE,i

)
.

It was found to be typically about ±1% in most of the phase space.

• the statistical uncertainty of the theoretical calculations was < 1% and
therefore was neglected.

• the theoretical uncertainty due to the proton PDF was estimated accord-
ing to the HERAPDF 1.5 recommendation [167]. The error was subdi-
vided into two independent components: PDF eigenvectors variations
and model and parametrisation variations (see Chapter 9 for detailed
discussion). The detailed breakdown of PDF uncertainty for individual
double-differential cross-section bins is presented in Figure 8.4. Overall,
the uncertainty amounts to about . 5% for Q2 < 5000 GeV2 and . 3%
in the high-Q2 region. Thus, the PDF uncertainty is the second-largest
contribution to the total theoretical uncertainty. It was observed that the
dominant contribution to the PDF error was due to assumptions in the
PDF parametrisation3.

The total theoretical uncertainty was calculated by summing the individual
contributions in quadrature. The break-down of the theoretical uncertainties
as functions of E j et

T,B and Q2 is summarised in Figure 8.3.

8.3. Systematic Uncertainties

Systematic uncertainties arise due to various effects such as, for example, in-
complete understanding of the detector response or deficiencies in the mod-
elling of the ep physics. The systematic uncertainties from identified sources

3The predictions with the largest deviation from the central value were characterised by spe-
cific PDF parametrisation in which parameters Euv and Duv were let to be free parameters
in the PDF fit. See Section 9.2.1 for more details.
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Figure 8.3.: Estimated theoretical uncertainties on NLO pQCD predictions as

functions of Q2 (a) and E j et
T,B (b).

were quantified in the the following way. For each source of uncertainty at-
tributed to imperfect knowledge of some continuous parameter, a variation
by its estimated uncertainty was performed and the cross sections were re-
evaluated. In the case when the source of uncertainty is attributed to a spe-
cific reconstruction technique, the difference with respect to the cross section
calculated using an alternative reconstruction method is taken as an approxi-
mation of the systematic uncertainty. The positive, δ+i , (negative, δ−i ) variations
of the cross sections were added in quadrature in order to obtain the positive
(negative) total systematic uncertainties

δ2
(+) =

∑
i
δ(+)

i

2
,

δ2
(−) =

∑
i
δ(−)

i

2
.

In what follows a detailed description of the sources of systematic uncer-
tainties is presented.

• Hadronic energy scale
As demonstrated in Section 6.6.1, the precision to which the absolute jet-
energy scale can be calibrated in the data is down to ±1% for jets with
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8.3. Systematic Uncertainties

eigenvector model/parametrisation
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Figure 8.4.: Estimated theoretical uncertainty on NLO pQCD predictions due to

PDF as functions of E j et
T,B in different bins of Q2.
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8. Results. Inclusive-Jet Cross Sections

E j et
T,l ab > 10 GeV and, as was found in other jet analysis at ZEUS, ±3% for

jets with 3 < E j et
T,l ab < 10GeV. Therefore, to assess the effect of this un-

certainty on the cross sections, the jet transverse energy was varied in
the MC simulations up and down within the specified limits. Each vari-
ation resulted in a single-sided4 change of the cross sections in all bins
with respect to the nominal values. This uncertainty was monotonically
decreasing as a function of Q2, ranging from 5% at low Q2 to 3% in the

highest Q2 bin. As a function of E j et
T,B , it was approximately constant and

did not exceed 7%.

• Jet energy resolution
In study [149] the description of the jet energy resolution in data and MC
simulations was investigated. For this purpose single-jet events were se-
lected and two quantities:

σDATA
rel =

E j et
T,l ab −ET,D A

ET,D A
, (8.3.0.3)

σMC
rel =

E det , j et
T,l ab −E had , j et

T,l ab

E had , j et
T,l ab

. (8.3.0.4)

where E j et
T,l ab is the jet transverse energy in the laboratory frame and ET,D A

is the transverse energy of the scattered electron (see Eq. (4.4.3.5)), while

E det , j et
T,l ab (E had , j et

T,l ab ) is the jet transverse energy determined at the recon-

structed (generated) level in MC, were examined. Two variables σDATA
rel

and σMC
rel represent the measure of the jet-energy resolution in data and

simulations, respectively. In that study, the agreement between these two
quantities was found to be sufficient for not attributing the systematic
uncertainty to this source.

• Acceptance correction
The dependence of the acceptance correction factors on the modelling of
the parton-shower process was taken into account in the systematic un-
certainty. The cross sections were re-evaluated using the acceptance cor-
rections obtained from the ARIADNE sample instead of LEPTO. In order
to symmetrize the uncertainty, half of the absolute difference between
the obtained cross sections was assigned to positive and negative com-
ponents of the systematic error. The effect of the change of MC program
was below 3% for Q2 < 1000 GeV2 but increased up to 5% in the largest

4As the result of the variation, the measured cross sections in all bins increase or decrease
simultaneously.

122



8.3. Systematic Uncertainties

Q2 bin. As a function of E j et
T,B it was typically below 5% but reached 10%

in the high-E j et
T,B regions. In principle, in order to reduce this sensitivity a

composition of generated event samples can be used for the determina-
tion of the acceptance-correction factors. Nevertheless, in this analysis,
the LEPTO sample was used as a nominal event generator, as it initially
provided a better description of the data.

• Dependence on the electron finder
The SINISTRA electron finder (see Section 4.3) was used for the determi-
nation of the nominal cross-section values. In order to estimate the size
of the systematic uncertainty attributed to the electron identification, the
EM electron finder [142, 143] was used as an alternative5. The resulting
uncertainty was typically about 0.5% but could reach 2% in regions of
high Q2.

• Electromagnetic energy scale
The uncertainty on the electromagnetic energy scale was determined us-
ing a technique similar to that for the calibration of the hadronic en-
ergy scale. Exploiting the approximate independence of the energy of the
electron reconstructed using the double-angle method, a calibration of
the absolute electromagnetic energy scale of the calorimeter can be per-
formed. As was demonstrated in Section 6.5, the residual discrepancy
between data and MC simulations was less than 2%. This value was in-
terpreted as an uncertainty on the electron energy scale and was prop-
agated to the cross sections by varying the scattered electron energy up
and down by ± 2% in the Monte Carlo simulation. Therefore, this varia-
tion also covers the uncertainty due to the determination of the Lorentz
boost to the Breit reference frame.

• Track-veto efficiency correction
In order to estimate the size of the effect on the cross sections due to the
MC track-veto correction introduced in Section 6.3, the procedure was
changed slightly. Instead of the parametrisation of the track-veto effi-
ciency as a function of yD A, the CTD-FLT vertex-track multiplicity was
used as an alternative. The effect on the cross section was typically about
0.5%.

• Photoproduction background
The contribution to the high-Q2 NC DIS jet cross sections from photo-

5By such a variation the effects due to the characteristics of a particular identification algo-
rithm (SINISTRA is based on neural-network pattern recognition, while EM models directly
the probability of a shower to originate from the DIS electron candidate) are taken into ac-
count.
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8. Results. Inclusive-Jet Cross Sections

production processes can be estimated using the dedicated Monte Carlo
event generators e.g. PYTHIA andHERWIG. As was demonstrated in Sec-
tion 5.6, the photoproduction background can be neglected in the phase
space studied here.

• Selection cuts variation
The stability of the results with respect to the choice of particular cut val-
ues, introduced in Chapter 5, was investigated. For this purpose the cut
thresholds were changed in the data and MC according to the resolution
of the considered quantity. As mentioned in Section 5.6, the description
of the

(
E −pZ

)
-distribution in the data by simulations was inaccurate and

requires correction. Hence, for

–
(
E −pZ

)
cut: the variation by ±6% was performed and resulted in

the change of the cross sections by .±1%

• Luminosity
The luminosity and its uncertainty were determined using dedicated de-
tector components, as described in Section 3.3. The overall normalisa-
tion of the measurements depends on the integrated luminosity of the
data sample that was determined with ±1.8% for the given data-taking
period.

All described systematic studies are summarised in Table 8.1. The total uncor-
related component of the experimental systematic uncertainty was obtained by
adding corresponding individual contributions in quadrature. The Figure 8.5
illustrates the individual components of the statistical and systematic uncer-
tainties as functions of various kinematic observables.

Source Variation Applied to Correlation

jet energy scale
±3% for 3 < E j et

T,l ab < 10GeV,

±1% for E j et
T,l ab > 10GeV

MC bin-to-bin corre-
lated

electron energy scale ±2% MC bin-to-bin corre-
lated

selection cuts variation
E −pZ cut ±6% data and MC uncorrelated

Additional

Acceptance correction ARIADNE data bin-to-bin corre-
lated

Electron identification EM-algorithm data and MC uncorrelated
track veto efficiency
correction

as function of CTD-FLT
track multiplicity

MC uncorrelated

Table 8.1.: Summary of variations investigated for the systematic-uncertainty
estimation.
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8. Results. Inclusive-Jet Cross Sections

8.4. Statistical Correlations

In counting experiments, the statistical uncertainty is typically assumed to fol-
low a Poisson distribution. However in the case of inclusive jet production, in
which every jet is counted, such an assumption is incorrect because jets ap-
pear in pairs or with even higher multiplicity. Thus, the occurrence of jets is
not a Poisson process. However, taking into account that the number of events
with a given jet multiplicity accumulated during a fixed time interval is indeed
Poisson distributed, it was demonstrated [168] that the probability of observing
n jets in a given bin of a jet cross section6 is given by the multi-Poisson:

P (n1,n2,n3, . . .) =
∏

i
e−λi ·

λ
ni
1

ni !
, (8.4.0.5)

where λi denotes the expectation value for the number, ni , of i -jet events and
where the product runs over allowed jet multiplicities in a given reaction. By
definition, the expected number of jets in a given bin is:

〈n〉 =
∞∑

n=0
n

∑
n1,n2,n3,...

P (n1,n2,n3, . . .) (8.4.0.6)

with the number of jets, n, constrained by the requirement

n = n1 +2·n2 +3·n3 + . . . (8.4.0.7)

Substituting the expression for P (n1,n2,n3, . . .), the mean value and the vari-
ance of the number of jets can be shown to be

〈n〉 =λ1 +2·λ2 +3·λ3 + . . . (8.4.0.8)⟨
n2⟩− (〈n〉)2 =λ1 +4·λ2 +9·λ3 + . . . (8.4.0.9)

Since the expectation values λi are not known, the number of observed events
with a given jet multiplicity was used as an estimator. Thus, the statistical un-
certainty in this analysis was calculated according to the following expression:

σstat =
√

N1 +4· N2 +9· N3 + . . ., (8.4.0.10)

where Ni is the number of observed i -jet events.

The model for statistical uncertainties for E j et
T and η j et distributions is

more complicated, because different jets in a single event can end up in dif-
ferent cross-section bins. Such assignment of jets results in a statistical cor-
relation between entries in different bins. The probability distribution is still
multi-Poissonian, however more possibilities for assignment of the jets to dif-
ferent cross-section bins have to be taken into account. Those are

6It is assumed that all jets in event are assigned to the same bin, as for example, in Q2 distri-
bution.
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8.4. Statistical Correlations

1. 1-,2-,3-jet events, . . . , in which only one jet lies in a given bin. The corre-
sponding event numbers and expectation values are n1,1,n1,2,n1,3, . . . and
λ1,1,λ1,2,λ1,3, . . ., respectively.

2. 2-,3-jet events, . . . , in which exactly two jets fall in a given bin. The cor-
responding variables are denoted by n2,2,n2,3, . . . and λ2,2,λ2,3, . . ., respec-
tively.

3. events with larger jet multiplicity are treated analogously.

Taking these possibilities into account, the corresponding probability distribu-
tion is expressed as:

P
(
n1,1,n1,2, . . . ,n2,2,n2,3, . . .

)= (∏
i1

e−λ1,i1 ·
λ

n1,i1
1

n1,i1 !

)
·

(∏
i2

e−λi2 ·
λ

ni2
1

ni2 !

)
· . . . .

(8.4.0.11)
Evaluating the mean number of jets and the variance, the following expressions
can be obtained:

〈n〉 =λ1,1 +λ1,2 + . . .+2·
(
λ2,2 +λ2,3 + . . .

)+3·
(
λ3,3 +λ3,4 + . . .

)+ . . . ;
(8.4.0.12)⟨

n2⟩− (〈n〉)2 =λ1,1 +λ1,2 + . . .+4·
(
λ2,2 +λ2,3 + . . .

)+9·
(
λ3,3 +λ3,4 + . . .

)+ . . . .
(8.4.0.13)

An estimator of statistical uncertainty calculated from observed numbers of
events is:

σstat =
√

N1,1 +N1,2 + . . .+4·
(
N2,2 +N2,3 + . . .

)+9·
(
N3,3 +N3,4 + . . .

)+ . . ..
(8.4.0.14)

The estimate of covariance between numbers of jets in bins i and j can also
be derived [168]:

covi j = N (2)
i , j +

∑
k ̸=i ,k

(
N (3)

i , j ,k +N (3)
i ,k, j +N (3)

k,i , j

)
+2·

(
N (3)

i , j , j +N (3)
i ,i , j

)
+ . . ., (8.4.0.15)

where N (2)
i , j is the number of 2-jet events with jets in bins i and j ; N (3)

i , j ,k is the

number of 3-jet events with jets in bins i , j and k, correspondingly. As follows
from Eq. (8.4.0.15), only positive correlation between different bins is possible.

The resulting correlation values for different bins of the dσ/dE j et
T,B cross sec-

tion in different regions of Q2 are presented in Figure 8.6 and in Appendix in
Tables A.6, A.7. As Figure 8.6 shows, the statistical correlation may reach up to

40%. Only those E j et
T,B bins belonging to the same Q2 range have non-vanishing

correlations. It is important to take correlations into account when a fit to the
cross section is performed, especially for bins in the phase-space region with
limited jet statistics, e.g. Q2 > 5000 GeV2 (see Chapter 9).
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Figure 8.6.: Correlation matrix for double-differential inclusive-jet cross section

as a function of E j et
T,B in different regions of Q2
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8.5. Inclusive Jets in High-Q2 DIS

In this section the results of the inclusive-jet cross-sections measurements in
neutral current deep inelastic scattering are presented. The measurements in-
clude single- and double-differential jet-production cross sections. The later
were used for determination of the value of the strong coupling, αs (MZ ).

The cross sections were measured in the high-Q2 region of phase space de-
fined by 125 < Q2 < 20000 GeV2 and 0.2 < y < 0.6. The measurements refer to
each jet of hadrons reconstructed using the kT algorithm in the longitudinally
invariant inclusive mode in the Breit reference frame with transverse energies

E j et
T,B > 8 GeV and pseudorapidity −1 < η

j et
l ab < 2.5. The total integrated luminos-

ity of the data amounts to L = 295 pb−1.
The absolute values of cross sections, statistical and systematic uncertain-

ties as well as values for QED and Z0 cross sections are summarised in Ap-
pendix A.

8.5.1. Observables

The single-differential jet cross sections measured as functions of Q2, E j et
T,B and

η
j et
l ab are shown in Figures 8.7, 8.8, 8.9. In addition, the inclusive-jet cross sec-

tions dσ/dE j et
T,B and the relative difference of the cross sections with respect to

the next-to-leading-order predictions, measured in different regions of Q2, are
shown in Figures 8.10 and 8.11, respectively.

The measurements were corrected for detector effects like limited detec-
tor acceptance, resolution and efficiency as well as for higher-order QED ra-
diation and running of the fine-structure constant, αem , (see Chapter 7) and,
thus, correspond to the Born-level QED process. Perturbative NLO QCD pre-
dictions calculated using the NLOJET++ program based on HERAPDF 1.5
proton PDFs sets were compared to the data. TheNLOJET++predictions refer
to jets of partons, while the measurements refer to those of hadrons, therefore
the theoretical predictions were corrected for hadronisation effects (see Sec-
tion 8.1.1). These predictions do not include contributions from Z0 exchange
and γZ0 interference effects, for which the calculations have been corrected as
described in Section 8.1.2. The renormalisation and factorisation scales were
set to µ2

R =Q2 +E j et
T,B

2
and µ2

F =Q2 in the calculations, respectively.
The measured cross sections presented in this chapter are shown as dots in

the figures. The inner error bars represent the statistical uncertainties. The sta-
tistical and systematic uncertainties not associated with the uncertainty in the
absolute energy scale of the jets, added in quadrature are shown as the outer
error bars. The total theoretical uncertainty and the uncertainty on the mea-
sured cross sections due to the absolute energy scale of the jets are displayed
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8. Results. Inclusive-Jet Cross Sections

as hatched and shaded bands, respectively. The uncertainty due to jet energy
scale is highly correlated across individual bins and therefore indicated sepa-
rately.

8.5.2. Single-Di�erential Cross Sections

Inclusive-jet dσ/dQ2 Cross Section

The inclusive-jet production cross-section dσ/dQ2 is presented in the Fig-
ure 8.7. The cross section is a steeply falling function, decreasing more than
three orders of magnitude in the measured phase space, reflecting the propa-
gator of the exchanged boson.

The dominant sources of systematic uncertainties are those due to the jet
energy scale and modelling of the parton shower. The size of the statistical un-
certainty varies within the 1–3% range, depending on the value of Q2. The total
relative uncertainty on the theoretical predictions is less than 13% and typically
within 5%.

Overall, the NLO QCD predictions describe the data very well in shape and
normalisation within the experimental and theoretical uncertainties.

Inclusive-jet dσ/dE j et
T,B Cross Section

In Figure 8.8 the single-differential inclusive-jet dσ/dE j et
T,B cross section is pre-

sented. The cross sections decrease as the transverse energy of the jet increases,
falling by more than two orders of magnitude in the measured range, comply-
ing with the dynamics of hard-scattered partons. The statistical uncertainty is

less than 1% at low E j et
T,B and reaches about 4% at large values of E j et

T,B . The total
uncorrelated systematic uncertainty is less than 10% and typically within 5%.
It is dominated by the uncertainty due to model variation for the acceptance
correction. The correlated part of the systematic uncertainty amounts to 5(7)%

in the regions of low (high) values of E j et
T,B .

The predictions describe the measured cross sections very well. The to-
tal theoretical uncertainty, dominated by the uncertainty due to terms beyond

NLO, is about 9–7% at low and high E j et
T,B , respectively.

Inclusive-jet dσ/η j et
B Cross Section

The measured inclusive-jet single differential dσ/η j et
B cross section is pre-

sented in Figure 8.9. The measured range spans −2 < η
j et
B < 2 region. In the

region −2 < η
j et
B < 1 the cross section rapidly increases by more than one or-

der of magnitude, reaching a maximum value at η j et
B ≈ 0.75. At higher values
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Figure 8.7.: The measured single-differential cross-section dσ/dQ2 for
inclusive-jet production in NC DIS for jets reconstructed in the Breit frame with

E j et
T,B > 8 GeV and −1 < η

j et
l ab < 2.5, in the kinematic region given by 0.2 < y < 0.6

and 125 < Q2 < 20000 GeV. The data are shown as dots with inner error bars
representing the statistical uncertainties; the outer error bars show the statis-
tical and systematic uncertainty not associated with the uncertainty in the ab-
solute energy scale of the jets, added in quadrature; the shaded band displays
the uncertainty due to the absolute energy scale of the jets. In some bins, the
error bars on the data points are smaller than the marker size and are therefore
not visible. The NLO QCD calculation, corrected for hadronisation effects and
Z0 exchange and using the HERAPDF 1.5 parametrisations of the proton PDFs,
is also shown as a solid line and the hatched band displays the total theoretical
uncertainty. The lower part of the figure shows the relative difference between
the measured dσ/dQ2 and the NLO QCD calculations.
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Figure 8.8.: The measured single-differential cross-section dσ/dE j et
T,B . The

other features are defined in the caption to Figure 8.7
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of the jet pseudorapidity the cross section decreases. Such a behaviour is con-
sistent with the hard scattering dynamics of partons. The cross sections have
small relative statistical uncertainty, which is about 2.5%–1% in the measured
range. The uncertainty due to modelling of the parton shower reaches 10% in

the low η
j et
B region, where MC statistics was limited and less than 1% in the

−0.25 < η
j et
B < 2 region. The pQCD prediction describes the measurements

very well in shape and normalisation within the theoretical and experimental
errors.

8.5.3. Double-Di�erential Cross Sections

In order to investigate inclusive-jet production in more detail, single-differential

cross sections as functions of E j et
T,B were measured in different regions of Q2.

The obtained cross sections differ from the double-differential measurements
by a constant factor equal to the Q2 bin width. Figures 8.10, 8.11 show the
measured cross sections and the relative difference with respect to theoret-
ical predictions. The cross sections exhibit the same features as the single-

differential cross-section dσ/dE j et
T,B , however, the transverse energy spectrum

becomes harder as the virtuality of exchange-boson increases.
In Figure 8.11, the NLO pQCD predictions based on different proton PDF

parametrisations MSTW08 [169] and CT10 [170] are also shown. The predic-
tions based on alternative proton PDF sets are typically above those obtained

with HERAPDF1.5, except for calculations based on MSTW08 for 8 < E j et
T,B <

25 GeV and Q2 < 2000 GeV2. Moreover, the difference between the predictions
calculated using MSTW08 and CT10 sets and nominal pQCD predictions ex-
ceeds the size of the total theoretical uncertainty and is about three times larger

than the PDF uncertainty, especially in the high-E j et
T,B and high-Q2 region, indi-

cating high sensitivity of the jet data to the proton PDFs.
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CHAPTER 9

Results. QCD Analysis of Inclusive-Jet Data

This chapter summarises the results of the determination of the strong cou-
pling constant at various scales from the measured inclusive-jet cross sections
At the beginning, the theoretical framework of the analysis is outlined. Then
the least-squares method and the notion of the ’QCD fit’ are explained and the
results of the αs (MZ ) determination from the single- and double-differential
inclusive-jet cross sections and a test of the running of the strong coupling are
presented. Afterwards, the investigation of the impact of experimental and the-
oretical uncertainties on the extracted αs (MZ ) values is described and the in-
fluence of the assumptions on proton PDFs set is emphasised.

9.1. Introduction

As demonstrated in Chapter 8, the measured inclusive-jet cross sections are
very well described by the predictions based on the proton PDFs and the
αs (MZ )-value extracted in global fits to the inclusive DIS data from HERA. As-
suming the validity of NLO pQCD predictions for inclusive-jet production in
NC DIS, the accurate jet data can be exploited to constrain values of input pa-
rameters used in the calculations.

According to the factorisation ansatz, explained in Chapter 2, the pertur-
bative QCD predictions for inclusive-jet cross sections can be expressed as a
convolution of the hard-scattering matrix elements and the proton PDFs. The

parton level NLO predictions, e.g. for dσ/dE j et
T,B , have the following formal rep-
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Figure 9.1.: Comparison of the measured inclusive-jet cross sections to NLO
pQCD predictions calculated assuming different values of αs (MZ ).
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resentation:

σ
(
µR ,µF

)=αs
1 (
µR

)
·

[
c1,i

(
ξ,µR ,µF

) ξ⊗
Fi

(
ξ,µ f ,µR

)]

+αs
2 (
µR

)
·

[
c2,i

(
ξ,µR ,µF

) ξ⊗
Fi

(
ξ,µ f ,µR

)]
,

(9.1.0.1)

where cn,i are the perturbative coefficients for the jet-production subprocess
i , e.g. QCD-Compton scattering or boson-gluon fusion at LO, and Fi

(
ξ,µ f ,µR

)
are the corresponding linear combinations of the proton PDFs depending on
the longitudinal fraction of the proton momentum, ξ, renormalisation and
factorisation scales µR ,µF and implicitly (through the DGLAP evolution equa-

tions) αs . The convolution symbol
ξ⊗

corresponds to the ξ-integration over the
available phase space interval. Thus, jet rates in DIS are sensitive to the value
of the strong coupling and the proton PDFs. The comparison of the predic-
tions based on different proton PDFs set to the measured cross sections was
presented in Chapter 8; the predictions calculated assuming different values of
αs (MZ ) in the matrix elements and PDFs1 are illustrated in Figure 9.1. It can
be seen that the calculations with lower (higher) value of the strong coupling
provide lower (higher) jet cross sections. The inclusive-jet measurements ob-
tained in this thesis can thus be utilised to constrain αs and the proton PDF
distributions. The details of this procedure, also called the ’QCD fit’, are de-
scribed below.

9.2. QCD Fit Setup

In the least-squares method [71], the optimal values of parameters providing
the best agreement between theoretical predictions and data are estimated by
minimising sums of weighted squared differences between measurements and
calculations. Given theoretical predictions, ti (a), for the cross-section bin i ,
that depend on the vector of parameters of interest a, the outcome of the mea-
surement, mi , can be represented as follows [171, 172]:

mi = ti (a)+wiσi ,stat +εiσi ,uncor +
K∑

µ=1
bµσ

µ

i ,cor, i = 1. . . Nbins, (9.2.0.2)

where σi ,uncor and σi ,stat are estimate; of the total uncorrelated statistical and
systematic uncertainties, respectively; εi and wi are random normally dis-
tributed variables with mean values 〈εi 〉 = 〈wi 〉 = 0 and variance Var(εi ) =

1In theHERAPDF 1.5 analysis alternative sets of PDFs were determined for different values of
αs (MZ ) assumed in the fitting procedure.
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Var(wi ) = 1; σµ

i ,cor and bµ represent the correlated uncertainty component from

source µ and the corresponding systematic shift2, respectively. It is assumed
here that the systematic shifts bµ can also be modelled by normally distributed
random variables with zero mean and unit variance. In order to take into ac-
count the proportionality of the systematic uncertainties to the central value of
the measurement3, the corresponding uncertainty components are expressed
as σµ

i ,cor = γi ,µti , where

γi ,µ = 1

ti

∂ti

∂bµ
(9.2.0.3)

is the relative correlated systematic uncertainty quantifying the sensitivity of
the measurement i to the systematic sourceµ. However, in practice, the relative
systematic is replaced with the following approximation4:

γi ,µ = 1

mi

∂mi

∂bµ
. (9.2.0.4)

The statistical uncertainty σi ,stat is assumed to scale with the square root of
expected number of events. Correcting for the bias from systematic shifts, the
statistical uncertainty is equal to

σ2
stat,i = δ2

stat,i ·mi

(
ti −

∑
µ

γi ,µti bµ

)
, (9.2.0.5)

where δstat,i is the relative statistical uncertainty determined from the observed
number of events in bin i . A least-squares method is used for the QCD fit; the
so-called χ2-function is defined as [173]:

χ2 =∑
i

(
mi − ti −∑

µγi ,µti bµ

)2

δ2
stat,i mi

(
ti −∑

µγi ,µti bµ

)+ (
δi ,uncorti

)2 +∑
µ

b2
µ, (9.2.0.6)

with δi ,uncor denoting the relative uncorrelated systematic uncertainty of mea-
surement i . The last term in this equation represents the penalty for the sys-
tematic-shift parameters. In order to take into account statistical correlations

2Parameters bµ are also called “nuisance” parameters.
3Most of the systematic uncertainties in this analysis e.g. absolute normalisation uncertainty

or acceptance correction uncertainty are to good approximation proportional to the cen-
tral value of the measured cross section. This means that the fractional uncertainties are
constant and the absolute uncertainties scale with the measurement value.

4This approximation is exact for the luminosity uncertainty. In case of the jet-energy-scale
uncertainty the dependence of the absolute normalisation cancels out in the ratio, however
the residual dependence on the shape of the cross section or the jet migrations might still
be present.
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between different data points the χ2-function can be re-expressed as follows5:

χ2 =∑
i j

(
mi −∑

µ

Γi
µ bµ− t i

)
C−1

i j

(
m j −∑

µ

Γ
j
µ bµ− t j

)
+

∑
µ

b2
µ, (9.2.0.7)

where Ci j is the element i , j of the covariance matrix for the measured data
points. It is equal to the sum of covariance matrices for statistical and uncor-
related systematic-uncertainty components Ci j =Ci j (ti ) =C stat.

i j +C uncor.
i j . The

covariance matrix for the uncorrelated uncertainties has a diagonal form. The
quantities Γi

µ are related to the relative correlated systematic uncertainties

Γi
µ = γi

µ · t i . (9.2.0.8)

A more elaborate description of the χ2-function definition can be found
in [174].

As was mentioned earlier, some systematic variations in this analysis re-
sulted in asymmetric changes of the cross-section values, therefore some mea-
surements have asymmetric uncertainties. In order to conform with the def-
inition of the χ2-function, the asymmetric uncertainties are converted into a
symmetric form according to:

σ
s ym
i = σ+

i +σ−
i

2
, (9.2.0.9)

with σ+(−)
i expressing the positive (negative) component of the asymmetric un-

certainty6. This procedure is applied to correlated as well as uncorrelated com-
ponents of the systematic error.

The procedure for determination of the parameters that provide the best
fit to the data is based on the numerical minimisation of the χ2 function with
respect to the fit parameters. The systematic shifts bµ, described above, are
fitted simultaneously with the parameters a.

The quality of the fit can be assessed by the value of the χ2-function at
its minimum. Assuming that the measurements are sampled according to a
normal distribution around the expectation value provided by the theoretical
predictions and with a variance described by the covariance matrix, the χ2

5This χ2 definition is a combination of different representations documented in [174]. In prin-
ciple, the absence of bias, possibly introduced in this approach, has to be validated in a
dedicated study.

6This approach is ill-defined if same-sign variation of the measured cross sections is encoun-
tered. However, this was not the case in this thesis.
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value can be treated as a random variable expected to follow approximately7

a χ2-distribution [12] with mean value equal to the number of degrees of free-
dom

⟨
χ2

⟩ = nDF, which in case of an npar parameters fit to np points is nDF =
np −npar. Therefore, ratios χ2/nDF ≈ 1 indicate a good quality of the fit while
larger values can indicate some inconsistency.

9.2.1. Parameters of the QCD Fit

In the QCD fit, the predictions t are usually treated as functions of the proton
PDF parameters, a, and the strong coupling constant, αs (MZ ). In the kine-
matic phase space of HERA the following parton species contribute effectively
to the PDFs: the gluon (g ), and five quark flavours: up (u), down (d), strange
(s), charm (c), bottom (b) and corresponding anti-quarks; because of the large
mass of the top quark its contribution can be neglected. The PDFs are functions
of the parton longitudinal-momentum fraction, x. In principle, their shape is
a calculable quantity in QCD. However, due to the non-perturbative nature of
the PDFs, only predictions for a limited number of first moments

Mn =
∫

dx xn f (x) , (n ≥ 1) (9.2.1.1)

are currently available [175], and the most precise extraction of the proton PDFs
is achieved in a QCD analysis of experimental data. The usual ansatz is to de-
scribe the PDFs at a starting scale Q0 by a suitable parametrisation. Then PDFs
can be evolved to any scale by using the DGLAP equations [60–63]. Some as-
sumptions concerning the shape of the distributions at the starting scale have
to be made. In the HERAPDF approach [173], the generic functional form of
the parton distribution functions is chosen to be:

x f (x) = Ai xBi (1−x)Ci
(
1+ϵi

p
x +Di x +Ei x2) . (9.2.1.2)

In general, variables sets (Ai ,Bi ,Ci ,Di ,Ei ,ϵi ) ⊂ a for each individual parton
type have to be considered as independent free parameters in the QCD fit, al-
though the normalisation parameters Ai are constrained by the quark num-
ber and momentum sum rules [176], i.e. quantum numbers of total intrinsic
strangeness, charm and beauty must vanish S|uud〉 = C |uud〉 = B |uud〉 = 0
and the total parton momentum has to sum up to the proton momentum. In-
cluding αs (MZ ) into the fit and applying the aforementioned constraints re-
sults in

2
(
quarks/anti-quarks

)
·6

(
g ,u,d , s,c,b

)
·6+1(αs (MZ ))−nconstr > 60 (9.2.1.3)

7In principle, the statistical uncertainty of the measurements follows Poisson statistics, never-
theless the normal approximation can be used, since no bins with less than 100 counts were
observed.
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free parameters in the fit. In addition, the contribution of different parton
species cannot be distinguished in NC DIS processes, e.g. apart from their dif-
ferent masses, all u-type quarks behave similarly in hard ep-scattering. Usu-
ally, in the predictions for high-energy reactions, the masses of the light and
sometimes even heavy quarks are ignored, resulting in identical predictions for
every quark species. This leads to an ill-defined problem that requires further
assumptions about the parameter space to be introduced.

Based on the above symmetry arguments for u- and d-type quarks, the
number of free parameters can be reduced. For example, instead of fitting indi-
vidual parton distributions for each parton type, linear combinations of PDFs
can be introduced. In HERAPDF 1.0 [173], the following PDF components are
treated independently:

xg (x) = Ag xBg (1−x)Cg , (9.2.1.4)

xuv (x) = Auv xBuv (1−x)Cuv
(
1+Euv x2) , (9.2.1.5)

xdv (x) = Adv xBdv (1−x)Cdv , (9.2.1.6)

xŪ (x) = AŪ xBŪ (1−x)CŪ , (9.2.1.7)

xD̄ (x) = AD̄ xBD̄ (1−x)CD̄ , (9.2.1.8)

where xg corresponds to the gluon, xu (d)v represents u (d)-valence quark dis-
tributions and xŪ (x) and xD̄ (x) are u-type and d-type anti-quark distribu-
tions, respectively. At the initial scale Q2

0, the anti-quark sea distributions are
xŪ (x) = xū and xD̄ (x) = xd̄ + xs̄. Apart from parameters in Eqs.(9.2.1.4)–
(9.2.1.8), all other parameters in the generic parametrisation Eq. (9.2.1.2) are
set to zero by default8 and released one at a time, when the sensitivity of the fit
to the parametrisation ansatz is investigated. Further assumptions imposed on
the fit parameters are:

• at the initial scale the strange sea is expressed as a constant fraction of
the d-type sea xs̄ = fs xD̄ with fs = 0.31 [169, 177]; the contribution from
the strange quarks is assumed to be suppressed due to the larger s-quark
mass;

• in order to conform with the isospin symmetry hypothesis and ensure
xū → xd̄ as x → 0, the constraints AŪ = (

1− fs
)

AD̄ and BŪ = BD̄ are im-
posed;

• Buv = Bdv is assumed for the central fit, however this requirement is omit-
ted in the study of systematic effects.

8Such a combination is called ‘central-fit‘.
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These restrictions leave 10 or 11 free parameters for the proton PDFs, depend-
ing on the chosen fit configuration. The strong coupling constant, αs (MZ ), can
be added as an additional parameter. The measured jet data alone cannot con-
strain these parameter sets because jet production populates a restricted re-
gion of phase space (mostly at medium and high ξ), moreover certain types of
initial-states (i.e. incoming partons) are indistinguishable in NC jet reactions,
since the jet algorithm used is insensitive to the parton flavour. In HERAPDF

1.0 the combined inclusive DIS data from H1 and ZEUS were used for the pro-
ton PDF determination. In the following section, these additional data sets and
the possible fit strategies are discussed.

9.2.2. Additional Data Set: Inclusive DIS Cross Sections

The inclusive DIS double-differential reduced cross-sections dσ̃2/dxdQ2 mea-
sured at HERA constitute the core of all modern proton parton-density extrac-
tions [169,173,178–180]. The combined dataset [173] used in all these analyses
comprises measurements of inclusive NC and CC DIS cross sections by the H1
and ZEUS collaborations. A summary of the data samples is provided in [173].
The kinematic phase space of the combined NC DIS cross sections is 6·10−7 ≤
x ≤ 0.65 and 0.045 ≤ Q2 ≤ 30000 GeV2 for values of inelasticity in the range
0.005 ≤ y ≤ 0.95. The kinematic range of the CC DIS data is 1.3·10−2 ≤ x ≤ 0.40
and 300 ≤Q2 ≤ 30000 GeV2 for y in the region 0.037 ≤ y ≤ 0.76. It is important
to note that the jet measurements provided in this work are based on a statisti-
cally independent data sample.

In practice, datasets for different reactions have different sensitivity to var-
ious PDF components. For example, NC and CC DIS cross sections are very
sensitive to the quark content of the proton, because electroweak bosons cou-
ple to the quarks. In contrast, gluons do not interact directly with γ,Z0 or W ±

but via g → qq̄ processes with one of the quarks coupling to the electroweak
boson. Therefore, in the predictions for inclusive ep scattering, the gluon den-
sity is always accompanied by a factor αs , which results in a strong correlation
between the strong coupling and the gluon parton density in QCD fits to inclu-
sive DIS data. An approximation [181] for the scaling violation of the structure
function F2

(
x,Q2

)
illustrates this property:

∂F2
(
x,Q2

)
∂ lnQ2 ≈

n f∑
i

e2
qi

αs

π
xg (2x)

∫ 1

0
Pq←g (z)dz, (9.2.2.1)

where Pq←g (z) is the g → qq̄ splitting function. An independent source of
information constraining the magnitude of the strong coupling or the gluon
density is necessary for an unbiased determination of both quantities. It was
demonstrated in earlier studies [182,183] that including jet data into the fit mit-
igates the problem of large correlations between αs and xg (x) and significantly
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improves the precision of a simultaneous xg (x) and αs extraction. Figure 9.2
shows Feynman diagrams for different powers of the strong coupling constant,
illustrating the processes with quarks and gluons in the initial state. For exam-

x
∑

a
e

2

q
(qa (x) + q̄ (x))

xg (x)

inclusive DIS: NLO and NNLO

jets in the BF: LO and NLO

inclusive DIS: LO, NLO and NNLO

jets in the BF: zero, LO and NLO

O
(

α
2
s

)

O
(

α
1
s

)

O
(

α
0
s

)

O
(

α
1
s

)

O
(

α
2
s

)

Figure 9.2.: Example Feynman diagrams illustrating the interplay of different
PDF components and αs for various DIS processes.

ple, the gluon density xg (x) provides the dominant contribution9 to the NC DIS
ep-scattering cross section at low and medium x at high Q2, although it appears
for the first time at NLO, while jet production in the Breit frame (BF) is already
sensitive to xg (x) at leading order. The sum over all quark and anti-quark den-
sities weighted with respective electric charges x∆ (x) = x

∑
a e2

a

(
qa (x)+ q̄ (x)

)
is the next most important contribution to inclusive DIS and jet processes and
appears in all orders of perturbation theory.

9Due to infrared divergences, the gluon splitting probability Pg g tends to infinity as Eg → 0.
This leads to a rapid proliferation of the number of soft gluons constituting the proton at
low longitudinal momentum x and, in principle, leads to violation of unitarity. However,
at large gluon densities, non-perturbative recombination processes have to be taken into
account and unitarity is restored.
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9.2.3. Fit Strategies

The simplest variant of the fit comprises the determination of the strong cou-
pling αs (MZ ) from inclusive-jet data only, assuming a fixed PDF parametrisa-
tion. A more complex strategy includes simultaneous determination of the pro-
ton PDFs and αs (MZ ) from inclusive DIS and inclusive-jet data. The different
fit options are discussed below.

Determination of αs (MZ )
In this approach the PDFs are assumed to be fixed and the theoretical pre-
dictions for inclusive jet production are parametrised as a function of a sin-
gle parameter αs (MZ ). Similar analyses have been performed in a variety of
environments. Examples are recent studies in ep [48, 184], pp [185, 186] and
pp̄ [187–189] collisions. This approach, however, has the following limitations:

• the dominant contribution to the jet cross sections measured in this anal-
ysis comes from the medium to high-ξ region 0.003 < ξ< 0.4 of the phase
space. In this region the knowledge of PDFs from HERA inclusive data
alone is limited by the statistical precision of the measurements;

• typically, in the global PDF analyses the value of αs (MZ ) is an external
parameter. Thus a particular assumption of αs (MZ ) may bias the extrac-
tion of the strong coupling in the αs fit, when the proton PDFs are fixed
and treated as independent quantities. For consistent determinations of
the strong coupling, the value assumed for the PDF and that extracted in
the fit must coincide. Recent global analyses provide collections of pro-
ton PDF parametrisations extracted assuming different values of αs (MZ ).
This information can be used to investigate the influence of the αs (MZ )
assumption in the used PDF on the αs results obtained in the fit and to
check the consistency of the fitting procedure;

• typically, in the global PDF analyses the value of αs (MZ ) is an external
parameter. Thus a particular assumption of αs (MZ ) may bias the extrac-
tion of the strong coupling in the αs fit, when the proton PDFs are fixed
and treated as independent quantities. For consistent determinations of
the strong coupling, the value assumed for the PDF and that extracted in
the fit must coincide. Recent global analyses provide collections of pro-
ton PDF parametrisations extracted assuming different values of αs (MZ ).
This information can be used to investigate the influence of the αs (MZ )
assumption in the used PDF on the αs results obtained in the fit and to
check the consistency of the fitting procedure;

• nearly all PDF fitting groups provide an error analysis for their PDF sets.
Nevertheless, differences between predictions based on different PDFs
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are often larger than the uncertainties suggested by the error analyses
(see Section 9.3.4.2). Different prescriptions for the estimation of uncer-
tainties attributed to proton PDFs exist. One of them, proposed by the
PDF4LHC group [190], consists in taking an envelope of the predictions
based on different PDF sets.

The advantage of the described variant of the fit is its simplicity. The influ-
ence of different assumptions can be easily studied because every change in
the input manifests itself in the extracted αs (MZ ) value.

Simultaneous determination of αs (MZ ) and PDFs
The aim of this approach is to fit αs (MZ ) and gluon and quark densities simul-
taneously. For this purpose inclusive-jet measurements are fitted together with
inclusive DIS data. Such a treatment takes into account correlations between
αs and PDFs and leads to unbiased determination of both quantities.

To test various fitting options, the HERAFitter program [173, 191] was used
in this thesis. The main features of the fitting code are briefly outlined in the
next section.

9.2.4. HERAFitter Package and FastNLO Framework

The HERAFitter program [173, 191] is a tool developed for least-square fits of
the proton PDFs. Nowadays, it provides an efficient code for various QCD anal-
yses of high-energy collider data. In this analysis theHERAFitter program pack-
age was used for extraction of αs as well as for simultaneous αs + PDF fits.

The minimisation of the χ2-function performed employing theMIGRAD al-
gorithm from theMINUIT package [192]. The minimisation procedure requires
repeated recalculation of the χ2-function. Hence, the NLO pQCD predictions
for the jet observables, when included in the fit, have to be calculated repeat-
edly in each iteration of the QCD fit. However, evaluation of the predictions for
the jet production in an iterative procedure using the techniques described in
Section 8.1 has two main limitations:

• due to the stochastic nature of the Monte Carlo approach for calculation
of the phase-space integrals in the NLO calculation, the χ2 minimisation
procedure, in general, may not converge, because of fluctuations of the
cross-section predictions;

• the computing time for a single iteration (i.e. evaluation of the χ2 func-
tion for given fit parameter values) is prohibitively long.

Therefore, for the iterative fit procedure, the FastNLO framework is used for the
recalculation of the NLO predictions for jet production.
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9. Results. QCD Analysis of Inclusive-Jet Data

The FastNLO [193–196] approach is a based on the idea of calculating the
LO and NLO weights, Cn,a,i , j ,k , which are independent of αs and the PDFs, on
a 3d-grid in the convolution variable ξi and the factorisation and renormalisa-
tion scales µF, j ,µR,k ; index a runs over the number of contributing processes.
The cross section can be obtained from a simple sum:

σ=
∑

n,a,i , j ,k
αs

n (
µR,k

)
Fa

(
ξi ,µF, j

)
Cn,a,i , j ,k , (9.2.4.1)

where the magnitude of the strong coupling and PDFs can be chosen indepen-
dently, without repeating the time-consuming MC integration. Since certain
parton configurations lead to identical final-states, only weights for the linear
combinations of PDFs a = (

∆,Σ, g
)

are stored, where ∆=∑
a e2

q

(
qa (ξ)+ q̄a (ξ)

)
,

Σ=∑
a qa (ξ)+ q̄a (ξ) and g = g (ξ) is the gluon PDF. The weights Cn,a,i , j ,k are or-

ganised in form of a table and can be efficiently processed leading to jet cross-
section calculation times O (ms) on a standard CPU10, which is practical for use
in the fitting procedure.

The predictions for the inclusive-jet cross sections were calculated using
the NLOJET++ program with the FastNLO interface. The settings for the NLO
pQCD calculations were described in detail in Section 8.1 and are briefly sum-
marised in Table 9.1. Unless otherwise stated, these settings define the so-

Parameter Default setup

proton PDF set HERAPDF 1.5 (NLO)

renormalisation scale µ2
R =Q2 +E j et

T,B

2

factorisation scale µ2
F =Q2

number of active flavours n f = 5

Table 9.1.: Summary of the theory settings used for the calculations for the αs

determination.

called “central-fit”. The value of the strong coupling determined with this setup
is used as a reference for studies of the sensitivity of the extracted αs (MZ ) to
the variation of the theory parameters discussed in Section 9.3.4.

Within the HERAFitter program, the evolution of the parton densities ac-
cording to the DGLAP-equations is performed using the QCDNUM code [72].
In the QCDNUM approach the equations are solved numerically on a n ×m
lattice in the x and µ = µF variables. The method is based on a numerical
spline interpolation of the parton densities on an equally spaced grid in ln(x)

10By ’standard CPU’ a single core 1.5GHz CPU is meant.
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and in ln
(
µ2

)
11 . Thus, the convolution (see Eqn. (2.2.3.2)) is represented as

a finite sum and the t ≡ lnµ2 integration is formulated as an iterative pro-
cess. The analytic form of the DGLAP-equations and a specific choice of the
type of interpolation were used to recast the continuous evolution into a lin-
ear problem that admits a very efficient numerical solution. For the sake of
illustration, an example for the evolution of a non-singlet combination of par-
ton distributions is considered. Let hi = Ŝai denote vectors of the non-singlet
PDF values on the discrete x grid determined at different factorisation scales
t0 < ... < ti = lnµ2

i < tn , where t0 = lnQ2
0 is the initial scale and ai is the cor-

responding vector of spline coefficients, while the matrix Ŝ contains spline-
specific constants. Then, for the initial scale t0, the discretised version of the
DGLAP equations has the following form:

dh0

dt
≡ dŜa0

dt
= Ŵ0a0, (9.2.4.2)

where Ŵ0 represents the x-space PDF convolution. The subscript of matrix Ŵi

corresponds to the grid node ti , while the r.h.s of the DGLAP equations includes
αs (ti ). Moving Ŝ to the r.h.s of the equation gives:

da0

dt
= Ŝ−1Ŵ0a0. (9.2.4.3)

Approximating the infinitesimal differential dt by small ∆t , the equation can
be solved numerically for the scale t1 = t0 +∆t :

a1 = Ŝ−1Ŵ0a0∆t . (9.2.4.4)

The solution can be iterated12 to find PDFs for all scales ti > t0. However, in
the QCDNUM method, a more precise higher-order integration scheme was
proposed [72].

The NLOJET++ program only provides predictions for the single-photon
exchange, therefore the NLO calculations were corrected for electroweak and
non-perturbative effects using the MC models as described in Sections 8.1.1,
8.1.2, to match the definition of the cross section in the data.

9.2.5. Treatment of Systematic Uncertainties

A detailed description of systematic uncertainties on the measured jet cross
sections was presented in Chapter 8. The uncertainties attributed to the in-
clusive DIS measurements are summarised in [173]. Besides experimental un-
certainties on the measured values, additional sources appear due to that of

11An unequally spaced µ2-grid can be set as an option.
12In principle, backward evolution ti < t0 is possible.
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external input used in theoretical predictions. In general, the absolute mag-
nitude of the uncertainties on the cross-section values must be accompanied
by information about mutual correlations between the measured values in dif-
ferent cross-section bins. The correlations are taken into account in the χ2, as
described above (see Eq. 9.2.0.7). Sometimes, an estimate of the correlation of
systematic uncertainties is not known because the evaluation procedure can be
very difficult or even does not exist. However, information about correlations is
important and some assumptions have to be made13. Fortunately, positive sta-
tistical correlations in inclusive-jet measurements emerging due to the fact that
more than one jet can appear in the same event, are relatively easy to assess. In
such a case the correlations are represented by the statistical covariance matrix
C stat.

i j that was described in Section 8.4. In general, positive correlations be-
tween individual measurements result in larger uncertainty when propagated
to the fit parameters. The treatment of individual systematic sources is sum-
marised below and is motivated by the following argument:

• correlated systematic sources:

– the uncertainty on the cross-section normalisation due to the lumi-
nosity measurement δlumi is fully correlated across all measurement
points because according to Eq. (7.1.0.2) the integrated luminosity
L enters the cross section as a constant common factor for all mea-
surements;

– the absolute jet-energy scale uncertainty δJES is treated as fully cor-
related. This error accounts for the precision of the jet-energy cali-
bration. The calibration constants were determined as functions of
the jet pseudorapidity in the laboratory frame. It is assumed that the
extracted values deviate from the true ones in a correlated manner,
because the jet-calibration technique may have a common bias for
all bins.

– the model uncertainty was treated as correlated. Such an approach
is supported by the observation that the individual systematic varia-
tions performed for this source (see Section 7.2) result in correlated

13The following simple example can be considered. In general, the least-squares method for
the problem with single fit-parameter e.g. αs (MZ ), can be interpreted as a weighted aver-
aging of αs (MZ ) values extracted from individual cross-section bins with weights that are
inversely proportional to the squared experimental uncertainty. Assume the luminosity is
the only source of systematic uncertainty. The relative error due to luminosity is equal for all
bins, thus, if treated as uncorrelated, the resulting uncertainty ∆αs (MZ ) scales ∝ 1/

√
Nbins,

because there are Nbins independent αs (MZ ) measurements. However, in the case of a fully
correlated treatment, ∆αs (MZ ) will not improve when extra measurements are included,
because the cross sections are assumed to shift up or down in all bins simultaneously. Ob-
viously, for this example, the fully correlated treatment is the correct one.
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deviations of the extracted cross sections with respect to the central
value;

• uncorrelated systematic sources:

– the normalisation uncertainty due to the simulation of the track-
veto efficiency in MC, δTV, was treated as uncorrelated by the same
argument;

– conceptually, the uncertainty due to the absolute electron-energy
scale δEES has to be treated in the same way as the jet-energy scale
error. However, as demonstrated in Section 8.3 the contribution of
δEES to the total experimental uncertainty is typically below 1%, and
the effect of correlations can be neglected. Therefore, the δEES con-
tribution was treated as uncorrelated for simplicity;

– the uncertainty due to electron identification δeID and due to the(
E −pZ

)
-cut variation δE-Pz were also assumed to be uncorrelated.

The uncertainties from uncorrelated sources except for statistical errors were
added in quadrature and included as a single uncorrelated source in the χ2-
function. The fit uncertainties of αs (MZ ), resulting from the experimental un-
certainties, were determined by means of the “Hesse” method14 implemented
in MINUIT [192]. A study of the effect of experimental precision of the data on
αs (MZ ) extraction is summarised in Section 9.3.3.

Besides experimental uncertainties, the stability of the fit with respect to
theoretical assumptions has to be investigated. In this analysis, theoreti-
cal uncertainties related to the variation of renormalisation and factorisation
scales were treated as correlated. A detailed discussion of the effect of dif-
ferent approaches for the treatment of scale variations is presented in Sec-
tion 9.3.4.1 together with a discussion of the sensitivity of the fit, procedure
to PDF parametrisation and implicit αs (MZ ) assumptions. Table 9.2 contains
an outline of the systematic-uncertainty treatment.

9.3. QCD Analysis of Inclusive-Jet data

The results of QCD fits are presented in the following. The outcome from dif-
ferent fit variants is described in detail along with a discussion of the stability of
the fits with respect to different assumptions imposed in the αs (MZ ) extraction
procedure. Also the dependence of the results on the choice of the data used in
the fit is emphasised.

14A detailed discussion of the “Hesse” approach can be found in [197].
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systematic source correlated uncorrelated
experimental

luminosity ×
jet energy scale ×
MC model ×
electron energy scale ×
electron identification ×
track-veto reweighting ×(
E −pZ

)
-cut ×

theoretical
renormalisation scale ×
factorisation scale ×
hadronisation corrections ×
αs (MZ ) assumed in pPDF αs (MZ ) =0.1184±0.0007 [198]
parton density function PDF error analysis

Table 9.2.: Splitting of the systematic-uncertainty sources into correlated and
uncorrelated components.

The presentation starts with the simplest variant of the fit in which the
strong coupling αs (MZ ) is determined from the measured inclusive-jet cross
sections using proton PDFs extracted in the global fits as external parameters.

9.3.1. Fit to dσ/dE j et
T,B Cross Section

As a first step, αs (MZ ) is determined in a fit to individual measurements of
the single-differential inclusive-jet cross section as a function of E j et

T,B . Since
a single parameter is extracted from exactly one data point the minimum of
the χ2-function is attained when χ2 = 0. The systematic shifts, represented by
nuisance parameters, b (see (9.2.0.2)), cannot be determined in this case and
the only constraints, imposed by the penalty terms, ensure vanishing of the
systematic shifts. The extracted values of αs (MZ ) are illustrated in Figure 9.3.
Overall, all αs-values have comparable experimental uncertainty. However, the

αs-value determined from the highest-E j et
T,B point is characterised by a some-

what smaller experimental precision which is due to the larger statistical un-
certainty of the data in this region of phase space. In general, αs values from
individual measurements are in very good agreement within the experimental
uncertainties, which indicates the overall consistency of the measurements.

The combined αs (MZ )-value determined from a simultaneous fit to all
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Figure 9.3.: Values of αs (MZ ) extracted from the individual dσ/dE j et
T,B measure-

ments. The determined values are compared to the result of a simultaneous fit
to all data points in the measured E j et

T,B range (pink line and green band). The
error bars for individual points indicate the size of the total experimental un-
certainty, while the green band represents that for the simultaneous fit.

measured data points is

αs (MZ ) = 0.1195±0.0029
(
exp.

)
(9.3.1.1)

as shown in Figure 9.3. The quality of the combined fit is characterised by
χ2/NDF = 1.79/5 which is well below 1 indicating a possible overestimation of
the experimental uncertainties.

Besides the αs (MZ ) extraction, the energy-scale dependence of the strong
coupling was investigated. The αs-values were determined in the QCD fit to

the measured dσ/dE j et
T,B values. The predictions for individual dσ/dE j et

T,B cross

section points were parametrised in terms of αs

(
〈E j et

T,B 〉
)

instead of αs (MZ ) (see

Eq. (9.1.0.1)), where 〈E j et
T,B 〉 is the average E j et

T,B of the data in a particular cross
section bin. For this determination the renormalisation and factorisation scales
were set to µR = E j et

T,B and µF =Q2, respectively. Figure 9.4 shows the extracted
values of αs . The data demonstrate the running of the strong coupling over
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Figure 9.4.: The αs

(
〈E j et
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)

values determined from the analysis of the mea-

sured dσ/dE j et
T,B cross sections. The error bars represent the total experimental

uncertainty. The solid line represents the renormalisation-group prediction at
two-loop approximation obtained from the correspondingαs (MZ ) value deter-
mined in this analysis (Eq. (9.3.1.1)).

a large range of E j et
T,B . The Renormalisation Group Equations performed with

two-loop accuracy [199–202] are in good agreement with the measured val-

ues. Since jet production in NC DIS naturally involves two scales, E j et
T,B and

Q2, the process scale cannot be unambiguously defined for a particular reac-
tion. Therefore the αs-extraction procedure described must not be regarded as
a rigorous test of the running of the coupling , but rather illustrates the self-
consistency of the αs determination approach.
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9.3.2. Simultaneous αs (MZ )-�t to Double-Di�erential

Cross Sections

As a next step, the sensitivity of the measured double-differential cross sections
to the value of the strong coupling was investigated. Similarly to the single-
differential cross-section case considered above, αs-values were determined
from individual measurements in bins of E j et

T,B and in different regions of Q2.
The results of the extraction are summarised in Figure 9.5 and Table 9.3.

Q2-range αs (MZ )± exp. unc. NDF χ2/NDF Prob χ2 >χ2
obs

125 <Q2 < 250 GeV2 0.1206±0.0034 5 0.18 0.97
250 <Q2 < 500 GeV2 0.1189±0.0036 5 0.60 0.7

500 <Q2 < 1000 GeV2 0.1224±0.0038 5 0.56 0.73
1000 <Q2 < 2000 GeV2 0.1242±0.0039 5 0.61 0.69
2000 <Q2 < 5000 GeV2 0.1248±0.0046 5 1.44 0.17

5000 <Q2 < 20000 GeV2 0.1246±0.0073 5 0.58 0.72

Table 9.3.: Values of αs (MZ ) obtained in a fit to the measured double-
differential inclusive-jet cross sections. The experimental uncertainty includes
statistical as well as correlated and uncorrelated systematic uncertainties.

Several observations can be made:

• The χ2/NDF of the fits to dσ/dE j et
T,B in different regions of Q2 varies be-

tween 0.18 and 1.44, but is typically about 0.6. In general, such values
can be considered as a sign of a reasonable fit quality.

• The minimal value of χ2/NDF arise from the lowest Q2 bin, which, in prin-
ciple, is characterised by the smallest total experimental uncertainty. This
could indicate an overestimation of experimental errors in this region.

• All values of αs (MZ ) determined in different bins of Q2 are in good agree-
ment within experimental uncertainties.

• The αs values extracted in the four regions in the virtuality range 125 <
Q2 < 2000 GeV2 have comparable experimental precision. The values de-
termined from the measurements in the two last Q2 bins have larger un-
certainty, which is due to the statistical precision of the data in this region.

The value of the strong coupling extracted from the simultaneous fit to all
points of the measured double-differential cross section is

αs (MZ ) = 0.1216±0.0026
(
exp.

)
. (9.3.2.1)
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Uncertainty source δαs δαs uncor. treatment

Statistical 0.3% —
Tot. uncor. syst. 0.4% —
JES 1.7% 0.3%
Model 0.3% 0.2%
Luminosity 1.2% 0.2%

Table 9.4.: Contribution of different sources of experimental uncertainty to the
total experimental uncertainty on αs (MZ ) determined from the fit to double-
differential cross sections. The considered sources of experimental error on the
αs (MZ ) value are statistical, combined uncorrelated systematic uncertainty,
jet-energy scale, model and luminosity uncertainties. The second column
contains the breakdown of uncertainty contributions attributed to different
sources and treated as described in Section 9.2.5. The last column presents
the contribution of correlated errors sources, when treated as uncorrelated.

This is consistent with the extractions from the individual Q2 bins. The experi-
mental uncertainty was obtained by propagating the uncertainties listed in the
previous section. The obtained fitted nuisance parameters bµ for the correlated
systematic uncertainties are b JES = −0.04, blumi = −0.2 and bmodel = −0.25
for the absolute jet-energy calibration, the luminosity and model error, re-
spectively. Since the parameters bµ are introduced with a negative sign and
ΓJES(lumi ) > 0 in Eq. (9.2.0.7), it indicates that the αs-fit prefers the ’down-shift’
of the measured cross sections. Nevertheless, the uncertainty on bµ was ap-
proximately of the same magnitude as the parameters itself, indicating that the
obtained values are consistent with bµ = 0 hypothesis. It is important to note
that the extracted αs values are very sensitive to the overall normalisation of
the data, because, as was shown in Figure 9.1, the absolute cross-section value
depends monotonically on αs (MZ ).

9.3.3. Experimental Uncertainties on αs (MZ )

The influence of systematic uncertainties on the extracted αs (MZ ) value was
investigated and is summarised in Table 9.4. The contribution from individual
sources of uncertainty were were estimated setting all errors except of the one
for the studied source to zero in the αs fit.

The dominant contribution to the total experimental uncertainty on αs

arises from the absolute jet-energy scale and luminosity errors on the jet cross
sections and amounts to about 1%. The other contributions due to lim-
ited statistics and due to uncorrelated sources of systematic uncertainties are
smaller.
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For comparison, the last column in Table 9.4 illustrates the effect of treat-
ing jet-energy scale, model and luminosity errors as uncorrelated. As can be
seen, the difference between two approaches to the treatment of the model un-
certainty is marginal. Moreover, the uncorrelated approach, which is totally
inconsistent for the luminosity, results in an underestimated magnitude of ex-
perimental uncertainties.

9.3.4. Theoretical Uncertainties on αs (MZ )

Additional sources of uncertainty on αs arise from the precision of theoretical
calculations. In this section the results of a study of the sensitivity of theαs (MZ )
fits to external theoretical assumptions is presented. In general, uncertainties
attributed to assumptions are difficult to quantify or even impossible to define
due to their non-stochastic nature. Approaches used for the treatment of par-
ticular error sources are typically tailored for each problem and the statistical
interpretation of the resulting variations of the results if often doubtful. In this
section the errors due to the truncation of the perturbative series, limited preci-
sion of the proton PDFs and hadronisation corrections are described in detail.

9.3.4.1. Uncertainties due to Missing Higher Orders

A natural approach that can be used to estimate the uncertainties attributed to
theoretical assumptions is to repeat the parameter determination under differ-
ent assumptions and treat the difference between the results as an uncertainty
on the extracted parameter value. If the value of αs (MZ ) obtained under differ-
ent theoretical assumption is denoted by α∗

s and the central value is α0
s , then

the uncertainty is:
∆αs =α∗

s −α0
s . (9.3.4.1)

Such an approach is called the “offset method” [197]. In principle, it takes into
account non-linear effects in the error propagation. When the underlying as-
sumptions can be parametrised by a single continuous parameter, this method
can be used for linear error propagation employing a numerical approximation
of the first derivative:

∂αs

∂a
≈ ∆αs

∆a
, (9.3.4.2)

where ∆a is a 1σ change of the parameter in question.
By default, the offset method was used in this analysis for the determination

of the uncertainty attributed to the truncation of the perturbative expansion for
the jet cross sections. As described in Chapter 2, one way to estimate the size
of the missing higher-order terms is to measure the change of the pQCD pre-
dictions with respect to the variation of the renormalisation and factorisation
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scales. For this purpose the αs (MZ ) fit was repeated using theoretical predic-
tions evaluated with modified definitions of the renormalisation and factorisa-
tion scales. The commonly accepted definition of a ’1σ confidence interval’ for
a scale variation uncertainty [203] was adopted in this work. Two variants of the
scale variation were considered:

• Independent variation of µR and µF . The theoretical predictions for the
double-differential jet cross sections were recalculated with the scaled µR

and µF parameters:

µR → 2µR ; µR → 1/2µR ; (9.3.4.3)

µF → 2µF ; µF → 1/2µF ; (9.3.4.4)

performing each variation one at a time. In general, the fits were charac-
terised by larger values of χ2/NDF. Only the fit with µF → 2µF had smaller
value of χ2/NDF than the central αs (MZ )-fit. The resulting variation of
αs (MZ ) was:

αs (MZ ) = 0.1216 +0.0057
−0.0050

(
µR

) +0.0003
−0.0003

(
µF

)
(9.3.4.5)

• Simultaneous variation of µR and µF . Because the analytic expressions
for the renormalisation and factorisation scales are related, alternatively
both scales were varied up and down simultaneously. The obtained vari-
ations are:

αs (MZ ) = 0.1216 +0.0065
−0.0053 (scales) (9.3.4.6)

Such variant results in a more conservative estimate of the uncertainty.

It can be seen that the fits are much more sensitive to the renormalisation-scale
variation and result in an asymmetric uncertainty on the αs (MZ ) value. The
comparison of the fit results for different scale variations is illustrated in Fig-
ure 9.6 and denoted as δ1.

Other approaches for the treatment of the scale-variation uncertainty were
also investigated. As an alternative, theoretical uncertainties were included
into the covariance matrix assuming that errors attributed to the scale vari-
ations are completely uncorrelated across the measured points. In this case
the total error attributed to the theoretical and experimental uncertainties was
propagated to the uncertainty on αs (MZ ) value using the Hesse method. The
uncertainty contribution on αs from the scale variations was calculated from
the total error ∆tot according to:

∆scales =
√

(∆tot)2 − (
∆exp

)2 (9.3.4.7)
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Another approach was also tested. The uncertainties due to missing higher-
order contributions were included into the χ2 using the nuisance parameters,
similar to jet-energy scale or luminosity uncertainty. In this case the systematic
shifts attributed to the theoretical uncertainty are treated as correlated across
different bins and propagated to the result using the Hesse method. Overall,
fits with Hesse treatment of the scale-variation uncertainties resulted in sub-
stantial reduction of the αs (MZ ) error in comparison to the offset method. The
comparison of different approaches is provided in Table 9.5.

Treatment approach ∆αs

Offset +0.0065
−0.0053

Hesse (nuissance) 0.0026
Hesse (uncorrelated) 0.0015

Table 9.5.: Comparison of the uncertainty on the extracted αs (MZ ) value due
to missing higher orders obtained using different error-treatment approaches.
The uncertainties due to variations in the renormalisation and factorisation
scales are combined in a single contribution.

The reduction of the αs (MZ ) uncertainty can be explained as follows. For
simplicity, only the Q2 dependence of the µR -variation uncertainties is consid-
ered. As was demonstrated in Section 8.2 (see Figure 8.3), the dominant com-
ponent of the theoretical uncertainty due to renormalisation scale variation
decreases with increasing Q2. Therefore, in contrast to the offset method, in
the the Hesse approach, the measurement point at high virtualities has higher
sensitivity to the value of the nuisance parameter bµR , which effectively can be
interpreted as assigning larger weight to the high-Q2 measurements. This, in
turn, leads to the reduction of the uncertainty on the extracted αs (MZ ) value.

In the case of using nuisance parameters to carry out the fit, the numeri-
cal value for the systematic shifts bµR = lnµR /µ0

R , bµF = lnµF /µ0
F , where µ0

R and
µ0

F denote the default scale, represents the rescaling factor that has to be ap-
plied to the renormalisation or factorisation parameters in order to obtain a
better fit. This treatment assumes full correlation of missing higher-order con-
tributions across the phase space, which is, in principle, difficult to justify. As
demonstrated, simultaneous variation of scales results in a more conservative
estimate of uncertainty on αs , therefore the errors on theoretical predictions
estimated from simultaneous rescaling of µR and µF were used in the fit and
a single parameter b = bscale was introduced instead of bµR and bµF . The sys-
tematic shift obtained from the fit was bscale = 0.11±0.34. This indicates that

within the uncertainty on bscale an µR =
√

Q2 +E j et
T,B

2
and µF = Q cannot be

distinguished from the ’optimal’ scale choice.
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Fits with alternative definitions of the renormalisation and factorisation
scales were also performed. Scale choices such as µR = E j et

T,B , µR = Q and

µF = E j et
T,B , µF =

√
Q2 +E j et

T,B

2
were investigated. In general, alternative fits had

comparable χ2/NDF, but resulted in lower values of αs (MZ ). Only the fit with

µR = µF =
√

Q2 +E j et
T,B

2
gave rise to a somewhat larger value of the strong cou-

pling. The discrepancy between the results of different fit variants was smaller
than the scale-variation uncertainty estimated using the offset method and
therefore was assumed to be covered by the scale-variation uncertainty.

9.3.4.2. Sensitivity to the Proton PDF Sets

The proton PDFs have limited precision, therefore the stability of the αs (MZ )-
fits with respect to PDF assumptions has to be investigated. Several effects con-
tributing to the proton PDF uncertainty can be identified. All of them can be
approximately attributed to one of the following categories:

• Limited PDFs precision due to data uncertainty. Because PDFs are ex-
tracted in QCD fits to data, the uncertainty on the measurements propa-
gates to the error on the proton PDFs, which in turn affects the precision
of the αs (MZ ) determination.

• QCD-fit setup differences. As explained above, a procedure involving
simultaneous PDF fits of all individual parton species is a not well de-
fined problem and additional assumptions have to be imposed in order
to obtain reasonable fit results. However, the choice of the fit procedure
is usually ambiguous. Typically, different fitting groups use partially dif-
ferent datasets to constrain PDF parameters15. Furthermore, they can
have different choices of PDF parametrisation at the starting evolution
scale, distinct approaches to the treatment of heavy quarks, alternative
χ2-functions and/or error definitions, etc. This leads to different results
for PDFs obtained by different groups.

• PDF and αs (MZ ) correlation. In many high-energy processes, the strong
coupling and the proton PDFs are coupled, i.e. the predictions are pro-
portional to the product αs · fi

(
x,µ

)
. In particular, the gluon component

is always accompanied by a factor αs in the matrix elements, therefore, a
value of αs (MZ ) has to be assumed in the PDF fit, which introduces an

15In particular, the exact values for the Q2-cut used to remove the data from kinematic phase
space where higher-twist effects might have significance contribution rely on the model as-
sumptions and therefore may differ in different analyses.
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implicit dependence of the results on αs (MZ ). In order to enable prop-
agation of this type of uncertainty into pQCD predictions, different PDF
fitting groups provide series of PDFs extracted assuming different values
of αs (MZ ).

In the HERAPDF 1.5 set, which was used as a default in the calculations
of the inclusive-jet cross sections, 34 systematic variations were performed to
estimate the PDF uncertainty and were classified into three groups roughly cor-
responding to the categories listed above.

The uncertainty due to the experimental precision of the data is propagated
to the PDF parameters and is represented in the covariance matrix form. In or-
der to simplify propagation of the uncertainties attributed to the proton PDFs,
the matrix is transformed to diagonal form with eigenvectors representing the
uncertainty on the corresponding linear combinations of the PDF parameters;
+1σ parameter variation along the eigenvectors translates into a 68% confi-
dence interval for the pQCD predictions around their central values according
to the formula [204]

δ±t =
√√√√Nei g∑

i=1

(
δ±i t

)2, (9.3.4.8)

where the positive (negative) uncertainty, δ±t, is calculated from the quadratic
sum of positive (negative) variations of the predictions with respect to those
based on the central PDF, δ±i t2. The summation runs over eigenvectors, the
number of which is equal to the number of free PDF parameters16. When prop-
agated to the strong coupling, PDF eigenvector variation results in an asym-
metric uncertainty on the αs value. A symmetric estimate of δαs was defined
as:

δαs =

√√√√Nei g∑
i=1

(
δ+i αs −δ−i αs

)2

2
. (9.3.4.9)

It provides a reasonable average of the asymmetric uncertainties and can be
considered as a modification of the offset method. In order to estimate the
uncertainty on αs (MZ ), the αs fits were repeated for every individual up-and
down-variation of the PDF eigenvectors and compared to the central value
given in Eq. 9.3.2.1. The results of these fits are summarised in Figure 9.6 and
denoted by δ2. As can be seen, the result of the variations of the PDF eigen-
vectors is typically very small, except for single upward variation of the param-
eter 3. Unfortunately, since the eigenvectors represent the linear combination
of the original PDF parameters, the nature of the parameter, resulting in the
largest variation of αs (MZ ), is obscured.

16In total, the HERAPDF 1.5 set provides 10 up and 10 down eigenvector variations.
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9. Results. QCD Analysis of Inclusive-Jet Data

PDF set αs (MZ )-value χ2/nDF

HERAPDF 1.5 0.1216+0.0029
−0.0018 0.626

NNPDF23 0.1221 1.00
MSTW08 0.1232 0.884

CT10 0.1240 0.831

Table 9.6.: The results of the αs (MZ ) extractions based on different PDF sets.
For comparison the uncertainty estimated using the HERAPDF analysis is pre-
sented.

The model uncertainty on the PDFs, attributed to the variation of the as-
sumptions such as the fraction of the strange quarks in the d-type sea PDFs,
mass of the charm and bottom quarks, etc. were also treated using the offset
approach. A detailed description of the nature of individual variations is pre-
sented in [167]. The uncertainty on αs (MZ ) was estimated by taking the differ-
ence between the variation and the central value, and then adding in quadra-
ture all positive (negative) differences to obtain the positive (negative) model
error (see Eq. (9.3.4.8)). Corresponding results of the αs fits are combined into
the δ3 group in Figure 9.6. The effect of these variations was found to be negli-
gible.

Variations of the functional form of the PDF parameterisation (see [167])
were also treated using the offset-method. To form the parametrisation enve-
lope, the largest positive (negative) difference between the variation and the
central value is taken as the positive (negative) parametrisation error. The out-
come of the resulting variations of αs (MZ ) are illustrated in Figure 9.6 as δ4.
The only significant variation of the αs (MZ ) value resulted from the alternative
gluon PDF parametrisation Eq. (9.2.1.2), where εg ,Eg ̸= 0.

The uncertainty attributed to the assumption imposed on the magnitude of
the strong coupling in the PDF extraction procedure was estimated from two
PDF sets with αs (MZ ) =0.1156 and αs (MZ ) =0.1196. The difference between
the two results, (see Figure9.6 (δ5)), was scaled to the current uncertainty on
the world average [198].

In order to obtain the total error on the αs (MZ )-value due to the proton
PDF, all mentioned sources were added in quadrature, which resulted in the
final value:

αs (MZ ) = 0.1216 +0.0029
−0.0018 (PDF). (9.3.4.10)

Fits to αs (MZ ) with alternative predictions based on PDF sets provided by
different fitting-groups were performed in order to investigate the stability of
the αs (MZ ) determination procedure. The considered set of PDFs comprises
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Figure 9.7.: The results of the scan of χ2 (αs (MZ )) as a function of αs (MZ ) ob-
tained using different PDF sets. The vertical dashed lines represent the PDF
uncertainty from the HERAPDF 1.5 error analysis described in the text.

the extractions by the MSTW [169], NNPDF [205] and CT [170] groups. The
obtained results were compared to the reference fit based on HERAPDF 1.5,
described above. All fits were performed using the so-called ’central’ PDF set
determined with the αs (MZ ) value recommended in the corresponding PDF-
fit. Analysing the obtained results, several observations can be made:

• All fits with alternative PDFs have larger χ2 than the reference one, how-
ever in all cases the obtained values of χ2/nDF were . 1. Figure 9.7 illus-
trates the scan of the χ2 as a function of αs (MZ ) for different PDF sets.
One possible explanation for the difference in the fit quality is the dif-
ference in the gluon distribution of different PDF sets, especially in the
high-x region, relevant for inclusive-jet production (see Figure 9.8).

• The obtained values of the strong coupling were larger than that extracted
usingHERAPDF 1.5, but the difference was always within the uncertainty
attributed to the HERAPDF 1.5 set. A summary of the fit results based on
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Figure 9.8.: Comparison of the gluon distribution in the high-x region for dif-
ferent PDF sets at Q2 =100 GeV2.

different PDF sets is compiled in Table 9.6

In accord with the PDF4LHC recommendations, in recent analyses [74]
an additional uncertainty was attributed to the difference between results ob-
tained with different PDF sets. In contrast to that, the checks, described above,
reveal the consistency of the considered PDF sets in the phase space of the
inclusive-jet measurement and support the adequacy of the HERAPDF 1.5 er-
ror analysis. Therefore no additional uncertainties due to PDFs were assigned
to the αs (MZ )-value determined in this thesis.

9.3.4.3. Sensitivity to the αs (MZ ) Assumption

As mentioned above, the strong coupling enters pQCD predictions for hadron-
induced processes through the matrix elements and the DGLAP splitting func-
tions P (z) = ∑N

i=1αs
i ·Pi (z) (see Chapter 2). Therefore, in order to determine
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Quality of the fit as a function of αs (MZ )-value assumed in the PDFs (b).

PDFs in global fits to the data, a value of αs (MZ ) has to be either taken from
other analyses or fitted together with PDFs. Due to the coupled nature of per-
turbative hard coefficients and PDFs (c (αs) · f

(
x,µ

)
), the decrease of one quan-

tity leads to the increase of the other to maintain a constant cross section.
Therefore the question of the influence of the αs (MZ ) assumption in the PDF
extraction procedure has to be addressed. Figure 9.9(a) shows the results of the
αs (MZ ) fits to the double-differential inclusive-jet cross sections with PDF sets
from several fitting groups, extracted under different assumptions on the mag-
nitude of the strong coupling. It can be seen that, apart from MSTW08 sets,
available for a wide range of assumed αs (MZ ) values, the extracted αs (MZ ) in-
creases monotonically with increasing αs (MZ ) assumed in the PDFs. Only for
MSTW08 and NNPDF23 do the input and output values of αs (MZ ) coincide
at relatively large value of αs . Qualitatively, the correlation of the input and
output values can be explained as follows: in the global fit, PDFs decrease as
the assumed value of the strong coupling increases, therefore to compensate
the reduction of f

(
x,µ

)
in the fit to inclusive-jet data, the determined αs (MZ )

value increases.

As can be seen in Figure 9.9(b), the quality of the fit deteriorates with in-
creasing assumed value of the strong coupling and the fits based on PDFs with
the smallest αs (MZ ) value yield the smallest values of χ2/nDF. However, as
can be seen in Figure 9.9(a) the correlation between assumed and extracted
values of αs (MZ ) is very mild. For example, in case of NNPDF23, which has
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an approximately linear dependence, the resulting difference in the extracted
αs (MZ ) value of about 1% corresponds to the extreme variation of the assumed
value of the strong coupling in range αs (MZ ) ∈ (0.113;0.123), which in turn cor-
responds to the variation of χ2/nDF between 0.8 and 1.04. Taking into account
that nDF = 35, this corresponds to the χ2 variation between χ2

min and χ2
min +8,

which is significantly larger than that, used in the 1σ definition for the αs (MZ )
uncertainty. Summarising, the resulting values of αs for the fits with minimal
value of χ2/nDF are consistent with the central value within the experimental
uncertainty.

9.3.4.4. Uncertainties due to Hadronisation Corrections

The uncertainty on αs due to the that on the hadronisation corrections applied
to the NLO pQCD predictions were estimated by error propagation utilising the
Hesse method. The uncertainty on the correction factors was defined as a half-
difference17 between the predictions obtained using the ARIADNE or LEPTO
models (see Section 8.1.1).

For simplicity, the fits for αs were performed by adding the uncertainty on
the hadronisation correction factors quadratically to the uncorrelated system-
atic uncertainty18. The effect of the additional source of error on the extracted
αs (MZ ) value was determined using Eq. (9.3.4.7), where in this case, the ∆tot

represented the combined uncertainty on αs due to hadronisation corrections
and experimental errors.

The uncertainties on the predictions due to hadronisation correction fac-
tors was . 2% but typically less than 0.5% in most of the cross-section bins.
The αs fits were characterised by comparable quality of the fit and resulted
in αs (MZ ) very similar to the central value. The uncertainty on αs (MZ ) due
hadronisation corrections was smaller than 0.1% and therefore was neglected.

9.3.5. Summary and Conclusion on αs (MZ ) �ts with
Fixed PDFs

A value of the strong coupling constant has been determined from the double-

differential inclusive-jet cross sections measured as functions of E j et
T,B in differ-

ent regions of Q2. The extraction refers to a wide interval of hard scales corre-
sponding to 19 < µR < 150 GeV. The sensitivity of the extraction procedure to
theoretical assumptions e.g. the choice of the PDFs or renormalisation or fac-

17An average of the LEPTO and ARIADNE correction factors was used to correct parton-level
predictions for hadronisation effects.

18In principle, the uncertainty on the hadronisation corrections has to be treated as correlated;
however the difference between the two approaches was found to be negligible.
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torisation scales was investigated in detail. The extracted value of αs (MZ ) is:

αs (MZ ) = 0.1216±0.0026
(
exp.

)+0.0066
−0.0053 (scales)+0.0029

−0.0018 (PDF), (9.3.5.1)

where individual uncertainties attributed to various sources are indicated sep-
arately.

The dominant source of experimental uncertainty is due to the precision
of the calibration of the absolute jet-energy-scale, while the theoretical uncer-
tainty is dominated by missing higher orders in the pQCD predictions. Differ-
ent approaches to the treatment of experimental and theoretical uncertainties
were investigated. It was demonstrated that the results of the fit can signifi-
cantly differ when the systematic uncertainties are treated as correlated or un-
correlated.

To check the consistency of the data, the αs (MZ )-values were determined
from individual cross-section bins and were found to be in good agreement
within the estimated experimental uncertainties.

The running of the strong coupling was also illustrated. The predictions of
the Renormalisation Group Equation calculated with two-loop precision were
found to be in good agreement with the observed evolution of αs over a wide
range of scales.

9.3.6. Comparison with Other αs (MZ ) Determinations at

HERA

QCD has become the accepted theory of the strong interaction. If one ignores
the masses of quarks in the QCD Lagrangian (2.2.0.2)19 the success of the the-

ory with a single free parameter (αs = g 2
s

4π ) is striking. Nevertheless, precision
tests of QCD are ongoing. The value of the strong coupling, extracted from a
wide variety of experimental data, can be regarded as a figure of merit unifying
diverse approaches for testing QCD. This section contains a brief summary of
αs determinations from jet measurements at HERA and LHC.

Previous determinations of the strong coupling at HERA include extrac-
tions from NC DIS inclusive-jet data at high-Q2 [17, 206], low-Q2 [207] as well
as from photoproduction data [27]. The extractions from inclusive-jet data in
NC DIS performed at HERA before 2007 were combined, yielding a HERA av-
erage [208]. More recent determinations include extractions from normalised
inclusive-jet [18] and multijet [184] cross sections as well as from the ratio of
three-to-two jet rate, R3/2, [149] and photoproduction [48]. A preliminary anal-
ysis of the data set very similar to the one presented in the thesis was reported
in [209].

19Such an approximation is valid at sufficiently high energy mq ≪ E .
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9. Results. QCD Analysis of Inclusive-Jet Data

Overall, the result obtained in this work, is in good agreement with previ-
ous analyses performed in different kinematic regions at ZEUS and with early
extractions by H1. When compared to HERA I results [17,27,206], this determi-

nation features increased statistical precision, especially in the high-E j et
T,B and

high-Q2 region and has experimental precision comparable to HERA (2007)
average. The presented extraction is also consistent within experimental un-
certainties with more recent determinations from R3/2 [149] and photoproduc-
tion [48] at ZEUS.

Comparing to [149] this determination benefits from the fact that an inclu-
sive analysis gains larger event sample, due to excluding the requirement that
both jets have to be within the detector acceptance20. On the other hand, in the
ratio R3/2 significant amount of systematic effects cancel.

In comparison to the photoproduction result [48] both determinations have
very similar experimental uncertainties. Besides most the same sources of
theoretical uncertainty the photoproduction analysis includes an additional
source attributed to the knowledge of the photon PDF. Nevertheless, the pho-
toproduction result has smaller theoretical uncertainty when compared to the
values obtained in this thesis with the offset method21. In both cases the dom-
inant source of theoretical uncertainty is the one due to terms beyond NLO,
however, better precision of the analysis [48] can be explained by the exis-

tence of a unique hard scale, E j et
T,l ab , and typically larger jet transverse energy(

E j et
T,l ab > 21GeV

)
.

This αs (MZ ) determination is consistent with the preliminary result, ob-
tained in an independent inclusive-jet study [209], which was also based on
HERA II data but performed within somewhat different phase space. That de-
termination has slightly larger experimental uncertainty, while the theoretical
error of that analysis benefits from using the reduced dataset with lower sen-
sitivity to the variations in pQCD predictions and has to be compared to the
uncertainty treatment, performed using the Hesse method, where the varying
sensitivity of the data to pQCD predictions was taken into account.

Normalised inclusive-jet [18] and multijet [184] cross sections from H1 ex-
periment are characterised by small experimental uncertainty and are typically
lower than that from ZEUS. High experimental precision in these determi-
nations was achieved by utilising normalised jet cross sections in which sys-
tematic effects cancel. Besides that different sensitivity of various jet data sets
to pQCD predictions (e.g. NLO pQCD predictions for trijet cross sections are
O

(
αs

3
)
) was exploited.

The extractions of αs (MZ ) from HERA are complementary to the determi-

20At leading order in pQCD an NC DIS event always has exactly two partons (see Section 2.1.1).
21In the photoproduction analysis an offset method was used.
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9.3. QCD Analysis of Inclusive-Jet data

nations from jet cross sections in pp collisions at the LHC. When compared to
CMS results [185, 186, 210], the value of αs (MZ ) obtained in this work features
similar theoretical uncertainty and somewhat larger experimental uncertainty.
The CMS values are systematically lower then that presented in this thesis.

All discussed determinations including world average [12] are summarised
in Figure 9.10.
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Figure 9.10.: Comparison of the values of the strong coupling constant deter-
mined at HERA by H1 and ZEUS collaborations as well as those from CMS. The
green band indicates the uncertainty on the world average αs value. Solid and
dashed lines correspond to combined experimental and theoretical uncertain-
ties, respectively.
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Summary and Outlook

In this thesis, single-differential and double-differential inclusive-jet cross sec-
tions in neutral current deep inelastic scattering have been measured with the
ZEUS detector at HERA. Jets were reconstructed with the kT -clustering algo-
rithm in the longitudinally invariant inclusive mode in the Breit frame with

E j et
T,B > 8 GeV and−1 < η

j et
l ab < 2.5. The measurement was carried out in the kine-

matic range 125 <Q2 < 20000 GeV2 and 0.2 < y < 0.6. An extensive study of the
systematic uncertainties has been performed. In particular, multidimensional
reweighting of the MC spectra made possible a reliable estimate of the corre-
sponding uncertainty. When compared to other similar analyses from ZEUS,
these measurements make use of a large statistics sample collected during the
HERA II running phase. The total integrated luminosity of the data amounts
to 295 pb−1, which is almost three time large than in the previously published
measurement [49]. The NLO pQCD predictions based on different pPDF sets
were compared with the measured jet cross sections. In general, theoretical
calculations provide a good description of the data within the experimental and
theoretical uncertainties. The measurements demonstrated high sensitivity to
the proton parton distributions used in the predictions.

Several potential directions can be considered for further improvement of
the precision of the jet cross-section measurements. For instance, as was men-

tioned, the jets with low transverse energy, 3 < E j et
T,l ab < 10 GeV, are charac-

terised by larger energy-scale uncertainty than those with E j et
T,l ab > 10 GeV. In

order to improve the precision of the jet-energy measurement, especially in

the low-E j et
T,l ab region, the combined information from tracking and calorime-

ter systems can be used. In particular, an improvement of the jet energy-scale
uncertainty is expected in the measurements based on the so-called ZUFOS

clusters [211]. Moreover, as was shown, the systematic uncertainty due to the
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9. Results. QCD Analysis of Inclusive-Jet Data

variation of MC models is substantial in this analysis, therefore further im-
provement of the results can be achieved when more advanced MC models,
like those based on higher-order perturbative QCD predictions, are used. Fur-
thermore, an improvement of the precision can be achieved in future if these
measurements will be combined with those from the H1 experiment.

From the measured data, a value of the strong coupling at the scale of the
Z0-boson mass has been determined and the running of αs over a wide range of
scales was demonstrated. A detailed analysis of the uncertainties on αs (MZ )-
values was carried out and the importance of the treatment of systematic errors
was emphasised. The extracted αs (MZ ) value is:

αs (MZ ) = 0.1216±0.0026
(
exp.

)+0.0066
−0.0053 (scales)+0.0029

−0.0018 (PDF). (9.3.6.1)

The uncertainty is dominated by the scale uncertainty of the predictions which
is an estimate of the effect of missing higher-order terms beyond NLO, there-
fore in order to take advantage of the full precision of the data, higher-order
calculations are vital.

These data contribute to the ultimate legacy of HERA. Further steps in the
improvement of the αs (MZ ) precision can be made if theHERA data were to be
used simultaneously with the jet measurements from other high-energy collid-
ers such as the LHC and TEVATRON. Such an extensive data sample will have
a strong impact on the precision of future αs (MZ ) extractions as well as on the
proton PDF.

Looking into the far future, the ongoing studies for the lepton-nucleon col-
lider LHeC demonstrate the possibility of accessing an unprecedented kine-
matic range for lepton-nucleon scattering. LHeC would open a new window
to unexplored regions of the electroweak and strong sectors of the Standard
Model, where jet studies will play a very significant role.
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APPENDIX A

Cross Section Tables

Q2 bin (GeV2)
dσ/dQ2

(pb/GeV2)
δstat (%) δuncor

syst (%) δJES (%) Chadr CZ 0 CQED

125 . . . 250 1.353 0.6 1.1 5.4 0.95 1.00 0.97
250 . . . 500 0.394 0.8 1.8 4.5 0.95 1.00 0.95

500 . . . 1000 0.104 1.0 2.9 3.5 0.95 1.01 0.94
1000 . . . 2000 0.0252 1.4 3.4 2.8 0.94 1.04 0.94
2000 . . . 5000 0.00437 1.9 4.6 2.0 0.94 1.09 0.93

5000 . . . 20000 0.00027 3.4 5.6 1.7 0.94 1.20 0.92

Table A.1.: Inclusive-jet cross-section dσ/dQ2

E j et
T,B bin (GeV)

dσ/dE j et
T,B

(pb/GeV)
δstat (%) δuncor

syst (%) δJES (%) Chadr CZ 0 CQED

8 . . . 10 67.16 0.7 3.6 4.5 0.92 1.01 0.96
10 . . . 14 33.13 0.7 0.9 5.2 0.96 1.01 0.95
14 . . . 18 12.94 1.1 1.4 3.6 0.98 1.01 0.95
18 . . . 25 4.398 1.3 2.3 3.2 0.98 1.02 0.96
25 . . . 35 1.004 2.2 4.6 3.4 0.98 1.03 0.95

35 . . . 100 0.0417 4.1 10.8 5.5 0.97 1.04 0.94

Table A.2.: Inclusive-jet cross-section dσ/dE j et
T,B
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A. Cross Section Tables

η
j et
B bin

dσ/dη j et
B

(pb)
δstat (%) δuncor

syst (%) δJES (%) Chadr CZ 0 CQED

-2.00 . . . -1.00 8.006 2.4 10.8 3.2 0.79 1.09 0.93
-1.00 . . . -0.25 48.28 1.1 4.9 4.4 0.81 1.03 0.94
-0.25 . . . 0.25 130.2 0.9 1.9 4.6 0.90 1.02 0.95
0.25 . . . 1.00 159.6 0.7 1.2 4.0 0.99 1.01 0.96
1.00 . . . 1.80 100.8 0.8 1.3 4.5 1.00 1.01 0.95

Table A.3.: Inclusive-jet cross-section dσ/dη j et
B
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E j et
T,B bin (GeV) δstat (%) δuncor

syst (%) δJES (%) Chadr CZ 0 CQED

125 <Q2 < 250 GeV2

8 . . . 10 34.60 0.9 1.8 5.2 0.93 1.00 0.97
10 . . . 14 15.81 1.0 2.1 6.4 0.96 1.00 0.97
14 . . . 18 5.427 1.6 3.0 4.3 0.97 1.00 0.97
18 . . . 25 1.592 2.1 4.2 3.5 0.97 1.01 0.97
25 . . . 35 0.322 3.9 7.2 3.5 0.96 1.01 0.98

35 . . . 100 0.0115 7.7 14.7 5.7 0.95 1.01 0.96

250 <Q2 < 500 GeV2

8 . . . 10 18.19 1.3 4.0 4.3 0.93 1.00 0.95
10 . . . 14 9.186 1.4 1.7 5.2 0.96 1.01 0.95
14 . . . 18 3.541 2.1 2.8 3.7 0.98 1.01 0.95
18 . . . 25 1.161 2.8 3.4 3.7 0.99 1.00 0.95
25 . . . 35 0.243 4.9 6.2 3.3 0.97 1.00 0.95

35 . . . 100 0.00969 9.5 15.6 6.0 0.97 1.00 0.92

500 <Q2 < 1000 GeV2

8 . . . 10 8.367 1.8 7.1 3.4 0.90 1.01 0.93
10 . . . 14 4.524 1.8 2.5 3.8 0.96 1.01 0.94
14 . . . 18 2.195 2.6 3.0 3.1 0.99 1.01 0.94
18 . . . 25 0.824 3.1 3.5 3.1 0.99 1.00 0.96
25 . . . 35 0.209 4.9 6.4 3.8 0.98 1.03 0.95

35 . . . 100 0.00795 9.5 10.7 4.7 0.98 1.04 0.94

Table A.4.: Inclusive-jet cross-section dσ/dE j et
T,B in different regions of Q2
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A. Cross Section Tables

E j et
T,B bin (GeV) δstat (%) δuncor

syst (%) δJES (%) Chadr CZ 0 CQED

1000 <Q2 < 2000 GeV2

8 . . . 10 3.657 2.6 9.1 3.1 0.90 1.04 0.94
10 . . . 14 2.172 2.4 2.8 2.5 0.95 1.03 0.93
14 . . . 18 1.070 3.5 4.1 2.4 0.96 1.03 0.94
18 . . . 25 0.484 3.9 4.1 2.3 1.00 1.05 0.95
25 . . . 35 0.117 6.1 6.8 3.6 0.99 1.05 0.92

35 . . . 100 0.00641 10.2 14.5 5.4 0.98 1.06 0.94

2000 <Q2 < 5000 GeV2

8 . . . 10 1.801 3.7 13.2 2.1 0.91 1.08 0.93
10 . . . 14 1.111 3.4 4.0 1.5 0.93 1.09 0.93
14 . . . 18 0.552 4.8 5.3 2.3 0.98 1.08 0.92
18 . . . 25 0.251 5.2 6.2 1.6 0.99 1.11 0.92
25 . . . 35 0.0853 7.1 8.1 2.4 0.99 1.10 0.92

35 . . . 100 0.00421 11.2 14.6 5.5 0.97 1.16 0.99

5000 <Q2 < 20000 GeV2

8 . . . 10 0.555 6.8 15.9 3.5 0.87 1.19 0.94
10 . . . 14 0.329 6.3 7.4 1.2 0.93 1.20 0.93
14 . . . 18 0.159 8.6 9.2 3.7 0.97 1.18 0.93
18 . . . 25 0.0866 8.8 10.0 1.1 1.01 1.23 0.88
25 . . . 35 0.03002 11.8 13.2 2.4 0.96 1.23 0.96

35 . . . 100 0.00190 15.9 28.3 5.4 1.01 1.18 0.88

Table A.5.: Inclusive-jet cross-section dσ/dE j et
T,B in different regions of Q2. Con-

tinuation of Table A.4.
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8 . . . 10 10 . . . 14 14 . . . 18 18 . . . 25 25 . . . 35 35 . . . 100

12
5
<Q

2
<

25
0

G
eV

2 8 . . . 10 1.00 0.22 0.33 0.30 0.18 0.09
10 . . . 14 0.22 1.00 0.37 0.38 0.29 0.21
14 . . . 18 0.33 0.37 1.00 0.27 0.26 0.16
18 . . . 25 0.30 0.38 0.27 1.00 0.25 0.24
25 . . . 35 0.18 0.29 0.26 0.25 1.00 0.24

35 . . . 100 0.09 0.21 0.16 0.24 0.24 1.00

25
0
<Q

2
<

50
0

G
eV

2 8 . . . 10 1.00 0.21 0.29 0.28 0.23 0.10
10 . . . 14 0.21 1.00 0.34 0.34 0.27 0.10
14 . . . 18 0.29 0.34 1.00 0.25 0.27 0.10
18 . . . 25 0.28 0.34 0.25 1.00 0.35 0.25
25 . . . 35 0.23 0.27 0.27 0.35 1.00 0.20

35 . . . 100 0.10 0.10 0.10 0.25 0.20 1.00

50
0
<Q

2
<

10
00

G
eV

2 8 . . . 10 1.00 0.21 0.34 0.24 0.19 0.07
10 . . . 14 0.21 1.00 0.41 0.37 0.23 0.13
14 . . . 18 0.34 0.41 1.00 0.24 0.16 0.13
18 . . . 25 0.24 0.37 0.24 1.00 0.25 0.22
25 . . . 35 0.19 0.23 0.16 0.25 1.00 0.30

35 . . . 100 0.07 0.13 0.13 0.22 0.30 1.00

Table A.6.: Statistical correlations matrix for the double-differential inclusive-
jet cross section as a function of E j et

T,B in different regions of Q2
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A. Cross Section Tables

8 . . . 10 10 . . . 14 14 . . . 18 18 . . . 25 25 . . . 35 35 . . . 100

10
00

<Q
2
<

20
00

G
eV

2 8 . . . 10 1.00 0.17 0.33 0.26 0.22 0.30
10 . . . 14 0.17 1.00 0.38 0.37 0.25 0.26
14 . . . 18 0.33 0.38 1.00 0.23 0.11 0.15
18 . . . 25 0.26 0.37 0.23 1.00 0.30 0.26
25 . . . 35 0.22 0.25 0.11 0.30 1.00 0.45

35 . . . 100 0.30 0.26 0.15 0.26 0.45 1.00

20
00

<Q
2
<

50
00

G
eV

2 8 . . . 10 1.00 0.19 0.26 0.20 0.06 0.04
10 . . . 14 0.19 1.00 0.38 0.24 0.36 0.24
14 . . . 18 0.26 0.38 1.00 0.19 0.26 0.12
18 . . . 25 0.20 0.24 0.19 1.00 0.36 0.08
25 . . . 35 0.06 0.36 0.26 0.36 1.00 0.32

35 . . . 100 0.04 0.24 0.12 0.08 0.32 1.00

50
00

<Q
2
<

20
00

0
G

eV
2 8 . . . 10 1.00 0.13 0.27 0.15 0.28 0.06

10 . . . 14 0.13 1.00 0.34 0.21 0.15 0.13
14 . . . 18 0.27 0.34 1.00 0.23 0.28 0.19
18 . . . 25 0.15 0.21 0.23 1.00 0.19 0.13
25 . . . 35 0.28 0.15 0.28 0.19 1.00 0.19

35 . . . 100 0.06 0.13 0.19 0.13 0.19 1.00

Table A.7.: Statistical correlations matrix for the double-differential inclusive-
jet cross section as a function of E j et

T,B in different regions of Q2. Continuation of
Table A.6.
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APPENDIX B

Running of the Strong Coupling

In this section the values of the strong coupling extracted as a function of the
hard scale are provided.

〈E j et
T,B 〉 (GeV) αs δexp

8.86 0.195182 0.011196
11.5 0.182313 0.009220

15.45 0.166910 0.006396
20.25 0.156607 0.00600
28.06 0.146688 0.008063
39.76 0.132095 0.015568

Table B.1.: The αs values determined in each 〈E j et
T,B 〉 from the analysis of the

measured dσ/dE j et
T,B cross sections.
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APPENDIX C

Corrections and Reweightings

In this section the supplementary materials to the Chapter 6 are provided.
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C. Corrections and Reweightings
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Figure C.1.: Comparison of transverse energy of the leading-jet spectra in data
and ARIADNE after MC reweighting for events containing exactly two jets.
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Figure C.2.: Comparison of transverse energy of the leading-jet spectra in data
and ARIADNE after MC reweighting for events containing exactly three or more
jets. 185



C. Corrections and Reweightings
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Figure C.3.: The average measured detector-level jet transverse energy⟨
E j et ,det

T,B

⟩
as a function of

⟨
E j et ,had

T,B

⟩
and the corresponding straight-line fits

in different regions of η j et
l ab for the data-taking period 2006 e− in the LEPTOMC

sample.
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Figure C.4.: The average measured detector-level jet transverse energy⟨
E j et ,det

T,B

⟩
as a function of
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and the corresponding straight-line fits

in different regions of η j et
l ab for the data-taking period 2007 e+ in the LEPTOMC
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APPENDIX D

MC Validation

This section contains pull distributions for individual single-differential cross-

section measurements as functions of Q2, E j et
T,B and η

j et
B obtained using LEPTO

and ARIADNE simulation.
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Figure D.1.: Pull distributions for individual dσ/dQ2 cross-section bins in
LEPTO MC.
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Figure D.3.: Pull distributions for individual dσ/dQ2 cross section-bins in
LEPTO MC.
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