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Kurzfassung

Eine allgemeine Theorie bzgl. der Abschirmung von magnetischen Spin-1/2�Störstellen,
welche an unmagnetische, metallische Nanostrukturen angekoppelt sind (sog. Kondo�
Boxen), wird entwickelt, numerisch implementiert und für einige paradigmatische Modell-
systeme im Detail diskutiert. Das aus der räumlichen Beschränkung dieser Nanostrukturen
resultierende Ein�Teilchen�Energiespektrum des Nanosubstrats weist endliche Lücken zwi-
schen den Energieniveaus auf, sodass ausschlieÿlich Fermi�Elektronen einen Kanal zur Ab-
schirmung der Störstellen zur Verfügung stellen. Dieser sog. "�nite�size Kondo�E�ekt"tritt
unterhalb einer kritischen Temperatur, der Kondo�Temperatur TK , auf. Es entstehen drei
mögliche Abschirmungsszenarien, wobei der Spin einer Störstelle entweder unterkompen-
siert, ganzheitlich, oder überkompensiert abgeschirmt wird. In früheren Arbeiten wurden
die Ein�Teilchen�Energiespektren als nicht�entartet angenommen, wodurch maximal ein
Abschirmungskanal entsteht, sofern das Fermi�Energieniveau partiell besetzt ist. In der
vorliegenden Arbeit wird die Einschränkung auf nicht�entartete Energieniveaus aufgeho-
ben, wodurch Zugang zur Physik von Störstellenabschirmung in Nanosystemen mit entar-
teten Ein�Teilchen�Energiespektren erlangt wird. Letztgenannte �ndet man typischerweise
in Systemen mit intrinsischen Symmetrien, wie z.B. bei Ringen oder Quadratgittern. Im
Grenzfall T → 0 wird durch erste Ordnung Störungstheorie in der lokalen Austauschkopp-
lung ein e�ektiver Hamilton�Operator hergeleitet, der die Ankopplung von Störstellenspins
an Sätze delokalisierter Fermiorbitale beschreibt. Es wird gezeigt, dass diese Orbitalsätze
von der Störstellenposition, sowie von der elektronischen Füllung und der Geometrie des
Nanosubstrats abhängen. In vielen Fällen können die Orbitalsätze in einen koppelnden und
einen nicht�koppelnden Anteil zerlegt werden. Die Verteilung der Fermi�Elektronen auf die-
sen Orbitalen wird analysiert und es wird gezeigt, dass ungekoppelte Orbitale zwar nicht
zum Abschirmungsprozess, jedoch zur Grundzustandsentartung beitragen. Die Störstel-
lenspins werden somit durch Fermi�Elektronen auf ankoppelnden Orbitalen abgeschirmt,
welche wiederum in unterschiedlichen Relationen zueinander stehen können, z.B. indem
sie vollständig, teilweise, oder gar nicht überlappen. Je nach Art des Überlapps entstehen
unterschiedliche Abschirmungsarten, welche die Grundzustandseigenschaften beein�ussen.
Für Kondo�Boxen, bei denen die Störstellen lokal angekoppelt sind, werden Grundzu-
standsentartung und Abschirmungsmechanismen für bis zu drei Störstellen untersucht.
Während in den meisten Fällen das zu erwartende Verhalten eines Zentralspinmodells
gefunden wird, treten jedoch auch Situationen mit einem überraschenden indirekten Aus-
tausch zwischen den Störstellen auf. Ein Zusammenhang zum obengenannten Orbitalüber-
lapp wird ausgearbeitet. Weiter wird gezeigt, dass die lokale Ankopplung von Störstellen
nicht ausreicht, um mit dem verwendeten Modell Situationen mit überkompensiertem Spin
zu �nden. Das Modell wird deshalb durch das Einbeziehen nichtlokaler Störstellenkopp-
lung erweitert. Dadurch wird die Anzahl koppelnder Fermiorbitale pro Störstelle gröÿer
eins, wodurch eine Überkompensation einer einzelnen Störstelle durch das metallische Na-
nosubstrat möglich wird. Die obengenannte Physik wird für eine Vielzahl an Parametern,
wie z.B. der Geometrie und Füllung des Nanosubstrats, der Fermi�Elektronenanzahl, der
Störstellenanzahl und -position und der e�ektiven Kopplungsstärke untersucht. Die Theo-
rie wird an einigen exemplarischen Systemen (Ringe und Quadratgitter) getestet, wobei
die Ergebnisse leicht auf beliebige Systeme übertragbar sind. Weiter wird gezeigt, dass
die vorgestellten Theorien auch auf Systeme mit kleineren kristallographischen Defekten,
oder bei denen andere physikalische E�ekte zu einer Quasientartung der Energiespektren
führen, angewendet werden können.
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Abstract

A general theory of screening magnetic spin-1/2 impurities coupled to nonmagnetic, metal-
lic nanostructures, so�called Kondo boxes, is developed, implemented numerically, and dis-
cussed in detail for several paradigmatic model systems. The spatial con�nement of these
nanostructures results in a gapped one�particle energy spectrum of the host, where only
electrons at the Fermi level provide channels to screen the impurity spins. This so�called
"�nite�size Kondo e�ect" occurs below a critical temperature TK , called the Kondo tem-
perature. Three possible screening scenarios arise, where an impurity spin is either under-,
fully, or overscreened. Earlier works on this topic assumed the one�particle energy spectra
to be nondegenerate, which thus provide at most one screening channel, if the Fermi energy
level is partially occupied. In the present work, the restriction to nondegenerate energy
levels is dropped, providing access to the physics of impurity screening in nanosystems
with degenerate energy spectra. The latter are typically found in systems with intrinsic
symmetries, such as rings or square lattices. By means of �rst order perturbation theory in
the local exchange coupling, an e�ective Hamiltonian is derived, which describes impurity
spins coupled to sets of delocalized Fermi orbitals in the limit of T → 0. It is shown,
that these sets are dependent on the impurity positions, as well as on the electronic �lling
and the geometry of the nanosubstrate. In many cases, the sets can be subdivided into
a coupled and an uncoupled part. The distribution of Fermi electrons over these orbitals
is analyzed, showing that uncoupled orbitals do not contribute to the screening process,
but in�uence the ground state degeneracy. Thus, the impurity spins are screened by Fermi
electrons occupying the coupling Fermi orbitals. The latter can be in di�erent relations
to one another, such as fully, partially, or not overlapping. Dependent on this overlap,
di�erent forms of screening arise, which a�ect the ground state properties. For Kondo
box models where impurities are coupled locally, ground state degeneracy and screening
mechanisms are examined for up to three impurities. While in most cases the expected
central�spin model behavior is found, situations with a surprising indirect impurity ex-
change also occur. A connection to the aforementioned overlap is elaborated. Apart from
this, it is shown that coupling impurities locally to the substrate is not su�cient to �nd
overscreening within the presented model. To this end, the model is modi�ed by inclusion
of nonlocal impurity coupling. This increases the number of coupling Fermi orbitals per
impurity to more than just a single one, which allows to �nd overscreening with only a
single impurity coupled to the metallic host. All of the above listed physics are examined
under variation of a plethora of parameters, such as geometry and �lling of the host, Fermi
electron number, impurity amount and placement, or e�ective coupling strengths. The
theory is tested on several exemplary systems (rings and square lattices), but results are
easily transferable to arbitrary systems. Moreover it is shown, that the theories presented
are also applicable to systems containing minor crystallographic defects, or where other
physical e�ects result in quasi�degenerate energy spectra.

vii





Contents

1. Introduction 1
1.1. The Kondo e�ect - a brief historical overview . . . . . . . . . . . . . . . . . 1
1.2. Kondo cloud and screening . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1. What is a Kondo cloud? . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2. Di�erent manifestations of screening . . . . . . . . . . . . . . . . . . 4

1.3. Aim and structure of the work . . . . . . . . . . . . . . . . . . . . . . . . . 6

2. Physics of the Kondo box 9
2.1. The Kondo box with a single impurity . . . . . . . . . . . . . . . . . . . . . 9
2.2. Two impurities in a Kondo box . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3. Quantum localization of conduction electrons . . . . . . . . . . . . . . . . . 13

3. Screening in nanosystems with degenerate one�particle energy spectrum 17
3.1. First results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2. Hamiltonian and e�ective low�energy model . . . . . . . . . . . . . . . . . . 22

3.2.1. The multi�impurity Kondo box Hamiltonian . . . . . . . . . . . . . . 22
3.2.2. E�ective low�energy model . . . . . . . . . . . . . . . . . . . . . . . 24

3.3. General statements on important parameters . . . . . . . . . . . . . . . . . 29
3.4. The single impurity case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.5. Nanosystems with two impurities . . . . . . . . . . . . . . . . . . . . . . . . 31

3.5.1. Case A) - Fully overlapping coupling Fermi orbitals . . . . . . . . . . 32
3.5.2. Case B) - Partially overlapping coupling Fermi orbitals . . . . . . . . 33
3.5.3. Case C) - No overlap between coupling Fermi orbitals . . . . . . . . 35
3.5.4. Examination of two impurities on a square�lattice . . . . . . . . . . 36
3.5.5. Generalizing the results for two�impurity systems . . . . . . . . . . . 40

3.6. Nanosystems with three impurities . . . . . . . . . . . . . . . . . . . . . . . 45
3.6.1. Classi�cation of overlap scenarios . . . . . . . . . . . . . . . . . . . . 45
3.6.2. Toy model for three impurities . . . . . . . . . . . . . . . . . . . . . 46
3.6.3. Summary of the nine scenarios . . . . . . . . . . . . . . . . . . . . . 67
3.6.4. Transferring the results to exemplary systems . . . . . . . . . . . . . 69

3.7. Short summary of results for two and three impurities . . . . . . . . . . . . 74
3.8. Generalization to more than three impurities . . . . . . . . . . . . . . . . . 75

4. Overscreening 79
4.1. A brief introduction to overscreening . . . . . . . . . . . . . . . . . . . . . . 79
4.2. Modi�ed Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3. E�ective coupling strengths . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.3.1. Concept and interplay of local and nonlocal coupling . . . . . . . . . 81
4.3.2. Testing of the e�ective coupling�concept . . . . . . . . . . . . . . . . 83

4.4. Examples of overscreened impurities . . . . . . . . . . . . . . . . . . . . . . 89
4.4.1. Overscreening in a ring . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.4.2. Overscreening in square lattices . . . . . . . . . . . . . . . . . . . . . 91

5. Applicability to quasi-degenerate systems 97

6. Summary and outlook 101
6.1. Summary of the work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

ix



Contents

6.2. Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

Appendix A. Brillouin�Wigner perturbation theory for degenerate systems 105

Appendix B. Hilbert space dimension 107

References 109

List of publications and author contributions 115

Eidesstattliche Erklärung 117

Danksagung 119

x



1. Introduction

1.1. The Kondo e�ect - a brief historical overview

The historical roots of the discovery of magnetism stretch back to the ancient Greece, where
roughly 2600 years ago Thales of Miletus reported attractions between lodestones and iron
[1]. Aside from rather descriptive results on magnetism, the progress in understanding its
origins lasted long, and still continues.

One of the milestones in this progress was the identi�cation of magnetism in solids as a
quantum mechanical e�ect in 1919, nowadays known as the Bohr�van Leeuwen theorem [2].
However, even decades later not every experiment connected to magnetism was understood
in detail. A prime example is the work of de Haas, de Boer, and van den Berg [3],
published in 1934, where an increase of the electrical resistivity of gold for temperatures
T → 0 had been reported. This result (which became years later known as the Kondo
e�ect) was unexpected, because in most metals the resistivity decreases monotonically due
to decrease of phonon scattering processes with decreasing T . Years passed by, until the
�ndings were associated with magnetic impurities. This marked the beginning of a new era
in condensed matter physics: Magnetic impurities in nonmagnetic host systems stepped
into the limelight, and are still subject of intense research.

J. Friedel et al were the �rst to theoretically investigate magnetic impurities in metals
[4�6], while experiments of B.T. Matthias et al showed that the transition temperature of
superconductors is a�ected by the presence of small amounts of atoms carrying magnetic
moments [7�11]. Using the theoretical achievements of Friedel and associates, P.W. An-
derson addressed himself to the task of explaining the results, proposing a model which
schematized the electronic structure of a metal with an embedded impurity [12]. Intro-
duced in 1961, this model became famous as the Anderson impurity model, which has still
not forfeited its popularity. However, the minimum in electrical resistivity of Au, found
by de Haas et al [3], was explained by J. Kondo in 1964 [13]. Honoring his theoretical
achievement, the e�ect was named the Kondo e�ect.

Studying experimental work on dilute alloys of Fe in a series of Nb-Mo alloys, presented
by Sarachik et al [14], J. Kondo concluded that the resistivity minimum originates from the
interaction between the spins of impurity and conduction electrons, and not from other im-
purity characteristics such as its charge, or even crystal �eld e�ects. Moreover, the Kondo
e�ect occurred even for very low impurity concentrations, thus excluding interimpurity
correlations as the origin of the e�ect. To this end, J. Kondo introduced a model which
consists of an interaction�free conduction electron part and a Hamiltonian (proposed by C.
Zener in 1951 [15] and known in literature as s-d model) that describes interactions of the
impurity with electronic spins. These two parts build up a Hamiltonian which nowadays is
known as the Kondo model. J. Kondo applied perturbation theory up to third order of J to
this model, showing that a lnT term appears that contributes to the electrical resistivity,
and that the electron�impurity interaction leads to a singular scattering of the conduction
electrons near the Fermi level. Together with the contribution of phonon scattering, the
lnT term �nally explained the increase of resistivity [11].
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1. Introduction

Kondo's solution, however, su�ered from a divergence for T → 0, making the theory invalid
in the low temperature regime, i.e. where the temperature T is below the so�called Kondo
temperature TK . The search for a solution to this de�cit became known as the "Kondo
problem". It was P.W. Anderson and associates, who introduced a scaling approach in 1970
[16], explaining the �nite resistivity for T < TK . The key idea was to eliminate higher
order energy excitations, which do not contribute to the low energy physics. Although
this ansatz broke down for T � TK due to an in�nite increase of the e�ective coupling
strength, the qualitative behavior was predicted correctly. Several years later, K.G. Wilson
con�rmed Andersons approach by application of his "numerical renormalization group"
("NRG") to the Kondo model [17]. An analytical solution to the Kondo problem was later
given by the so�called Bethe ansatz [18] for Kondo [19, 20] and Anderson model [21, 22].
Nowadays, both NRG and Bethe ansatz are methods of enormous popularity, belonging
to the standard tools in condensed matter theory (see, for example, [23, 24] and references
therein).

Although the origins of Kondo physics have been found and understood in some limiting
cases, the topic is still up to date and of great interest. The extension from only few to
an entire lattice of impurities (a so�called Kondo lattice) marked the beginning of heavy
fermion physics, i.e. systems where conduction electrons have an e�ective mass of up to
1000 times that of free electrons due to the Kondo e�ect. Such heavy fermion systems
show similarities to high temperature superconductors, making them a hot topic in modern
physics [11, 25�35]. Closely related is the research on Kondo insulators (also referred to
as Kondo semiconductors) such as SmB6 [36], which are either metallic or insulating due
to the Kondo e�ect [37]. In the recent past, it was discovered that some insulators have
topologically protected states, which lead to a whole new research �eld of the so�called
topological Kondo physics [36, 38�44].

Positioning single atoms with a scanning tunneling microscope (STM) [45�47] was an ex-
perimental breakthrough, making it possible to observe the Kondo e�ect not only via
resistivity and susceptibility measurements, but also to resolve the atomic positions be-
forehand [25, 48�51]. In this context, the zero bias anomaly, which is the spectroscopic
manifestation of the Kondo e�ect, was understood. The insights helped D. Goldhaber-
Gordon and associates to detect the Kondo e�ect in single�electron transistors [52], which
can be seen as the birth of quantum dot physics [25]. Quantum dots, which are small
semiconducting boxes containing a reservoir of few electrons, are easy to tune, therefore
attracting ongoing interest of physicists [53�61]. As such devices are promising candidates
for modern chip technology [25], the research on quantum dots has not forfeited its popu-
larity. As a matter of fact, an increasing interest in quantum dots even led to inclusion of
Majorana fermions into solid state theory, for example in describing quantum dots coupled
to semiconductors or superconductors [62�66].

The reader may already guess, that besides the above named research �elds and applica-
tions, "Kondo e�ects" are nowadays found in many di�erent contexts, far apart from its
origin as a single metallic impurity on a nonmagnetic host. To name only few examples, a
sort of Kondo e�ect appears in alkali�earth atomic gases [67], and even in quark matter,
where heavy quarks act as impurities and light quark matter represents the host [68, 69].

Moreover, in the recent past the Kondo e�ect became subject of quantum �eld theories,
such as the conformal �eld theory [70�72], with the purpose of describing for example
Weyl and Dirac semimetals [73�75]. Especially impurities in graphene [76], but also in
other Dirac materials, as well as unconventional superconductors [77] attract the interest
of physicists today. With this tremendous increase of possible applications, the number of
di�erent models increased alike. They range from pseudogap Kondo models for unconven-
tional superconductors [77] to models of Majorana fermions, such as Kitaev models [78,
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1.2. Kondo cloud and screening

79]. The latter can be brought into relation with the multi�channel Kondo model [80,
81], where especially the two�channel case is examined to describe novel materials (like
mass�imbalanced superconductors [82]) by means of a "charge" Kondo e�ect [80�83].

The reason why the Kondo e�ect manifests itself in so many di�erent theories and models
is, that only few is needed: In a most general formulation, one needs a set of delocalized
states (typically the host) which is connected by some sort of exchange interaction to
degenerate, usually localized states (i.e. the impurity states). If particles from the host
material (typically conduction electrons) can switch their state due to scattering from the
impurity, a Kondo e�ect occurs. That such a scenario is indeed realizable in various ways
can be seen by the numerous work connected to Kondo e�ects. The examples above only
give a small overview and are not meant to provide a complete list, as this would go beyond
the scope of this introduction. However, the reader may imagine, that the various Kondo
e�ect(s) answer many questions in physics, but also raise a lot of new ones. Not always is
a Kondo model an appropriate description of what is believed to be a Kondo system (see,
for example, [84]), or the competition between a Kondo e�ect and other e�ects gives many
contradicting results as stated by Wong et al in the case of Rashba spin�orbit coupling
[85].

Although intense research associated with Kondo physics is ongoing, there are still many
open questions, especially concerning impurities embedded in nanostructures. For example,
magnetic impurities coupled to open chains of �nite length have shown a fascinating "�nite�
size Kondo e�ect" [86, 87]. Its further investigation is in the focus of the present work.
This requires to take a closer look at physical details, presented in the next section.

1.2. Kondo cloud and screening

1.2.1. What is a Kondo cloud?

In his early works, J. Friedel found out, that spin and charge density of substrate electrons
are being distorted by the bare presence of a single magnetic atom, leading to results
nowadays known as Friedel oscillations and the Friedel sum rule [4�6]. It was the �rst
quantum mechanical description of screening processes, thus being fundamental to the
Kondo e�ect, which is a collective screening phenomenon: A spin corresponding to an
impurity (for example, an adatom) can be screened by electrons (or comparable particles
in �eld theories) due to an exchange interaction. As was found out, it is the electrons
around the Fermi energy level that participate in the screening process, which can be
seen in the rise of the so�called Kondo peak (also known as Abrikosov�Suhl resonance),
i.e. a resonance in the electronic density of states around the Fermi energy [11]. It is
therefore not surprising, that a vanishing of the density of states at the Fermi energy may
quench the Kondo e�ect. This usually happens, if the Kondo e�ect competes with other
e�ects, such as cooper pairing, in combination with Hund's coupling [88, 89], or in gapped
and pseudogapped Fermi systems [69, 77], resulting in quantum phase transitions between
screened and unscreened magnetic moments [90].

In the pristine Kondo e�ect with a magnetic impurity embedded in a nonmagnetic host
metal, the screening leads to formation of a spin singlet [13]. It occurs below a temperature
TK , the Kondo temperature, which characterizes the energy scale where this screening is
found. Associated to the Kondo temperature is a length scale ξK ,

ξK = ~vF /(kBTK) , (1.1)

3



1. Introduction

where vF is the Fermi velocity (in the following, ~ = kB = 1). The quantity ξK can
be interpreted as the size of the so�called Kondo screening cloud, see Fig. 1.1 [87, 91].
Conduction electrons within a range of length ξK around the impurity site in real space
participate in the screening process, while electrons outside of the cloud form a Fermi liquid
according to Landau's Fermi liquid theory [87, 92�94].

Figure 1.1.: Coupling of an impurity (yellow sphere) to conduction electrons (grey spheres)
with coupling strength J . the Kondo cloud is highlighted with a green back-
ground, its extension is given by ξK . Figure adapted from Ref. [87].

Associating the Kondo temperature with the energy needed to break a Kondo singlet,
one �nds that strong (antiferromagnetic) impurity�electron coupling J leads to higher
Kondo temperatures than weak coupling. In the weak coupling realm, this relation can be
expressed by

TK ∝ exp

(
− 1

ρ0J

)
, (1.2)

which is a result from the scaling theories' solutions of the Kondo problem [91], where ρ0

is the host's free density of states at the Fermi energy. Since a high Kondo temperature
TK corresponds to a small Kondo cloud extension according to Eq. (1.1), strong J leads to
formation of a shortly extended (or even localized) cloud, while the Kondo cloud becomes
larger for decreasing J . Consequently, interesting physics are to be expected if the Kondo
cloud size exceeded the system's extension, i.e. if it became mesoscopically large. This
aspect is fundamental to the present work, as systems of small spatial extension are in the
focus. For comparison, a Kondo temperature of some tens of Kelvins roughly corresponds
to an extension of the Kondo cloud in the nanometer regime [95], thus competing with the
spatial extension of con�ned nanostructures.

1.2.2. Di�erent manifestations of screening

Screening is a rather general name used in many contexts, such as the screening of charge,
or spin. In the context of spins, P. Nozières and A. Blandin have subdivided screening
into categories underscreening, full screening, and overscreening [82, 96]. The key idea is,
that each singly occupied atomic orbital of the host provides a screening channel, and the
number of such channels nc is compared to the magnitude of the spin in order to distinguish
between the scenarios. In other words, given an impurity with total spin S, this spin can
either be underscreened, if the number of screening channels nc < 2S, or fully screened
(nc = 2S), or overscreened, if nc > 2S. For spin-1/2 impurities, the three cases are shown
exemplary in Fig. 1.2.

The original Kondo model describes a single impurity coupled locally (in real�space) to a
substrate. In order to screen the impurity's spin, the coupling must be antiferromagnetic,
i.e. the spin components of the impurity and the conduction electrons must be of opposite

4



1.2. Kondo cloud and screening

(a) (b) (c)

Figure 1.2.: Spin-1/2 impurities (red spheres with arrows) coupled to singly occupied
atomic orbitals (blue spheres with arrows) can lead to (a) underscreening,
(b) full screening, or (c) overscreening.

sign. If the system is large in its spatial extensions, enough conduction electrons are avail-
able for screening the impurity's spin, or possibly even to overscreen it (if the conduction
electrons have a spin s > 1/2 [97, 98]).

In con�ned nanosystems, the screening mechanism is di�erent than in bulk substrates, for
the Kondo cloud exceeds the system size if the coupling strength is weak. In combina-
tion with the size�induced discretization of the nanosubstrate's energy level spectrum, the
impurity spin could be screened by a single Fermi electron only, rather than by several
conduction electrons [86, 94, 95]. This extreme case is the so�called "�nite�size Kondo
e�ect". The screening channels nc are then obtained by the Fermi electrons only. Note,
that the number of these channels is not necessarily identical to the number of available
Fermi electrons, because screening requires an antiparallel alignment of spins. For exam-
ple, the spin of an impurity coupled to a single orbital, occupied by two Fermi electrons
with opposing z-spin quantum number, is unscreened. In such a case, there is no screening
channel since the orbital carries no total magnetic moment. It thus has to be kept in mind,
that screening in con�ned systems is a �lling�dependent e�ect.

Within nanosystems, the three types of screening become vivid: One gets underscreening,
if multiple impurities couple to the same Fermi electron (Fig. 1.2(a)), or if a single impurity
with spin greater than 1/2 is coupled to the Fermi electron. Full screening is found, for
example, when a single spin-1/2 impurity couples to the Fermi electron, thus forming
a spin�singlet (Fig. 1.2(b)). In order to �nd overscreening, several Fermi electrons are
required to couple to the impurity, while the spin of the latter must be smaller than the
total spin of the coupling Fermi electrons (Fig. 1.2(c)).

The physics of systems with screened impurities di�er in many ways from systems with
unscreened impurities. In experiments, the former usually manifests in the increase (sub-
strates with magnetic adatoms, such as found by de Haas, de Boer, and van den Berg [3])
or, oppositely, in the decrease (quantum dots, for example [52, 53]) of electrical resistivity.
Furthermore, the density of states (which is experimentally easily accessible) shows a char-
acteristic (Abrikosov�Suhl, or Kondo) resonance at the Fermi level, and the total spin of
a system decreases due to screening of the magnetic impurity. Especially overscreening is
believed to be connected to the so�called non�Fermi�liquid behavior, which is character-
ized by yielding unusual logarithmic or power�law temperature dependencies of electronic
and magnetic properties, as found in a number of actinide and rare�earth systems [99].
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1. Introduction

1.3. Aim and structure of the work

In the recent past, the possibility of using the electron's spin�degree of freedom in addition
to its charge has attracted enormous interest in both research and industrial applications.
The use of magnetic atoms or molecules in magnetic information storage devices [100], or
as building blocks for spintronic devices [101, 102] are just few examples of current hot
topics.

Despite of intense research in the �eld of Kondo physics, the in�uences of impurities in
systems of �nite size are yet not fully understood. However, there are many experimental
realizations, such as in individual grains [103, 104], in metallocene molecules [105], or
when impurities are coupled to nanodiamonds, where they are promising candidates as
quantum markers for biomedical applications [106]. Carbon nanotubes, doped with Co-
clusters [107], or coupled to a localized electron [108], attract great interest as quantum
dots, and yield as nanowires a perfect playground for the research on �nite�size systems.
Furthermore, mesoscopic rings with in�line quantum dots attract the researchers' interest,
because ground state properties and changes in the persistent current of the ring are
a�ected by the quantum dot (see Ref. [109] and references therein).

At low temperatures, a theoretical treatment by means of conventional models fails in all
of the above mentioned examples, because the size of the Kondo cloud - fundamental for
the screening of an impurity - would exceed the extension of the host material. Since the
Kondo cloud is spatially con�ned, relevant length scales are being cut o�, leading to a
competition between Kondo e�ect (characterized by TK) and an energy scale ∆ arising
from the geometrical con�nement of the system. In order to account for this �nite�size
aspect, the standard theories must be modi�ed [110�116]. A prominent example is the
Kondo box model [86, 110], which is the nanosystem analogue to the Kondo model, and
thus tailored for studying a single impurity coupled to a spatially con�ned host.

The physics within the Kondo box model become even more complex if not only one, but
multiple impurities are connected to the �nite�sized nanosubstrate, allowing for another
competition, namely between Kondo screening and interimpurity exchange [86, 117, 118].
Intense studies on one�dimensional systems (for example impurity�doped nanowires [86,
87, 95, 119]) have shown, that the complex interplay of these e�ects leads to fascinating
physical behavior, such as an unconventional reentrance of the Kondo e�ect in the weak
coupling regime. This so�called "�nite�size Kondo e�ect" is characterized by singlet for-
mation between an impurity spin and a single Fermi electron, so that the impurity spin
becomes (fully) screened [95].

The results in the above named references de�ne the starting point of the present work.
Multiple impurities coupled to systems of �nite size, while in the low�temperature regime,
are in the focus. The aim of this thesis is to extent the previous work on Kondo box sys-
tems, especially of Ref. [86, 87], by inclusion of degeneracy and quasi�degeneracy within
the one�particle energy spectra. As the origin of (quasi-)degeneracy typically comes from
symmetries in the nanostructures, this opens the opportunity to describe higher dimen-
sional nanosystems (such as 2- or 3-dimensional materials). Due to the degeneracy of
energy levels, basically an unlimited amount of Fermi electrons is available. A question to
answer is, how these electrons participate in the fundamental processes of underscreening,
full screening, and overscreening in con�ned nanostructures. The answer to this question
is very complex, as it strongly depends on the amount, the location, and the coupling
of magnetic impurities to the nanosystems. Therefore, a main aspect of the work is to
categorize and to understand the di�erent physical situations leading to these screening
processes. To this end, perturbation theory in �rst order of the coupling parameter J is
applied to the Kondo box model. Possible experimental realizations are impurities coupled
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(a) (b)

nanostructure

magnetic
impurities

spacer

bath

Figure 1.3.: Possible experimental realizations of the nanostructures examined in this work.
(a) Magnetic impurities coupled to a two�dimensional nanostructure. The
spacer is an insulating layer, separating the nanostructure from a bath. (b)
A double quantum dot system, consisting of a small dot "S" that behaves as
a single impurity spin in the Coulomb blockade regime, and a �nite reservoir
dot "R". The small dot S is exchange coupled with strength J to R. The
coupling of R to the leads L1, and L2 is not regarded in the present work.
Figure adapted from Ref. [111].

to a �nite�size substrate, which itself is separated by a spacer from a bulk material (see Fig.
1.3(a)), or (so�called T-shaped) double quantum dots as described by Refs. [111, 120], see
Fig. 1.3(b). The generalization to clusters of quantum dots, where a lead�coupled central
quantum dot can be seen as an impurity, while the surrounding quantum dots (if coupled
to one another) build a nanosubstrate (similar to the setup in Refs. [121, 122]), is another
possible application.

The work is structured as follows: In Chap. 2, the reader is introduced to the physics of the
Kondo box, where previous results, especially of Refs. [86, 87, 95, 110, 119] are collected
and analyzed. First results connected to degenerate energy levels are discussed in Sec.
3.1. The theory for higher�dimensional nanosystems, i.e. systems with possibly degenerate
one�particle energy spectra, is presented in the following section. In Secs. 3.3 to 3.7, the
ground state of the nanostructures for up to three impurities is examined with respect
to the in�uence of di�erent model parameters, such as geometric aspects (lattice size and
dimension, impurity locations) and its direct consequences (degeneracy of the one�particle
energy spectrum, e�ective coupling strengths), or in�uences of the total electron number.
"Golden rules" for a generalization of the results to more than three impurities are found
in Sec. 3.8. All results are analyzed with respect to the di�erent screening types. As the
model presented in Chap. 3 excludes any kind of overscreening, slight modi�cations to
the theory must be done. Speci�cally, overscreening, which is in the focus of Chap. 4,
can be found by inclusion of nonlocal coupling. The corresponding theory is presented in
Sec. 4.2. The sections thereafter give insights into the concept of multi�channel coupling,
which is subsequently tested on several exemplary systems. Chap. 5 is dedicated to check
the applicability of the former presented theories to systems with quasi�degenerate energy
spectra, which is relevant for a more realistic description of the nanosystems presented in
this work. A summary of the results, as well as an outlook are given in Secs. 6.1 and 6.2,
respectively.
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2. Physics of the Kondo box

Nanosystems aroused the interest of physicists with the experimental breakthrough of
surface spectroscopy using scanning tunneling microscopy (STM) [48, 123]. Motivated by
further experimental work, such as the spectroscopy of discrete electronic states in single
Al particles [103], the experimental realization of trapped conducting nanoparticles [124],
electron transistors made from nanocrystals [125], and studies of band gap in�uences on
superconductivity [104], W.B. Thimm et al introduced a theoretical model representing a
magnetic impurity embedded in a spatially con�ned system, which is ever since known as
the Kondo box model [110].

The main di�erence to vastly extended systems is, that the one�particle energy spectrum
of nanosystems is not continuous, but discrete, and therefore gapped. The energy gap
around the Fermi energy, hereafter named ∆, is an important energy scale for the low�
temperature physics, yielding physics contrary to that of bulk systems [86, 87, 112�114,
116, 126�132]. A competition between the level spacing ∆ and the Kondo temperature
TK arises, if these energy scales become comparable, which is the case for nanostructures
of nanometer size [110]. In other words, the extension of the Kondo cloud would exceed
the system size, which leads to a cuto� of relevant correlation lengths. On the one hand,
this cuto� makes common approaches such as standard numerical renormalization group
(NRG) unavailable, on the other hand, logarithmic divergences of the Kondo temperature
are removed, thus yielding the opportunity to treat the physics within perturbation theory
[87].

In the following, a short overview of Kondo box physics is given, so that the reader gains
insight into relevant research results, which help to understand the present work. The
following sections can be seen as brief summaries of Refs. [86, 87, 110, 131].

2.1. The Kondo box with a single impurity

The model Thimm et al proposed in their publication [110] is a single impurity Anderson
model with discrete conduction electron spectrum, which reads in slave�boson representa-
tion

H = H0 + εd
∑
σ

f †σfσ + ν
∑
j,σ

(
c†jσb

†fσ +H.c.
)
. (2.1)

The �rst term,

H0 =
∑
j,σ

εjc
†
jσcjσ , (2.2)

describes the "free" system, where c†jσ (cjσ) create (annihilate) conduction electrons at dis-
crete energy levels εj ∝ j∆. Note, that this choice of εj gives a nondegenerate eigenenergy
spectrum, as found in open one�dimensional chains (as depicted in Fig. 2.1).

The second term in Eq. (2.1) is associated with the (only) impurity, and describes the
occupation of a speci�c energy level εd, which lies well below the Fermi energy level εF .
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2. Physics of the Kondo box

Figure 2.1.: Energy dispersions of a one�dimensional chain (open boundaries) without any
impurities. (a) The chemical potential µ lies between two energy levels (later
denoted as "o��resonant" case), and (b) the "on�resonant" case, where µ falls
together with the highest occupied energy level, i.e. the Fermi energy level.
Arrows represent electrons. The �nite�size gap is denoted by ∆, and the band
edges by ±D0. Figure adapted from Ref. [87].

For εd, the constraint
∑
σ
f †σfσ+b†b = 1 accounts for the limit of in�nite Coulomb repulsion

between two electrons on the d-level, ensuring εd to be singly occupied.

Electronic �uctuations between conduction electron levels εj and impurity level εd are taken
into account by the third term of Eq. (2.1), with ν being the transfer matrix element.

With this model, Thimm et al found out (amongst other results), that for temperatures
T � ∆ the shape of the Kondo resonances are indistinguishable from the bulk case (∆→ 0)
[110]. In the realm of T / ∆, however, the Kondo resonance splits up into a series of
subpeaks, which correspond to the discrete energy levels of the box. Furthermore, results
are di�erent for odd and even total electron numbers.

The latter aspect is fundamental: For T � ∆ and an even total electron number, the
highest occupied energy level of the free conduction electron system, as well as the d-
level, are singly occupied each, while all other nondegenerate energy levels are doubly
occupied. This scenario will be referred to as the "on�resonant" case in the following.
The inner energy can be lowered by forming a singlet between the conduction electrons
and the single d-electron. The singly occupied conduction electron level (i.e. the topmost
one) carries the largest spectral weight, which results in the (single) Kondo resonance at
around the Fermi energy. With decreasing temperature, the resonance becomes sharper,
indicating that the screening occurs with only the (single) Fermi electron, which is the
�nite�size Kondo e�ect.

On the other hand, an odd total number of electrons implies that all one�particle energies of
the free conduction system are doubly occupied, which is what is called an "o��resonant"
case from now on. Thimm et al found a two�peak structure in the impurity spectral
function for T � ∆. The explanation is, that transitions between the highest occupied
energy level and the impurity level are blocked due to full occupation of the former. For an
energy penalty of order ∆, the two topmost electrons can be redistributed equally between
their original energy level, and the next highest. Then, an exchange with the d-level
becomes possible, which is the reason two Kondo resonances are found in this case. The
spectral weight of the peaks is lower than in the on�resonant case, as the energy penalty
weakens the Kondo correlations.

These results were the �rst to provide theoretical predictions of Kondo physics in a nanos-
tructure, and moreover showed that the con�ned geometry yields physics very di�erent
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from the ones known from bulk systems. Thimm et al's work [110] opened up the �eld
of Kondo box physics, and marked the starting point for further research. One extension,
namely the inclusion of a second impurity, will be presented in the next section.

2.2. Two impurities in a Kondo box

The physics of the Kondo box as presented by Thimm et al [110] gave fascinating insights
into Kondo screening of a single impurity in nanostructures. What happens, however, if
not only one, but multiple impurities are coupled to the �nite�size host, which is almost
exclusively the case in real materials [133�135]? Aside from Kondo physics, an indirect
interaction between impurities, mediated by the itinerant conduction electrons of the (not
necessarily con�ned) host, comes into play. Found by Ruderman, Kittel, Kasuya, and
Yosida, this coupling mechanism is known as RKKY interaction [136�138]. Its correspond-
ing coupling strength, i.e. the interimpurity coupling JRKKY, can be derived perturbatively,
yielding JRKKY ∝ J2, if J is the coupling strength of a single impurity to the substrate.
The coupling with strength JRKKY between two impurities can either be ferro- or anti-
ferromagnetic, depending on the distance between them. For antiferromagnetic RKKY
exchange, the impurities form a singlet state, which is weakly coupled to the bath. In the
other regime, given by ferromagnetic interimpurity coupling, the impurity spins tend to
form Kondo singlets with the host.

It was Doniach who pointed out, that there is a competition between Kondo e�ect and
RKKY interaction [139, 140]. For strong J , Kondo singlets suppress magnetism, but with
decreasing coupling strength the singlets break up and magnetic order increases [139, 141,
142]. At very small coupling strength, the RKKY exchange eventually dominates. The
crossover between these regimes is given by the Doniach point JD, i.e. a coupling strength,
where JRKKY = TK (realm 3 in Fig. 2.2).

Figure 2.2.: Phase diagram showing di�erent coupling regimes dependent on energy scales
and coupling strength J in the on�resonant case. Figure adapted from Ref.
[87]. See text for explanation.

It is in the nature of things, that the competition between Kondo physics and RKKY
exchange may also occur in systems of �nite size [86, 117, 118]. A necessary requirement
for such gapped systems, however, is a partially �lled Fermi energy level, as the �nite�
size Kondo e�ect is the screening of an impurity spin by Fermi electrons only (review
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2. Physics of the Kondo box

Sec. 1.2, or Refs. [86, 87, 94]). If the chemical potential lies within the �nite�size gap
∆ (see Fig. 2.1(a)), i.e. the "o��resonant" case, then no Fermi electrons are available for
screening: The screening channels cancel out due to full occupation of the Fermi energy
level. Impurities may interact indirectly via the RKKY mechanism, but Kondo screening
cannot be observed.

If, on the other hand, the Fermi energy level is partially occupied, i.e. in the "on�resonant"
case (depicted in Fig. 2.1(b)), then �nite�size Kondo screening is possible. The competition
between �nite�size Kondo e�ect and RKKY interaction is therefore only present in such
on�resonant cases, which are discussed in the following.

An exemplary system of two impurities, located at neighboring sites of a (�nite) open
metallic chain of length L, and coupled locally with strength J to the latter, is in the focus
of Ref. [86]. Unlike Thimm et al [110], the authors of Ref. [86] modeled the Kondo box by
means of a Kondo model with a �nite number of sites (i, j = 1, . . . , L):

H = −t
∑
〈i,j〉,σ

c†iσcjσ + J
R=2∑
r=1

sirSr . (2.3)

In the equation above, t denotes the hopping between neighboring sites 〈i, j〉, and c†iσ (ciσ)
are creation (annihilation) operators of conduction electrons with spin σ in the metallic
chain. The second term describes the local coupling of R impurities, modeled as spins,
to the conduction electron spin sir at the lattice site of the rth impurity. Note, that the
Kondo model can be derived from the Anderson model, if the latter is in the so�called
"Kondo regime" (details follow in Subsec. 3.2.1), which has been shown by J.R. Schrie�er
and P.A. Wol� [143] in 1966. This legitimates the usage of the Kondo model, which is
somehow simpler because a local magnetic moment of the impurity exists permanently,
avoiding assumptions of in�nite Coulomb repulsion on a certain energy level.

In case of two impurities, Fig. 2.2 shows the corresponding phase diagram. For very strong
couplings J , the impurities form local Kondo singlets ("LKS", regime 4). This singlet
formation is in competition with the system's temperature. If the latter dominates the
energy scale, the impurity spins remain as free moments, thus not being coupled to the
host.

With decreasing coupling strength J , (local) Kondo singlets break up more easily (since
TK ∝ exp (−1/ρ0J)), and eventually RKKY interaction competes with the (conventional)
Kondo e�ect, if J ≈ JD, with JD being the Doniach point (regime 3). Below this point
(regime 2), the RKKY interaction dominates.

If the Kondo temperature becomes comparable to the �nite�size gap ∆, the in�uences of
the Kondo box size become relevant (regime 2, with corresponding coupling strength J∆).
Note, that J∆ < JD (as shown in Fig. 2.2) is achieved, if the host system is still su�ciently
large, because ∆ is antiproportional to the system size.

Regime 1, completely dominated by �nite�size e�ects, requires some more explanation.
The blue curve, which represents the Kondo screening, splits up into a "good" and a
"bad" part. This notation corresponds to lattice sites, where the e�ective coupling of
impurities exists ("good") or vanishes ("bad"). The e�ective coupling is a renormalization
of the initial coupling strength J with the spectral weight of the one�particle eigenstate at
the Fermi edge. Due to construction of the chains, the spectral weight might happen to be
zero at certain lattice sites. If an impurity is placed on such a site, the e�ective coupling
vanishes, which then gives the "bad" site scenario. In this case, the impurity is e�ectively
not coupled to the nanosubstrate, making RKKY the preferred exchange mechanism. On
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2.3. Quantum localization of conduction electrons

the other hand, impurity placement on "good" sites yields a situation, where the energy for
Kondo singlet formation is linear in J and thus preferred over RKKY exchange coupling,
which is of order J2. This reentrant (�nite�size) Kondo e�ect is the thrilling prove of
in�uences originating from the con�ned lattice geometry.

The energy scale denoted with δ (regime 0) belongs to a very weak coupling of the Kondo
box to an environment (for example, to leads). In this case, the Kondo cloud may extent
to sites belonging to the bath, and the reentrant Kondo e�ect breaks down.

Some remarks on the above listed results shall be made: Firstly, similar to the results of
Thimm et al [110], "odd�even e�ects" were found, meaning that the physics of an even
number of electrons di�ers strikingly from physics with odd electron number. This is not
surprising, because the one�particle energy spectrum has the same structure as the one
used in Ref. [110]. Therefore, the total number of electrons �xes the amount of Fermi
electrons, and therewith the occupation (partial or full) of the highest occupied energy
level. A partially occupied energy level ("on�resonant" case), which corresponds to an
even electron number in Ref. [110], and an odd electron number in Ref. [86], yields a
Fermi electron which can be used for screening, while contrary in "o�-resonant" cases
the impurities are much weaker coupled to the nanosubstrate (and possibly even screen
themselves, as in the work of Schwabe et al [86]).

The authors of Ref. [86] have used the density matrix renormalization group (DMRG)
method [144, 145], which gives basically exact results for one�dimensional systems, espe-
cially in the regime of strong coupling J . Moreover, a perturbative treatment of the Kondo
box model is used to govern the low�energy physics. Since this theory is fundamental to
the present work, it will be discussed in detail in Sec. 3.2. The perturbative approach in
Ref. [86] was performed up to second order in J to cover o��resonant cases in the weak-J
regime. According to the results presented in the aforementioned reference, the impurity
spins either couple to one another due to RKKY interaction, or they are screened by con-
duction electrons. In the weak-J regime, a combination of both is found. Following the
nomenclature of Sec. 1.2.2, the screening found can be classi�ed as full screening in cases
of both very strong and very weak J , and as underscreening in the intermediate regime,
where J ≈ t. It might be due to the modeled system, that no signs of overscreening have
been found.

2.3. Quantum localization of conduction electrons

The insights gained from the two�impurity Kondo box analysis discussed in the last section
helped to construct an interesting physical situation [131]: In the regime of strong coupling,
i.e. J � t (where J is the local coupling strength and t is the hopping between neighboring
sites), the formation of local Kondo singlets can be used to localize electronic states. On an
open chain of length L, two impurities are placed at sites 2 and L− 1, thus localizing the
electrons at sites 1 and L (see Fig. 2.3(a)). Due to this quantum localization, conduction
electrons at the edge sites can be regarded as separate spins, which are weakly coupled
(with coupling strength α � t � J) to the middle region of the chain (see Fig. 2.3(b)).
This mechanism is called inverse indirect magnetic exchange (IIME), as proposed in Ref.
[119]. Depending on the e�ective chain length (d′ + 1) in the middle region, two regimes
have to be distinguished: The case of either odd, or even distances, see Fig. 2.3(c).

If the distance d′ is odd, then the "center chain" is of even length, which corresponds to an
o��resonant case where no Fermi electrons are available for screening of the e�ective edge
spins (s1, sL). Despite of the strong impurity�host coupling J , an e�ective RKKY model
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2. Physics of the Kondo box

Figure 2.3.: (a) Strong coupling of speci�cally located impurity spins S1,2 (blue arrows)
leads to localized edge states, which (b) form localized spins that are weakly
coupled to the "center region" of the one�dimensional chain. (c) Depending
on the chain length of this center region (d′ + 1), two scenarios are found: an
e�ective RKKY model (left column) for an o��resonant center chain, and a
central spin model (right column) for on�resonant center chains. The low�
energy spectrum of both scenarios is shown in (d), with ∆s being the singlet�
triplet excitation energy. Figure adapted from Ref. [131].

He�
RKKY can be used to describe this scenario, as α � J . Analogous to the conventional

two�spin RKKY model, which can be derived by second order perturbation theory,

HRKKY = JRKKYS1S2 , (2.4)

the e�ective model He�
RKKY reads

He�
RKKY = J ′s1sL . (2.5)

Here, J ′ ∝ α2. As shown in Fig. 2.3(d) (left column), the ground state is a singlet, which
is due to the antiferromagnetic spin�spin coupling.

If, on the other hand, the central chain has odd length (d′ is even), one gets an on�
resonant scenario. The single Fermi electron spin (sF ) acts as a central spin model, to
which the localized spins s1 and sL are coupled with strength α (see right column of Fig.
2.3(c)). The (ferromagnetic) linear�in�α coupling dominates over RKKY exchange, giving
a quartet ground state (right column of Fig. 2.3(d)). DMRG calculations show, that this
quartet is degenerate with a doublet ground state, but the origin of the latter is not fully
clear.

Summarizing the above listed results, one again sees great di�erences between on- and o��
resonant situations. Moreover, the �nite size of the system, combined with a very speci�c
placement of impurities, provides the option of localizing electrons, as done at the chain
edge sites 1 and L. An indirect coupling between these electrons occurs, which, however,
is strongly dependent on the extension (and therefore, on the geometry) of the center
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region. The coupling of the quantum localized states to the substrate can be mapped to
low�energy models, which for their part are perfectly described by perturbation theory.
DMRG calculations show great agreement with the perturbatively derived results, proving
that fundamental insights can already be obtained by perturbative treatment. In addition,
this speci�c example of impurity spins coupled to a chain of noninteracting electrons shows
a strong dependence of impurity placement, since a di�erent positioning of the impurities
would lead to a breakdown of the localized electron states.

All of the above examples, be it the pioneering work of Thimm et al [110], or the two�
impurity Kondo box models [86, 131] have in common, that the discrete one�particle energy
spectrum is nondegenerate. Although this is clearly the case in many physical systems,
the overall picture is not complete, for symmetries within the nanostructures may lead to
degeneracies of the nanosubstrate's energy spectrum. The focus of the next chapter lies on
such degenerate one�particle energies, showing enormous di�erences to the nondegenerate
cases discussed above.
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3. Screening in nanosystems with

degenerate one�particle energy

spectrum

For the models discussed in the preceding chapter, a nondegenerate one�particle energy
spectrum of noninteracting conduction electrons was used, which is the correct descrip-
tion for many systems such as one�dimensional chains with open boundary conditions,
quasi�degenerate systems at zero temperature, or generally most systems without lattice
geometries. The Fermi energy level is trivially also nondegenerate, and, depending on
the �lling, "on�resonant" cases (i.e. odd �lling, resulting in one Fermi electron, nF = 1),
or "o��resonant" cases (even total number of electrons) are realized. However, for sys-
tems with intrinsic symmetries, such as one�dimensional chains with periodic boundary
conditions (so�called rings), or higher�dimensional systems (such as square lattices), the
electronic one�particle energies may become degenerate. A direct consequence is, that elec-
trons may occupy more than one single�particle state with the same energy. Therefore,
situations with a plethora of Fermi electrons are possible, opening up opportunities to �nd
under-, full, and overscreening.

A �rst remark shall be made on the "odd�even e�ects" found in systems with nondegenerate
energy spectra, where "odd" and "even" denoted the �lling of the Fermi energy level,
leading to on- and o��resonant cases. For systems with degenerate one�particle spectra,
however, "odd" and "even" are rather misleading names, as both even and odd electron
numbers can lead to on�resonant scenarios, i.e. where the Fermi energy levels are partially
occupied. Therefore, in the following only the names "on-" and "o�-resonant" will be kept
and used for distinction.

Before tackling the overall problem of degenerate energy levels, an exemplary system is
presented in the next section, introducing the reader to the topic, and to commonly used
notation.

3.1. First results

In a pionieering work [95], a periodic chain has been used to obtain a degenerate one�
particle energy spectrum. Depending on the length L of this ring, either o��resonant cases
(L = 4m + 2, m ∈ N), or on�resonant cases (L = 4m) were found under assumption
of half��lling (n = L). Two impurities with spins S1,2 are coupled with strength J at
neighboring sites i1 and i2 to the ring structure (see Fig. 3.1(a)).

The method of choice to treat one�dimensional systems accurately for moderate chain
lengths up to L ≈ 100 and intermediate coupling strength J is the density�matrix renor-
malization group (DMRG) [144], but modi�cations to standard DMRG are required due
to the periodicity of the system. Folding an (open) chain of length L in the middle, and
connecting its ends by hopping terms t1,L and tL,1 yields the wanted periodic structure,
which can then be treated by means of standard DMRG operating on the new sites of the
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Figure 3.1.: (a) One�dimensional chain with periodic boundary conditions and L lattice
sites. The hopping of electrons between neighboring sites occurs with energy
t. At sites i1,2, impurities with spin S1,2 are coupled locally with strength J .
The corresponding discrete energy spectra of conduction electrons shown at
half��lling for (b) o��resonant (L = 6) and (c) on�resonant (L = 8) cases.
The gray cosine shaped line shows the continuum (L→∞). Figures adapted
from Ref. [95].

half�length chain. This folding procedure helps to avoid long�range hopping terms in the
Hamiltonian, which are known to hamper the scaling properties of the DMRG algorithm.
However, the local Hilbert space increases due to the folding, restricting the application of
DMRG to larger systems [95]. In especially this case of large chain lengths, particularly
for systems in the thermodynamic limit (L → ∞), the numerical renormalization group
(NRG) [17] becomes the preferable tool to analyze the physics. However, the combination
of weak coupling and small system size is hardly accessible with both DMRG and NRG,
but is predestined for perturbative approaches as done in Ref. [86]. Such a perturbative
treatment of nanosystems is in the focus of this work, and will be presented in detail in
Subsec. 3.2.2.

Before elaborating the theoretical details, an overview of the speci�c ring system with two
impurities on neighboring lattice sites is shown for di�erent coupling strengths J and chain
lengths L, for both on- and o��resonant cases.

The �rst topic of interest is the variation of J , as competitions between RKKY exchange
and Kondo e�ect are expected to arise, especially in the weak coupling regime. Similar to
what has been presented in Sec. 2.2, local Kondo singlets are expected for strong couplings,
and in�uences of the RKKY mechanism should be found for decreasing J . Further decrease
of the coupling strength drives the system into the Kondo box regime, where the energy
gap ∆ comes into play as a new energy scale.
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Figure 3.2.: Interimpurity correlations 〈S1S2〉 (a), and impurity�substrate correlations
〈S1stot〉 (b) for two impurity spins coupled to a ring structure as depicted
in Fig. 3.1(a). Lines for o��resonant cases and dots for on�resonant con�gu-
rations as calculated by DMRG. Figures adapted from Ref. [95].

For various chain lengths L (covering both on- and o��resonant situations), Fig. 3.2 shows
the interimpurity correlations as well as the correlations of a single impurity spin with the
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3.1. First results

substrate (the total conduction electron spin stot), 〈S1stot〉. Note, that re�ection symmetry
implies 〈S1stot〉 = 〈S2stot〉. As expected, the strong-J regime is clearly dominated by local
Kondo singlets, because the interimpurity correlation vanishes and the impurity spin is
coupled perfectly antiferromagnetically to the substrate, i.e. 〈S1stot〉 = −3/4. This result
is certainly identical for both on- and o�-resonant con�gurations, because this distinction
becomes only relevant in the Kondo box regime, which requires a Kondo screening cloud
comparable to the size of the system. As the Kondo cloud is localized for strong J , it does
not exceed the system's dimension, thus the Kondo box regime is not entered.

With decreasing J , the RKKY regime sets in. Local Kondo singlets are broken up, which
can be seen in the (absolute) decrease of 〈S1stot〉. Simultaneously, interimpurity correla-
tions set in, leading to 〈S1S2〉 < 0. The negative sign of the latter correlation indicates
an antiferromagnetic coupling between the impurities, which �ts perfectly to the RKKY
mechanism, where JRKKY is negative for neighboring impurities, thus aligning them an-
tiparallel. Again, these trends of the correlation functions are equivalent for both on- and
o��resonant situations, showing that the Kondo box regime has not set in yet.

At roughly J / 3, the �rst signs of the Kondo box regime are found. Decrease of J
leads to a turnaround of the correlation functions in on�resonant cases, recovering the
characteristics of impurity screening by the host system: The interimpurity correlation
vanishes, proving that Kondo singlet formation dominates over the RKKY interaction.
Correspondingly, 〈S1stot〉 → −3/4, which proves that the impurity spins are coupled (and
thus screened) by the substrate. For o��resonant scenarios, however, no Fermi electrons
are available for screening, making RKKY the dominant exchange mechanism. In the
extreme limit of J → 0, both impurities are eventually not coupled to the host anymore,
and the interimpurity correlation takes its minimum value of −3/4.

These results are in great agreement with the phase diagram presented in Fig. 2.2, where
a reentry of the Kondo e�ect sets in for weak J in on�resonant cases. Note, that in the
analysis above, impurities are placed on "good sites" of the ring. "Bad sites", according
to the notation within Fig. 2.2 and Sec. 2.2, are not found in periodic chains.

Another aspect of interest is the thermodynamic limit, L→∞. In this case, the conduction
electron system becomes gapless, i.e. ∆ ∝ 1/L → 0, and, correspondingly, J∆ → 0. For
coupling strengths J � J∆, the occupation of states at the Fermi energy thus becomes
irrelevant, and di�erences between on- and o��resonant scenarios are not expected to be
found. While DMRG algorithms struggle with large systems due to an tremendous increase
of the Hilbert space dimension, the numerical renormalization group (NRG) is tailored to
treat such systems [146]. Finite systems, however, are not treatable with standard NRG,
since the heart of NRG is a logarithmic discretization of the (continuous) energy spectrum,
whereas the energy spectra of spatially con�ned systems consist of discrete poles. Moreover,
in on�resonant cases a pole exists at the Fermi energy level, which cannot be resolved on
the logarithmic scale. Despite these limitations, A.K. Mitchell was able to overcome these
di�culties, implementing the above described ring structure with two impurities (see Ref.
[95]). The results are shown in Fig. 3.3.

The NRG calculations prove, that chain lengths L ≈ 105 perfectly match to results obtained
for the thermodynamic limit (red crosses in the lower right panel of Fig. 3.3). Moreover, the
data obtained by the modi�ed NRG matches well with DMRG results (shown as circles
in Fig. 3.3), which is nontrivial due to the rediscretization of the conduction electron
spectrum. Only for L = 100, DMRG results deviate from the ones obtained by modi�ed
NRG, which is exactly due to the discretization problem of NRG for �nite systems. By
reduction of NRG's discretization parameter Λ to Λ→ 1, which represents the bare model,
the discrepancies between DMRG and NRG vanish.
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3. Screening in nanosystems with degenerate one�particle energy spectrum

Figure 3.3.: Interimpurity correlation 〈S1S2〉 for two impurity spins coupled to a ring struc-
ture as depicted in Fig. 3.1(a), with focus on increasing system size to examine
the transition to the thermodynamic limit. Blue lines show on�resonant, black
lines o��resonant cases as calculated by NRG. For comparison, DMRG results
(see also Fig. 3.2(a)) are included as circles. The red crosses (lower right
panel) show standard NRG calculations for the continuum (L→∞). Figures
adapted from Ref. [95].

In all o��resonant cases, the interimpurity correlation 〈S1S2〉 → −3/4 for weak coupling,
proving the RKKY mechanism being dominant. The crossover from the local Kondo singlet
regime occurs uniformly with increasing chain length L. In on�resonant cases and chain
lengths L = 1000 and L = 10000, a clear RKKY regime is found for intermediate coupling
strengths J . For weak J , the competition between �nite�size Kondo e�ect and RKKY
mechanism sets in.

As expected, the reentrant Kondo physics behavior can more easily be seen when the chain
length is smaller. Using J∆ ∝ 1/ lnL, which marks the crossover to the �nite sized system,
one �nds that this transition region is shifted to very weak coupling strengths J for large
lattices. Therefore, unless J / J∆, �nite�size e�ects are usually not observed for large
chain lengths. It is in the nature of things, that this situation changes with decreasing L,
making �nite�size e�ects visible for a greater range of J . For system sizes below L = 100,
J∆ ≈ JD, impeding a J-regime where only RKKY interaction is found. This explains, why
on�resonant spin�spin correlations do not reach the value of −3/4 for smaller systems:
The local Kondo singlet realm (strong J), and the �nite�size regime (weak J / J∆) have a
continuous transition, competing with JRKKY which is of the same order. In the extreme
case of very small lattices, the RKKY regime is almost entirely suppressed.
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3.1. First results

The weak coupling realm can be further examined. Naming Ts the low�energy scale, which
is needed to break Kondo singlets, the following behavior is expected due to the analysis
above:

Ts
J→0∝ J2 o��resonant ,

Ts
J→0∝ J on�resonant .

(3.1)

The upper line of Eq. (3.1) represents o��resonant scenarios, which have clearly been found
to be dominated by RKKY interactions. The e�ective low�energy RKKY model (see Eq.
(2.4)) scales with JRKKY ∝ J2, making Ts ∝ J2 a plausible expectation. In on�resonant
cases, Ts ∝ J can be assumed due to the work of Schwabe et al [86] (see Sec. 2.2), where
perturbation theory in J has successfully been applied to �nite�size systems, showing the
linear�in�J dependence of on�resonant con�gurations. With the theory presented in Sec.
3.2, this will become clearer to the reader.

Figure 3.4.: Upper panels: Interimpurity correlations 〈S1S2〉 dependent on J , plotted for
various system sizes L. Quadratic (o��resonant) and linear (on�resonant) J-
dependencies as given by the inserted formulae belong to higher order correc-
tions of the correlation functions (see Ref. [95] for more details). Lower panels:
J-dependence of Ts, which represents a low�energy scale for singlet formation.
The scaling behavior is shown for o��resonant (left panels) and on�resonant
cases (right panels). The calculations were performed with modi�ed NRG.
Figures extracted from Ref. [95].

To prove the applicability of Eq. (3.1), Fig. 3.4 shows NRG calculations of the J depen-
dence of Ts in both on- and o�-resonant cases (lower panel). The red line represents the
asymptotic behavior as given in Eq. (3.1). Combined with the interimpurity correlations
(upper panel), the RKKY regime (characterized by 〈S1S2〉 → −3/4) is indeed found for
J → 0 in o�-resonant cases of any chain length, while the vanishing of 〈S1S2〉 proves the
Kondo singlet formation for J → 0 in all on-resonant cases.
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3. Screening in nanosystems with degenerate one�particle energy spectrum

All these results show, that the weak coupling regime exhibits fascinating physics, driven by
a competition between coupling strength, system size and di�erent interaction mechanisms
(Kondo singlet formation and RKKY exchange). Moreover, the results are sensitive on the
geometry (i.e. size of the system, impurity placement), and on intrinsic parameters such
as the �lling, leading to on- and o��resonant scenarios with contrary physical behavior.

In conclusion, many e�ects, such as di�erences between on- and o�-resonant cases, as well as
the �nite�size Kondo e�ect, are lost in the limit of large lattice sizes L. On the other hand,
the weak coupling regime, and likewise the intermediate coupling regime in nanostructures,
show amazing �nite�size physics as described above. However, many questions have not
been answered yet. A simple example are chains of odd length, but also higher dimensional
systems are of great interest. Moreover, up to now there is basically nothing known about
geometric in�uences, both of the substrate shape and of impurity placement onto a given
nanostructure. In addition, the total electron number (i.e. the �lling n), as well as the
number and location of impurity spins are parameters, which should also be examined in
more detail.

As one can see, the opportunities to investigate �nite�size systems are not at all used up.
It is the aim of the present work to examine missing aspects and to get a more general view
on �nite�size systems. In the next section, a theoretical framework will be established by
means of �rst order perturbation theory in J , covering the interesting low�energy physics
of on�resonant con�gurations, where the �nite�size Kondo e�ect occurs. The theory has
already been presented in Ref. [95], and successfully con�rmed the weak�coupling behavior
presented above. Nevertheless, more general insights can be gained with this theory, which
requires a detailed description.

3.2. Hamiltonian and e�ective low�energy model

3.2.1. The multi�impurity Kondo box Hamiltonian

Modeling a multi�impurity Kondo box, i.e. a spatially con�ned nanosubstrate system with
R impurities coupled to the former, is possible in several ways. W.B. Thimm et al's
proposal of a Kondo box [110] by means of an Anderson impurity model is a very good
starting point, but likewise a Kondo model can be used. The latter models impurities as
spins, which are locally exchange coupled with coupling strength J to the substrate, which
here is metallic and of �nite size. Both models are applicable, but for describing impurities
with permanent magnetic moments, the Anderson model has to be in the so�called "Kondo
regime". Following the notation of Ref. [110] (see also Sec. 2.1), a singly occupied electronic
impurity level εd is required, which can be realized by a strong on�site Coulomb repulsion
U . Moreover, charge �uctuations on this level must be completely suppressed, so that only
a super�exchange�like mechanism connects impurity and conduction electron states. Since
these constraints are automatically ful�lled in the simpler Kondo model, the latter seems
more appropriate. Following the theoretical work of Schwabe et al (see Secs. 2.2, 2.3, and
3.1, as well as Refs. [86, 87, 95, 131]), such a multi�impurity Kondo model is used as the
basis for the present work.

As already presented in Eq. (2.3), the Hamiltonian of the multi�impurity Kondo box model
consists of two parts, i.e. the nanosubstrate of itinerant conduction electrons, H0, and a
term describing the coupling of impurity spins, H1:

H = H0 +H1 . (3.2)
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3.2. Hamiltonian and e�ective low�energy model

The �rst term models a single s-band of noninteracting conduction electrons,

H0 =
∑
〈i,j〉,σ

tijc
†
iσcjσ , (3.3)

where tij are the hopping matrix elements for electrons moving between lattice sites i and
j. In the following, hoppings between neighboring sites are taken into account, which is
denoted by 〈i, j〉 below the sum, resulting in a tight�binding band. Note, however, that
H0 is not restricted to this constraint. In order to account for the spatial con�nement
of the geometry, i, j = 1, . . . , L � ∞, with L being the total number of lattice sites.
The di�erence between Kondo model and Kondo box model thus only lies within the
number of present sites L. Electrons with spin projection σ =↑, ↓ are created (annihilated)
by operators c†iσ (ciσ) at site i, to which the corresponding orbital |i, σ〉 belongs. Note,
moreover, that the system's geometry is encoded in the hopping matrix, and the energy
spectrum of the (nano)substrate is completely de�ned by H0.

It is helpful to transform the tight�binding Hamiltonian H0 into momentum space using
the following transformation:

c†iσ =
∑
k,g

Ukg,ic
†
kgσ ,

ciσ =
∑
k,g

U∗i,kgckgσ .

(3.4)

In the above equations, Ukg,i and its adjunct counterpart are the matrix elements of a
unitary matrix U that diagonalizes the (spin�independent) hopping matrix tij = tji:∑

〈i,j〉

Ukg,itijU
∗
j,k′g′ = εkgδkk′δgg′ , (3.5)

whereby the index g = 1, . . . , G(k) accounts for a possible degeneracy of the Hamiltonian's
one�particle eigenenergies εkg. With the eigenbasis |k, g, σ〉 of the transformed Hamilto-
nian, the spin�independent U -matrix elements can be written as

Ukg,i = 〈k, g, σ| i, σ〉 . (3.6)

As will be seen in the upcoming sections, these matrix elements play a fundamental role
for di�erent screening mechanisms and ground state properties of the systems.

The conduction electrons are locally exchange coupled to magnetic impurities. The corre-
sponding Hamiltonian, H1, reads

H1 = J

R∑
r=1

sirSr , (3.7)

whereby the impurities are modeled as spins S. For the present work, the spin quantum
number of the latter is set to Simp = 1/2, although the model is not restricted to this
speci�c value. Impurities are enumerated with index r = 1, . . . , R, and are located at sites
ir on the lattice. At site ir, the rth impurity spin Sr couples locally antiferromagnetic
with constant coupling strength J > 0 to the electrons' spin density sir ,

sir =
1

2

∑
σ,σ′

c†irσσσσ′cirσ′ . (3.8)

In the above equation, σσσ′ stands for the vector of Pauli matrices.
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3. Screening in nanosystems with degenerate one�particle energy spectrum

3.2.2. E�ective low�energy model

The multi�impurity Kondo box Hamiltonian, as given above, withstands exact analytical
solutions. Several very successful approaches have been established in the past, such as
the density�matrix renormalization group (DMRG) [144], or the numerical renormalization
group (NRG) [17]. While DMRG works accurately for one�dimensional systems, the NRG
is tailored for impurity models with a continuous host energy spectrum. Systems with more
than one spatial extension, which are moreover of �nite size, are therefore not adequately
represented by these powerful tools. For the low�energy regime, however, the �nite�size
attribute can be turned into an advantage, as perturbation theory becomes applicable.
While the Kondo temperature TK ∝ exp (−1/ρ0J) bears a singularity for extended systems
in the weak coupling regime, the con�nement of the Kondo cloud cuts o� relevant energy
scales, making perturbation theory in J accessible for nanosystems (see e.g. Ref. [87] for
details).

The validity of the perturbation theory depends on the relevant energy scales, which are
conduction electron hopping t, temperature T , coupling strength J , and energy level spac-
ing ∆ = TK(J∆).

For the sake of clarity, the discrete energy levels belonging to the same energy in the one�
particle spectrum are called multiplets due to their degeneracy. Since energy levels (and/or
multiplets) are not necessarily distributed equally within the spectrum, a measure for the
energy di�erence cannot be quanti�ed easily. However, the energy level (or multiplet) of
interest is the highest occupied one, i.e. the Fermi energy level εF . Therefore, ∆ can be
de�ned as the energy di�erence between the multiplets around the Fermi energy (see, for
example, Fig. 2.1). For the �rst order perturbation theory in J , which is the one applied
in the present work, the temperature must then be smaller than the �nite�size gap ∆ in
order to avoid thermal excitations between di�erent multiplets, which are not covered by
the �rst order of the theory. The band width scales with hopping t, thus ∆ ∝ t for constant
system size. As the coupling strength J is the perturbation parameter, J must necessarily
be much smaller than t.

The �rst order perturbation theory cannot account for RKKY exchange (which is an e�ect
of order J2), thus J should be much weaker than JD, which is the Doniach point (i.e.
the crossover between local Kondo singlet formation and RKKY exchange, see Fig. 2.2).
Moreover, to enter the regime of �nite�size physics, the condition J / J∆ must be ful�lled,
where J∆ is de�ned by ∆ = TK(J∆). Summing this up, the following conditions for a
trustworthy application of �rst order perturbation theory in J can be gathered:

T � ∆ ,

J � t ,

J / J∆ � JD .

(3.9)

Using the above relations, as well as

∆ = TK(J∆) = D0 exp

(
− 1

ρ0J∆

)
, (3.10)

where D0 is half the bandwidth of the host and ρ0 its density of states at the Fermi energy,
one gets

J / J∆ =
1

ρ0 ln D0
∆

(3.11)

as an easy�to�check condition. To ensure the validity, the temperature is �xed at absolute
zero throughout the entire work.
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Now that the parameter regime is set, perturbation theory can be applied to the full
Hamiltonian (3.2). This requires the knowledge of the unperturbed Hamiltonian's (H0's)
many�body ground state. The latter is built up by the Fermi sea (FS), that is the conduc-
tion electrons occupying all one�particle energy levels εkg below the Fermi energy level εF ,
i.e. εkg ≤ εkF g ≡ εF . Since degeneracy of the Fermi energy level is possible, the ground
state may be degenerate as well. Index γ = 1, . . .Γ accounts for this degeneracy, so that
the Γ-fold degenerate N -electron ground state can be written as |FS, γ〉.

Two physically di�erent situations are possible, depending on the degree of degeneracy Γ.
The �rst case are "o��resonant" scenarios, where Γ = 1. This case is realized, if the Fermi
energy level (or multiplet) is fully occupied. Terms of linear-in-J order vanish for Γ = 1,
since all doubly occupied energy levels are magnetically inert, which is why there is no
linear-in-J Kondo e�ect. Therefore, the leading order for o��resonant con�gurations is J2,
which has exemplary been shown in Sec. 3.1. Consequently, such o��resonant cases cannot
be treated with �rst order perturbation theory.

As for the present work, the focus lies on the Γ > 1 cases, where the �nite�size Kondo e�ect
can be found in linear order of J . A characteristic feature of these so�called "on�resonant"
cases are incompletely �lled one�particle Fermi energy levels at energy εF .

The perturbation theory presented below is in fact not restricted to certain values of Γ.
For on�resonant cases with Γ > 1, �rst order perturbation theory is su�cient, while second
order is required for o��resonant cases. As the latter is not of interest in this work, the
theory is only presented up to �rst order.

In a �rst step, a projector P0 onto the space of ground states (of the unperturbed Hamil-
tonian, J = 0) is de�ned:

P0 =
Γ∑
γ=1

|FS, γ〉 〈FS, γ| . (3.12)

This projector can be used to apply Brillouin�Wigner perturbation theory (see Appendix
A for more details). Up to linear order in J , one then obtains the following e�ective
low�energy model:

He� = EFS + P0H1P0 . (3.13)

The �rst term, EFS, is the energy of the Fermi sea which results from 0th order perturbation
theory. As this summand only gives a constant energy shift, it can be neglected in all further
considerations. However, the second term is adequate to describe the low�energy physics,
and is in the focus of interest of the present work.

In order to explore and understand the physics modeled by the e�ective Hamiltonian,
some algebra must be done. In a �rst step, sir from Eq. (3.8) is being transformed into
momentum space using Eq. (3.4):

sir =
1

2

∑
k,k′
g,g′

∑
σ,σ′

Ukg,irc
†
kgσσσσ′U

∗
ir,k′g′ck′g′σ′ . (3.14)

The calculation of P0sirP0 returns non�zero results only if the electronic operators an-
nihilate and create electrons at the same energy level, thus k = k′. Terms with k 6= k′

represent electronic excitations, which must vanish due to the projection onto the ground
state by P0. Also, electrons above the Fermi edge εF cannot be annihilated (since there are
none), so that terms with k′ > kF do not contribute either. If k = k′ < kF , the annihilated
electron with spin σ′ and orbital index g′ must be recreated by c†kgσ in order to maintain a
ground state con�guration. Therefore, g = g′ and σ = σ′, which moreover leads to σσσ, if
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3. Screening in nanosystems with degenerate one�particle energy spectrum

k = k′ < kF . Since all Pauli matrices are traceless, the sum over σ kills all contributions
of terms with k = k′ < kF . As a result, terms only contribute if k = k′ = kF , leading to

P0sirP0 =
1

2

∑
g,g′

∑
σ,σ′

UkF g,irU
∗
ir,kF g′

σσσ′c
†
kF gσ

ckF g′σ′P0 . (3.15)

The e�ective Hamiltonian can now be rewritten as follows:

He� =
J

2

R∑
r=1

∑
g,g′

∑
σ,σ′

UkF g,irU
∗
ir,kF g′

σσσ′c
†
kF gσ

ckF g′σ′P0Sr . (3.16)

It is helpful to already note some important aspects of this Hamiltonian. First o�, the
low�energy physics of this model are determined by electrons occupying the Fermi energy
levels at energy εkF g = εF . As discussed above, electrons below the Fermi level do not
contribute, which means they can be neglected. This is a great advantage for the numerics,
because calculation expense (i.e. memory and time) is here not proportional to the number
of electrons the system is �lled up with. Moreover, the system size and even its dimension
are not crucial parameters for numerical calculations, since only G(kF ) = GF orbitals must
be taken into account for the electronic system. A brief discussion about the Hilbert space
dimension, which is the limiting factor for numerical calculations, as well as a comparison
to the exact diagonalization method (ED) is given in Appendix B.

Secondly, one should note, that sir (Eq. (3.15)) is usually a nonlocal quantity in momentum
space, because g and g′ are not necessarily equal. This makes a vivid interpretation of the
model di�cult, because impurity spins then couple to a delocalized electron spin with
spin quantum number 1/2. The full consequences of this result will become clear when
discussing the results (see especially Subsec. 3.5.2).

As so often in physics, reformulation of the problem helps to gain deeper insights. To this
end, the aforementioned issue of delocalized electron spins is attacked now in order to obtain
a spin�only model. Similar to Eq. (3.4), the following transformations are introduced:

c†kF gσ =
∑
h

Vhg(ir)c
†
kF hσ

(ir) ,

ckF gσ =
∑
h

V ∗gh(ir)ckF hσ(ir) .

(3.17)

The idea behind this step is to diagonalize the dyadic product UkF g,irU
∗
ir,kF g′

= ugg′(ir).
As ugg′ is dependent on the lattice site ir, the diagonalization matrix V of dimension
GF ×GF , as well as construction and annihilation operators c†kF hσ and ckF hσ inherit this
dependence. This implies, that this second transformation is in general di�erent for each
impurity site ir with r = 1, . . . R. Performing the diagonalization one gets:∑

g,g′

V ∗g′h′(ir)UkF g,irU
∗
ir,kF g′

Vhg(ir) = xh(ir)δhh′ , (3.18)

where
xh=1(ir) =

∑
g

|UkF g,ir |
2 (3.19)

is the only non�zero eigenvalue. To this eigenvalue belongs an eigenvector, which, due to
the dyadic (and thus hermitian) form of ugg′ , is simply UkF g,ir :∑

g′

ugg′ · UkF g′,ir = UkF g,ir
∑
g′

U∗ir,kF g′UkF g′,ir = UkF g,ir |Uir,kF g|
2 . (3.20)
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3.2. Hamiltonian and e�ective low�energy model

To prove that there is only one non�zero eigenvalue, one introduces an arbitrary vector
WkF g′,ir , which is chosen orthogonal to UkF g′,ir :∑

g′

ugg′ ·WkF g′,ir = UkF g,ir
∑
g′

U∗ir,kF g′WkF g′,ir = 0 . (3.21)

In a GF -dimensional space, one can �nd GF−1 vectors of formW , which are all orthogonal
to U . Diagonalizing matrix ugg′ therefore leads to a matrix with only one non�zero entry.
The corresponding normalized eigenvector Vh=1g to this non�zero eigenvalue is thus

Vh=1g(ir) =
U∗ir,kF g√∑
g
|UkF g,ir |

2
. (3.22)

Returning to the delocalized electron spins as given by Eq. (3.15), and applying the trans-
formation (3.17), one gets the following result:

P0sirP0 =
∑
g

|UkF g,ir |
2 sF (ir) , (3.23)

where

sF (ir) =
1

2

∑
σ,σ′

c†kF hσ(ir)σσσ′ckF hσ′(ir)
∣∣∣
h=1

(3.24)

is the electron spin on the spin�degenerate Fermi orbital |Fh=1, ir, σ〉:

|Fh=1, ir, σ〉 = c†kF h=1σ(ir) |vac〉

=
1√∑

g
|UkF g,ir |

2

∑
g

UkF g,ir
∑
i

U∗i,kF g |i, σ〉 . (3.25)

In the last step, the inverses of Eqs. (3.4),

c†kF gσ =
∑
i

U∗i,kF gc
†
iσ , (3.26)

and (3.17),

c†kF hσ(ir) =
∑
g

V ∗gh(ir)c
†
kF gσ

, (3.27)

have been used. The orbitals de�ned by Eq. (3.25) are degenerate one�particle eigenstates
of H0 belonging to the Fermi energy εF . They are delocalized over the entire lattice, and,
in general, di�erent for each impurity spin Sr. This entails great complexity, because not
only the number of impurities, but also their geometric positions lead to a great variety of
physically di�erent situations.

Using Eqs. (3.16) and (3.23), an e�ective Hamiltonian in spin�only form can be written as

He� = P0

R∑
r=1

Je�(h = 1, ir)sF (ir) · Sr , (3.28)

with

Je�(h = 1, ir) = Jxh=1(ir) = J
∑
g

|UkF g,ir |
2 (3.29)
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3. Screening in nanosystems with degenerate one�particle energy spectrum

being the e�ective coupling between impurity spin Sr and electrons in the �rst (h = 1)
delocalized Fermi orbital. The Hamiltonian (3.28) has formally the structure of a central�
spin model, where the conduction electrons at the Fermi level form the "central" degrees
of freedom.

Fig. 3.5(a) shows a simple manifestation of the e�ective Hamiltonian: Given the system
of Sec. 3.1, i.e. an open one�dimensional chain, to which two impurities are coupled at
sites i1,2, the e�ective low�energy model describes the respective impurity spins coupled
to a single central spin sF , which arises from a single Fermi electron occupying a Fermi
orbital. Note, that there is no degeneracy of the Fermi energy level εF , so that only a
single Fermi orbital is present, i.e. the Fermi orbitals as de�ned in Eq. (3.25) are identical
for both impurities. In this form, the e�ective low�energy model is equivalent to a regular
central�spin model.

r = 1

|F1, i1〉 |F2, i1〉

r = 2

|F1, i2〉 |F2, i2〉

Je�(h = 1, i1) Je�(h′ = 1, i2)

(a) (b)

S1 S2

εF

He�

sF

Je�(i1) Je�(i2)∆

∆′

εk
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er
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Figure 3.5.: (a) One�particle energy spectrum with a nondegenerate (GF = 1) Fermi level
εF at J = 0. For 0 < J � t, the dashed region represents the e�ective low�
energy model of the system discussed in Sec. 3.1: Two impurities with spins
S1,2 are coupled to a "central" spin degree of freedom (sF ) which originates
from a single Fermi electron (nF = 1) at the delocalized one�particle state
with energy εF . Dependent on the impurities' locations i1,2 on the lattice in
real�space, possibly di�erent e�ective couplings Je�(i1,2) arise. As only one
screening channel is available (nF = nc = 1), this situation corresponds to
underscreening according to Sec. 1.2.2. The gaps ∆ and ∆′ in the energy
spectrum are assumed to be of same order. Figure adapted from Ref. [95].
(b) Schematic picture of the e�ective Hamiltonian given by Eq. (3.28). Each
impurity r couples to one speci�c Fermi orbital |Fh=1, ir, σ〉 (index σ has been
dropped in the �gure) with an impurity�dependent e�ective coupling constant
Je�(h, h′ = 1, ir). There is no coupling to orbitals |Fh6=1, ir, σ〉 because Je�(h 6=
1, ir) = 0. The orbitals which belong to a given impurity r are not necessarily
identical to those of another impurity ( 6= r), as each orbital set has its own, r-
dependent basis. For the scenario shown in (a), |F1, i1〉 = |F1, i2〉, and orbitals
F2,3,... do not exist.

However, one must not forget that the electronic "central" spin is a site�dependent con-
struct, which is in general di�erent for each impurity spin. The model given by Eq. (3.28)
is thus a rather unconventional central�spin model, where each impurity spin couples to
its own, customized central region. It must be emphasized, that the e�ective Hamiltonian
given in Eq. (3.28) consequently acts in general on non�orthogonal orbitals.

In order to call attention to the complexity of the physics, a schematic picture of the
general e�ective low�energy Hamiltonian is illustrated in Fig. 3.5(b). For each impurity r,
a speci�c set of GF spin�degenerate Fermi orbitals |Fh, ir, σ〉 exists. Orbitals belonging to
a given impurity are pairwise orthogonal to one another, i.e. 〈Fh1 , ir, σ| Fh2 , ir, σ〉 = δh1h2 .
Regarding orbitals belonging to di�erent impurities, i.e. 〈Fh, ir, σ| Fh′ , ir′ , σ〉 with r 6= r′,
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3.3. General statements on important parameters

one cannot generally say how these orbitals are related to each other. Full, partial or no
overlap are possible options, depending on where the corresponding impurities are located
on the lattice. Therefore, the physics of the problem are sensitive to the amount of orbital
sets (i.e. the number of impurities), as well as to the number of orbitals in each set (i.e.
the degeneracy of the one�particle Fermi energy levels GF ).

With the explanations above, one can get an idea of how the e�ective Hamiltonian can
be understood as a central�spin model. Although each spin couples to a customized set
of Fermi orbitals, these orbitals may overlap, forming a central region to which several
impurities couple. If orbitals fully overlap, one can get a common central�spin model.
On the other hand, a vanishing orbital overlap leads to a sum of several independent
central�spin models, where each "central spin" consists of one Fermi orbital only. If several
impurities are present, one usually gets a mixture of the above mentioned cases.

It remains the question, how the �lling, more precisely the number of kF -electrons, hereafter
referred to as nF , �ts into Fig. 3.5(b). The nF Fermi electrons are distributed over each
set of Fermi orbitals corresponding to a �xed impurity, i.e. the occupation numbers of all
GF orbitals corresponding to the rth impurity sum up to nF :

↑,↓∑
σ

GF∑
h=1

n|Fh,ir,σ〉 = nF . (3.30)

This relation holds true for each r = 1, . . . , R. Regarding Fig. 3.5(b), one therefore must
place R ·nF conduction electrons onto the R ·GF Fermi orbitals, which is indeed confusing
as only nF Fermi electrons are present. However, this is the correct way to include the
Fermi electrons into Fig. 3.5(b). It might help to clarify, that there are only GF Fermi
orbitals, which are formulated in R (in general) di�erent basis systems. The "+"-sign
in Fig. 3.5(b) comes from the sum over R impurities in the e�ective Hamiltonian, Eq.
(3.28), but (in general) cannot be carried out due to di�erent basis states, in which the
R summands of the e�ective Hamiltonian are formulated. The crucial point is, that these
di�erent basis states (almost always) have a non�vanishing overlap, which determines the
physics.

In the next sections, all possible overlap scenarios and their in�uences on ground state
properties are examined. The theory is used to demonstrate characteristic situations for
multiple impurities, including the geometric dependence of impurity placement.

3.3. General statements on important parameters

A very speci�c situation (two neighboring impurities coupled to a ring in one dimension)
has already been discussed in Sec. 3.1. However, the model presented in Eq. (3.28) is
strongly dependent on the number and the placement of impurities, yielding a plethora of
so far uncharted geometries. In the next sections, general results obtained by �rst order
perturbation theory calculations are presented and classi�ed. In order to comply with the
parameter restrictions de�ned in Eq. (3.9), throughout the entire work the temperature is
�xed at absolute zero, the hopping is set to t = 1, and the coupling strength is �xed well
below at J/t = 0.1. As presented in the theory, the latter is chosen isotropic in the spatial
dimensions. Furthermore, the total spin of each impurity is set to 1/2, although the theory
is not restricted to this speci�c value.

A fundamental quantity of the theory is G, which is the number of degenerate one�particle
energy levels at given energy E. It is dependent on geometric parameters of the con-
duction electron system, i.e. its lattice size and dimension, and is furthermore in�uenced
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3. Screening in nanosystems with degenerate one�particle energy spectrum

by the number of neighboring sites used for conduction electron hopping. As such one�
particle energy degeneracy results from the system's symmetries, one has to distinguish
between systems with open and periodic boundaries. Fig. 3.6 exemplary shows the energy�
dependent degeneracy G of two di�erent systems, i.e. a one�dimensional ring (a) and a
two�dimensional square lattice (b). For particle�hole symmetric Hamiltonians H0, the
degeneracy distribution G is symmetric as well.
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Figure 3.6.: (a) Energy dispersion of a one�dimensional chain of 16 lattice sites with peri-
odic boundary conditions (i.e. a ring). The chemical potential is denoted by µ,
which is equivalent to the Fermi energy εF for T = 0 K. Gray arrows represent
the conduction electrons' spins in fully occupied orbitals, while the blue ones
stand for Fermi electrons. For the depicted �lling, the degeneracy of the Fermi
energy level is GF = 2. The histogram in (b) shows the degeneracy of energy
levels for a two�dimensional square lattice of 8 × 8 sites with open boundary
conditions.

Since only Fermi electrons contribute to the Hamiltonian (3.28), the focus lies on the
degeneracy of one�particle energy levels at the Fermi energy εF , which is denoted by GF
in the following. It goes without saying, that GF varies with the �lling. As can be seen
at the ring structure's energy dispersion depicted in Fig. 3.6(a), for �llings n = 1, 2 and
n = 31, 32 one gets the nondegenerate case with GF = 1, while for all other �llings GF = 2.
For higher�dimensional systems, such as the exemplary 8 × 8�square lattice analyzed in
Fig. 3.6(b), the degeneracy distribution generally becomes more complex. Note, that it is
not the �lling n, but rather the number of Fermi electrons nF that is a limiting parameter
for numerical calculations. For the ring system from Fig. 3.6(a), nF = 3 is the maximum
number of Fermi electrons, while nF = 15 is the maximum amount (in case the �lling
is 56 < n < 72) for the square lattice corresponding to Fig. 3.6(b). Except for very low
�llings, one thus usually has nF � n. Especially for higher�dimensional systems, this
yields great advantages for the numerical treatment (see Appendix B for details).

Note, moreover, that if H0 is chosen particle�hole symmetric (as is done throughout the
entire work), the one�particle energy spectrum is symmetric with respect to E = 0. It is
therefore su�cient, to focus on systems with half��lling or less.

Now that the connection between electron �lling n, Fermi electron number nF , and degree
of Fermi energy level degeneracy GF is clear, one can tackle the fundamental aspect of
nanosystems with degenerate energy spectra: Examining the relation of Fermi orbitals,
given by Eq. (3.25), of which there are as many as GF . It will be shown below, how
the total ground state spin is in�uenced by di�erent overlap scenarios. This is of great
interest, as the ground state spin is directly related to the ground state degeneracy, �xing
the experimentally accessible entropy.
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3.4. The single impurity case

Since each impurity has its own set of GF Fermi orbitals, physics get more complex with
increase of impurity spins R. Fortunately, it is possible to understand the basic system
properties by analysis of systems with few spins only. The next pages lead the reader
from the single impurity case (Sec. 3.4) to systems with up to three impurities (Sec. 3.6).
Although a general classi�cation of systems with more than three impurities goes beyond
the scope of this work, some results and "golden rules" can be transferred. The latter
are presented in Sec. 3.8. All numerical results presented below were obtained using exact
diagonalization of the e�ective Hamiltonian (3.16).

3.4. The single impurity case

Starting with the simple case of one impurity only (R = 1), just one set of Fermi orbitals
|Fh, i1, σ〉, h = 1, . . . , GF , is needed. All GF Fermi orbitals are pairwise orthogonal to each
other and the impurity spin couples to only one of these orbitals. In the following, the �rst
orbital (h = 1) is chosen as this coupling orbital.

For a system with given conduction electron �lling n, the number of Fermi orbitals GF ,
and the amount of Fermi electrons nF are �xed parameters. The question of interest is
now, how these nF conduction electrons distribute over the available Fermi orbitals.

As for minimizing the internal energy, the formation of a singlet between impurity spin
and a conduction Fermi electron is favorable. Therefore, the �rst Fermi orbital tends to
be singly occupied, which is the only option to screen the impurity spin. The remaining
nF − 1 Fermi electrons distribute over GF − 1 spin�degenerate Fermi orbitals, leading to
a ground state degeneracy (GSD) of

GSD =

(
2(GF − 1)

nF − 1

)
. (3.31)

3.5. Nanosystems with two impurities

Systems with two impurities (R = 2) can be perfectly used to study simple Fermi orbital
relations between orbitals of di�erent sets. Such a set consists of GF pairwise orthogonal
Fermi orbitals, all of them belonging to the rth impurity. For R = 2, there are thus two
sets of orbitals. Several di�erent options arise, how Fermi orbitals of the �rst set are related
to the ones of the second set. As will be shown below, the physics crucially depend on
these relations.

What is considered in the following, is the scalar product Ωr1r2 of the Fermi orbitals
belonging to di�erent impurities (r1 = 1, r2 = 2). The speci�c diagonalization for each
impurity, Eq. (3.18), leaves GF − 1 orbitals unde�ned, but gives the Fermi orbital (h = 1
for r1 and h′ = 1 for r2) to which the impurity spin couples. Thus, one can evaluate the
expression:

Ω12 = 〈Fh=1, ir=1, σ| Fh′=1, ir=2, σ〉 . (3.32)

Three di�erent situations are possible, depending on how much the orbitals overlap with
one another. One thus distinguishes between full (A)), partial (B)) and no overlap (C))
cases (see Fig. 3.7), which are discussed in detail below.
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3. Screening in nanosystems with degenerate one�particle energy spectrum
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|Ω12| = 1

|Ω12| ∈
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Figure 3.7.: The three possible manifestations of Fermi orbital overlap for systems with
two impurities. Impurity spins (red arrows) couple to Fermi orbitals (blue
circles) with e�ective coupling strength Je�(ir). In case A), the two coupling
Fermi orbitals (one from each set) have complete overlap (|Ω12| = 1), thus
both impurity spins couple to the same orbital, represented by the blue double
circle. Partial overlap, |Ω12| ∈ (0; 1), is shown in case B), while no overlap
(Ω12 = 0) is depicted in case C). Blue circles with dots inside show Fermi
orbitals to which no impurity spin is coupled. The tensor product symbol has
to be understood as a separator between linearly independent orbitals. The
indices h and h′, corresponding to the coupling Fermi orbital of each set (see
Eq. (3.29)) have been dropped for compactness.

3.5.1. Case A) - Fully overlapping coupling Fermi orbitals

If the two Fermi orbitals are identical (despite r1 6= r2), the scalar product is trivially
Ω12 = ±1. The sign is not of importance, as it describes only the orbitals' orientation. In
this full overlap case, the diagonalization matrices V and V ∗ from Eq. (3.18) diagonalize
not only ugg′(ir=1) = UkF g,ir=1U

∗
ir=1,kF g′

, but also ugg′(ir=2). As a consequence, both
impurity spins couple to the same Fermi orbital (see case A) in Fig. 3.7).

Now, the question of interest is, how the nF Fermi electrons distribute over these GF
Fermi orbitals. In all numerical calculations it was found, that the coupled orbital (i.e.
the one to which the impurities couple) favors to become singly occupied. In contrary to
fully occupied or empty Fermi orbitals, a singly occupied one is magnetic, which allows the
impurity spins to align according to Je�. As J and Je� always have the same sign, and J is
chosen to be antiferromagnetic, the two impurity spins couple antiferromagnetically to the
Fermi electron in that �rst orbital. The kF -electron tries to screen both impurity spins,
which is not fully possible as there are two impurity spin channels. This is a textbook
example of underscreening, resulting in a doublet, formed by the �rst Fermi electron and
both impurities. Moreover, one can regard this situation as a perfect central�spin model,
with the Fermi electron being the center coupled to two impurity spins. For this model, the
Lieb�Mattis theorem [147] holds true. The theorem states, that the ground state multiplet
has a total spin of |SA − SB|, where SA (SB) is the maximum total spin of a bipartite
sublattice A (B). The theorem can be applied, if the coupling between spins on the same
sublattice is ferromagnetic (or zero), and antiferromagnetic between the sublattices. Note,
that the constraint of ferromagnetic coupling within a sublattice is not of relevance here, as
the electronic sublattice contains only a single "site" (i.e. coupling Fermi orbital) and the
sublattice of impurity spins has no interimpurity coupling. However, the second condition
(antiferromagnetic coupling between sublattices) is true here, giving a total spin of one for
the impurities and a total spin-1/2 for the Fermi electron. According to the theorem, this
gives a ground state doublet, proving the presented results right.
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3.5. Nanosystems with two impurities

The remaining Fermi electrons distribute over GF − 1 spin�degenerate Fermi orbitals, so
that the total degeneracy of the ground state in case A), GSD(A), can be written as

GSD(A) = 2 ·
(

2(GF − 1)

nF − 1

)
. (3.33)

This formula holds true for on�resonant cases, which is 0 < nF < 2GF . The �rst factor
comes from the doublet, while the binomial represents the Fermi orbitals that are not
coupled to either impurity spin. It must be emphasized, that the latter are not speci�ed
by the unitary transformation V given by Eq. (3.18). However, these orbitals are by
construction pairwise orthogonal, which allows to write down the binomial as done in the
equation above.

3.5.2. Case B) - Partially overlapping coupling Fermi orbitals

The case of partially overlapping Fermi orbitals (see case B) in Fig. 3.7) is more compli-
cated to understand due to its di�cult visualization. Starting again from the theoretical
point of view, the transformation matrices V and V ∗, given in Eq. (3.18), diagonalize by
construction ugg′(ir=1), but do not diagonalize ugg′(ir=2). Therefore, it is not possible to
�nd a representation, where the impurity spins couple to single Fermi orbitals given in the
same basis. In other words, diagonalizing ugg′(ir=1) gives a set of GF pairwise orthogonal
Fermi orbitals for the �rst impurity, where its spin couples to one orbital only, while the
second impurity spin couples to several Fermi orbitals in the same basis, see Fig. 3.8. This
picture has the enormous drawback, that the second impurity spin couples partially to sev-
eral Fermi orbitals. It is not intuitive, what happens physically if such a partially coupled
orbital is occupied by a Fermi electron. It thus seems smarter to mix up the two sets of
Fermi orbitals, where each set is constructed in a way, that the corresponding impurity
couples to one Fermi orbital only. One then picks out the coupling Fermi orbitals, which
gives the left part of case B) in Fig. 3.7 (overlapping blue circles connected to red spins).

r = 1

|F1, i1, σ〉 |F2, i1, σ〉 |F3, i1, σ〉

r = 2

|F4, i1, σ〉

Figure 3.8.: Schematic picture of overlapping Fermi orbitals (case B)) in basis of the �rst
(r = 1) impurity. White circles with blue borders represent the orthogonal
Fermi orbital set of the �rst impurity. Within this set, the turquoise areas
represent the overlapping part of the second impurity's coupling Fermi orbital
(h′ = 1). Although this is a correct visualization, it is not useful because it
would lead to irritating, or even wrong conclusions when talking about Fermi
electron occupation.

It has proven useful to introduce the linear span Lc.o. of the subspace of coupling orbitals
("c.o."), i.e. the Fermi orbitals that are coupled to impurity spins. For case B), Lc.o. = 2,
thus up to four Fermi electrons can be found in these orbitals, respecting Pauli's exclusion
principle. This information is important in two ways: Firstly, one knows to how many
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3. Screening in nanosystems with degenerate one�particle energy spectrum

kF -electrons the impurity spins may couple and, secondly, how many orbitals remain un-
coupled, namely GF − Lc.o..

It is everything but a vivid depiction, how overlapping Fermi orbitals of di�erent sets have
to be understood. Indeed, it is possible to �nd an overlap between the coupling orbital of
the �rst set with uncoupled Fermi orbitals in the representation of the second basis. Even
the extreme case, that the coupling orbital of the �rst set is a linear combination of all
Fermi orbitals of the second set, cannot be excluded in any way. All that counts, however,
is the number of coupling orbitals de�ning the linear span. It might be due to the freedom
of choosing GF − 1 arbitrary, uncoupled but pairwise orthogonal vectors for each set, that
these uncoupled Fermi orbitals may be separated from the coupled Fermi orbitals. Even if
a coupling orbital has unavoidably overlap with an uncoupled one from a di�erent set, the
linear span Lc.o. is not a�ected. As noted before, there is no intuitive illustration for this
fact. Consequently, the bubble of uncoupled Fermi orbitals (right part of Fig. 3.7, case B))
cannot be speci�ed, and must be understood as a construct of GF −Lc.o. orbitals. As will
be seen later (see Fig. 3.10), numerical results underline this concept.

Filling the Fermi orbitals with kF -electrons is qualitatively similar to case A): The coupling
Fermi orbitals are preferably singly occupied, as this minimizes the internal energy. If one
kF -electron is present, the overlapping Fermi orbitals contain an electronic spin-1/2, which
couples to both impurity spins (with spin-1/2 each). In total, one impurity spin-1/2 can
be screened, and an impurity spin-1/2 remains unscreened. One thus gets a doublet, which
is twofold degenerate. Note, however, that the Fermi orbitals overlap, leading to partial
screening of both impurities rather than complete screening of one impurity spin. This can
be proven by checking the interimpurity correlation function S1S2, which is non�zero (see
an example in Fig. 3.11). This is clear due to the Fermi orbitals' overlap, which allows an
indirect impurity coupling mediated by the Fermi electron.

By adding a second Fermi electron, both coupling Fermi orbitals become singly occupied.
Complete screening of the impurity spins is possible, leading to a (nondegenerate) singlet
state. Although other con�gurations, such as triplet states, can generally not be excluded,
nothing but singlets have been found in the numerical calculations done for the present
work. This is, however, not surprising, because the impurity spins are coupled antiferro-
magnetically to the Fermi electrons, thus preferring singlet formation rather than triplets
or quintuplets.

According to the rule, that coupling Fermi orbitals are preferably singly occupied, further
increase of kF -electrons results in �lling of the uncoupled Fermi orbitals (if present). Not
until the uncoupled Fermi orbitals are fully occupied, the coupling Fermi orbitals become
doubly occupied (see, for example, Fig. 3.10). This underlines again, that singly occupied
coupling Fermi orbitals decrease the internal energy the most.

Summing the discussion above up, one gets the following degeneracy of the ground state
for case B):

GSD(B) =


2 , if nF = 1 or nF = 2GF − 1

1 , if nF = 2 or nF = 2GF − 2(
2(GF−2)
nF−2

)
, if 2 < nF < 2GF − 2

. (3.34)

Note, moreover, that Eq. (3.34) holds true for both equal and unequal coupling strengths
Je�(i1,2) 6= 0.
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3.5. Nanosystems with two impurities

3.5.3. Case C) - No overlap between coupling Fermi orbitals

The third and last scenario of how two coupling Fermi orbitals are related to one another
is the case of missing overlap (case C), depicted in Fig. 3.7). Mathematically, the transfor-
mation matrices V and V ∗, given in Eq. (3.18), diagonalize both ugg′(ir=1) for the �rst and
ugg′(ir=2) for the second impurity. In contrast to case A), these diagonalizations have a
di�erent eigenvalue each, returning two orthogonal and thus linearly independent coupling
Fermi orbitals. The linear span is again Lc.o. = 2, thus providing GF − Lc.o. uncoupled
Fermi orbitals.

Due to complete separation of the two coupling Fermi orbitals, a new aspect comes into
play: Assuming there is only one Fermi electron, which Fermi orbital becomes occupied?
The answer to this question is dependent on the two e�ective coupling strengths Je�(h =
1, i1) and Je�(h′ = 1, i2). For reasons of compactness, the coupling Fermi orbital indices h
and h′ are neglected in the following. If Je�(i1) 6= Je�(i2), the Fermi orbital with stronger
e�ective coupling becomes occupied. However, if both e�ective coupling constants are
equal, occupying either Fermi orbital is equally probable. The latter case thus increases
the number of possible ground state con�gurations, i.e. the degeneracy, by a factor of two
(see Fig. 3.10 for a speci�c example). Note, that such a situation does not occur in case
B), because the Fermi orbitals have a �nite overlap there. Therefore, for scenario B) there
is no selection rule to which impurity the Fermi electron should couple as it always couples
to both impurity spins.

In the non�overlapping case, however, only one impurity couples (antiferromagnetically)
to exactly one Fermi orbital. Thus, each impurity spin is fully screened, if enough kF -
electrons are present. In case of only one singly occupied coupling Fermi orbital (nF = 1,
and nF = 2GF − 1), the second impurity spin is uncoupled, giving an impurity spin
degeneracy of two, which is re�ected in the twofold ground state degeneracy. For two
Fermi electrons (and likewise for nF = 2GF −2 Fermi electrons), both impurity spins form
singlets with the kF -electrons in their respective Fermi orbitals. Additional Fermi electrons
then occupy uncoupled Fermi orbitals up to their complete �lling, just as described for the
cases A) and B) above.

In total, the degeneracy of the ground state for the non�overlapping case C) reads:

GSD(C) =


2 , if nF = 1 or nF = 2GF − 1, and Je�(i1) 6= Je�(i2)

4 , if nF = 1 or nF = 2GF − 1, and Je�(i1) = Je�(i2)

1 , if nF = 2 or nF = 2GF − 2(
2(GF−2)
nF−2

)
, if 2 < nF < 2GF − 2

. (3.35)

Note, that the analysis of the e�ective coupling strengths is only relevant if one Fermi
orbital is singly occupied. In all other cases, both impurities couple to both coupling
Fermi orbitals, disregarding the speci�c strengths of Je�(i1) and Je�(i2).
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3. Screening in nanosystems with degenerate one�particle energy spectrum

3.5.4. Examination of two impurities on a square�lattice

In the following, numerical results are presented to con�rm the descriptions above. A
square lattice of size 8 × 8 with open boundary conditions is chosen, see Fig. 3.9, where
the total �lling n is set to approximately half��lling, resulting in an eightfold degenerate
Fermi energy level εF . The �gure shows, which scenario results depending on the location
of the two impurities, and if the e�ective couplings are equal or unequal.
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Figure 3.9.: Two impurities located on an 8× 8-square lattice with open boundary condi-
tions. The total �lling is around half��lling, assuring an eightfold degenerate
Fermi energy εF (see also Fig. 3.6(b)). In (a), the �rst impurity is �xed at site
(2;2), while in (b) an impurity is �xed at site (1;2) (red bubble with red arrow
inside). The letters A, B, and C label the physical situation found, if the second
impurity is located at the corresponding lattice site. Green borders around the
lattice sites represent cases, where both e�ective coupling strengths are equal,
i.e. Je�(i1) = Je�(i2), while violet borders show cases with Je�(i1) 6= Je�(i2).

There is an obvious symmetry along the main diagonal, which is due to the symmetric form
of the free Hamiltonian H0. Note, that neither overlap nor e�ective coupling strengths are
in�uenced by the impurity positions, as these quantities solely depend on the U -matrices
that diagonalize H0. The impurities' positions, however, are important to pick out speci�c
parts of the U -matrices, giving site�dependent results.

In the following, some speci�c impurity locations are selected to represent the three possible
overlap scenarios, checking the theoretical predictions from Secs. 3.5.1 to 3.5.3.

Ground state degeneracy for selected con�gurations

As a prove of concept, Fig. 3.10 shows representative numerical results for the ground state
degeneracy of the three cases A), B), and C). For full overlap of the Fermi orbitals (case
A)), the linear span of coupling orbitals is one, thus there is one more uncoupled Fermi
orbital than in cases B) and C), where Lc.o. = 2 (reminder: number of uncoupled orbitals
is GF − Lc.o.). This is re�ected in a much greater ground state degeneracy for case A),
especially around half��lling of Fermi electrons. In cases B) and C), GF −Lc.o. = 6 Fermi
orbitals remain uncoupled, leading to the same ground state degeneracy in the range of
2 < nF < 14.

In all cases, a huge jump in the ground state degeneracy occurs from nF = Lc.o. → Lc.o.+1,
which is a clear indicator, that uncoupled Fermi orbitals are occupied for nF > Lc.o..
For nF ≤ Lc.o., on the other hand, the ground state degeneracy must result from singly
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3.5. Nanosystems with two impurities
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Figure 3.10.: Degeneracy of the ground state plotted semi�logarithmically against the
amount of kF -electrons for an eightfold degenerate Fermi energy εF , i.e.
GF = 8 (see also Eqs. (3.33)-(3.35) for speci�c values). The e�ective cou-
pling strengths Je� between impurity spin and corresponding Fermi orbital
are either equal (a) or unequal (b). The original system is an 8 × 8-square
lattice with open boundary conditions, where the �rst impurity is located at
site (2;2). To realize the three cases for equal coupling strengths, the second
impurity is located at (7;7) for case A), (4;4) for case B), and (6;3) for case
C). In (b), case A) cannot be realized with the given lattice parameters, but
theoretically expected data points are given for completeness. While the �rst
impurity is again located at (2;2), the second one is on sites (3;7) for case B),
and (8;5) for case C).

occupied coupling Fermi orbitals, since the degeneracy is rather small. If, for example, one
Fermi electron occupied an uncoupled orbital, the minimum degeneracy is

(
14
1

)
= 14 for

case A), or
(

12
1

)
= 12 for cases B) and C). This exceeds the found values in the nF ≤ Lc.o.

regime by far. Moreover, the symmetric form of the diagrams in Fig. 3.10 shows, that
singly occupied coupling orbitals remain singly occupied, if additional Fermi electrons
can occupy uncoupled Fermi orbitals. Not until all of the uncoupled orbitals are doubly
occupied, the coupling orbitals become fully occupied. This can be seen at the crossover
nF = 2GF − Lc.o. → 2GF − Lc.o. + 1, where the degeneracy of ground states decreases
dramatically. This behavior is of course expected, because empty orbitals are equivalent
to fully occupied ones in particle�hole symmetric models. Therefore, statements made
for �llings below half��lling of Fermi orbitals are likewise valid for the case of more than
half��lling.

Another aspect to revive is the partial overlap case (i.e. case B)), which is di�cult to grasp
due to the mixing of di�erent bases of the coupling Fermi orbitals. For this reason, the
concept of the linear span of coupling orbitals, Lc.o., has been introduced. The exemplary
data in Fig. 3.10, combined with the discussions in the previous paragraphs, shows that
this concept seems to be successful. If more than two Fermi orbitals were connected to
the impurities, there must be fewer uncoupled Fermi orbitals. This would lead to lower
ground state degeneracy than calculated by Eq. (3.34). This is, however, not the case,
legitimating the concept of using the linear span.

For determining the ground state degeneracy, the exemplary data points presented in Fig.
3.10 underline, that the speci�c values of the e�ective coupling strengths Je� are only rele-
vant if the coupling Fermi orbitals do not overlap, which is case C), and if only one coupling
Fermi orbital is singly occupied. If these requirements are ful�lled, the relation between
Je�(i1) and Je�(i2) determines whether the ground state has an additional degeneracy due
to identical physical situations (which is the case if Je�(i1) = Je�(i2)).
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3. Screening in nanosystems with degenerate one�particle energy spectrum

Spin�spin correlations

In order to underpin the results presented before, Fig. 3.11 shows exemplary data points for
the impurity�impurity correlations for the three cases. If the Fermi orbitals overlap fully
(case A)), and the e�ective coupling strengths are equal, both impurity spins align perfectly
antiferromagnetic to the kF -electron in the coupling orbital. Consequently, both impurity
spins have the same orientation, giving 〈S1S2〉 = 0.25, which is parallel alignment, and
thus ferromagnetic coupling. This result matches perfectly to the Lieb�Mattis theorem
[147], where each sublattice is assumed to be ferromagnetic (including the case of no intra�
sublattice interactions). The case of unequal e�ective couplings cannot be found in the
original 8 × 8-lattice at around half��lling and will thus be investigated below (see page
39).

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
nF

-0.05

0.00

0.05

0.10

0.15

0.20

0.25

〈S
1
S

2
〉

A

B

C

Je�(i1) = Je�(i2) Je�(i1) 6= Je�(i2)

-

Figure 3.11.: Exemplary interimpurity correlations plotted against the amount of kF -
electrons for a system with GF = 8. The data comes from speci�c impurity
placement, with the �rst impurity always �xed at site (2;2) and the second
at site (7;7) for case A), site (4;4) for case B), and site (6;3) for case C), all
of the above for equal e�ective coupling strengths. If Je�(i1) 6= Je�(i2), the
second impurity was placed at sites (3;7) for case B), and (8;5) for case C).
Since case A) with unequal Je� is not present in the given system (see Fig.
3.9), there is no data.

The data for case B), i.e. partially overlapping Fermi orbitals, are qualitatively representa-
tive, but not quantitatively. For di�erent locations of the two impurities, the data points
might even overlap, or found at di�erent values. Neither can be said, that equal e�ective
couplings show stronger spin�spin correlations than in case of unequal coupling strengths.
However, there is a clear sign of lower spin�spin correlations, if both coupling Fermi or-
bitals are singly occupied rather than only one is singly occupied. This indicates, that the
impurity spins tend to form singlets with kF -electrons, which is easier if there is one Fermi
electron for each impurity. Since both impurities are connected via the Fermi orbitals, it
is however not surprising to �nd �nite values for the correlation function.

One can moreover see, that the correlation functions shown in Fig. 3.11 are either vanishing
(case C)), or positive, showing in the latter case that the impurities align parallel and their
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3.5. Nanosystems with two impurities

correlation is thus ferromagnetic. That the correlation is zero if the coupling Fermi orbitals
have no overlap is an expected result, because the impurities are not connected via somehow
overlapping Fermi orbitals, and thus there is no medium to mediate a correlation between
them.

In all cases, but best seen in case B), the correlation function remains unchanged in between
2 ≤ nF ≤ 14. Especially for case A), which has one more uncoupled Fermi orbital than
cases B) and C), this holds true for the range 1 ≤ nF ≤ 15. It can be concluded, that
the construct of spins and Fermi electrons occupying coupling orbitals is not a�ected by
any additional kF -electrons, as long as the coupling Fermi orbitals remain singly occupied.
This result goes hand in hand with the numerical data shown in Fig. 3.10, where the
degeneracy of the ground state indicates that singly occupying coupling Fermi orbitals has
highest priority. Since the correlation function does not change after the coupling Fermi
orbitals are singly occupied, the idea of the linear span of coupling Fermi orbitals �nds
again its con�rmation. It moreover shows, as said before, that the schematic picture 3.8 is
not helpful to understand the underlying physics.

Completion of missing data from case A)

The analysis above is yet not complete, as it su�ers from the lack of data for case A), if
the e�ective coupling strengths are not equal. Staying with the 8 × 8-square lattice, but
changing the total �lling to n = 43, one enters a regime of a nondegenerate Fermi energy
level εF (see the energy level distribution in Fig. 3.6(b)). Consequently, only one Fermi
orbital exists, so that both impurities unavoidably couple to this orbital. No matter how
the impurities are placed on the lattice, it is always case A) (full Fermi orbital overlap),
without any remaining uncoupled Fermi orbitals.

Figure 3.12.: Given an 8 × 8-square lattice with open boundary conditions and a total
�lling of n = 43. Due to this nondegenerate case, GF = 1 and nF = 1.
One impurity is �xed at site (x; y) = (2; 2), the other one is passed through
the entire lattice. (a) Correlations between the impurity spins in the ground
state. The green boxes show sites, where the e�ective coupling strengths are
equal. On all other sites, Je�(i1) 6= Je�(i2). (b) Quotient of the e�ective
couplings (normed to a maximum of one).

The question to answer is, whether the interimpurity spin�spin correlation is dependent
on the e�ective coupling strengths. As shown in Fig. 3.12, this is indeed the case. For the
given system with n = 43 electrons, one �nds situations with equal coupling strengths, i.e.
one impurity is located at site (2;2), while the second one is either placed on (2;7), (7;2), or
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3. Screening in nanosystems with degenerate one�particle energy spectrum

(7;7). In these cases, the quotient of the e�ective couplings is trivially one (see (b) in the
above mentioned �gure), and the interimpurity spin�spin correlation is 1/4, as previous
results for case A) with equal coupling strengths have already shown (see Fig. 3.11, nF = 1).
However, if the coupling strengths are not equal, the spin�spin correlation is less than 1/4,
meaning that both spins are not aligned perfectly ferromagnetic. Combining the results
from Figs. 3.12(a) and (b), it can be seen that the strength of the correlation is directly
connected to the quotient of the e�ective coupling strengths: The weaker one impurity
(compared to the other impurity) is coupled to the Fermi orbital, the smaller the spin�spin
correlation becomes. This can be understood as follows: Fermi electron and the impurity
with stronger e�ective coupling try to form a singlet, but the impurity with weaker Je�
also tries to align antiparallel with the kF -electron. This competition scales obviously with
the coupling strengths. One limiting case is a vanishing e�ective coupling, which results
in a singlet of Fermi electron and the stronger bound impurity spin, while a free impurity
remains. Thus, the interimpurity spin�spin correlation must be zero. Another limiting
case is the scenario of equal coupling strengths, where no impurity spin can be favored for
singlet formation. By aligning both impurity spins alike (thus giving 〈S1S2〉 = 1/4), the
screening is most e�ective, reducing the internal energy the most. The crossover between
these limiting cases is �uid.

For selected impurity locations, all numerical results �t well into the theoretical framework
established above. It is, however, neither possible nor desired to check every impurity
con�guration. Moreover, one probably does not want to restrict oneself to a �xed lattice
size of 8× 8, and maybe not even to a speci�c lattice geometry. Therefore, the aim of the
next subsection is to generalize the results.

3.5.5. Generalizing the results for two�impurity systems

Up to this point, three possible scenarios concerning the overlap of Fermi orbitals in systems
with two impurities have been identi�ed. Furthermore, a concept to predict the ground
state degeneracy just by knowing the Fermi orbital overlap, the number of Fermi electrons,
and the e�ective coupling strengths, was presented. To this end, exemplary data points
were given to underpin and to understand the argument. Topic of the next paragraphs
is to show, that the discussions and results above hold true not only for speci�c system
con�gurations, but for every possible lattice geometry.

In order to generalize the results, the most important step is to free oneself from the rather
restrictive 8×8-square lattice used for explanations above. For the previous examples, the
geometry of the lattice (8×8-square lattice) and its electron �lling has always been stated.
This is, in fact, only necessary to determine the degeneracy of the Fermi energy (GF )
and the number of Fermi electrons (nF ), according to Fig. 3.6. To predict the physical
situation, it is unimportant where a GF -fold degenerate Fermi energy has its origins, be
that a 1-dimensional ring, an 8 × 8-square lattice with open boundary conditions, or any
other lattice with electron �lling resulting in GF = 2. However, the knowledge of the
Fermi orbital sets is required, as they give the overlap of coupling Fermi orbitals on the
one, and the e�ective coupling strengths Je� on the other hand. To perform an analysis, a
toy model for two impurities is introduced in the next paragraphs.
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3.5. Nanosystems with two impurities

Toy model for two impurities

To examine the three cases A), B), and C) for arbitrary lattices, a simple toy model is
introduced: It consists of two vectors, each representing a coupling Fermi orbital. The �rst
vector is �xed in one direction, say the x-axis, while the second vector lies within the x-
y-plane. The angle between both vectors, called φ, determines the overlap of the coupling
Fermi orbitals, and therewith the physical situation, i.e. case A), B), or C), according to
Fig. 3.13.

U1

U2

φ

case A) case B) case C)

U1 U1

U2

U2

Figure 3.13.: Toy model consisting of two vectors U1 and U2, each representing the cou-
pling Fermi orbital connected to its impurity (red bubble with arrow). Vector
U1 is �xed in size (length = 1), and direction (φ = 0), while U2 is scalable,
and its direction is given by angle φ. Dependent on φ, one can reproduce ei-
ther case A) (φ = 0, π), case B) (0 < φ < π, φ 6= π/2), or case C) (φ = π/2).

Note, that all Fermi orbitals, both coupling and uncoupled ones, can be represented by
vectors living in a GF -dimensional Hilbert space, which rises the question, whether the
coupling Fermi orbitals can be described by a two�dimensional Hilbert space within the
toy model. This is indeed possible, because the linear span of r d-dimensional vectors is
maximally r, if r < d. Here, r = R = 2 is the number of impurities and d = GF the number
of Fermi orbitals, where GF > R usually. One can always �nd a rotation that represents
R vectors in a maximally R-dimensional Hilbert space. A powerful method of performing
such a rotation is the Gram�Schmidt process for orthonormalization of vectors, which is
used to iteratively construct orthogonal (and normalized) vectors. For the present work,
the Gram�Schmidt process is used to check for linear dependence of the R GF -dimensional
coupling Fermi orbitals. The �rst coupling Fermi orbital is used as the starting vector,
and one tries to orthornomalize the second against the �rst vector via the Gram�Schmidt
method. If this is not possible, i.e. if the Gram�Schmidt method fails, both vectors are
linearly dependent. Contrary, if the process succeeds, both vectors are necessarily linearly
independent. This is an important information, especially if more than two impurities
are present. The uncoupled Fermi orbitals become irrelevant, because they are orthogonal
to the coupling ones by construction. Therefore, performing the Gram�Schmidt process
with the uncoupled orbitals produces vectors, which are again orthogonal to the vectors
representing the coupling Fermi orbitals. Thus, the Gram�Schmidt process proves, that
mapping R vectors of dimension GF to vectors living in R-dimensional Hilbert space (or
even smaller) is mathematically correct, which justi�es the usage of the above introduced
toy model.

Just for completeness, one can state the following: If the number of impurities (i.e. the
number of coupling Fermi orbitals) is greater than the degeneracy of the Fermi energy,
R > GF , then R − GF coupling Fermi orbitals are linearly dependent. For R = 2, this
would be the case for nondegenerate (GF = 1) one�particle energies.

The focus of the presented toy model is to examine a greater range of the Fermi orbital
overlap, as well as the weight of the coupling Fermi orbitals (graphically represented by
the toy model's vector lengths). As will be shown below, this directly corresponds to
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3. Screening in nanosystems with degenerate one�particle energy spectrum

the coupling Je� of impurities to the Fermi orbitals, which is therefore a freely selectable
parameter.

In general, the transformation matrix elements UkF g,ir , used for the coupling Fermi orbitals
(see Eq. (3.25)), have di�erent weights for di�erent impurities r. This is due to the cuto� of
states in momentum space, which reduces the number of momentum states to k = kF . The
overlap, however, is a normalized quantity, thus disregarding di�erent weights. Therefore,
the overlap Ω directly corresponds to the angle φ in the toy model, because

Ω12 =
U1 ·U2

|U1| |U2|
= cos(φ) . (3.36)

Di�erent weights of the U -vectors manifest themselves in miscellaneous e�ective coupling
strengths, as can be seen in Eq. (3.29). For whatever kind of system, all coupling Fermi
orbitals can be normalized, maybe for the price of di�erent e�ective coupling strengths
for certain impurities. Transferring this to the toy model brings the insight, that di�erent
vector lengths of U2 (U1 has been �xed!) do not change the overlap Ω, but certainly the
e�ective coupling strength Je�(2). Note, that this is just a convention. Exchanging Je�(1)
by Je�(2) leads, naturally, to the same results, since only the corresponding orbitals are
switched.

Results obtained with the two�impurity toy model

The overlap Ω12, as well as the relation between the two e�ective coupling strengths,
Je�(1)/Je�(2), are important quantities. In Fig. 3.14, the di�erence between ground state
energy and �rst excited energy (|∆E0↔1|) is plotted against all possible overlaps and for
di�erent e�ective coupling relations, providing a visualization for changes of the ground
state degeneracy. In Fig. 3.14(a), the number of Fermi electrons is �xed to nF = 1, but
results are the same for nF = 3 due to particle�hole symmetry. Ω12 = 0 is a symmetry
axis, because the sign of Ω12 only represents the (unimportant) orientation of the coupling
Fermi orbitals.
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Figure 3.14.: Absolute value of the di�erence between ground state energy and �rst excited
energy |∆E0↔1|, plotted against the overlap Ω12 between the two coupling
Fermi orbitals. Shown are results for several quotients between the e�ective
coupling strengths, Je�(1)/Je�(2). In (a), the number of Fermi electrons nF
is �xed to 1 (same results for nF = 3), whereas (b) is for nF = 2. The legend
given in (a) is also valid for (b).

As can be seen in Fig. 3.14(a), there are qualitatively two di�erent situations: If the
e�ective coupling strengths are equal, then ground state energy and �rst excited energy
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3.5. Nanosystems with two impurities

merge in the limit |Ω12| → 0, which manifests as a divergence in the plot. The merging of
energy levels goes hand in hand with an increase of the ground state degeneracy. Indeed,
for nF = 1 the ground state degeneracy was found to be two for cases A) and B), but
four in case C), which corresponds to Ω12 = 0. However, if one e�ective coupling strength
dominates over the other, the ground state remains twofold degenerate for case C), because
the single Fermi electron always screens the impurity with greater Je�.

For nF = 2, both impurities are fully screened in cases B) and C), and the ground state is
nondegenerate. The crossover to scenario A), i.e. Ω12 = ±1, shows a divergence, and thus
an increase of the system's total spin. This is expected, because in case A) a full screening
of both impurities is impossible, since only one coupling Fermi orbital is present and thus
just one screening channel is provided. Therewith, Fig. 3.14(b) shows the transition from
full screening to underscreening in the limit Ω12 → ±1. Moreover, one �nds that �rst
excited and ground state energies tend to merge, the more one of the coupling strengths
dominates over the other. Although this e�ect does not manifest as a divergence in the plot,
the trend nevertheless indicates a phase transition, which occurs if one impurity decouples
due to weak Je� and eventually remains as a free spin, increasing the total ground state
degeneracy. It is in the eye of the beholder, whether the closely lying energy levels are
considered degenerate or nondegenerate, what counts is that such a phase transition can
be identi�ed. Note also, that the curves presented in Fig. 3.14(b) show qualitatively the
same behavior for both equal and unequal e�ective coupling strengths. This con�rms the
theoretical predictions from Subsecs. 3.5.1 to 3.5.3.

One can conclude, that the results obtained with the (more general) toy model are in
great agreement with the ground state degeneracy predictions made in Eqs. (3.33) - (3.35).
Furthermore, Fig. 3.14 shows that the transitions from cases A) (Ω12 = ±1) to C) (Ω12 = 0)
occur continuously, so that deviations from the presented results are highly unexpected.

case
nF nF = 1 nF = 2

A)

Je�(1) Je�(2)

2

∀GF
∀Je�(1), Je�(2)

see Eqs. (3.37)
and (3.38)

B)

Je�(1) Je�(2)

2

∀GF (GF > 1)
∀Je�(1), Je�(2)

1

∀GF (GF > 1)
∀Je�(1), Je�(2)

C)

Je�(1) Je�(2)

{
4 , if Je�(1) = Je�(2)

2 , if Je�(1) 6= Je�(2)

∀GF (GF > 1)

1

∀GF (GF > 1)
∀Je�(1), Je�(2)

Table 3.1.: Summary of the ground state's degeneracy for cases A), B), and C), for both
one and two Fermi electrons (nF ). The bold number represents the part of the
ground state degeneracy which is labeled GSD(nF ≤ Lc.o.) in the text. GF > 1
is necessary for cases B) and C). Note, that for all cases nF = 1 is equivalent
to nF = 2GF − 1, and nF = 2 is equivalent to nF = 2GF − 2 for cases B) and
C).
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3. Screening in nanosystems with degenerate one�particle energy spectrum

Tab. 3.1 summarizes the results found for cases A), B), and C). The systems tend to singly
occupy each coupling orbital, as this is the only option to align the connected impurity
spins. If more Fermi electrons are available than needed for screening (nF > 1 in case A),
nF > 2 in cases B) and C)), remaining kF -electrons distribute over all uncoupled Fermi
orbitals (with a factor of two due to the electronic spin orientation). This information can
be put in a general equation: Let GSD(nF ) be the total ground state degeneracy for nF
Fermi electrons, then

GSD(nF ) =

{
GSD(nF ≤ Lc.o.) , if nF ≤ Lc.o. and nF ≥ 2GF − Lc.o.
GSD(Lc.o.) ·GSD(U) , if Lc.o. < nF < 2GF − Lc.o.

. (3.37)

The reader is reminded, that Lc.o. is the linear span of coupling Fermi orbitals. For case
A), Lc.o. = 1, while Lc.o. = 2 for cases B) and C). In the regime, where nF ≤ Lc.o. and
nF ≥ 2GF−Lc.o., the total ground state degeneracy arises from the Fermi electrons (singly)
occupying the coupling Fermi orbitals, giving a degeneracy called GSD(nF ≤ Lc.o.). This
value is the one presented in Tab. 3.1. Uncoupled Fermi orbitals simply remain unoccupied,
thus they do not a�ect the total ground state degeneracy, which is why Eq. (3.37) is true
for GF ≥ Lc.o. in this nF -regime.

Within the range Lc.o. < nF < 2GF − Lc.o., the total ground state degeneracy factorizes
into a part coming from singly occupied coupling Fermi orbitals, and a factor that comes
from the remaining Fermi electrons that occupy uncoupled Fermi orbitals (which requires
GF > Lc.o.). The �rst factor in the corresponding Eq. (3.37), GSD(Lc.o.), gives the ground
state degeneracy of the "coupled" Fermi orbitals, which are singly occupied by an amount
of Lc.o. Fermi electrons. The value of GSD(Lc.o.) can be dependent on several parameters,
such as e�ective coupling strengths, and cannot be described by a general formula. The
second factor, GSD(U), however, gives the degeneracy of Fermi electrons distributing over
GF − Lc.o. uncoupled ("U") Fermi orbitals, which can be written as a binomial:

GSD(U) =

(
2(GF − Lc.o.)
nF − Lc.o.

)
. (3.38)

Since the total ground state degeneracy for �llings Lc.o. < nF < 2GF −Lc.o. can easily be
calculated with the above formula, and the only "unknown" parameter in Eq. (3.37) is the
degeneracy GSD(Lc.o.), Tab. 3.1 is restricted to summarize the latter.

As a simple example, case A) for nF = 2 is brie�y discussed: If GF = 1, the only Fermi
orbital is doubly occupied, giving a fourfold degenerate ground state as the Fermi orbital
is magnetically inert. For GF > 1, regime Lc.o. < nF < 2GF − Lc.o. of Eq. (3.37) is
of interest (since Lc.o. = 1 for this case). From Tab. 3.1, case A), nF = 1, one gets
GSD(Lc.o. = 1)=GSD(nF = 1)=2. This is the degeneracy coming from one Fermi electron
singly occupying the coupling Fermi orbital. According to Eq. (3.38), one kF -electron re-
mains, distributing over GF −1 uncoupled orbitals, thus GSD(U) =

(
2(GF−1)

2−1

)
= 2(GF −1).

Following Eq. (3.37), GSD(nF = 2) = GSD(Lc.o.)·GSD(U) = 4(GF−1), which is the correct
result already known from Eq. (3.33). Note moreover, that GSD(nF = 2) is independent
of e�ective coupling strengths Je�, as this property is inherited from GSD(Lc.o. = nF = 1).
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3.6. Nanosystems with three impurities

3.6.1. Classi�cation of overlap scenarios

For nanostructures with more than two impurities, the complexity of classi�cation increases
enormously. Fig. 3.15 shows in detail, which sorts of (coupling) Fermi orbital overlap are
possible, if three impurity spins are present. To avoid confusion with the two�impurity
cases, possible overlap scenarios for three impurities are labeled 1), 2a)-d), and 3a)-d), in-
stead. The classi�cation comes from the number of coupling Fermi orbitals (more precisely
from their span, Lc.o.).

possible overlap
scenarios

1)

3b)

3c)

3a)

3d)2b)

2a) 2c)

2d)

Lc.o. = 1

Lc.o. = 2

Lc.o. = 3

Figure 3.15.: Possible relations between coupling Fermi orbitals for systems with three im-
purities. Lc.o. is the span of the subspace constructed by the three coupling
orbitals. The triple circle depicted in the upper left box, see 1), represents
three identical coupling Fermi orbitals, which consequently overlap fully. Sim-
ilarly, double circles with solid lines in scenarios 2a) and 2d) stand for two
fully overlapping coupling Fermi orbitals. Dashed circles, see cases 2b) and
2c), represent a single coupling Fermi orbital, which is a linear combination
of the other two coupling Fermi orbitals (contrary to case 3b), where none
of the coupling Fermi orbitals can be written as a linear combination of the
others). The tensor product symbol ⊗ indicates orthogonality between Fermi
orbitals. Just like in Fig. 3.7, red arrows depict impurities.

To keep the following discussions as simple as possible, the number of Fermi electrons
is restricted to a maximum of Lc.o. for each case. Filling uncoupled Fermi orbitals with
electrons simply increases the ground state degeneracy, as has already been shown in the
previous sections (see Fig. 3.10, for example). As soon as one Fermi orbital is doubly
occupied (nF > GF ), the ground state degeneracy decreases. Empty Fermi orbitals yield
the same physics as fully occupied ones, since the orbitals are nonmagnetic in either case.
These results apply to all cases, and are therefore not repeated below.

The aim of the next sections is to analyze the nine scenarios by means of a toy model,
similar to the one presented in Subsec. 3.5.5.
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3. Screening in nanosystems with degenerate one�particle energy spectrum

3.6.2. Toy model for three impurities

For all cases depicted in Fig. 3.15, the toy model from Subsec. 3.5.5 can be extended
and used for interpretation and discussions. The idea of the toy model is to focus on
the coupling Fermi orbitals, where each coupling Fermi orbital is given by a vector. The
length of such a vector is proportional to Je�, i.e. to the e�ective coupling strength between
impurity spin and its corresponding Fermi orbital. Since three coupling Fermi orbitals are
needed, the toy model must consist of three vectors (see Fig. 3.16).

Without loss of generality, the �rst vector (U1) can be �xed in z-direction. The second
vector (U2) always lies within the x-z-plane. The angle between U1 and U2 is labeled
φ1. The third vector, U3, can point to every coordinate in space, requiring a polar angle
(labeled θ2), and an azimuth angle φ2. Note furthermore, that U2 does not require an
azimuth angle, since the entire system (all three vectors) can be rotated (around the z-
axis), and angle φ2 can be adjusted accordingly. Therefore, the polar angles θ1 and θ2 lie
within the interval [0;π], while the azimuth angle φ2 lies within [0; 2π]. Speci�c combination
of θ1, θ2, and φ2, gives any scenario depicted in Fig. 3.15.
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U2

θ1 θ2
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Je�(1)

Je�(2)

Je�(3)

Figure 3.16.: Toy model for three impurities. Magenta vectorsU1,2,3 represent the coupling
Fermi orbitals, to which the impurities (red bubbles and arrows) are coupled
with strength Je�. U1 is �xed in z-direction, U2 lies within the x-z-plane, and
U3 may point to every direction. The length of the vectors is not necessarily
�xed to the sphere radius.

The toy model vectors can be written in the following form:

U1 = Je�(1)

0
0
1

 , U2 = Je�(2)

sin θ1

0
cos θ1

 , U3 = Je�(3)

sin θ2 cosφ2

sin θ2 sinφ2

cos θ2

 . (3.39)

One immediately sees, that the overlap Ω between two Fermi orbitals (i.e. vectors) is not
dependent on Je�, as Ω is a normalized quantity (recall Eq. (3.36)). The reader is moreover
reminded, that the e�ective coupling strengths Je� are (altogether) freely scalable. This is
because the toy model does not contain energy scales coming from an underlying lattice
geometry, such as a hopping energy t. Consequently, the toy model is not restricted to
weak couplings only. The toy model can rather be understood as a tool to realize all
possible coupling Fermi orbitals, and therewith their relations among each other. One can
thus examine situations arising from the most exotic lattice geometries, as only their Fermi
orbital overlap is relevant to understand their low�energy physics. The next subsections
elucidate these physics.
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3.6. Nanosystems with three impurities

Case 1) - The analogue to case A)

Case 1) is very similar to case A) discussed for two�impurity systems. All three coupling
Fermi orbitals are identical (i.e. θ1, θ2 ∈ {0;π}, and φ2 arbitrary) giving a span of Lc.o. =
1, and GF − 1 uncoupled Fermi orbitals. Several combinations of the number of Fermi
electrons (nF ), the number of degenerate Fermi levels (GF ), and the strength of the e�ective
couplings have to be distinguished.

If possible (dependent on quantities nF and GF ), the coupling Fermi orbital becomes singly
occupied. Under assumption, that all three e�ective couplings Je�(i = 1, 2, 3) 6= 0, this
gives a ground state degeneracy of three due to the total spin of S =

∑
Simp−

∑
Se− = 1

according to the Lieb�Mattis theorem [147]. Note, that just the Fermi electron which
occupies the coupling orbital must be taken into account, as only coupling orbitals form
the "central" region of this central�spin model. All other kF -electrons are separated from
these central�spin model physics, for they distribute over the uncoupled Fermi orbitals.
They contribute to the ground state degeneracy according to the binomial from Eq. (3.38)
due to their freedom of occupying any uncoupled orbital with either spin orientation. The
total ground state degeneracy is then a product of this binomial and the factor three,
whereby the latter comes from the central�spin model triplet formed by impurity spins
and the kF -electron occupying the coupling Fermi orbital.

In some cases, however, the ground state degeneracy is di�erent to the prediction above.
This happens, if the coupling orbital becomes magnetically inert due to double occupation
(nF = 2GF ), or if one or more e�ective couplings become very small, technically uncoupling
the corresponding impurity spin from the orbital. Each uncoupled impurity contributes to
the ground state degeneracy with a factor of two, but also decreases the total spin of the
central�spin model.

A numerical prove of these results is found in Fig. 3.17. There, case 1) appears as a
limiting case with overlap Ω = 1. For one Fermi electron (nF = 1, Fig. 3.17(a)) one �nds
the threefold degenerate ground state, which is independent of the coupling strengths, as
explained above. With two Fermi electrons (see Fig. 3.17(b)), the ground state degeneracy
depends on the total number of Fermi orbitals GF . If GF > 1, one kF -electron occupies
the coupling Fermi orbital (giving the triplet ground state) while the other is in either of
GF − 1 uncoupled Fermi orbitals, increasing the ground state degeneracy by the binomial
factor

(
2(GF−1)
nF−1

) nF =2
= 2(GF − 1). Triplet and free kF -electron give a total ground state

degeneracy of 6(GF − 1). On the other hand, GF = 1 forces both Fermi electrons into the
same (and the only present) Fermi orbital, which is therefore nonmagnetic, leaving three
uncoupled spins that give a 23 = 8-fold degenerate ground state.

Case 2a) - The analogue to case B)

If the span of coupling Fermi orbitals (Lc.o.) is two, four overlap scenarios are possible (see
2a) - 2d) in Fig. 3.15). Case 2a) is somehow similar to case B) for two�impurity systems,
since there are e�ectively two coupling Fermi orbitals that have neither full, nor vanishing
overlap, i.e. 0 < |Ω| < 1. Contrary to case B), there is an additional impurity spin coupling
to either Fermi orbital. Within the toy model, case 2a) occurs, for example, if θ1 = 0, and
θ2 6= π/2, while φ2 is arbitrary. Of course, di�erent angles may also reproduce this case,
but listing them does not bring any further insights.

For investigation of case 2a), the toy model (see Fig. 3.16) consists of two parallel vectors
U2 and U3, which span an angle θ1 = θ2 = θ (and φ2 = 0) to vector U1. The overlap is
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Figure 3.17.: Energy di�erence ∆E0↔1 between ground state and �rst excited state plotted
against various coupling Fermi orbital overlaps Ω for (a) nF = 1 and (b)
nF = 2. Two coupling orbitals are chosen identical (the ones connected with
e�ective couplings Je�(2) and Je�(3)), so that 0 < Ω < 1 gives case 2a). If
Ω = 0, one coupling Fermi orbital decouples, resulting in case 2d). Likewise,
Ω = 1 is the full overlapping case, i.e. scenario 1), as depicted below the
diagram. The numbers and the formula in the diagrams stand for the ground
state degeneracy in the limiting cases Ω = 0 and Ω = 1.

thus Ω = cos(θ). Case 2a) is found, if 0 < |Ω| < 1, while Ω = ±1 and Ω = 0 return cases
1) and 2d), respectively.

Fig. 3.17 shows, dependent on Ω and the number of Fermi electrons (nF ), how ground
state and �rst excited energy drift apart, or approach one another. This is of interest,
since vanishing energy di�erences |∆E0↔1| → 0 imply a possible change in ground state
degeneracy, which indeed is found. According to the data presented in Fig. 3.17(a), this
happens if Ω → 0 and nF = 1, and also if Ω → 1 for nF = 2, see Fig. 3.17(b). A main
result is, that this behavior can be found for any relation among e�ective coupling strengths
Je�(1), Je�(2), and Je�(3), no matter if the strengths are equal or di�er by several orders
in magnitude. Moreover, Fig. 3.17 shows, that transitions between the limiting cases 1)
(at Ω = 1) and 2d) (at Ω = 0) are continuous.

If nF = 1, system 2a) is closely related to case 1), having the same threefold degenerate
ground state. For decreasing overlap, however, a continuous transition from case 2a) to
case 2d) occurs. For case 2d), the ground state is always fourfold degenerate, as will be
discussed in detail in the corresponding subsection. It remains the question, why case 2a)
is rather similar to case 1). A possible reason might be, that coupling all impurity spins
to the only Fermi electron is favored for lowering the internal energy. In other words, the
favored situation of (partially) screening the impurity spins is only possible, if they are
all coupled to the single kF -electron. Case 2d), however, always leaves one impurity spin
uncoupled, which is therefore an energetically rather unwanted scenario.

Contrary, for nF = 2 (see Fig. 3.17(b)), cases 2a) and 2d) seem to be closely related,
even if the overlap is large. This might be due to the fact, that screening of all impurities
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3.6. Nanosystems with three impurities

is not only possible, but also easier to achieve as in case 1). Occupying the coupling
Fermi orbital of case 1) with two Fermi electrons is not favored, as this does not lower the
internal energy (nonmagnetic situation). The other case 1)-scenario, i.e. singly occupying
the coupling Fermi orbital with the �rst, and singly occupying an uncoupled Fermi orbital
(if present) with the second Fermi electron, is not favored because only one out of two
Fermi electrons can be used for (partially) screening all three impurity spins. In contrast,
case 2d) enables both Fermi electrons to (partially) screen the three impurity spins, which
is therefore much more favorable than scenario 1). In detail, each of the two coupling
Fermi orbitals is then singly occupied. Regardless of Je�(1) (but requiring Je�(1) > 0), one
kF -electron forms a singlet with the corresponding impurity, while the other Fermi electron
singly occupies the two�impurity central�spin model, giving a ground state degeneracy of
two. However, the transition to case 1) is continuous, but occurs in particular for strong
overlap Ω. Dependent on the system (precisely on the number of Fermi orbitals GF ), a
drastic change of the ground state's degeneracy may occur (see discussion of case 1) above
for details).

In connection with Fig. 3.17, a �nal remark should be made on the order of ∆E0↔1.
The presented data is strongly dependent on the choice of the toy model's vector lengths.
For example, data points for Je�(1) = 1, Je�(2) = Je�(3) = 0.1 are shifted against the
data gained by choosing Je�(2) = Je�(3) = 0.01, although both data sets represent the
case Je�(1) > Je�(2) = Je�(3). The reason is, that the toy model's vectors U , which
are stretched and shrunk in order to obtain the desired e�ective coupling strength, are
also used to build up the full system's Hamiltonian (which, after diagonalization, gives
the energy spectrum). Therefore, the length of the U -vectors has direct in�uence on the
energy spectrum, and energy level spacing goes with orders of Je�. Thus, the corresponding
energy di�erences ∆E are directly a�ected. In conclusion, Fig. 3.17 helps to qualitatively
understand the transition between di�erent orbital overlap scenarios, but is not meant to
cover the entire spectrum of e�ective coupling constants quantitatively. As said before,
the fundamental result is to �nd qualitatively the same crossover behavior, independent of
the relation among the three e�ective coupling strengths.

Scenario 2b)

The above discussed scenario 2a) di�ers (together with scenario 2d)) signi�cantly from
overlapping cases 2b) and 2c) (review Fig. 3.15), because the latter require three coupling
Fermi orbitals, while cases 2a) and 2d) have two coupling orbitals (the third one is identical
to either of the other two coupling Fermi orbitals). However, for cases 2b) and 2c), one
of the three coupling Fermi orbitals must be linearly dependent on the other two orbitals.
This is necessary to get a linear span (of coupling orbitals, Lc.o.) of value two, justifying
their classi�cation. One distinguishes between 2b) and 2c) by checking the overlap Ω of
two linearly independent Fermi orbitals, which is either Ω > 0, giving scenario 2b), or
Ω = 0, which is case 2c).

It might be questionable, if a distinction between cases 2a) and 2b) is useful at all. Re-
garding the results above, fundamental di�erences between partially on the one, and fully
overlapping orbitals on the other hand have indeed been found. This justi�es to take a
closer look at these, truly similar looking scenarios. To this end, the toy model (see Fig.
3.16) can again be used. As Lc.o. = 2, meaning that one of the coupling Fermi orbitals is
linearly dependent on the others, all three coupling orbital vectors U1,2,3 have to be in one
plane (following the notation of the toy model �gure, it is the x-z-plane, with φ2 = 0 or
φ2 = π). Note, that θ1 6= π/2 and θ2 6= π/2 must be respected, as this would be scenario
2c).
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3. Screening in nanosystems with degenerate one�particle energy spectrum

In Fig. 3.18, the toy models' vectors U1 and U2 have a �xed overlap of Ω = cos (80◦),
and the polar angle θ2 of orbital vector U3 is varied between U1 and U2. Limiting cases
are thus θ2 = 0, and θ2 = 80◦, where U3 has full overlap with either U1 or U2, resulting
in scenario 2a) as depicted below the diagram. Plotted in Fig. 3.18 are energy di�erences
∆E0↔1 between ground and �rst excited states, whereby one of the coupling strengths (i.e.
Je�(2)) and the number of Fermi electrons nF were varied.
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Figure 3.18.: For investigation of scenario 2b), energy di�erences between ground state and
�rst excited states, ∆E0↔1, are plotted against angle θ2 of the toy model (see
inset with magenta vectors). Angle θ1 between orbitals U1 and U2 is �xed
to 80◦. For θ2 = 0◦ and 80◦, two Fermi orbitals are identical, which is case
2a). Red data points stand for a system with an explicitly weak e�ective
coupling Je�(2) = 0.1, while black data points represent Je�(2) = 1. In all
cases, Je�(1) = Je�(3) = 1.

The presented data shows no divergence in ∆E0↔1, therefore the ground state degeneracy
is the same as in case 2a). For nF = 1, the ground state is thus a triplet (threefold
degenerate), while it is a doublet (twofold degenerate) if two Fermi electrons are present.

If all e�ective coupling strengths are equal (black colored data points in Fig. 3.18), orbital
vectors U1 and U2 are physically equivalent. Concerning orbital vector U3, one expects to
�nd a symmetric point, which should be right in between vectors U1 and U2. The �gure
shows, that this expectation is indeed ful�lled, as data of ∆E0↔1 is symmetric to θ2 = 40◦.

However, for the exemplary case with Je�(2) < Je�(1) = Je�(3) (red data points in Fig.
3.18), this symmetry is broken. This is due to the stretching of orbital vector U2, directly
in�uencing the Hamiltonian's energy levels as explained above. For θ2 ≈ θ1 = 80◦, the
stretch of U2 becomes rather irrelevant, as the Fermi orbitals corresponding to U1 and
U3 are on the same energy scale. Accordingly, ∆E0↔1 is of about the same order as in
the equal�Je� case. Decrease of θ2 brings orbital vectors U1 and U3 together, which are of
same order (i.e. length), but di�er signi�cantly from U2. Since energy level spacing goes
with orders of Je�, the "almost decoupled" orbital U2 signi�cantly changes the energy

50



3.6. Nanosystems with three impurities

spectrum of the Hamiltonian, leading to a decrease in energy di�erences ∆E. This �ts to
the results presented for case 2a) above.

It goes without saying, that Fig. 3.18 does not cover all possible cases of orbital stretch-
ing or shrinking, particularly all relations among e�ective coupling strengths Je�(1, 2, 3).
However, discussions of case 2a) (as the limiting case for θ2 → 0 and θ2 → θ1) have shown,
that any combination of Je�(1, 2, 3) yields the same qualitative behavior.

While examining di�erent e�ective coupling strengths seems not promising to bring new
insights, the question arises if the results presented above are valid for arbitrary combina-
tions of angles θ1 and θ2. For one Fermi electron, Fig. 3.19 shows the entire spectrum of
polar angles, where azimuth angle φ2 has been set to zero, but simultaneously the range
of θ2 has been increased from 180◦ to 360◦.
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Figure 3.19.: Various quantities for scenario 2b), plotted against polar angles θ1 and θ2 of
the toy model, see Fig. 3.16, with φ2 = 0. In all �gures, calculations were
performed with a single Fermi electron (nF = 1) and normalized U -vectors,
resulting in equal e�ective coupling strengths Je�(1) = Je�(2) = Je�(3). Dis-
tinctive vertical, horizontal and diagonal lines represent scenarios other than
2b), where data is on purpose not provided to avoid confusion. (a) Energy dif-
ference ∆E0↔1 between ground and �rst excited states. White regions have
a nondegenerate ground state, but ∆E0↔1 is strictly not zero. Values have
been set to zero, however, to clearly separate singlet (white areas) from triplet
(red regions) ground state phases. (b) Plot of absolute overlaps between the
toy model's orbital vectors, i.e. |U1 ·U2| = |Ω12| (top), |U1 ·U3| = |Ω13|
(middle), and |U2 ·U3| = |Ω23| (bottom). (c) Sum of absolute overlaps
|Ωtot| = |Ω12|+ |Ω13|+ |Ω23|.

Indeed, transitions from the known threefold degenerate ground states to nondegenerate
ones occur (see Fig. 3.19(a)), which means there is a transition from triplet to singlet
ground state. This is a rather surprising discovery, which proves that physical behavior
apart from the central�spin model physics exists in the model presented. Contrary to the
latter, where impurity spins try to couple antiferromagnetically to the Fermi electron, a
singlet ground state requires antiferromagnetic interimpurity correlations in order to form
a nondegenerate state. What makes this aspect so interesting is the fact, that both the
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3. Screening in nanosystems with degenerate one�particle energy spectrum

original coupling constant J , as well as the e�ective couplings Je� are positive parameters,
thus favoring an antiparallel alignment between Fermi electron(s) and impurity spins. It
is not clear, why in certain parameter regimes singlet formation (nondegenerate ground
state, white areas in Fig. 3.19(a)) is preferred over triplet formation (colored areas in Fig.
3.19(a)). A deeper analysis of this phenomenon has shown, that the orbital's overlap is
the crucial factor.

In Fig. 3.19(b), absolute values of overlaps Ω12, Ω13, and Ω23 between Fermi orbital vectors
U1, U2, and U3 are presented. The overlap vanishes, if two vectors are orthogonal to each
other. In the top �gure, showing |Ω12| = |cos (θ1)|, this happens for θ1 = 90◦, which
is, according to the notation of the toy model (Fig. 3.16), the polar angle between (in
z-direction �xed) vector U1 and orbital vector U2. Trivially, the result is independent of
θ2, which is an angle describing vector U3. The subplot in the middle of Fig. 3.19(b) shows
|Ω13| = |U1 ·U3| = |cos (θ2)|, with θ2 being the polar angle between these two vectors.
Since θ2 ∈ [0◦; 360◦], there are two angles (at 90◦ and 270◦) where the overlap vanishes.
Trivially, this data is independent of θ1. To understand the subplot at the bottom of Fig.
3.19(b), the involved vectors for case 2b) are given as follows:

U2 =

(
sin θ1

cos θ1

)
and U3 =

(
sin θ2

cos θ2

)
. (3.40)

Performing the scalar product and taking the absolute value gives |Ω23| = |cos (θ1 − θ2)|,
where an angle addition theorem has been used to shorten the expression. Using the above
equation, the spectrum can easily be understood.

Each subplot contains partial structures of the energy di�erence plot Fig. 3.19(a), indicating
a connection between overlap and ground state phase transition. It is thus suggesting to
add up the data, de�ning a total absolute overlap |Ωtot| = |Ω12| + |Ω13| + |Ω32|, which is
shown in Fig. 3.19(c). The obvious similarity to Fig. 3.19(a) clearly demonstrates, that
ground state degeneracy (and thus the parallel alignment of impurity spins) comes with
strong orbital overlap. The already discussed case of complete overlap of all orbitals,
which is the central�spin model known from case 1), perfectly �ts to this statement. Other
limiting cases, i.e. cases with few overlap, are to be discussed below.
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Figure 3.20.: Lowest two energy levels plotted for case 2b) with �xed toy model vectors
θ1 = 45◦, φ2 = 0◦ (see Fig. 3.16 for notation details) and nF = 1. Dashed
blue lines show data for scenario 2c).
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As stated before, energy di�erences between ground and �rst excited states depicted in
Fig. 3.19(a) are not zero, which can perfectly be seen by exemplary picking data for �xed
θ1 = 45◦. The two lowest lying energy levels and their degeneracies are shown in Fig. 3.20.
The transition from threefold to nondegenerate ground state obviously occurs close to a
Fermi orbital overlap situation referred to as case 2c). This scenario will be discussed later
in this work.

A question that has not been answered yet is whether ground state phase transitions occur
only for one Fermi electron, or maybe even for nF = 2. Numerical calculations have
shown, that the ground state is always a doublet, if two kF -electrons are present. This
is central�spin model behavior, where the total spin of the Fermi electron "sublattice" is
one and the impurity spin's "sublattice" has a total spin of 3/2, giving a doublet ground
state according to the Lieb�Mattis theorem [147]. A possible explanation is, that the two
impurity spins each align antiparallel to the kF -electrons (as this should be energetically
favored). Due to the full overlap of the third Fermi orbital with the other ones, this last
orbital is therefore already occupied. It is, however, not a third Fermi electron occupying
the third orbital, instead it is the sum of electronic occupation number densities of the
two present kF -electrons. The last impurity thus couples to these densities and aligns
accordingly antiferromagnetically (and thus parallel to the other impurities). With two
present Fermi electrons it seems more unlikely for the impurities to �ip their spin against
the preferred orientation, because the magnetization of the Fermi electron's "sublattice" is
greater than it is with only one kF -electron. This argumentation assumes, that both Fermi
electrons' spins have the same orientation, which can be expected because of the orbital's
overlap.

Up to now, case 2b) with nF = 1 is the �rst scenario where the physical behavior may
deviate from central�spin model physics. The above presented results convey the guess,
that case 2c) will surprise analogously.

Case 2c)

Similar to the cases above, scenario 2c) can be expressed by the toy model (see inset
in Fig. 3.21(a)), where two vectors are chosen orthogonally, while the third is a linear
combination of the �rst two vectors. Keeping the notation used before, vectors U1 and
U2 are orthogonal (i.e. θ1 = 90◦) and angle θ2 is varied. Fig. 3.21(a) shows the energy
di�erence between ground and �rst excited states ∆E0↔1 in dependence of angle θ2. The
data is presented for both one and two Fermi electrons (nF = 1, 2), for both an equal
(Je�(1) = Je�(2) = Je�(3) = 1) and an unequal (Je�(1) = Je�(3) = 1, Je�(2) = 0.1)
e�ective coupling case. Note, that both θ2 = 0◦ and θ2 = 90◦ belong to limiting case 2d),
which has a fourfold degenerate ground state for nF = 1, and gives a doublet ground state
if two Fermi electrons are present (see the according discussion of scenario 2d) below for
details).

In Fig. 3.21(a), for nF = 1 a clear transition from case 2d)'s fourfold degenerate ground
state to a singlet ground state for case 2c) can be seen, because singlet and triplet states
split up, increasing |∆E0↔1|. That the energy of the singlet is lower than the triplet one's
is, as stated above, a rather surprising result. However, such a singlet ground state has
already been observed in case 2b) (likewise for nF = 1), if the absolute value of the total
orbital overlap |Ωtot| was rather weak (see Figs. 3.19(a) and (b)). One might say, that case
2c) is therefore predestined for a singlet ground state, because one of the three overlaps is
by construction zero (in Fig. 3.21 this is Ω12). Moreover, the two remaining overlaps are
in a �xed relation of the form

|Ω13|+ |Ω23| = |cos θ2|+ |cos (90◦ − θ2)| , (3.41)
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Figure 3.21.: (a) Energy di�erences between ground and �rst excited states ∆E0↔1, plotted
against angle θ2 of the toy model (see inset with magenta vectors). Angle θ1

between orbitals U1 and U2 is �xed to 90◦. For θ2 = 0◦ and 90◦, two Fermi
orbitals are identical, which is case 2d). Red data points stand for a system
with an explicitly weak e�ective coupling Je�(2) = 0.1, while black data
points represent Je�(2) = 1. In all cases, Je�(1) = Je�(3) = 1. the numbers
inside the diagram show the ground state degeneracy. (b) Interimpurity spin�
spin correlations for nF = 1 and Je�(2) = 1. The dashed grey line at zero
separates ferromagnetic from antiferromagnetic correlations.
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3.6. Nanosystems with three impurities

taking a maximum value of
√

2, which is thus also the highest value |Ωtot| can take for case
2c). According to the results presented for case 2b) in Fig. 3.19, this has to be considered
as a rather weak total overlap. The physics behind the above equation is, that the varied
Fermi orbital U3 has partial overlap with orbitals U1 and U2, where increasing overlap
with either orbital goes along with decreasing overlap with the other. The total overlap
is thus limited to rather low values. As a consequence, transitions to degenerate ground
states within case 2c) are unexpected. This statement has also been veri�ed numerically.
In this context it also becomes clear, that varying θ2 within the range (0◦; 90◦) in Fig. 3.21
is su�cient. Extending the range to θ2 > 90◦ will not change the maximally achievable
total overlap, thus ground state phase transitions are both not expected and not found in
numerical calculations.

Although physics of case 2b) smoothly merge with those of case 2c), there is one important
di�erence between both scenarios. In case 2b), all impurity spins couple necessarily to the
single Fermi electron, because all three Fermi orbitals have non�vanishing overlap. In
contrast, case 2c) provides the opportunity for the Fermi electron to localize in a Fermi
orbital, to which just two impurity spins couple (in the middle schematic picture in Fig. 3.21
this would be orbitals U1 or U3). Such a situation, however, excludes singlet formation,
because the uncoupled impurity spin contributed with a factor of two to the ground state
degeneracy. One can therefore conclude, that the Fermi electron occupies the third Fermi
orbital, i.e. the linearly dependent one that connects the orthogonal ones.

The second indispensable prerequisite for singlet formation is ferromagnetic coupling be-
tween kF -electron and one impurity spin, or likewise antiferromagnetic correlations between
the impurities' spins. In order to analyze this aspect, interimpurity spin�spin correlations
are shown in Fig. 3.21(b). Again, limiting case 2d) is well understood: For θ2 = 0◦, im-
purities 1 and 2 are not correlated (i.e. 〈S1S2〉 = 0) since their coupling Fermi orbitals
are orthogonal. The two spins coupled to the same orbital are perfectly ferromagnetically
correlated, i.e. 〈S1S3〉 = 0.25, as predicted by former results. For θ2 = 90◦, results are
analogue. For the region in between, i.e. case 2c), correlation function 〈S1S2〉 instantly
becomes antiferromagnetic. This is only possible, if the kF -electron mediates a coupling
between impurities 1 and 2, which accords with the idea, that the Fermi electron is in the
linearly dependent orbital. The required condition of antiferromagnetic correlations be-
tween impurities is also ful�lled, because at least two correlation functions return negative
values in the entire 2c)-regime.

Another detail in Fig. 3.21 to be mentioned is, that θ2 = 45◦ is a symmetry axis, if e�ective
coupling strengths Je�(1) and Je�(2) are equal. This is expected, because θ2 = 45◦ ± θ′,
with θ′ being an arbitrary angle ∈ [0◦; 45◦] are physically equivalent situations. Reducing
one of the e�ective coupling strengths, as done with Je�(2) in Fig. 3.21(a), certainly breaks
this symmetry, but results remain qualitatively the same. As observed in case 2b), Fig.
3.18, where the same parameters for the e�ective coupling strengths have been used, the
energy di�erence between ground and �rst excited state ∆E0↔1 is larger for θ2 . 90◦ than
for θ2 & 0◦. This is due to the direct in�uence of Je�(2) on the U2-vector, which itself
a�ects the energy spectrum of the full Hamiltonian. For θ2 . 90◦, this in�uence is rather
small, because orbital vector U3 dominates the energy scale arising from this orbital (i.e.
the corresponding eigenvalue). In contrast, this does not happen for θ2 & 0◦, where the
corresponding eigenvalue of the full Hamilton matrix is only proportional to orbital vector
U2, but not to U3.

Contrary to the single Fermi electron case, no dramatic changes of the ground state de-
generacy are found if two kF -electrons are present (see Fig. 3.21(a)). With two Fermi
electrons, each impurity spin is at least partially screened, so that three impurity spins
combined with two electron spins have a total spin of 1/2, giving the ground state doublet.
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3. Screening in nanosystems with degenerate one�particle energy spectrum

Moreover, numerical calculations show, that the interimpurity spin�spin correlations are
always ferromagnetic, indicating that case 2c) has a central�spin model behavior if nF = 2.

Summarizing these results, case 2c) is closely related to case 2b). Particularly for a single
Fermi electron, both cases deviate from central�spin model behavior as singlet ground
states are found. Especially the (by construction) weak total overlap for 2c)-scenarios can
be seen as the origin for singlet formation. Calculated interimpurity correlations underpin
the results as antiferromagnetic correlations are found. However, a �lling of two Fermi
electrons leads in cases 2b) and 2c) to central�spin model behavior.

A try to explain the ground state of case 2c)

Perhaps one could understand the singlet formation within case 2c) by examination of the
following e�ective Hamiltonian:

H2c)
e� =Je�

R=3∑
r=1

Srsr

=
Je�
2

∑
σ,σ′

(
S1c

†
1σσσσ′c1σ′ + S2c

†
2σσσσ′c2σ′ + S3c

†
3σσσσ′c3σ′

)
,

(3.42)

where Sr is the rth impurity spin, and the corresponding Fermi orbital is de�ned via
c†rσ |0〉. Since case 2c) is to be modeled, one Fermi orbital (hereafter the third is chosen)
must be linearly dependent on the others. This can be realized by setting the creation
operator

c†3σ = cos(α)c†1σ + sin(α)c†2σ , (3.43)

and the annihilation operator likewise. Parameter α thus describes the overlap of the third
Fermi orbital with the others, giving limiting case 2d) if α = 0 or α = π

2 . Note here, that

c
(†)
3σ acts on a nonorthogonal basis. Eq. (3.43) inserted into H2c)

e� gives

H2c)
e� =Je�

[
s1

(
S1 + cos2(α)S3

)
+ s2

(
S2 + sin2(α)S3

)]
+

+
Je�
2

∑
σ,σ′

[
c†1σc2σ′ + c†2σc1σ′

]
σσσ′ cos(α) sin(α)

S3 .
(3.44)

This is a very simpli�ed form of the e�ective Hamiltonian (3.28), customized for case
2c), where equal e�ective coupling strengths are assumed and some indices (for example
k = kF ) are left out to keep the notation simple. Note, that the third addend can have both
positive or negative sign due to the product cos(α) sin(α), which allows for both parallel
or, more importantly, antiparallel alignment of spin S3 to the other spins. This indicates
a possible deviation from central�spin model behavior, where the Lieb�Mattis theorem
[147] holds true if the interimpurity correlations (of the spin's sublattice) are either zero or
ferromagnetic. As the latter cannot be guaranteed here due to a possibly nonferromagnetic
spin�spin coupling, central�spin model physics are not necessarily expected.

The next step is to calculate the internal energy of this Hamiltonian for both a triplet
("|T 〉") and a singlet ("|S〉") ground state. Especially for α → π

2 , the following states
could be a good guess:

|S〉 =
1√
2

(
|0; 0〉1 |1; 0〉2 |1;−1;−1〉Imp − |0; 0〉1 |0; 1〉2 |−1; 1; 1〉Imp

)
,

|T 〉 =
1√
2

(
|0; 0〉1 |1; 0〉2 |1;−1;−1〉Imp + |0; 0〉1 |0; 1〉2 |−1; 1; 1〉Imp

)
.

(3.45)
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Here, |n↑;n↓〉j describes the jth Fermi orbital (j = 1, 2), where n↑ = 1 if a Fermi electron
with z-spin projection "up" occupies the orbital, otherwise 0 (analogous for n↓ with spin
projection "down"). The impurity spin states are given by |Sz1 ;Sz2 ;Sz3〉Imp, where values
1 stand for spin�up, and -1 for spin�down. For case 2d) (i.e. α → π

2 ), the selected states
represent a single Fermi electron that occupies the Fermi orbital which has two impurity
spins (with indices "2" and "3") coupled.

After some tedious, but straightforward work, one gets

〈S|H2c)
e� |S〉 > 〈T |H

2c)
e� |T 〉 ∀α , (3.46)

which is obviously not the result found by numerical calculations. Although the above
introduced singlet and triplet states have seemed to be a good choice, especially for the
limit α → π

2 , these states do not represent the physics correctly. Further investigation
of the ground states provided by the numerical calculations have shown, that the ground
state for case 2c) is not simply one con�guration, but a linear combination of almost every
possible state from the Hilbert space. This makes analytical calculations basically pointless.
What can be learned from the analysis above is, that there is no simple explanation for the
singlet ground states found in cases 2b) and 2c). The complex combination of di�erently
weighted states leads to singlet formation, which is nevertheless a thrilling result because
this is di�erent from central�spin model physics.

Case 2d)

If two orbitals are identical and the third one is orthogonal to the former, the overlapping
scenario is classi�ed as case 2d) according to Fig. 3.15. Some details have already been
mentioned above, since scenario 2d) is often a limiting case of orbital overlap. The following
brief discussion of this case is meant to give a short explanation of the ground state's
degeneracy, as well as to answer open questions.

option 1

Je�(1) Je�(2) Je�(3)

option 2

Je�(1) Je�(2) Je�(3)

Figure 3.22.: Case 2d): Two possible options, where the single Fermi electron (blue arrow)
is located. Each blue ring stands for a coupling Fermi orbital. The single
blue ring is the singlet�forming orbital, while the blue double ring represents
the full overlap of two orbitals, i.e. the two doublet�forming orbitals. Red
arrows depict impurity spins.

Starting with the single Fermi electron case (nF = 1), previous results have shown a
fourfold degeneracy of the ground state. The �rst option is, that the Fermi electron occupies
the overlapping Fermi orbitals (hereafter referred to as the "doublet�forming" orbitals),
forming an underscreened central�spin model which has a doublet ground state. The third
impurity acts as a "free" spin, contributing to the total ground state degeneracy with a
factor of two. The second option is, that the kF -electron occupies the Fermi orbital that
is orthogonal to the doublet�forming orbitals. Since this situation gives a singlet, because
the Fermi electron fully screens the impurity spin, the corresponding Fermi orbital will
be called the "singlet�forming" orbital. Two impurity spins remain uncoupled and are
therefore free, contributing each with a factor of two to the ground state degeneracy. In
either case, one obtains the fourfold degenerate ground state. Both options are visualized
in Fig. 3.22.
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3. Screening in nanosystems with degenerate one�particle energy spectrum

It would be interesting to know, if either option is preferred. To this end, the interimpurity
correlation of impurity spins coupling to the doublet�forming orbitals were observed. In
case of the �rst option, the correlation function gives a non�zero value, because the Fermi
electron mediates the impurity interaction. If, on the other hand, its value is zero, the
impurity spins are not coupled, indicating that the physical situation corresponds to the
second option. Note, that correlations between impurity spins of orthogonal Fermi orbitals
are not of interest, as those are zero by construction.

Je�(3) = 1

(a) (c) (e)

(b) (d) (f)

U2U1

U3

U2

U1

U3

U2

U1

U3

U2

U1

U3

U2

U1

U3

U2

U1

U3

Je�(1) = 1

Je�(2) = 1

Je�(3) = 1

Je�(1) = 1

Je�(2) = 0.1

Je�(3) = 0.1

Je�(1) = 1

Je�(2) = 0.1

〈S1S2〉 = 0.04 〈S1S2〉 = 0.04〈S1S2〉 = 0.25

〈S2S3〉 = 0.25 〈S2S3〉 = 0.00〈S2S3〉 = 0.04

Figure 3.23.: Correlations between the two spins that couple to the fully overlapping
(doublet�forming) orbitals in case 2d). The remaining (singlet�forming) or-
bital is orthogonal to the former ones (depicted with a right angle). Each
spin Si couples with an e�ective coupling strength Je�(i) to its correspond-
ing Fermi orbital U i. Values of Je�(i) are valid for the entire column. Cor-
relations that are necessarily zero due to orthogonality are left out. In all
cases, a single Fermi electron is considered (nF = 1). Note moreover, that
the notation from Fig. 3.22 is only consistent with cases (b), (d), and (f).

Fig. 3.23 shows the relevant spin�spin correlation for various coupling strengths Je�. In
the left column, i.e. Figs. (a) and (b), all coupling strengths are equal. The interimpurity
correlation is 0.25, which means the spins are aligned parallel. This clearly shows, that
the physical situation corresponds to option 1 as shown in Fig. 3.22. One could say that
this is the expected result, because the system favors to have as many impurity spins as
possible screened. Due to rotational symmetry of the problem, cases (a) and (b) must be
equivalent.

A dependence of the e�ective coupling strengths Je� has in particular been found, if or-
thogonal orbitals are present (see for example case C) in Fig. 3.10, or the discussion of case
3d) below). Option 2 from Fig. 3.22 might be preferred, if Je�(2) (or likewise Je�(3)) is
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3.6. Nanosystems with three impurities

reduced. Figs. 3.23(c) and (d) show, however, that the interimpurity correlation is again
non�zero, indicating that option 1 is still favored. Again, cases (c) and (d) are equivalent
because of rotational symmetry.

Reduction of two e�ective coupling strengths, as shown in Figs. 3.23(e) and (f), leads to
di�erent results. In case (e), the singlet�forming orbital U3 has its impurity spin much
weaker coupled than one of the doublet�forming orbitals (i.e. U1). Therefore it is clear,
that the Fermi electron occupies the doublet�forming orbitals. If, on the other hand, both
doublet�forming orbitals are just weakly coupled to their corresponding impurities, option
2 is preferred, since 〈S2S3〉 = 0 in Fig. 3.23(f).

One can sum up these results with a simple rule: As long as the e�ective coupling strength
corresponding to one of the doublet�forming orbitals is of the same order as the e�ec-
tive coupling strength of the singlet�forming orbital, the Fermi electron is located in the
doublet�forming orbitals (option 1 from Fig. 3.22). If, however, the e�ective coupling
strength corresponding to the singlet�forming orbital is signi�cantly greater than the ef-
fective coupling strengths corresponding to the doublet�forming Fermi orbitals, option 2
becomes more favorable.

With two Fermi electrons in the 2d)-scenario, a distinction between di�erent e�ective
coupling strengths lapses, because all three impurity spins are coupled to kF -electrons.
Singlet and doublet are formed, giving a total ground state which is twice degenerate.
Since coupling two impurity spins to the same Fermi orbital is a central�spin model, its
ground state is known due to the Lieb�Mattis theorem [147]. Placing both Fermi electrons
in the same Fermi orbital is in general possible, but energetically ine�cient because none
of the impurities can be screened then.

Introducing a stereographic projection

Cases with three coupling orbitals (i.e. cases 3a) - 3d)) cannot be reproduced by a two-
dimensional toy model, since all U -vectors have to be linearly independent, thus living in
a three�dimensional space. A possibility to nevertheless present three�dimensional data
are stereographic projections, allowing to map semi�spheres onto (data��lled) circles. In
detail, the stereographic projection transforms the spherical coordinates of vectorU3, given
by (|U3| , θ2, φ2), to polar coordinates (ρ, θ2) of vector U ′3. Polar coordinate θ2 transforms
directly. For �xed length of U3, speci�cally |U3| = 1, a simple trigonometrical calculation
returns

ρ = 2
cosφ2

sinφ2 + 1
, (3.47)

where ρ is the distance from the polar coordinate system's center. Interesting limiting
cases are φ2 = 0◦, where U3 lies within the x-z-plane (returning ρ = 2 as the maximum
value), and φ2 = 90◦ (giving ρ = 0), where U3 is orthogonal to both orbitals U1 and U2.

Fig. 3.24 shows the projection used in the following. Note, that the orbital vector U3

cannot be varied in size, as the projection would lose its uniqueness.
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Figure 3.24.: Stereographic projection of the toy model's right semi�sphere to a polar co-
ordinate system. In the toy model (see also Fig. 3.16), Fermi orbital vectors
U1 and U2 lie within the x-z-plane, while U3 has an additional y-component
for scenarios 3a) - 3d). The green vector represents the mapping process for
vector U3 in the spherical system to U ′3 in the polar system. While angle θ2

remains unchanged, φ2 transforms via Eq. (3.47) to ρ.

Case 3a)

One of the most widespread scenarios of orbital overlap is case 3a) (see Fig. 3.15). This
situation occurs, if all three coupling Fermi orbitals are partially overlapping. However,
neither does any of the orbitals have full overlap with another one, nor are two orbitals
orthogonal to one another. This de�nition holds also true for case 2b). The di�erence
is, that all Fermi orbitals in scenario 3a) are linearly independent, thus the linear span of
coupling orbitals is Lc.o. = 3, whereas Lc.o. = 2 for case 2b). As a direct consequence,
Fermi orbital vector U3 (from the toy model depicted in Fig. 3.16) is now necessarily
out of the x-z-plane, which, unfortunately, makes visualization rather di�cult. Using the
stereographic projection (see subsection above) remedies this situation.

As remarked above, a close relation to case 2b) is expected, because of the nonvanishing
overlap between the Fermi orbitals. It is thus suggesting to examine energy di�erences
between ground and �rst excited states, i.e. |∆E0↔1| to see if ground state phase transitions
occur. As the absolute total overlap |Ωtot| = |Ω12|+|Ω13|+|Ω32| has been a useful indicator
for such phase transitions, it is examined as well.

In the left column of Fig. 3.25, energy di�erences between ground and �rst excited states
|∆E0↔1| are shown as a stereographic projection of the toy model's right semi�sphere for
systems with one kF -electron. While U1 is �xed in z-direction, U2 is �xed in the x-z-plane
with θ1 as given in the �gure, and angles θ2 and φ2 (giving ρ) of U3 are varied. Similar to
case 2b), both triplet and singlet ground state phases are found for case 3a). To distinguish
them, the singlet phases are colored white (even if |∆E0↔1| > 0). The fact, that ground
state degeneracy transitions occur, even if orbital vectors U1 and U2 are held constant, is
a clear sign that singlet�triplet crossovers can be ascribed to a change in orbital overlaps
Ω13 and Ω23.
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Figure 3.25.: Stereographic projections of the toy model's right semi�sphere, spanned by
orbital vector U3, for case 3a). Numbers around the plots are values of θ2

in degrees, whereas numbers 0.5 to 2.0 are values of ρ (see also Fig. 3.24).
In the left column, |∆E0↔1| is shown, where white regions represent singlet
ground state con�gurations. Note, that |∆E0↔1| is strictly not zero in these
realms, but values are manually set to zero for a clear separation of the
phases. Colored areas represent triplet ground states. In the right column,
the absolute total overlap |Ωtot| is given. Each row is calculated for a �xed
polar angle θ1 of toy model vector U2. All vectors have the same norm and
thus the same e�ective coupling, Je� = 1. The calculations were performed
with nF = 1. If a combination of angles gives a case other than 3a), the values
of |∆E0↔1| and |Ωtot| are set to exceed the color scales (i.e. |∆E0↔1| > 0.05
and |Ωtot| > 3) to avoid confusion - for example, the outer ring with ρ = 2 is
a case 2)�scenario).
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As can be seen in Fig. 3.25, there is also a clear trend, showing that singlet regions are
greater the closer θ1 is to 90◦. This proves, that the ground state regimes also depend on
the overlap Ω12.

To prove the assumption, that the ground state phases are correlated to the total overlap,
its absolute value |Ωtot| = |Ω12| + |Ω13| + |Ω23| is examined. Results are shown in the
right column of Fig. 3.25. As expected due to the analysis above, regions of weak total
overlap correspond to singlet ground state phases. Moreover, one can see that strong total
overlap goes along with a greater separation of ground state and �rst excited energy levels
(compare, for example, diagrams of θ1 = 15◦ and θ1 = 115◦).

The reader is moreover reminded, that the results shown in Fig. 3.25 are calculated with
constant e�ective couplings Je�. As singlet�triplet phase transitions occur nevertheless, the
e�ective coupling strength can be excluded as the reason for the change of ground state
phases. If, however, these transitions between singlet and triplet ground state regimes
are only dependent on the total overlap, then transitions must occur at the same angle
con�guration, independent of the e�ective coupling strengths. The latter are, as explained
in context with the introduction of the toy model, basically just a stretch of orbital vectors
U . The (absolute) total overlap is a normalized quantity, thus independent of Je�.
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Figure 3.26.: Black colored data: Absolute di�erences of �rst excited and ground state
energies ∆E0↔1 plotted against θ2 of toy model's vector U3, where φ2 is
�xed at 45◦. Orbital vector U2 is �xed at θ1 = 45◦, but its length is varied,
leading to di�erent e�ective coupling strengths Je�(2). The other e�ective
coupling strengths are Je�(1) = Je�(3) = 1. As usual, U1 is �xed in z-
direction (see the toy model in Fig. 3.16 for details). Red colored data shows
the absolute total overlap |Ωtot|, which is due to its normalization equal for
all shown values of Je�(2) (using also θ1 = φ2 = 45◦). Within the two red
bars the ground state is a singlet, outside it is a triplet. Blue circles around
data points at θ2 = 90◦, 270◦ belong to scenario 3b), all other data points
correspond to case 3a). All results are for one Fermi electron, nF = 1.

To underpin this statement, con�guration θ1 = 45◦, φ2 = 45◦ has been chosen to provide
exemplary data (see Fig. 3.26). In the region of weak absolute total overlap, the singlet
ground state phase is found (marked with the two red bars) for both systems with all�equal
e�ective coupling strengths (Je�(1) = Je�(2) = Je�(3) = 1) and systems with a reduced
coupling strength (Je�(1) = Je�(3) = 1 > Je�(2)). According to the discussions above, this
is the expected result.
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What is interesting to see, however, is a rather sudden collapse of the energy di�erence of
�rst excited and ground state (∆E0↔1) at the left borders of the red bars, i.e. θ2 = 90◦

and θ2 = 270◦, for Je�(2) < 1. In fact, these data belong to scenario 3b) (which is why
they are marked with blue circles). However, the transition to case 3b) is steady, but the
steps of θ2 are chosen too large to resolve this behavior.

Another, yet not clearly answered question is, how the absolute total overlap behaves in
a singlet ground state phase. Two options are possible: Either |Ωtot| increases after the
transition to the singlet ground state phase has occurred (just as ∆E0↔1 usually does,
see for example Fig. 3.20 for case 2b)), or |Ωtot| remains low. Fig. 3.26 indicates, that
the second option is valid. One can thus conclude, that the singlet ground state phase is
always connected to a weak total overlap.

While one Fermi electron opens up the opportunity for either singlet or triplet ground state
phases, no ground state phase crossovers were found for 1 < nF < 2GF − 1. If nF = 2, the
ground state is a doublet, independent of |Ωtot| or e�ective coupling strengths. With three
Fermi electrons, all impurities are screened, forming a singlet, which is also stable for any
orbital con�guration.

To sum up scenario 3a), one �nds a very close relation to case 2b), where behavior apart
from central�spin model physics is found if nF = 1. This is not surprising, as case 2b) must
be regarded as a limiting case of scenario 3a). It is found, that the overlap of the three
Fermi orbitals is a fundamental quantity, where low total overlap is connected to a singlet
ground state, while strong overlap returns triplet ground states. Moreover, the crossover
between singlet and triplet ground states is not a�ected by the e�ective coupling strengths
Je�. Ground states apart from those expected from the central�spin model occur, however,
only for one Fermi electron.

Scenario 3b)

The results found for case 3a) are very similar to what has been found for scenario 2b).
Since cases 2b) and 2c) are also closely related, an analogous connection might be found for
cases 3a) and 3b). The latter scenario is de�ned by three coupling Fermi orbitals without
any linear dependence, but two orbitals must have vanishing overlap. The di�erence to
case 2c) is, that there is no linear dependence, resulting in Lc.o. = 3. However, scenario
2c) is somehow a limiting case of scenario 3b), and thus its physics should be similar.

Indeed, the �rst data points for case 3b) with nF = 1, presented in Fig. 3.26, show, that
the ground state is nondegenerate. This is what has been found for scenario 2c) as well.

For a more profound analysis of case 3b), Fig. 3.27(a) shows the total overlap |Ωtot| as a
stereographic projection, where orbitals U1 and U2 are orthogonal within the x-z-plane.
Note, however, that due to rotational symmetry, the presented data cover all angle combi-
nations leading to scenario 3b). One immediately sees, that |Ωtot| < 1.5, and calculations
even show, that |Ωtot| <

√
2. This is of importance, as

√
2 is the maximum value the abso-

lute total overlap can take within case 2c). Since case 3b) is also restricted to |Ωtot| ≤
√

2,
it is not surprising, that for nF = 1 only nondegenerate ground states (i.e. singlets) - just
like in case 2c) - are found.

In order to underpin the results, the energy of the ground state, E0, as well as of the �rst
excited state (E1) are presented in Fig. 3.27(b). For ρ / 2 (i.e. φ2 ' 0◦ and φ2 / 180◦),
the total overlap is close to its maximum value, but the singlet ground state energy is
clearly below E1. With decreasing ρ, |∆E0↔1| = |E0 − E1| decreases as well, indicating a

63



3. Screening in nanosystems with degenerate one�particle energy spectrum

0

45

90

135

180

225

270

315

0.51.0
1.52.0

0.00

0.75

1.50

2.25

3.00

θ2 in [◦]

0 45 90 135 180
-0.110

-0.105

-0.100

-0.095

-0.090

E
ne
rg
y

0.0

0.5

1.0

1.5

2.0

2.5

3.0

|Ω
to
t
|

(b)(a)

φ2 in [◦]

E0

E1

1

3

Figure 3.27.: Exemplary data for scenario 3b) with nF = 1: (a) Total overlap |Ωtot| shown
as a stereographic projection (see Fig. 3.24 for details) of the right semi�
sphere spanned by orbital vector U3, which is described by polar angle θ2

and azimuthal angle φ2. The latter transforms via Eq. (3.47) to ρ, which is
written at the inner circles (0.5, . . . , 2.0). Orbital U2 is �xed at θ1 = 90◦.
Dark red values belong to other overlapping scenarios. The green line shows
where data of (b) is found. (b) Ground state (E0) and �rst excited energy
(E1) dependent on φ2, together with the corresponding total overlap |Ωtot|.
Angles φ2 > 90◦ are equivalent to θ2 = 225◦ from (a). Data for φ2 = 90◦ is
left out as this is case 3d). Numbers 1 and 3 represent the degeneracy of the
energy levels.

transition of the singlet ground state at ρ = 0 (φ2 = 90◦). However, the singlet energies
are unambiguously below the triplet energies over the entire range of φ2, proving that the
ground state is nondegenerate. Numerical calculations show, that this statement holds
true for the entire range of θ2, being thus in good agreement with former discussions of
case 2c) and results obtained by investigation of the absolute total overlap.

Just like in cases 2a) - 2d), as well as in case 3a), the ground state is a doublet if two
Fermi electrons occupy the three coupling Fermi orbitals. For nF = 3, each Fermi orbital
becomes singly occupied, fully screening the three impurity spins, which results in a singlet
ground state. Contrary to nF = 1, this is central�spin model behavior.

The calculations discussed above were performed with equal e�ective coupling strengths
Je�(1) = Je�(2) = Je�(3) = 1. Discussions about tuning the e�ective coupling strengths
are neglected, as previous results of the very similar cases 2b), 2c), and 3a) have shown,
that there is no in�uence on the ground state degeneracy. Numerical results, which are
not presented here, are in accordance with this statement. Note, however, that Je� can
surely a�ect the degeneracy of the ground state energy, but completely decoupled orbitals
(as in cases 2d), 3c) and 3d)) are required.

Case 3c)

While scenario 3b) requires two coupling orbitals to be orthogonal to each other, case 3c)
is de�ned by having one coupling Fermi orbital that is orthogonal to both others (see the
overview in Fig. 3.15). Thus, one Fermi orbital is completely separated from the others.
Case 3c) is thus a combination of a very simple central�spin model, consisting of one
coupling Fermi orbital and its coupled impurity spin, and a case B)-part, known from the
two�impurity spins discussions (see Subsec. 3.5.2 and the summarizing overview in Tab.
3.1).
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3.6. Nanosystems with three impurities

As explained above, the ground state's degeneracy of scenarios with completely decoupled
Fermi orbitals might be dependent on the relation among e�ective coupling strengths. For
case 3c), there is a Je�-dependent competition about whether the Fermi electron(s) occupy
the single coupling Fermi orbital (hereafter referred to as the "singlet�forming" orbital),
or rather the two overlapping Fermi orbitals.

option a1

Je�(1) Je�(2) Je�(3)

option a2

Je�(1)

(a)

Je�(2) Je�(3)

option b1

Je�(1) Je�(2) Je�(3)

option b2

Je�(1)

(b)

Je�(2) Je�(3)

Figure 3.28.: Most favorable Fermi electron occupation possibilities for case 3c) with (a)
one Fermi electron, or (b) two Fermi electrons (blue arrow(s)). The single
orbital on the left is referred to as the "singlet�forming" orbital.

For nF = 1, Fig. 3.28(a) shows the two possibilities of where the Fermi electron can be
located. Whether it is option a1 or a2 depends on Je�. As has been seen in the very similar
case 2d) (see for example Figs. 3.22 and 3.23), option a1 will most likely be preferred, but
if Je�(1) > Je�(2), Je�(3), then option a2 can be more favorable. It is rather a coincidence,
that the ground state degeneracy is four in either case. For option a1, one impurity spin
of the singlet-forming orbital is uncoupled, while the kF -electron forms a doublet with the
two remaining spins, thus giving the fourfold degeneracy. On the other hand, option a2
shows a clear singlet formation, and two free spins remain, also giving the degeneracy of
four.

With two Fermi electrons, options b1 and b2 as shown in Fig. 3.28(b) are most favorable.
The �rst option gives a doublet ground state due to the free spin, while both Fermi electrons
occupy the overlapping Fermi orbitals, forming a singlet. The second option also gives a
doublet, because a singlet is formed and combined with a doublet (which is case B) with
nF = 1, known from systems with two impurity spins).

Although the calculation of interimpurity correlations provided information about which
option is found for a given combination of e�ective coupling strengths, it does not seem
necessary to elaborate this in detail, since the crossover between options a1 and a2, as well
as b1 and b2 will be similar to case 2d).

No overlap of coupling Fermi orbitals - Case 3d)

As the last possible scenario of how coupling Fermi orbitals can overlap, the limiting case
of no overlap (case 3d), see Fig. 3.15) will be discussed in the following. The three coupling
Fermi orbitals build up a very simple central�spin model each, where a single impurity spin
couples to a single Fermi orbital. Therefore, empty (and doubly) occupied orbitals leave
the corresponding spin uncoupled, while singly occupied coupling orbitals form necessarily
a singlet since the impurity spin aligns antiparallel (Je� > 0) to the Fermi electrons' spin.
It goes without saying, that all interimpurity correlations are zero, as correlations cannot
be mediated due to the missing of orbital overlap.
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3. Screening in nanosystems with degenerate one�particle energy spectrum

Although this particular case is easy to understand, it shows a huge diversity of ground
state degeneracies that come with di�erent relations among e�ective coupling strengths
Je�. It is a three�impurity extension of the previously discussed scenario C) (see Subsec.
3.5.3 and the summarizing overview in Tab. 3.1).

3d) ∀Je� : GSD = 1

Je�(1) Je�(2) Je�(3)

nF = 1

Je�(1) > Je�(2) ≥ Je�(3), GSD = 4

Je�(1) = Je�(2) > Je�(3), GSD = 8

Je�(1) = Je�(2) = Je�(3), GSD = 12

Je�(1) ≥ Je�(2) > Je�(3), GSD = 2

Je�(1) > Je�(2) = Je�(3), GSD = 4

Je�(1) = Je�(2) = Je�(3), GSD = 6

Je�(1) Je�(2) Je�(3)

Je�(1) Je�(2) Je�(3)

Je�(1) Je�(2) Je�(3)

Je�(1) Je�(2) Je�(3)

Je�(1) Je�(2) Je�(3)

Je�(1) Je�(2) Je�(3)

n
F = 2

nF = 3

Figure 3.29.: Possible ground state degeneracies (GSD) of scenario 3d), dependent on the
number of Fermi electrons nF and e�ective coupling strengths Je� between
coupling Fermi orbitals (blue circles) and impurity spins (red arrows). The
blue �lling of Fermi orbitals is a measure for single Fermi electron occupation
probability, where no �lling is equivalent to zero and full �lling is 100%.

Starting with the discussion of one Fermi electron (nF = 1), one has to check how coupling
strengths Je� are related to one another. A simple rule is, that the Fermi electron occupies
the Fermi orbital with the strongest e�ective coupling. If one coupling strength dominates,
the kF -electron occupies the corresponding orbital, forming a singlet with the impurity spin.
Two impurity spins with weaker e�ective coupling remain uncoupled, each contributing
with a factor of two to the total ground state degeneracy. This situation is shown in the
upper part of the nF = 1-box in Fig. 3.29.

If, however, two e�ective coupling strengths are equal and greater than the third (for
example Je�(1) = Je�(2) > Je�(3)), the Fermi electron can occupy either the orbital
connected to Je�(1) (hereafter simply called "orbital 1"), or, with equal probability, the
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3.6. Nanosystems with three impurities

Fermi orbital connected to Je�(2) (likewise named "orbital 2"). If the kF -electron occupies
orbital 1, the ground state is fourfold degenerate due to two free spins. However, the Fermi
electron can also occupy orbital 2, where the ground state is likewise fourfold degenerate.
Since occupation of either orbital 1 or 2 is energetically indi�erent, both ground state
degeneracies add up to a total of eight (see middle part of the nF = 1-box in Fig. 3.29).

Moreover, all e�ective coupling strengths could be equal. In this case, occupation of either
of the three coupling Fermi orbitals is equally probable. Similar to the discussion above,
three equally probable fourfold degenerate ground state con�gurations exist, which add up
to a twelvefold degenerate ground state.

The argumentation is quite similar, if two Fermi electrons are present (see also the corre-
sponding nF = 2-box in Fig. 3.29). Assuming one or two e�ective coupling strengths to
be greater than the third, i.e. Je�(1) ≥ Je�(2) > Je�(3), then both Fermi electrons occupy
the two orbitals with the strongest e�ective coupling strength, forming a singlet each. One
impurity spin remains uncoupled, as its corresponding Fermi orbital is empty, leaving a
doublet ground state.

If a situation like Je�(1) > Je�(2) = Je�(3) occurs, one Fermi electron certainly occupies
orbital 1, as the e�ective coupling Je�(1) is the strongest. The second kF -electron will
occupy either of the two remaining orbitals, since the e�ective coupling strengths are equal.
This gives two energetically equivalent doublet ground states, each doublet emerging from
the free spin. In total, the ground state is thus fourfold degenerate.

It remains the case of equal e�ective coupling strengths. There are three energetically
equivalent combinations of Fermi electron placement, where a single impurity spin remains
unscreened in each case. The kF -electrons are either in orbitals 1 and 2, 1 and 3, or 2
and 3. The free impurity spin's degeneracy times these three combinations gives a sixfold
degenerate ground state.

For nF = 3, the relations among e�ective coupling strengths become irrelevant. Each
Fermi electron occupies a coupling Fermi orbital, as this reduces the internal energy the
most. All kF -electrons form singlets with the impurity spins, giving a nondegenerate total
ground state.

3.6.3. Summary of the nine scenarios

Now that all possible scenarios of coupling Fermi orbital overlap have been discussed in
detail, an overview with the results for three impurities is given in Tab. 3.2. It shows the
ground state degeneracy for each case up to �lling nF = Lc.o., where Lc.o. is the linear span
of coupling orbitals. This information is su�cient to derive the ground state degeneracy
for any kF -electron �lling nF : Either particle�hole symmetry can be used (�llings nF and
2GF−nF are equivalent), which is independent of the total number of Fermi orbitals GF , or
one uses the factorization of the ground state degeneracy, if nF > Lc.o. and GF > Lc.o.. The
�rst factor ("GSD(Lc.o.)") is the degeneracy resulting from occupation of coupling Fermi
orbitals, while the second factor ("GSD(U)") comes from occupation of the uncoupled
orbitals. This has already been discussed in Sec. 3.5.5, and corresponding Eqs. (3.37) and
(3.38) derived there are valid for any amount of impurities.

The discussions above have covered many di�erent scenarios of orbital overlap, which will
be helpful to understand the results obtained from the e�ective model (3.28) with R = 3
impurities for exemplary systems. In the next subsection, the focus lies on �nding and
checking the theoretically predicted situations in exemplary systems.
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3. Screening in nanosystems with degenerate one�particle energy spectrum

case
nF nF = 1 nF = 2 nF = 3

1) 3

∀Je�
see Eqs. (3.37)
and (3.38)

see Eqs. (3.37)
and (3.38)

2a) 3

∀Je�
∀ |Ωtot|

2

∀Je�
∀ |Ωtot|

see Eqs. (3.37)
and (3.38)

2b)
{
1 , if |Ωtot| weak
3 , if |Ωtot| strong

∀Je�

2

∀Je�
∀ |Ωtot|

see Eqs. (3.37)
and (3.38)

2c) 1

∀Je�
∀ |Ωtot|

2

∀Je�
∀ |Ωtot|

see Eqs. (3.37)
and (3.38)

2d) 4

∀Je�
∀ |Ωtot|

2

∀Je�
∀ |Ωtot|

see Eqs. (3.37)
and (3.38)

3a)
{
1 , if |Ωtot| weak
3 , if |Ωtot| strong

∀Je�

2

∀Je�
∀ |Ωtot|

1

∀Je�
∀ |Ωtot|

3b) 1

∀Je�
∀ |Ωtot|

2

∀Je�
∀ |Ωtot|

1

∀Je�
∀ |Ωtot|

3c) 4

∀Je�
∀ |Ωtot|

2

∀Je�
∀ |Ωtot|

1

∀Je�
∀ |Ωtot|

3d)

4, Je�(1) > Je�(2, 3)

8, Je�(1, 2) > Je�(3)

12, Je�(1 = 2 = 3)


2, Je�(1, 2) > Je�(3)

4, Je�(1) > Je�(2 = 3)

6, Je�(1 = 2 = 3)

1

∀Je�

Table 3.2.: Summary of the ground state degeneracy (bold number) dependent on the
number of Fermi electrons (nF ) for all possible overlap scenarios arising for
systems with three impurities. The linear span of coupling orbitals (Lc.o.) is
one for case 1), two for scenarios 2a) - 2d), and three for cases 3a) - 3d).
For nF > Lc.o., the ground state degeneracy can be derived by Eqs. (3.37) and
(3.38). For systems with particle�hole symmetry, nF is equivalent to 2GF −nF .
All results hold true ∀GF .
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3.6. Nanosystems with three impurities

3.6.4. Transferring the results to exemplary systems

Three impurities on an 8× 8-square lattice

An exemplary system, which is already known from the two�impurity analysis, is the 8×8-
square lattice. Around half��lling, i.e. for n = 57, . . . , 72 electrons, the degeneracy of the
Fermi energy is eightfold (GF = 8), which is thus su�ciently large to (at least theoretically)
�nd all scenarios presented in Fig. 3.15.

Placing the �rst two impurities on this lattice predetermines which scenarios will be found,
because the corresponding coupling Fermi orbitals have a �xed relation (no, partial, or
full overlap). The reader is reminded, that the Fermi orbitals come from diagonalization
of the unperturbed system, therefore placing impurities only leads to selecting some of
them as the coupling orbitals. As a consequence, �xing two impurities at certain lattice
sites immediately excludes some of the overlapping scenarios (which is very interesting for
experimental realizations). Placing the third impurity then leads to one of the nine cases
discussed above.
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Figure 3.30.: 8× 8-square lattice for n = 57 electrons (i.e. nF = 1 and GF = 8) with open
boundary conditions. For (a)-(d), two impurities are �xed at di�erent sites
(red bubbles with arrows), while the third is placed on the remaining lattice
sites, giving a speci�c scenario which is labeled accordingly. For example, in
(a) the �rst impurity is �xed at (2;4) and the second at (4;2). If the third
impurity is located at (1;7), this geometry results in overlapping case 2a). In
all sub�gures, green circles around lattice sites represent cases where all three
e�ective coupling strengths are equal, while purple borders indicate, that at
least one e�ective coupling strength di�ers from the others.
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3. Screening in nanosystems with degenerate one�particle energy spectrum

To give an exemplary overview, Fig. 3.30 shows some impurity placement combinations,
where two impurities are �xed and the third is placed on the remaining lattice sites.

Placing two impurities at sites (2;4) and (4;2), as done in Fig. 3.30(a), gives a case where
two coupling Fermi orbitals are identical (fully overlapping). Therefore, only cases 1), 2a),
and 2d) are possible realizations, which indeed were found. The calculated ground state
degeneracy perfectly matches to the results found above (see summary in Tab. 3.2). For
these three scenarios, the ground state degeneracies were predicted to be independent of
the e�ective coupling strengths, which is in agreement with the numerical calculations (in
Fig. 3.30, purple and green circles indicate that the e�ective coupling strengths are either
di�erent or equal).

If, however, at least one coupling Fermi orbital is orthogonal to both others, the e�ective
coupling strengths come into play, determining in which Fermi orbital the Fermi electrons
have their highest occupation probability. Corresponding scenarios are 2d), 3c), and 3d).
Orbitals corresponding to sites (1;2) and (2;4) are obviously orthogonal, as can be seen
in Fig. 3.30(b), thus giving an ideal basis to examine the named cases. Unfortunately,
the in�uences of di�erent e�ective coupling strengths do not change the ground state
degeneracy for cases 2d) and 3c), as explicitly discussed above. Therefore, the focus will be
on scenario 3d), where the relation among e�ective coupling strengths has direct in�uence
on the ground state degeneracy (see Fig. 3.29 for detailed results).

3rd impurity site Je�(1) Je�(2) Je�(3) ground state degeneracy

(1;6), (3;8), (6;1), (8;3) 0.011 0.011 0.011 12
(1;8), (8;1) 0.011 0.011 0.016 4
(2;2), (7;7) 0.011 0.011 0.016 4

(2;6), (3;7), (6;2), (7;3) 0.011 0.011 0.011 12
(2;7), (7;2) 0.011 0.011 0.016 4
(4;4), (5;5) 0.011 0.011 0.016 4

Table 3.3.: E�ective coupling strengths and ground state degeneracy of all 3d)-scenarios
shown in Fig. 3.30(b) with nF = 1. Since �rst and second impurity are �xed
at sites (1;2) and (2;4), their respective e�ective coupling strengths Je�(1) and
Je�(2) do not change their values.

Tab. 3.3 gives an overview of the 16 sites, where the coupling Fermi orbital of the third
impurity is orthogonal to the other two (orthogonal) coupling orbitals, thus resulting in
case 3d). Je�(1) and Je�(2) are not dependent on the third impurity's location, which is
why their values are �xed. Dependent on the placement of the third impurity, there are
obviously only two sorts of Fermi orbitals, leading to values Je�(3) = 0.011 and Je�(3) =
0.016. In the �rst case, all e�ective coupling strengths are equal, giving the twelvefold
degenerate ground state, while in the latter case the Fermi orbital of the third impurity
is clearly preferred for occupation by the only Fermi electron. As discussed above, this
reduces the ground state degeneracy.

From the data presented in Tab. 3.3, one can easily �nd a scenario, where two e�ective cou-
pling strengths are equal, but greater than the third (Je�(1) = Je�(2) > Je�(3)). Keeping
the �rst impurity located at site (1;2), and placing the others at sites (1;8) and (2;2) pro-
vides such an example. The numerical calculation returns an eightfold degenerate ground
state.

One can summarize, that all characteristics of case 3d) can be found in the 8 × 8-square
lattice. The results found are in perfect agreement with the predictions made above. For
comparison, the reader is referred to Fig. 3.29 and Tab. 3.2.
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3.6. Nanosystems with three impurities

A great realization of partially overlapping orbitals is impurity placement at lattice sites
(1;3) and (2;4), see Fig. 3.30(c), where scenarios 2a) - 2c) and 3a)- 3c) are expected to be
found. As can immediately be seen, there is not a single lattice site, where the placement
of the third impurity resulted in case 2c). Further search for this scenario within the 8×8-
lattice has �nished unsuccessful, no matter where the three impurities were placed. This,
of course, does not deny the existence of scenario 2c), but its occurrence might generally
be rather seldom. However, this is not surprising, as scenario 2c) can be seen as limiting
case of scenario 3b).

Cases 2a), 3b), and 3c) as found in Fig. 3.30(c) show the expected ground state degenera-
cies, which are independent of the relation among e�ective coupling strengths. It is rather
interesting to analyze cases 2b) and 3a), especially their absolute total overlap, |Ωtot|.

Starting with case 2b) shown in Fig. 3.30(c) resulting from the third impurity being placed
at site (1;5), the absolute total overlap found is 1.5, and the ground state is a singlet. Due to
symmetry, positions (4;8), (5;1), and (8;4) of the third impurity are physically equivalent.
Placing the three impurities on sites (1;1), (1;3) and (7;7), as shown in Fig. 3.30(d), also
gives a 2b)-case, where |Ωtot| ≈ 1.48, and the ground state is also nondegenerate. These
results �t to the former analysis of this case, where the reader is referred to Fig. 3.19, which
shows the absolute total overlap for case 2b) in connection with singlet and triplet ground
state phases. As often stated above, case 2b) is a scenario where the e�ective coupling
strengths do not a�ect the ground state degeneracy. Indeed, the numerical calculations
of the 8 × 8-lattice show, that the ground state is a singlet, independent of equal (Fig.
3.30(c)) or unequal (Fig. 3.30(d)) e�ective coupling strengths.

Although it would be nice to �nd impurity positions that lead to case 2b) with a triplet
ground state, such a situation has not been found in the 8 × 8-lattice. The total overlap
is always either 1.5 (if all Je� are equal) or |Ωtot| ≈ 1.48 (at least one e�ective coupling
strength di�ers from the others), which are the two overlap values discussed above. Ac-
cordingly, only nondegenerate ground states have been found.

While case 2b) is rather restricted due to requiring a linearly dependent Fermi orbital,
scenario 3a) could show a greater variety of Fermi orbital overlap. To this end, the impurity
constellations shown in Figs. 3.30(c) and (d), which result in case 3a), are analyzed. Very
similar to what has been observed for case 2b), there are only two values the absolute
overlap takes: For equal e�ective coupling strengths, |Ωtot| = 1.5, while |Ωtot| ≈ 1.32 if at
least one e�ective coupling strength di�ers from the others. It is interesting, that these
cases turn out to have triplet ground states, although |Ωtot| is either equal or even smaller
than in case 2b). However, |Ωtot| is still in the regime, where nondegenerate ground states
are expected, according to the former analysis (see for example |Ωtot| in Figs. 3.26 and
3.25).

For the 8 × 8-square lattice, certain impurity locations give case 3a) with |Ωtot| = 2, for
example, if impurities are located at sites (2;7), (4;5), and (8;1). In these cases, the triplet
ground state is found, which is again expected due to the large absolute total overlap. Cases
with this rather large overlap all have in common, that the e�ective coupling strengths are
equal.
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3. Screening in nanosystems with degenerate one�particle energy spectrum

Square lattices of arbitrary size

The discussion of case 3d) has already shown, that there are just few "types" of Fermi
orbitals, and �nding only three di�erent values for |Ωtot| in 3a)-cases underpins this as-
sumption. A "type" of Fermi orbital UkF (ir) is given by its weight, which is in close relation
to the e�ective coupling strength Je� = J

∑
g
|UkF g,ir |

2 according to Eq. (3.29). Fig. 3.31(a)

shows, that the 8×8-square lattice is indeed build up by just two di�erent "types" of Fermi
orbitals. This explains, why only very few di�erent values of absolute total overlap in cases
2b) and 3a) were found. Moreover, scenarios with Je�(1) > Je�(2) > Je�(3), which would
be interesting for case 3d) with two Fermi electrons, cannot be realized. Since the Fermi
orbitals UkF (ir) result from the unperturbed lattice, one can conclude that a variation of
the lattice size gives hope to �nd more complex systems.
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Figure 3.31.: (a) E�ective coupling strength Je� on each lattice site for systems of sizes
L× L, where L = 5, . . . , 8. (b) E�ective coupling strengths of sites lying on
the main diagonal (Je�(diagonals)), on o�-diagonal sites (Je�(o��diagonal)),
and (if L is odd) on the center site, plotted against lattice sizes L×L, where
L ranges from 5 to 100. The number of electrons is set to n = L2, which
ensures that the Fermi energy is the one of half��lling, which is the most
degenerate one.

By varying the system size of the square lattice, one quickly explores a simple scheme:
Every square lattice with even edge length L has only two di�erently weighted Fermi
orbitals, i.e. only two di�erent values of Je� are found, where the greater values of Je�
are always found on the main diagonals. This scheme is also valid if L is odd, however,
a third type of Fermi orbital comes into play, which is the one connected to the center
site. This center orbital has the greatest weight, and its corresponding e�ective coupling
strength Je�(center) is twice the strength of the o��diagonal couplings. For lattices with
sizes L = 5, . . . , 8, this scheme is shown in Fig. 3.31(a).

With increasing lattice size, the e�ective coupling strengths decrease, which is clear, be-
cause orbitals U build up an orthonormal matrix. The greater the matrix dimension, the
smaller its components to maintain the normalization. This can also be seen in Fig. 3.31(b),
where the e�ective coupling strengths corresponding to the three types of orbital weights
are plotted against the lattice size. To obtain comparable results, the electron �lling was
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3.6. Nanosystems with three impurities

chosen to n = L2 (half��lling), which ensures to get the most degenerate energy level (with
degeneracy GF = L). Note, that for numerical applications n(L) = L(L − 1) + 1 could
be used, since it returns the same degenerate single�particle energy levels as n(L) = L2,
which is because the degeneracy of the Fermi energy levels corresponding to half��lling is
GF = L in every L× L-square lattice.

The conclusion of the analysis above is, that only a handful of di�erent Fermi orbitals exist,
independent of the lattice dimension. For square lattices it is thus di�cult, or maybe even
impossible, to �nd all cases discussed with the toy model. This holds especially true for
scenarios, where the absolute total overlap in�uences the �nal ground state degeneracy.

With the insights gained above, it is easy to "construct" certain cases. To this end, a
simple notation is introduced: Orbitals resulting from lattice sites that are on the main
diagonals of the square lattice are type "D", where the special case of the center orbital
(in lattices with odd L) is labeled "C". O��diagonal orbitals are named "O"-type orbitals.
For example, a "CDO"-combination is one impurity on the center site ("C"), one on a
main diagonal site ("D") and one that is not placed on a site corresponding to the main
diagonals ("O"). Of course, the order of the orbital types is arbitrary. Note, however,
that a given orbital type combination is not strictly connected to a single case only. For
example, "CDD" in a 7×7-lattice can be either case 2a), 2b), 3a), 3b), or 3c). The notation
is supposed to distinguish between di�erent orbital type combinations that all belong to
the same scenario.

For case 2b), Tab. 3.4 shows combinations of di�erent orbital types for the 7 × 7-square
lattice. As one can see, there are only three orbital type combinations which include this
scenario, for all of them the ground state is nondegenerate and the absolute overlap is
around 1.50. This �ts to the results presented above for the 8× 8-lattice, where a "CDD"-
case of course cannot be found, as this speci�c center orbital (type "C") is only present in
lattices with odd L.

orbital type exemplary impurity sites |Ωtot| ground state degeneracy

"OOO" (1;2), (1;4), (2;3) 1.50 1
"ODD" (1;1), (1;3), (2;2) 1.48 1
"CDD" (4;4), (1;1), (5;3) 1.49 1

Table 3.4.: Combination of orbital types in the 7 × 7-square lattice, which result in case
2b), with the corresponding absolute total overlap |Ωtot| and the found ground
state degeneracy. Some combinations, like "OOD", do not result in case 2b)
and are therefore not listed.

Equivalently to case 2b), results for scenario 3a) are shown in Tab. 3.5. There are more
orbital combinations, each leading to a di�erent absolute total overlap |Ωtot|. However,
the ground state is always a triplet, even for the rather low overlap of orbital combination
"ODD". Combining this result with the toy model analysis above, one can conclude that
such a low value of |Ωtot| is in the crossover region between singlet and triplet ground
states. The same holds true for |Ωtot| = 1.5 in case 2b), where the rather large overlap
could generate a triplet ground state (which, however, is not found).

The real importance of the results presented in Fig. 3.31 and Tabs. 3.4 and 3.5, is, that
they can be in principle transferred to any square lattice of arbitrary size (although the
�nite�size regime should not be left, i.e. ensuring ∆ > 0). For example, selecting a 15×15-
lattice and placing impurities on sites (8;8), (1;1), and (7;9) gives an orbital combination
"CDD", resulting in case 2b) with exactly the same absolute total overlap (|Ωtot| = 1.49)
as in the 7 × 7-lattice. This leads moreover to the conclusion, that (for nF = 1) every

73



3. Screening in nanosystems with degenerate one�particle energy spectrum

orbital type exemplary impurity sites |Ωtot| ground state degeneracy

"OOO" (1;2), (1;4), (2;5) 1.50 3
"OOD" (1;1), (1;3), (2;4) 1.31 3
"ODD" (1;1), (1;3), (3;5) 1.14 3
"DDD" (1;1), (2;2), (3;3) 2.00 3
"CDD" (4;4), (2;2), (3;3) 1.82 3

Table 3.5.: Combination of orbital types in the 7 × 7-square lattice, which result in case
3a), with the corresponding absolute total overlap |Ωtot| and the found ground
state degeneracy. Other combinations, like "CDO", never result in case 3a) and
are therefore not listed.

2b)-case has a singlet, and every 3a)-scenario has a triplet ground state, independent of
the square lattice size.

Since all cases but 2b) and 3a) are independent of orbital overlap, the ground state degen-
eracy will not change if the lattice size is varied. Except for case 3d), where the individual
e�ective coupling strengths are of importance, the ground state degeneracy of any three�
impurity system is predetermined by the scenario resulting from impurity placement. This
should be of great interest for experimental realizations.

For the discussions in the entire Subsec. 3.6.4, only the single Fermi electron cases have been
regarded. As summarizing Tab. 3.2 shows, nF > 1 is not as interesting as nF = 1, because
ground state degeneracies are independent of the Fermi orbital's overlap. However, for
case 3d) with nF = 2, more than one ground state degeneracy can be found, dependent on
Je�. The analysis of di�erent orbital types shows, that placing an impurity on each orbital
type (i.e. "O","D", and "C") results in having all three impurities coupled with di�erent
Je�. With such a geometry, case 3d) with nF = 2 could be examined. One �nds, however,
that the center orbital is always overlapping with the orbitals on the main diagonals, which
categorically excludes �nding case 3d) with three di�erent e�ective coupling strengths.

3.7. Short summary of results for two and three impurities

Summing up the analysis of the toy model, as well as the modeled systems with two and
three impurities on square lattices, one �nds that most of the overlapping scenarios can be
realized. The ground state degeneracies found in calculations of square lattices �t to the
ones predicted by the toy models. However, the toy models (especially for three impurities)
cover parameter regimes, that are not found in calculations of the square lattice. The
analysis of the orbital structure of square lattices shows, that some interesting quantities,
such as the absolute total overlap or e�ective coupling strengths, are restricted to very few
values, which is the reason why only some of the toy model's physics are found when placing
impurities on a square lattice. The toy models, however, are great tools to understand the
in�uences of orbital overlap and e�ective coupling strengths on ground state degeneracies
and interimpurity correlations. This knowledge can be perfectly transferred to systems
other than square lattices. Possibly in higher�dimensional systems, or in systems with a
di�erent lattice geometry, some of the missing cases (for example, the general 2c)-case,
or case 2b) with a triplet ground state) could be found. Whatever orbital structure one
would �nd there, for two and three impurities it has already been analyzed with the toy
models. Therefore, classi�cation and understanding of lattices with a geometry di�erent
than a square lattice will be rather simple as it is covered by the work presented here.
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A great example is the on�resonant con�guration presented in Sec. 3.1, i.e. two impurities
coupled to neighboring sites of a ring. The geometry gives GF = 2, and half��lling yields
two Fermi electrons, nF = 2. From the speci�c impurity placement, one gets a case C)-
scenario (see Subsec. 3.5.3), which is that the impurity spins couple to a di�erent Fermi
orbital each, whereby the latter do not overlap. In the J → 0-limit, one thus knows
immediately, that the interimpurity spin�spin correlation 〈S1S2〉 must vanish, while a
perfect antiparallel alignment between impurity and substrate spin is found. Each impurity
spin is thus totally screened, which can also be seen in the correlation function 〈S1stot〉 =
−3/4. This example shows, that the presented theory is powerful in predicting the correct
ground state properties for J → 0, just by knowledge of the Fermi orbitals.

Although the e�ective Hamiltonian, Eq. (3.28), takes the form of a central�spin model,
one �nds non�central�spin model behavior for speci�c scenarios of orbital overlap, which
is, from the physical point of view, an astonishing result. Contrary to central�spin model
physics, a spin��ip of an impurity spin is found, indicating an interimpurity coupling
mechanism. Since the e�ective model results from �rst order perturbation theory, the non�
central�spin model behavior cannot be ascribed to interaction of RKKY�type. Rather, it
is a mechanism in �rst order of impurity�lattice coupling J . The analysis has shown, that
this e�ect occurs only in certain parameter regimes, where a connection to the overlap of
the unperturbed system's orbitals is found. However, the resulting nondegeneracy of the
ground state can nevertheless be found in calculations of 8× 8-square lattices. Since it has
moreover been shown, that the found physics are basically independent of the lattice size,
this spin��ip mechanism can be found in square lattices of any spatial extension.

Aside from these results, many insights were gained concerning the distribution of kF -
electrons over the Fermi orbitals. Thus, some scenarios seem to be easily transferable to
lattices with much more impurities, for example, if the coupling orbitals for each impurity
are identical, as in cases A) and 1), or if the overlap vanishes as in cases C) or 3d).
Moreover, several scenarios can be "built" from few�impurity cases, like, for example,
the three�impurity case 2d) which consists of a single�impurity case connected with two�
impurity scenario A). A full classi�cation of systems with more than three impurities,
however, goes beyond the scope of this work, but the insights gained above are helpful to
understand most scenarios arising for many�impurity systems. The "rules" for predicting
the correct ground state of such systems are gathered in the next section.

3.8. Generalization to more than three impurities

It goes without saying, that adding more impurities to a system increases the amount of
Fermi orbital overlap scenarios excessively. In detail, the case of R impurities is described
by a toy model of R vectors. Using rotational symmetry of the problem, the �rst Fermi
orbital can be described by a vector with one non�zero entry, the second Fermi orbital by
a vector with two non�zero entries, and so on. The Rth coupling Fermi orbital is thus a
vector in R-dimensional Euclidean space. To describe each vector, one uses the n-spheres,
which are the generalizations of the ordinary 2-sphere from 3-dimensional Euclidean space.
The Rth Fermi orbital vector is thus described by an (R− 1)-sphere, which requires a set
of R − 1 angles to be correctly represented. The total number of angles needed for a toy
model which describes all overlap situations of a system with R impurities is therefore

n^(R) =

R−1∑
r̂=1

(R− r̂) . (3.48)

Adding an impurity, R→ R+ 1, increases n^(R) by R:

n^(R+ 1)− n^(R) = R . (3.49)
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3. Screening in nanosystems with degenerate one�particle energy spectrum

As n^(R) also gives the amount of overlaps (without double counting symmetric values, i.e.
Ωxy = Ωyx is only one overlap), one immediately sees how rapidly the number of overlaps
increases. While for the above discussed case of three impurities the number of overlaps is
three, it increases by another three overlaps to a total of six overlaps for systems with four
impurities. This sounds at �rst not too dramatic, but each overlap has three important
values (0, 0 < |Ω| < 1, and 1) that need a separate treatment each. A four�impurity system
has therefore roughly 33-times more overlapping scenarios than a three�impurity system.
Although not all of these "new" options are physical, a huge amount of new scenarios still
remains. Therefore, a classi�cation, even if possible for a few more impurities, is rather
pointless.

Nevertheless, some limiting cases can easily be generalized. A prime example is the scenario
of full overlap, i.e. all coupling Fermi orbitals are identical. As this is the central�spin
model, the ground state degeneracy is already known thanks to the Lieb�Mattis theorem
[147]. One Fermi electron screens in total one out of R impurity spins, so that the remaining
total spin is (R− 1)/2.

Another simple case is the missing overlap scenario (for two impurities named case C), for
three impurities named case 3d)). The R coupling Fermi orbitals form R simple central�
spin models with only one spin each. The occupation of the coupling Fermi orbitals follows
the simple rule, that Fermi orbitals are being occupied according to their corresponding
e�ective coupling strength, where strong Je� favor Fermi electron occupation. A bunch of
singlets is formed, and a possible ground state degeneracy comes from either remaining
spins (if nF < R), or from distribution of kF -electrons over uncoupled Fermi orbitals
(if nF > R). Moreover, the ground state degeneracy will increase, if there are several
energetically equivalent possibilities for Fermi electron occupation, leading to the same
decrease of the system's internal energy. Despite the many options arising from possible
combinations of e�ective coupling strengths, this case can be easily transferred to systems
with a greater number of impurities. The di�culty is solely to �nd out all e�ective coupling
strengths and to put them into the right order.

For systems where the single overlaps only take the values 0 and ±1, but not in between,
predictions for R > 3 are also possible. Such systems consist of several central�spin models,
where the number of spins coupled to the "central" regions is determined by how many
Fermi orbitals are identical. The occupation of Fermi orbitals follows the principle of
minimizing the internal energy, which means that (partially) screening as many impurities
as possible is favored. In such a scenario, however, the placement of Fermi electrons
might not be obvious, because a competition between e�ective coupling strengths and
screening multiple impurity spins might arise. This is closely related to case 2d), where this
competition has been observed. In the end, interimpurity correlations help to understand,
which e�ect dominates. Although the interplay of e�ective coupling strengths and screening
can lead to many di�erent ground state degeneracies, such scenarios are despite their
complexity well understood, as it is still a combination of central�spin models only.

Sheer countless scenarios of orbital overlap are possible, if Ω is not restricted to integer
values only. It goes without saying, that a general recipe to correctly "guess" ground
state degeneracies cannot be given, aside from the rules that have already been formulated
in the discussions above. However, the results found within the previous sections of this
work show, that following the rules is promising, as deviations have not been found so far.
Therefore, a compendium of rules is listed below, which should be helpful to understand
even complex scenarios resulting for many�impurity systems. Following these rules should
help to classify and understand the physics of systems with more than three impurities.
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1. Maximal interaction with impurity spins. Several partially screened impurity
spins lower the internal energy usually more than one fully screened spin. Following
this rule gives a helpful hint, where the Fermi electrons have their greatest occupation
probability. The statement includes, that double occupation of Fermi orbitals is
avoided if possible. Also, uncoupled Fermi orbitals are not occupied until all coupling
Fermi orbitals are singly occupied.

2. The stronger, the better. The greater an e�ective coupling strength to a Fermi
orbital is, the more likely is its occupation. This might be a competing e�ect to the
�rst rule, especially if a kF -electron can occupy either an orbital with few, strongly
coupled spins, or one with many, but weakly coupled spins. In such a case, further
research must be done (e.g. an analysis of interimpurity correlations).

3. A real need for e�ective coupling strengths. As long as the coupling Fermi
orbitals are connected, a change in e�ective coupling strengths does not a�ect the
contribution of these Fermi orbitals to the ground state degeneracy. Contrary, if a set
of coupling Fermi orbitals is completely orthogonal to another set, then the e�ective
coupling strength is needed to distinguish between favored orbitals according to the
second rule. Examples for connected orbitals are cases 1), 2a), 2b), 3a), and 3b). In
contrast, a clear separation of orbitals is found in cases 2c), 2d), 3c), and 3d).

4. Increase of degeneracy due to equivalent situations. It may occur, that some
coupling Fermi orbitals are equivalent, i.e. where the same amount of impurity spins
couples with the same e�ective coupling strengths to each of these Fermi orbitals. If
there are not enough, or likewise too many Fermi electrons to singly occupy each of
these equivalent Fermi orbitals, the ground state degeneracy increases by a factor,
which is given by how many situations are physically equivalent. Case 3d) with equal
e�ective coupling strengths is a prime example.

5. The total overlap is a judge. Even if it is clear, which orbitals are occupied by
the Fermi electrons, some special cases have shown more than one stable ground
state con�guration dependent on the total overlap of the Fermi orbitals. This e�ect
seems only to occur, if more than two Fermi orbitals overlap partially (cases 2b),
2c), 3a), and 3b)). If only one electron was present and the (absolute) total overlap
was small, unexpected antiferromagnetic interimpurity correlations have been found.
For strong overlap, the interimpurity correlations were ferromagnetic. For many�
impurity systems, partially overlapping Fermi orbitals should be analyzed with this
aspect in mind.

6. Restriction to coupling Fermi orbitals. Even if the degeneracy of a single
particle energy level becomes large (in an L × L-square lattice it is maximally L),
only as many Fermi orbitals as impurities given are relevant. By rotation of the
orbital vectors one can build up a reduced Hilbert space, spanned only by coupling
Fermi orbital vectors, while uncoupled Fermi orbitals are orthogonal to the former.
Physics can be fully covered by examination of R orbitals.

7. Dealing with large electron numbers n. In fact, the interesting quantity is the
number of Fermi electrons, nF , as electrons with energy εk < εkF = εF do not con-
tribute. If all coupling Fermi orbitals are singly occupied, the remaining kF -electrons
distribute over all uncoupled Fermi orbitals. Fermi electrons on uncoupled orbitals
contribute to the total ground state degeneracy with a factor given by Eq. (3.38). For
numerical purposes, one can reduce calculations to only few Fermi electrons (usually
nF = R) and multiply the resulting ground state degeneracy with the factor that
represents the contribution of Fermi electrons on uncoupled orbitals to the ground
state degeneracy.
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4. Overscreening

4.1. A brief introduction to overscreening

Overscreening is a situation that occurs typically, if an impurity spin is connected by several
coupling channels to the conduction electron system, and the number of participating
electrons is greater than needed for a full screening of this spin [96]. Its physical relevance
has shown up in the description of non�Fermi�liquid physics, as found in numerous actinide
and rare�earth systems [99]. Since the latter are associated with heavy fermion physics,
they are relevant for topological superconductors [38�40] and topological Kondo insulators
[36, 41�44]. Moreover, in the currently very popular �eld of research on graphene, the
peculiar physical properties of the latter seem to be associated with overscreening [148].
Furthermore, overscreening is a key mechanism in two�level systems of atom tunneling
models in glassy materials [149�152].

The non�Fermi�liquid behavior has often been studied, both experimentally [153�156] and
theoretically, especially in the one�impurity case [99, 157�160]. The theoretical results
were quite successful using the multi�channel ("M -channel") Kondo model. The latter
describes the coupling of an impurity spin to M degenerate conduction electron bands,
thus yielding more than just the single channel known from the original Kondo model. In
case of the two�channel Kondo model ("2CK"),

H2CK = J1s1S + J2s2S +Hreservoirs , (4.1)

the impurity spin S is connected to two independent reservoirs, with coupling strengths
J1,2, respectively. If J1 6= J2, the system is driven into the one�channel ground state
associated with the stronger coupled reservoir, which, by the way, makes it di�cult to
observe the two�channel Kondo e�ect in experiments. If, however, J1 = J2, both reservoirs
equally attempt to fully screen the impurity spin, which is not possible. This leads to partial
screening of the impurity (overscreening) and an unstable con�guration (the non�Fermi�
liquid) arises [154]. Both the coupling strengths and the number of screening channels have
obviously a strong in�uence on the low�energy physics, and will therefore be examined
within the present work.

Despite of the research already done on overscreened impurities, a theoretical treatment
within �nite�size systems has only been done with conformal �eld theory techniques [97]. In
the present work, overscreening in �nite�size systems is examined by means of perturbation
theory, similar to the framework established in Sec. 3.2. In the next section, the modi�ed
theory is presented. Numerical results, which are obtained by exact diagonalization of the
e�ective Hamiltonian, are found in the sections thereafter. Some parts of the following
sections have been established in collaboration with Y. Couzinié, and can be found in Ref.
[161]. Overlap of the present work with this reference is cited accordingly.
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4.2. Modi�ed Hamiltonian

The model Hamiltonian (3.28) from Sec. 3.2.2 precludes overscreening, since each impu-
rity spin is coupled to exactly one Fermi orbital. Overscreening, however, is the case of
having several electronic channels available for screening of an impurity spin (see the char-
acterization of under-, full, and overscreening in Fig. 1.2). Therefore, in order to get an
overscreening situation, the crucial point is to get more than one coupling channel for each
impurity spin.

The logical extension of the model presented in Sec. 3.2 is thus to allow for not only
local, but also nonlocal impurity couplings. In the following, this is called a "generalized
coupling". Note, that the channels obtained this way must not necessarily correspond to
"independent reservoirs", as stated in the introduction above. Coupling an impurity to
several independent subsystems is a rather arti�cial situation, which is often referred to as
"forced" overscreening [161]. In the present work, a restriction to independent reservoirs
is not wanted, as the focus lies on �nding overscreening for a possibly realistic scenario,
i.e. a single impurity interacting not only locally with the nanosubstrate.

The Hamiltonian describing R impurities, each coupling to all present electronic spins, is
given by:

H1 =
R∑
r=1

L∑
l=1

JlirslSir , (4.2)

whereby sl is the electronic spin at lattice site l and Sir is the rth impurity, located at
site ir. The coupling strength is given by a matrix Jlir . The total number of lattice sites
is denoted by L.

Following the calculations from Sec. 3.2, a low�energy model can be obtained using per-
turbation theory, where the e�ective Hamiltonian He� is likewise given via

He� = P0H1P0 . (4.3)

P0 is the projection operator onto a Γ-fold degenerate N -particle ground state, see also
Eq. (3.12). The results up to Eq. (3.16) can be transferred easily to the more general case
presented here, giving

He� =
1

2

R∑
r=1

G∑
g,g′

↑,↓∑
σ,σ′

L∑
l=1

JlirUkF g,lU
∗
l,kF g′

σσσ′c
†
kF gσ

ckF g′σ′P0Sir . (4.4)

Analogously to the e�ective Hamiltonian (3.16) derived in Sec. 3.2.2, Eq. (4.4) is rather
unsuitable for vivid interpretations because the conduction electron system is described by
delocalized spins. This issue can be solved by performing another transformation, but in
contrast to the more speci�c case with local coupling only, the coupling matrix Jlir and
the sum over all lattice sites l must be included. Let M be the following GF ×GF matrix
in g, g′, where GF is the degeneracy of the Fermi energy level (GF = G(kF )):

Mgg′(r) =

L∑
l=1

JlirUkF g,lU
∗
l,kF g′

. (4.5)

Using Eq. (3.17), one obtains two matrices, namely Vhg(r) and V ∗g′h′(r), which can be used
for r-dependent diagonalization of M :∑

g,g′

Vhg(r)Mgg′(r)V
∗
g′h′(r) = xh(r)δhh′ . (4.6)
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In the equation above, xh(r) is the hth of at most GF non�zero eigenvalues. Since M
is composed of L dyadic products, each weighted with a speci�c Jlir , it is in general
not possible to �nd an analytical expression for these eigenvalues. The eigenvalues xh(r)
represent the e�ective couplings of a single impurity spin (the rth impurity) toGF (pairwise
orthogonal) Fermi orbitals (which are indicated by h = 1, . . . , GF ).

Gathering the results, one gets the e�ective low�energy Hamiltonian for generalized cou-
pling:

He� =

R∑
r=1

GF∑
h

xh(r)sF (r)SirP0 , (4.7)

where
sF (r) =

1

2

∑
σ,σ′

c†kF hσσσσ′ckF hσ′ . (4.8)

Eq. (4.7) can be used to examine overscreening. A fundamental requirement is a degenerate
Fermi energy level (i.e. GF > 1) and a minimum of two Fermi electrons (nF > 1).

4.3. E�ective coupling strengths

This section is dedicated to get an impression of the relation between local and nonlocal
coupling strengths. The analysis will be performed for a single impurity, clarifying how
many coupling channels may arise. The understanding of this case is fundamental for a
generalization to more than one impurity.

4.3.1. Concept and interplay of local and nonlocal coupling

From a theoretical point of view, quantities such as the geometry, the locations of impuri-
ties, or the degeneracy of the Fermi energy level GF are known. It remains the question,
what happens if GF takes large values (such as GF = 8 known from the 8 × 8-square
lattices discussed in Chap. 3)? How many coupling channels are expected, and where do
these channels come from? To answer these questions, one should take a more detailed
look at the theory.

The number of coupling channels for a single impurity is given by the number of non�zero
eigenvalues of matrix M , Eq. (4.5). Note, that M is a site�dependent object, meaning
that matrix M for an impurity located at site i can (and in most cases will) be completely
di�erent from the matrix M corresponding to a di�erent site j 6= i.

One can basically �nd two scenarios: Either the number of non�zero eigenvalues of M is
smaller than GF (see for example all but the lower right panel in Fig. 4.1), or it is equal to
GF (lower right panel in Fig. 4.1). In the �rst case, the impurity spin is not coupled to all
GF Fermi orbitals, giving rise to a distinction between "coupled" and "uncoupled" Fermi
orbitals as has intensively been discussed in Chap. 3. In the second case, the impurity spin
is coupled to all GF Fermi orbitals.

Unfortunately, the number of coupling channels is a quantity which is not easily (if at all)
accessible beforehand. One knows, however, that each summand JlirUkF g,lU

∗
l,kF g′

in Eq.
(4.5) contributes to the coupling channels. Assuming a large Fermi energy level degeneracy
GF and only local coupling, then M would be a GF × GF -matrix consisting of a single
dyadic product, M = J |U〉 〈U |. This matrix has obviously |U〉 as an eigenvector (with the
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only non�zero eigenvalue 〈U | U〉) and one �nds GF − 1 eigenvectors that are orthogonal
to |U〉 (see discussion in Sec. 3.2.2). This gives one coupling channel, as it was the case
in Chap. 3. Introducing a next neighbor coupling adds - dependent on the geometry - at
least one more dyadic product, which appears in the sum of matrix M , Eq. (4.5). Each
of the dyadic products can be used to �x an eigenvalue, as was demonstrated in the case
of local coupling only. It might happen, however, that the eigenvector of an additional
dyadic product is linear dependent of an already known eigenvector. In the notation
above, this would be the case if the dyadic product arising from next neighbor coupling
also has eigenvector |U〉, which would solely renormalize the eigenvalue 〈U | U〉 found from
the local coupling contribution, and still GF − 1 eigenvalues are trivial. This is, however,
usually not the case. On the other hand, the number of coupling contributions (local, next
neighbor, . . . ) determines the number of dyadic products summed over in Eq. (4.5), and
thus being the upper limit for the number of coupling channels.

Figure 4.1.: Maximum amount of di�erent coupling channels between a single impurity
(red sphere with arrow) and GF Fermi orbitals (black lines within the six
panels), which arise in an 8× 8-square lattice with open boundary conditions
at around half��lling (ensuring GF = 8). The number of coupling channels
varies with the location of the impurity: At the corner (pink boxes), at the
edge (light green boxes), or in the center region (light blue boxes). The left
panels show the maximum number of coupling channels for only local and
next neighbor coupling, while next nearest neighbor coupling is additionally
included in the right panels. The insets show a characteristic impurity location
(red �lled circles) and their couplings: local (red), next neighbor (blue), and
next nearest neighbor coupling (green). For periodic boundary conditions, the
light blue boxes provide the correct number of maximum coupling channels.
Note in the lower right panel, that not all of the nine possible coupling channels
emerge, as GF = 8.

For a better understanding, a few examples may clarify the situation. An impurity coupled
to site i of a one�dimensional ring with local and next neighbor coupling gives three dyadic
products in matrixM (Eq. (4.5)), i.e. the local contribution at site i, and two next neighbor
contributions at sites i ± 1. GF is usually �xed at two, but three "pieces of information"
are available to characterize the eigenstates of M . This leads to two coupling channels,
which is the maximum as GF is the upper limit of possible channels. Including next nearest
neighbor coupling would not change the number of coupling channels, as the maximum is
already reached by the next neighbor contribution.
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4.3. E�ective coupling strengths

In a two�dimensional L×L-square lattice with open boundary conditions, the degeneracy
of the Fermi energy level around half��lling is L. Placing a single impurity at a corner
site gives one coupling channel due to the local contribution, and two additional channels
for next neighbor coupling. Placing the impurity at the edge, but not at a corner, would
increase the number of possible channels to four (local plus three next neighbor couplings),
while an impurity located somewhere in the middle of the lattice has a maximum of �ve
coupling channels (local plus four next neighbor couplings). If L > 5, then the number
of coupling channels is less than the number of available Fermi orbitals. However, if
next nearest neighbor coupling is included as well, the number of coupling channels might
become as large as GF , and a coupling to each Fermi orbital would be included.

Fig. 4.1 shows a schematic example of an 8×8-square lattice with open boundary conditions.
Dependent on the location of the impurity, the number of maximally possible coupling
channels alters. Even for a �xed coupling range (for example local, next neighbors, and
next nearest neighbors), it still depends on the impurity location, if it is coupled to all
GF Fermi orbitals or not. In addition, the number of coupling channels might decrease
due to symmetries, which makes it hard to estimate the correct amount of channels. As a
consequence, ground state properties (such as the degeneracy) become harder to predict,
as the coupling channels help to understand how Fermi electrons distribute over the Fermi
energy levels.

Summarizing this, the number of coupling channels is strongly dependent on the geometry
of the system, i.e. the impurity placement, open or periodic boundary conditions, and
the total electron �lling which indicates the Fermi energy level and thus its degeneracy.
The number of channels can be increased easily by adding nonlocal couplings beyond next
neighbor coupling (such as next nearest, next next nearest neighbors, etc.). Due to its site
dependence, the total number of coupling channels is not a �xed quantity. For an impurity
spin at the corner of a square lattice there are less coupling channels than for an impurity
located in the center of the same system. All these di�erent options make a classi�cation
very di�cult, even if only a single impurity is present. The complexity surely increases, if
several impurities are connected to the host system.

4.3.2. Testing of the e�ective coupling�concept

The key idea formulated in the last subsection was, that each e�ective coupling constant
belongs to a certain Fermi orbital. In the following, it will be checked if the results obtained
by numerical calculations are in agreement with this idea.

Single impurity coupled to a ring

A simple example for testing is a ring, i.e. a one�dimensional chain with periodic bound-
ary conditions, where the one�particle energy spectrum is twofold degenerate (except for
the lowest energy level, and additionally the highest energy level in cases of even chain
lengths). A single spin-1/2 impurity coupled to such a ring is su�cient to principally �nd
overscreening. For this example, only local and next neighbor coupling shall be regarded,
as depicted in Fig. 4.2(a). The e�ective low�energy model then contains two Fermi orbitals,
to which the impurity spin is coupled with di�erent strengths x1,2 (see Fig. 4.2(b)).

Fig. 4.2(c) shows the calculated e�ective coupling strengths x1,2 for both ferro- and antifer-
romagnetic local coupling J = ±0.1. A very important result is, that - except for Jn.n. = 0
- the restriction to next neighbor coupling is obviously su�cient to create two non�zero
coupling channels between impurity spin and Fermi orbitals, being in agreement with the
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Figure 4.2.: (a) Ring with a single spin-1/2 impurity (red bubble with arrow, located at site
i1) coupled locally with strength J and next neighbor�coupled with strength
Jn.n.. Lattice sites with distance greater than one from the impurity, i.e. next
next neighbor and beyond, are not coupled to the impurity, i.e. their coupling
strength is set to zero. The conduction electrons may hop between neighbor-
ing sites with amplitude t. (b) E�ective low�energy model: The impurity is
coupled to two Fermi orbitals. The coupling strength is given by x1,2, respec-
tively. (c) E�ective coupling strengths x1,2 between the single impurity and
two Fermi orbitals, as modeled by (a) and (b). The local coupling is �xed
at J = 0.1 (red and black circles), and J = −0.1 (red and black solid lines),
while the next neighbor (n.n.) coupling is varied. The underlying geometry
is a ring of L = 100 sites, with the hopping �xed at t = 1 and a �lling of
n = 51 electrons. The only impurity is located at site i1 = 10, which is due to
periodicity an arbitrary choice. A similar �gure is found in Ref. [161].

predictions made in the last subsection. Over the entire range, the e�ective couplings are
of the same order, but not necessarily equal. This is an interesting aspect, because the
deceptive symmetry in the original setup may suggest to �nd x1 = x2, especially in the
regime where the nonlocal coupling strength dominates over the local coupling strength,
i.e. |Jn.n.| > |J |. The data in Fig. 4.2(c) shows, that the e�ective couplings indeed approach
one another, but only if local and nonlocal coupling are of the same type (both ferro- or
antiferromagnetic). Calculations beyond Jn.n. > t are not trustworthy due to the validity
range of the perturbation theory, but the tendency is that the e�ective coupling strengths
do not merge asymptotically, but rather split up again (see also Ref. [161]). Moreover,
from the data presented in Fig. 4.2(c), one �nds the eigenvalues to linearly depend on Jn.n.
(assuming a �xed local coupling J). The explanation is, that each eigenvalue corresponds
to one Fermi orbital, and, as the Fermi orbitals have in general a di�erent weight each, the
slopes of the functions x1(Jn.n.) and x2(Jn.n.) are di�erent, where the local contribution J
determines the ordinate (at Jn.n. = 0) and therewith also the intersection of the eigenvalue
functions.
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4.3. E�ective coupling strengths

To put this into a more theoretical context, the e�ective couplings are only then equal (i.e.
the eigenvalues are degenerate), if the (usually symmetric) matrix M , see Eq. (4.5), has
vanishing o��diagonal elements and the components Mgg are independent of index g. Due
to the di�erent weights U , this is in general not the case. Although the original system
suggests a symmetry, the lattice sites are not symmetric with respect to the weights U .
Therefore, there is no reason to expect a symmetry in the e�ective coupling strengths, not
even if the local coupling J vanishes.

A speci�c point is Jn.n. = 0, which reproduces the theory presented in Sec. 3.2.2. The
e�ective coupling x1 (black circles and black solid line in Fig. 4.2(c)) vanishes at this
point, proving that the impurity spin is solely coupled to one Fermi orbital. At this point,
x2 becomes equivalent with Je� from the corresponding local coupling model from Sec.
3.2.2.

From the data presented in Fig. 4.2(c) one might conclude, that the e�ective couplings
are one�to�one assigned to the real�space couplings (local and next neighbor), making x1

(black circles and black solid line) the e�ective coupling arising from next neighbor coupling
Jn.n., and x2 (red circles and red solid line) belonging to the local coupling J . It turns
out, that this statement holds true in particular cases (see also the example of a square
lattice in Fig. 4.6), but cannot be correct in general. One gets a simple example to show
the opposite by adding the next nearest neighbor coupling to the ring system currently
discussed. There are at most two coupling channels (limited due to GF = 2), the �rst
arising from local coupling and the second from next neighbor coupling. The next nearest
neighbor coupling, however, cannot create a new coupling channel, and thus necessarily
a�ects at least one, but maybe even both coupling channels initially assigned to local and
next neighbor coupling. Therefore, the concept that each longer�distant coupling creates
a new channel, can in general not be correct.

Another glance should be taken on the sign of the e�ective couplings, as this distinguishes
between ferro- and antiferromagnetic correlations. For |Jn.n.| > |J | in Fig. 4.2(c), the
nonlocal coupling dominates over the local contribution, and thus the sign of the e�ective
couplings is determined by Jn.n.. This leads to e�ectively ferromagnetic couplings (x1,2 < 0)
for Jn.n. / −0.1, while both e�ective coupling constants are antiferromagnetic for Jn.n. >
0. An interesting regime is found in between, where −0.1 < Jn.n. < 0. Within this
realm, one of the e�ective couplings is positive (i.e. antiferromagnetic), while the other is
ferromagnetic (negative sign). While the ferromagnetic regime is not of primary interest,
the antiferromagnetic and the "mixed coupling" realms will be in the focus of the analysis
presented below.

According to the results of Chap. 3, a single Fermi electron would occupy the Fermi orbital
which is coupled the strongest to the impurity spin. For both the ferromagnetic and the
antiferromagnetic realm, one should not be able to "spot" the occupied Fermi orbital,
because the ground state is expected to be a singlet (antiferromagnetic regime) or a triplet
(ferromagnetic regime), no matter which of the two orbitals is being occupied. In the
mixed coupling region, however, the total spin of the ground state Stot reveals, whether
the Fermi electron occupies the ferromagnetically coupled orbital (giving Stot = 1 due to
the triplet), or the antiferromagnetically coupled one (being the singlet ground state with
Stot = 0).

Fig. 4.3 helps to answer this question. As can be seen, in the ferromagnetic phase (I),
where both e�ective couplings x1,2 < 0, the ground state energy E0 is threefold degen-
erate, thus giving the expected triplet. The antiferromagnetic phase (III) shows accord-
ing to the expectations for x1,2 > 0 a nondegenerate ground state energy, which results
in singlet formation. In the mixed coupling regime (II), there is a crossover between
−0.08 < Jn.n. < −0.07, where the threefold degenerate ground state energy splits up into
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Figure 4.3.: E�ective couplings x1,2 (upper panel) and lowest lying energy levels (lower
panel) in dependence of the next neighbor coupling Jn.n. for a ring with L = 100
sites, a �lling of N = 51 electrons (i.e. nF = 1 and GF = 2), and an impurity
spin with S = 1/2 coupled to the nanosubstrate at lattice site 10 with �xed
antiferromagnetic local coupling of value J = 0.1 (see also Fig. 4.2). The
upper panel is a more detailed view of the data presented in Fig. 4.2(c). In the
lower panel, numbers 1 and 3 label the degeneracy of the ground state energy
E0 (black crosses). Left of the blue line, only E0 is plotted. In both panels,
ferromagnetic (I), mixed coupling (II), and antiferromagnetic (III) phases are
highlighted. The vertical blue lines indicate the crossover between the singlet
and the triplet ground state. A similar �gure with slightly di�erent parameters
is found in Ref. [161].

a nondegenerate part (black crosses in the lower panel) and excited energy states (red
crosses). In conclusion, below the critical value of Jn.n. (which is roughly at −0.077), the
single Fermi electron occupies Fermi orbital |F1, i1 = 10, σ〉, and above of this critical value
Fermi orbital |F2, i1 = 10, σ〉 is being occupied.

The transition between the two occupation possibilities is obviously �uent. It remains the
question, if the speci�c crossover point can be explained. Indeed an analytical solution is
possible, since this is a simple two�spin problem. Let

HsS = Ĵs · S (4.9)

be the two�spin Hamiltonian, where the spins s and S are half�integer (S = 1/2), and are
coupled via Ĵ . If the ground state is a triplet, then the internal energy is 〈HsS〉triplet = Ĵ/4.
On the other hand, a singlet ground state gives 〈HsS〉singlet = −3Ĵ/4 (see, for example, Ref.
[161]). As x1 is the ferromagnetic (triplet�forming) e�ective coupling strength and x2 the
(singlet�forming) antiferromagnetic coupling strength within the mixed coupling regime,
there is a competition between the triplet ground state giving a ground state energy of
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x1/4, and the singlet that pins the ground state energy to −3x2/4. The crossover between
singlet and triplet ground state thus occurs at x1/x2 = −3. If the ratio x1/x2 > −3, the
system has a singlet ground state, below it is in the triplet ground state. Inserting the
values of the e�ective coupling strengths from Fig. 4.3 into this relation gives the phase
transition at exactly the marked point, thus perfectly matching with the calculated ground
state energies and corresponding degeneracy.

The main conclusion from this analysis is, that the idea of assigning the e�ective couplings
x1 and x2 to a speci�c Fermi orbital each (as depicted in Fig. 4.2(b)) is accurate. Moreover,
a �uent phase transition between singlet and triplet ground state has been found in the very
interesting mixed coupling regime. This includes, that triplet ground states can be found,
even if the antiferromagnetic local coupling is stronger than the ferromagnetic nonlocal
coupling, i.e. |J | > |Jn.n.|. According to the found ground states, the impurity is either not
screened (triplet ground states), or fully screened (singlet ground states). With increasing
number of Fermi electrons, the two coupling channels can be used to possibly �nd an
overscreened regime, which is discussed below in Sec. 4.4. Before focusing on overscreening
scenarios, the coupling strengths in two�dimensional systems will be analyzed.

Square lattices

While the above discussed ring is limited to a twice degenerate Fermi energy level, the
number of Fermi orbitals may be much larger in higher dimensional systems. A prototype
example are L×L-square lattices, which have an L-fold degenerate Fermi energy level (for
L ≥ 5) at around half��lling. The theory predicts to have a various amount of maximally
possible coupling channels, which strongly depends on the location of the impurity (as
shown in Fig. 4.1).

Moreover, the number of coupling channels is a�ected by the range of the coupling, i.e.
how many nonlocal couplings are taken into account. Although the real�space coupling
does not translate one�to�one to the e�ective couplings, there is still a proportionality. In
addition, it is important to realize, that the number of channels might decrease due to
symmetries in the system.

An 8 × 8-square lattice at around half��lling (implying GF = 8) is used for testing. A
single impurity located on a speci�c site of this lattice has then a �xed number of coupling
channels, which is the value written on the corresponding lattice site in Fig. 4.4. From
Sub�g. (a), which shows the case of local and next neighbor coupling, as well as from
Sub�g. (b), showing local, next neighbor, and next nearest neighbor calculations, one can
see that the maximum amount of coupling channels is often not achieved (orange colored
lattice sites). On the other hand, the inclusion of longer�ranged couplings (Sub�g. (b))
leads at least on most edge sites, and on all corners to the maximum amount of possible
coupling channels. One could therefore surely expect to create the maximum amount of
coupling channels by consideration of even longer�ranged couplings (beyond next nearest
neighbor coupling).

The question, why at certain lattice sites the number of coupling channels does not take
its maximally possible value is not simply answered. The most reasonable explanation is
the highly symmetric form of the lattice geometry, which makes matrix M from Eq. (4.5)
real and symmetric. As the eigenvalues of M are the e�ective couplings (and therewith
the number of non�zero eigenvalues gives the number of coupling channels), this symmetry
seems to be responsible for a reduction of the maximum amount of available coupling
channels.
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Figure 4.4.: A single impurity coupled to an 8×8-square lattice. Dependent on the location
of the impurity, a di�erent number of coupling channels (black number on the
corresponding lattice site) is found. For example, an impurity located at site
(2;2) in (a) has three coupling channels, and in (b) it has �ve. In Fig. (a),
local (J = 0.1) and next neighbor couplings (Jn.n. = 0.08) are used, while
in (b) additionally to these couplings also next nearest neighbor coupling of
strength Jn.n.n. = 0.04 has been included. If the maximum number of coupling
channels according to Fig. 4.1 is reached, the lattice site is colored green,
otherwise orange. In both �gures, the electron �lling is set to n = 57 to ensure
GF = 8, and open boundary conditions are implemented.

This is underpinned by the following modi�cation: By introducing an asymmetry in the
nonlocal couplings, i.e. each coupling to a neighboring (and, optionally, next neighboring)
site is modi�ed by an anisotropy factor, one can ensure that all couplings (in real�space)
are of di�erent strength. Although this guarantees to have e�ectively di�erent lattice site
weights U , the number of coupling channels does not change at all. One can see both
numerically and theoretically, that matrix M remains symmetric and real, despite of the
implemented strong anisotropy of the couplings. One can conclude, that it is not the
weight of the speci�c lattice sites that is responsible for the decreased number of coupling
channels found, but rather the symmetry of M that reduces the amount of channels.

In order to �nd the maximum number of coupling channels, one could think of varying
the size of the square lattice. This would change the lattice site weights U , but surely
would not break the symmetry of matrix M . A reduction of the lattice size with a �xed
set of coupling range (for example up to next nearest neighbors) should �nally lead to
the maximum amount of channels, as the latter are limited to maximally the number of
Fermi orbitals GF , which decreases with decreasing lattice extension. Another option is
to change the shape of the nanostructure, from quadratic to rectangles of di�erent spatial
extensions. Of course, many other lattice geometries are also possible, but an analysis goes
beyond the scope of the present work. Instead, the insights gained from the analysis above
will be used to examine con�gurations that allow for overscreening. This is done in the
following section.
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4.4. Examples of overscreened impurities

In the last section, the focus lied on the analysis of the e�ective coupling strengths, which
is helpful in understanding more complex systems and provides valuable information when
searching for overscreening scenarios. In this section, examples are presented where over-
screening is clearly found.

4.4.1. Overscreening in a ring

The above already considered system - a single spin-1/2 impurity coupled both locally
and nonlocally (next neighbors) to a ring of L = 100 sites - contained a single Fermi
electron, which precludes overscreening due to the lack of necessary screening channels.
This drawback can easily be �xed by increasing the amount of electrons from N = 51 to
N = 52, as this is a �lling where two Fermi electrons are present, thus in total contributing
with two screening channels.

The ferromagnetic phase is not of interest, since both Fermi electrons align parallel to the
impurity spin, forming a fourfold degenerate ground state. Both numerical and analytical
calculations (especially in Ref. [161]) prove this statement to be correct. The focus lies
therefore on the mixed coupling and antiferromagnetic regime. Although the eigenvalues
(and thus the e�ective couplings) remain unchanged after increasing the electron number,
the Jn.n.-dependent transition between ferro- and antiferromagnetic ground state in the
mixed coupling regime is shifted. An analytical solution to the corresponding three�spin
problem would deliver the critical crossover value, but since the result would not be easily
transferable to other con�gurations, it is not worth the e�ort. Instead, numerical calcula-
tions show a clear change of the ground state degeneracy, which corresponds to this phase
transition. This should be su�cient for the purposes of this analysis. For the given sys-
tem, the critical Jn.n. is found to be roughly between −0.11 and −0.1, coinciding with the
boundary between pure ferromagnetic and mixed coupling realm. Moreover, the critical
value is in great agreement with the calculation of Ref. [161].

The two Fermi electrons distribute over the GF = 2 Fermi orbitals, forming an orbital
spin skF ,h each. In Fig. 4.5(a), the correlation function between the impurity spin S10 and
the orbital spin of the hth Fermi orbital are shown in dependence of the next neighbor
coupling strength Jn.n.. The ferromagnetic regime (I) shows that both orbital spins couple
ferromagnetically to the impurity, which is expected since both e�ective couplings x1,2 are
ferromagnetic. The ground state (see Fig. 4.5(b)) is accordingly fourfold degenerate.

At the crossover between ferromagnetic and mixed coupling regime (blue vertical line), the
correlation 〈S10skF ,2〉 jumps from 0.25 to roughly −0.5, as the e�ective coupling x2 changes
its sign from negative (ferromagnetic) to positive (antiferromagnetic). With increasing next
neighbor coupling strength Jn.n., the e�ective ferromagnetic coupling (x1) decreases while
the strength of the e�ective antiferromagnetic coupling (x2) increases. This shows up in
the correlation functions as well, up to the point where the ferromagnetic coupling vanishes
(x1 = 0 at Jn.n. = 0). This is exactly the local coupling case, where only one Fermi orbital
is connected to the impurity. The only remaining coupling, x2, is antiferromagnetic, so
that impurity spin and the spin of orbital h = 2 form a perfect singlet. Accordingly,
the correlation function 〈S10skF ,2〉 takes its minimum value of −3/4, while the other one
vanishes. The point Jn.n. = 0 thus represents the full screening situation, where the
uncoupled Fermi electron has the freedom of spin, which leads to the twofold degenerate
ground state at this point.
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Figure 4.5.: A single impurity coupled locally and nonlocally (next neighbors) to a ring of
L = 100 sites. The �lling is �xed at n = 52, ensuring to have two Fermi elec-
trons. The impurity is located at lattice site i1 = 10. In (a), the correlation
functions (black data points) of impurity spin S10 and the spin skF ,h of the
hth Fermi orbital are plotted against the next neighbor coupling Jn.n., while
the local coupling is �xed at J = 0.1. Red data points represent the corre-
sponding e�ective couplings xh=1,2. Solid red and black lines mark the zero
point for both the e�ective couplings (red) and the spin correlations (black).
The blue vertical line separates ferromagnetic (I) from mixed coupling regime
(II), and the dashed gray line at Jn.n. = 0 marks the crossover from the latter
to the antiferromagnetic realm (III). In (b), the ground state (E0) and �rst
excited (E1) energy are shown, where the numbers "4" and "2" represent the
degeneracy of the lowest lying energy level.
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In the mixed coupling regime, the e�ective couplings have opposite sign, thus the screening
of the impurity is hampered. Therefore, this is a rather underscreened regime. Contrary, in
the antiferromagnetic realm (III), both e�ective coupling strengths support the screening
of the impurity by the present Fermi electrons. There are more screening channels available
than needed for screening the spin-1/2 of the impurity, which is why this is the overscreened
regime. Note, moreover, that both correlation functions merge asymptotically for Jn.n. � J
in phase (III), showing that both Fermi electrons participate equivalently in the screening
process.

The results shown here match well with the data presented in Ref. [161]. It is, however,
yet unanswered, if the more complex interplay of coupling channels in higher dimensional
systems can be understood as well. The next section is dedicated to address this question.

4.4.2. Overscreening in square lattices

Contrary to one�dimensional systems, the degeneracy of the Fermi energy level can take
large values in higher�dimensional systems. An above often discussed system is the 8× 8-
square lattice at around half��lling (n ≥ 57), where the Fermi energy level is eightfold
degenerate. This immediately implies, that eight Fermi orbitals are found. One can learn
from Fig. 4.4, that there is no situation, in which there are also eight coupling channels,
but it already became clear, that the number of channels can be increased by inclusion
of next nearest neighbor coupling (in real�space). The di�erences between local and next
neighbor coupling, compared to local, next neighbor, and next nearest neighbor coupling,
are in the focus of this analysis.

Let the (only) impurity S1 be located at site (2;2), which is the one close to the upper left
corner. For local and next neighbor coupling, there are three channels to be found, while
�ve channels arise when next nearest neighbor coupling is also included (see Fig. 4.4). The
�rst step is to �gure out, which sign and what strength the e�ective couplings have. Figs.
4.6(a) and (b) show the e�ective coupling strengths in the most interesting regime (apart
from the shown values, the sign of the e�ective couplings does not change any more and
the trends simply continue).

Starting with the case, where only local and next neighbor coupling is regarded (Fig.
4.6(a)): There is a set of e�ective couplings, which is independent of the value of Jn.n. (black
squares). These e�ective couplings obviously correspond to the local coupling contribution.
Red data points are associated with the next neighbor coupling, which is also why the
couplings vanish at Jn.n. = 0. Moreover, there is a special point (Jn.n. = 0.05), where the
couplings x1 and x2 are of equal strength.

Looking at the correlation functions between the impurity spin and the Fermi orbitals, Fig.
4.6(c), one has to distinguish between di�erent �llings. For n = 57, i.e. the single Fermi
electron case, there is (except for Jn.n. = 0.05) only a single nonvanishing correlation,
which takes the value 〈S1skF ,1〉 = −3/4. From three possible coupling channels, the
antiferromagnetic channel (corresponding to e�ective coupling x1) dominates, thus the
Fermi electron fully screens the impurity spin. Accordingly, a nondegenerate ground state
energy is found (see Fig. 4.6(e)).

However, at Jn.n. = 0.05, there are two equal e�ective coupling strengths, making the
occupation of two di�erent Fermi orbitals equally probable. The degeneracy of the ground
state consequently rises to two, while the spin�orbital correlation 〈S1skF ,1〉 decreases to
−3/8, and a correlation to a second orbital (〈S1skF ,2〉) appears, taking the same value as
the �rst correlation function due to the equal orbitals' occupation probabilities.
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Figure 4.6.: For an 8× 8-square lattice (open boundaries, n ≥ 57→ GF = 8) with a single
spin-1/2 impurity coupled at site (2;2), the e�ective coupling strengths ((a),
(b)), the correlations between impurity spin and Fermi orbitals ((c), (d)), and
the degeneracy of the ground state ("GS", (e) and (f)) are plotted against the
next neighbor coupling strength Jn.n.. In all plots, the local coupling J = 0.1.
In the left panels, the next nearest neighbor coupling is set to zero, while in
the right panels it is �xed at Jn.n.n. = 0.001. In (c) and (d), spin correlations
which are zero (for example for all uncoupled orbitals) are not shown. In
(e), the ground state degeneracy is twofold for both n = 57 and n = 58 at
Jn.n. = 0.05, but the two corresponding data points were manually shifted to
avoid full overlap, which would make one of the points disappear.
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4.4. Examples of overscreened impurities

Inclusion of a second Fermi electron, which is the case for n = 58, brings a second ef-
fective coupling into play. The e�ective couplings compete, leading to a decrease of the
correlation functions. For Jn.n. < 0, the impurity is underscreened, while it is overscreened
for Jn.n. > 0. Therefore, e�ectively a spin-1/2 remains free, leading to the twofold degen-
erate ground state. At vanishing Jn.n., there is only a single coupling channel, but two
Fermi electrons. One of the latter is used for (fully) screening the impurity spin, while the
other distributes over seven (spin�degenerate) uncoupled orbitals, giving a ground state
degeneracy of

(
7·2
1

)
= 14.

The case of three Fermi electrons (n = 59) can be understood similarly. As x3 is the
weakest of the three e�ective coupling strengths, the in�uences of the third Fermi electron
are weak as well. The spin�orbital correlations of the �rst two Fermi electrons vary only a
bit, and the correlation of the third Fermi electron with the impurity spin is accordingly
weak. Only the ground state degeneracy at Jn.n. = 0 increases enormously, as there are two
free Fermi electrons, raising the degeneracy to

(
14
2

)
= 91, see Fig. 4.6(e). In the regimes

Jn.n. 6= 0, the three Fermi electrons all couple to the impurity spin, forming in total a
triplet ground state. This can be understood as follows: For Jn.n. � 0 the ferromagnetic
coupling channels dominate, thus impurity spin and two Fermi electron spins are aligned
parallel. The third Fermi electron is, however, aligned antiparallel to the impurity, thus the
host's net magnetization is 1/2. As the total spin of the nanosubstrate is ferromagnetically
correlated with the impurity spin, a triplet is formed (see left image of Fig. 4.7(a)).

(a)

(b)

Jn.n. > 0

Jn.n. > 0

Jn.n. / 0

Jn.n. / 0

Jn.n. � 0

Jn.n. � 0

Figure 4.7.: Di�erent ground state con�gurations explaining the degeneracy from Figs.
4.6(e,f). Results without (a) and with (b) next nearest neighbor coupling
are shown in three di�erent coupling regimes. In (a), three Fermi electrons
(n = 59) are considered, while �ve (n = 61) are taken into account in (b).

For weak, but ferromagnetic next neighbor couplings, the dominating coupling is between
impurity spin and the antiferromagnetically coupled orbital (following the notation above,
this would be orbital h = 1 with x1 being the e�ective coupling). The two weakly fer-
romagnetic coupled Fermi electrons are still connected to the impurity, thus an indirect
exchange occurs, ensuring a parallel alignment of these two Fermi electrons (see middle
image of Fig. 4.7(a)). This is again a triplet, which gives the threefold degenerate ground
state energy.

The antiferromagnetic case (Jn.n. > 0) can be understood as a central�spin model, where
the impurity acts as the central part coupled antiferromagnetically to the "sublattice" of
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4. Overscreening

Fermi electrons. According to the Lieb�Mattis theorem [147], the net spin is S = 1, being
the found triplet ground state (right image of Fig. 4.7(a)).

So far, the case of local and next neighbor coupling is understood. The situation becomes
more complex, when next nearest neighbor coupling is also taken into account. Two more
coupling channels arise (see Fig. 4.6(b)), which, however, are weak compared to the already
known ones. One should note, that the speci�c point Jn.n. = 0.05 is from a numerical
point of view not degenerate (contrary to what has been observed in (a)), since a new, and
very small energy scale (i.e. Jn.n.n.) comes into play, which leads to a �ne splitting of the
eigenvalues. One could clearly speak of a quasi�degeneracy though, but especially in Figs.
4.6(d) and (f) the data is treated as nondegenerate. The interpretation, if considered this
case as degenerate, is however similar to the case of Jn.n. = 0.05 discussed above.

Due to the weak e�ective coupling strengths x4,5, the qualitative behavior of the spin�
orbital correlations for n = 57, 58, 59 is very similar to the case of only local and next
neighbor coupling. If more than three Fermi electrons are in the system, i.e. for n =
60 (nF = 4) and n = 61 (nF = 5), the �rst three spin�orbital correlation functions〈
S1skF ,{1,2,3}

〉
remain unchanged, while one (n = 60) or two (n = 61) new correlation

functions show up as expected, see Fig. 4.6(d). Since the e�ective couplings x4 and x5

are of similar order, the correlation functions are almost identical. The fact, that Jn.n.n. is
chosen antiferromagnetically, can perfectly be seen in the negative values of

〈
S1skF ,{4,5}

〉
.

However, the minimum value of −3/4 is not reached, showing that the contribution of the
fourth and �fth Fermi electron to the screening process is smaller than the contribution
from stronger coupled orbitals.

Except for Jn.n. = 0.05, the ground state degeneracy for n = 57−59 electrons is equivalent
to the values obtained without next nearest neighbor coupling, see Fig. 4.6(f). As discussed
above, the ground state for n = 57 remains a singlet at J = 0.05, because the e�ective
couplings x1 and x2 are not degenerate anymore (but they are quasi�degenerate). What
is interesting, however, is a clear change of the ground state for �llings n = 60, 61 around
Jn.n. = 0. In the regime of ferromagnetic next neighbor coupling, Jn.n. < 0, some screening
channels cancel out, leading to a doublet (n = 60) or a singlet (n = 61) ground state.
The latter con�guration is shown on the left side of Fig. 4.7(b). Di�erent from the case
with three Fermi electrons, the host's magnetization is antiferromagnetically correlated to
the impurity spin, thus a singlet ground state is formed rather than the triplet observed
for n = 59. This holds also true for weak ferromagnetic coupling, even if the correlation
between impurity spin and the Fermi orbital coupled with strength x1 dominates. The
weakly coupled Fermi orbitals have in total a vanishing magnetization, which is the reason
a nondegenerate ground state is found. The case of all antiferromagnetic couplings (right
image of Fig. 4.7(b)) can be considered as a central�spin model as already discussed above,
with a quintet ground state as expected from the Lieb�Mattis theorem [147]. Note, that the
latter case is a highly overscreened situation, while ferromagnetic next neighbor couplings
lead to full screening of the impurity spin.

A speci�c point is again Jn.n. = 0, where the vanishing of the next neighbor coupling
reduces the number of coupling channels from �ve to three, thus for n = 57− 59 the three
(all antiferromagnetic) coupling channels are served by a Fermi electron each, leading to
overscreening of the impurity. Filling the system with more electrons gives free Fermi
electrons, which distribute over the uncoupled Fermi orbitals. The threefold degenerate
impurity�Fermi electron construct times the binomial

(
10
1

)
for nF = 4, or

(
10
2

)
for nF = 5,

yields the given ground state degeneracies of 30, and 135, respectively. Further increase of
the electron number simply gives more free Fermi electrons that distribute over uncoupled
orbitals, very similar to the results presented in Chap. 3.

The results and discussions presented here characterize the physics of single impurities
coupled to square lattices. Varying the impurity position on the lattice will surely have
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4.4. Examples of overscreened impurities

enormous in�uences on coupling strengths and the number of coupling channels, but in-
sights other than the ones presented above are not expected. The interesting interplay
of di�erent coupling strengths shows fascinating physics, such as strongly underscreened,
fully screened, and overscreened regimes.
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5. Applicability to quasi-degenerate

systems

Real materials are usually not available without crystallographic defects, which could be,
for example, locally slightly di�erent lattice constants, as possibly induced by impurities
[162], or missing lattice sites (so�called vacancies) [163]. While in perfect lattices (without
any defects) symmetries bring up degeneracies in the energy spectra, lattice defects break
such symmetries. As a consequence, the degeneracy of the eigenenergy spectrum vanishes
because the energy levels split up. Is the splitting small compared to the distance of
neighboring energy levels, one calls this the quasi�degenerate case.

Apart from the crystallographic structure, physical e�ects can be the reason for the break-
ing of symmetry. As an example, spin�orbit coupling, and also valley mixing, destroy the
degeneracy of energy levels in carbon nanotubes [164, 165]. Moreover, magnetic �elds,
as well as relativistic corrections are known to induce energy level splittings, be it in
substrates, molecules, or single atoms, where these e�ects are associated with �ne and
hyper�ne structure splitting. A consideration of slightly split energy levels is therefore of
interest for nanosystem physics.

E

εF

εkF 1

εkF 2

εkFGF

kF , g = 1

kF , g = 2

kF , g = GF

δε(1)

δε(2)

δε(GF )

εF

∆

∆

Figure 5.1.: Exemplaric energy dispersion (left) of a system with a quasi�degenerate energy
level multiplet (zoomed view on the right). The pink reference level (εF ) is used
to de�ne an energy distance δε(g) for g = 1, . . . , GF energy levels belonging
to the quasi�degenerate multiplet. The indices "kF " indicate that the Fermi
energy level lies within the multiplet.

The question to address here is, whether the theories presented in Chaps. 3 and 4 are
applicable to the more realistic quasi�degenerate systems. This requires to introduce a new
energy scale, δε(g), which is the energy di�erence between an energy level of the quasi�
degenerate multiplet and a (maybe even virtual) reference energy level (see schematic
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5. Applicability to quasi-degenerate systems

Fig. 5.1). As the latter can be chosen freely, the reference level can be set at the energy
corresponding to the Fermi energy level of a degenerate system.

Remembering the energy discussion from Sec. 3.2.2, the temperature must be small com-
pared to the inter�level spacing ∆, in order to avoid electronic exchange between multiplets,
as the latter are not covered by �rst order perturbation theory. For the same reason, the
splitting of a degenerate energy level (forming the quasi�degenerate multiplet) should not
be too large, giving δε(GF ) � ∆, where δε(GF ) can be seen as the energy range of the
associated multiplet.

The idea of transferring results from degenerate to quasi�degenerate systems is build on
regarding the multiplet energy levels as degenerate levels. Therefore, thermal electronic
excitations within the multiplet are welcome, as this allows for equally probable Fermi
electron occupation of any of the multiplet levels. In case of T = 0, the model reduces
to a nondegenerate system, which is well covered by the above presented theories. At the
end of the day, the temperature is solely restricted to be smaller than the inter�multiplet
distance, i.e. T � ∆.

To account for the �nite system size, the coupling strength J should be weaker than J∆,
which leads according to Eqs. (3.9) and (3.11) to J / −1/ ln ∆. Within these parameter
regimes, the �rst order perturbation theory remains valid. The next question is, if and
how the theory must be modi�ed for quasi�degenerate systems.

First o�, the close�lying energy levels are the reason why Schrödinger's perturbation theory
fails for quasi�degenerate systems [166]. Brillouin�Wigner perturbation theory (see Ap-
pendix A and Refs. [166, 167]), instead, is applicable in two di�erent ways. The �rst is to
apply higher order perturbation theory, which includes electronic excitation processes be-
tween all energy levels. A second possibility is to take only higher order excitations around
the quasi�degenerate multiplet into account. The latter idea bene�ts of fewer terms to deal
with, and even allows to treat the quasi�degenerate problem within a slightly modi�ed �rst
order perturbation theory. The upcoming paragraphs are meant to develop the theoretical
framework for the last�mentioned case.

In the degenerate case, the degenerate energy levels at the Fermi energy were labeled
εkF g = εF . For the quasi�degenerate case the notation remains the same, but εF is now
only an energy to refer to, without any energy levels. Instead, the formerly GF degenerate
levels split up, each with a custom energy εkF g given by

εkF g = εF + δε(g) , (5.1)

gathering them in a multiplet, as depicted in Fig. 5.1.

Let Hqdeg
0 be the Hamiltonian of noninteracting conduction electrons of a quasi�degenerate

system:

Hqdeg
0 =

∑
k,g,σ

εkgc
†
kgσckgσ

=

6=kF∑
k,g,σ

εkgc
†
kgσckgσ +

∑
gσ

εkF gc
†
kF gσ

ckF gσ .

(5.2)

In the last step, the energies of the relevant multiplet were extracted from the sum over k.
Expanding Eq. (5.2) by adding a zero of the form

0 =

GF∑
g,σ

εF c
†
kF gσ

ckF gσ −
GF∑
g,σ

εF c
†
kF gσ

ckF gσ , (5.3)
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whereby the two summands represent each a set of GF -fold degenerate energy levels with
energy εF , one retrieves a Hamiltonian of N noninteracting conduction electrons of a
degenerate system Hdeg

0 ,

Hdeg
0 :=

6=kF∑
k,g,σ

εkgc
†
kgσckgσ +

GF∑
g,σ

εF c
†
kF gσ

ckF gσ , (5.4)

as well as a term representing the multiplet of interest, ∆H:

∆H =
∑
gσ

(εkF g − εF ) c†kF gσckF gσ =
∑
gσ

δε(g)c†kF gσckF gσ =
∑
g

δε(g)nkF g . (5.5)

Up to this point, only a reformulation of the quasi�degenerate "free" Hamiltonian Hqdeg
0

has been done, resulting in
Hqdeg

0 = Hdeg
0 + ∆H . (5.6)

The idea behind this procedure is to map Hqdeg
0 onto a degenerate Hamiltonian, to which

conventional Brillouin�Wigner perturbation theory can be applied [166]. Moreover, the
quasi�degenerate multiplet labeled ∆H is extracted from the "free" Hamiltonian and can
be treated as part of the perturbation. Using Eq. (5.6), the full Hamiltonian H of a
quasi�degenerate system, consisting of a "free" Hamiltonian Hqdeg

0 and a perturbation VJ ,
can thus be rewritten as the "free" Hamiltonian of a degenerate system, Hdeg

0 , plus a
renormalized perturbation H̃1 = VJ + ∆H:

H = Hqdeg
0 + VJ = Hdeg

0 + ∆H+ VJ = Hdeg
0 + H̃1 . (5.7)

With the last form of H, one can apply the Brillouin-Wigner perturbation theory just as
discussed in Appendix A.

As the focus of this work lies on linear�in�J perturbation theory, the energy corrections
up to �rst order are of interest. According to Appendix A, Eq. (A.16), and similar to
Eq. (3.13), one gets the following e�ective Hamiltonian for the quasi�degenerate case with
perturbation H̃1:

Hqdeg
e� = EFS + P0H̃1P0 = EFS + P0 (VJ + ∆H)P0 . (5.8)

As discussed above for the degenerate case, the energy contribution of the Fermi sea EFS is
in the following neglected. The e�ective Hamiltonians of degenerate and quasi�degenerate
systems only di�er by P0∆HP0. This term hosts a temperature dependence in nkF g, which
is responsible for the number of quasi�degenerate energy levels that need to be included.
Therefore, in the extreme case of T = 0, the quasi�degenerate system is completely equiva-
lent to a nondegenerate one, and thus properties such as the ground state degeneracy di�er
signi�cantly from the degenerate system's physics. If δε(GF ) < T � ∆, all energy levels
can be occupied leading to the same amount of available energy levels as in the degenerate
case. Therefore, quasi�degenerate and degenerate systems are equal in this realm.

In between, i.e. T < δε(GF ), only fewer energy levels are available for Fermi electron
occupation, which is comparable to a degenerate system without the full degeneracy GF .
In such cases, physics might change drastically: Reduction of GF leads to fewer uncoupled
orbitals, thus free Fermi electrons have less orbitals to occupy, which leads to a decrease
of the system's total ground state spin. Moreover, the number of coupling orbitals could
decrease, which leads to either di�erent coupling scenarios (as examined in Chap. 3), or
decreases the number of coupling channels (changing the results obtained for overscreened
systems, see Chap. 4). It is, however, dependent on many factors, if quasi�degenerate
systems di�er from their degenerate counterparts. A great example is a case 1)-scenario
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(review Fig. 3.15) with a single Fermi electron. A decrease of GF would change neither the
ground state degeneracy, nor the overlap of orbitals, and thus physics remained the same.
However, for a di�erent �lling (more than one Fermi electron), the decrease of available
orbitals indeed changes the physical properties.

Summing this up, quasi�degenerate systems may show the same physical properties as
associated degenerate systems, if the temperature allows for inclusion of all GF quasi�
degenerate energy levels, but is also small enough to avoid interference with other energy
levels (T � ∆). If the temperature is small compared to the intra�multiplet level splitting,
the physics will most probably change due to the decrease of available orbitals (i.e. a
decrease of GF ). This change is strongly dependent on the system parameters, such as
geometry and �lling. For T → 0, a crossover to a nondegenerate scenario must occur. The
characteristics of this transition strongly depend on the system's properties.

Nevertheless, even for a decreased degeneracy parameter GF , the theories presented in
Chaps. 3 and 4 are fully applicable to quasi�degenerate systems in the regime T � ∆.
The only di�culty is to �nd the number of participating energy levels (i.e. the "new"
degeneracy parameter GF ). With this parameter, the theories can be used as above.
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6. Summary and outlook

6.1. Summary of the work

In the present work, magnetic impurities coupled to non�magnetic, metallic hosts of �nite
size - so�called Kondo boxes - have been in the focus. The con�ned host systems (i.e. the
nanosubstrates, such as the cyclopentadiene ligands of metallocenes, [105]) have, contrary
to bulk systems, discrete one�particle energy spectra, which brings an energy gap ∆ be-
tween neighboring energy levels into play. This gap is relevant for the "�nite�size Kondo
e�ect", which is the screening of the magnetic impurities' spins by Fermi electrons below
a critical temperature, called Kondo temperature TK .

For some selected situations, the �nite�size Kondo e�ect has been studied before: In an
initial publication of Thimm et al [110], a single impurity has been analyzed in a con�ned
system. Later, valuable insights were gained by Schwabe et al [86, 87], who placed a
second impurity into the host, examining not only the �nite�size Kondo e�ect, but also the
interplay between the impurity spins, namely observing the RKKY exchange mechanism.
In a subsequent paper [131], it was shown that speci�c placement of the impurities may
lead to quantum localization, exhibiting interesting physics such as the inverse indirect
magnetic exchange ("IIME")-mechanism [119].

These previous results, which are summarized within Chap. 2 of the present work, all have
one thing in common: The one�particle energy spectra of the nanosubstrates are non-
degenerate. However, arti�cially constructed nanosystems (such as rings, square lattices,
etc.), or molecules (such as the metallocenes) often have several intrinsic symmetries (e.g.
rotational or mirror symmetries). If the symmetry group is non�abelian, the one�particle
energy spectra become degenerate. As a direct consequence, not only one, but multiple
Fermi electrons might be available for screening of one or more magnetic impurities.

Not much has yet been known about the physics of such nanosystems with degenerate
Fermi energy level. Are the impurity spins over-, under-, or fully screened? Which role
do number and location of the impurities play? What happens, if impurities are coupled
with either equal or unequal coupling strengths? How does a particular choice of the
nanosubstrate and its electron �lling in�uence the results? What is the total spin of the
nanostructure, and how is it in�uenced by the former aspects? By means of �rst order
perturbation theory, valid for weak coupling strengths in the limit of zero temperature,
these questions were answered in the present work. Theoretical results are checked by
numerical calculations by means of exact diagonalization of the e�ective Hamiltonian.

Within Chap. 3 of this work, the theoretical treatment of degenerate energy levels has been
performed by extension of the perturbative approach to the Kondo box model. An e�ective
model is obtained, where a set of GF delocalized electronic orbitals is associated with each
impurity spin, with GF being the degeneracy of the Fermi energy level. Within this set of
GF orbitals, the impurity spin couples to only one orbital, forming a "central�spin" model.

While this situation can be understood easily for a single impurity, the physics becomes
very complex if a second impurity is involved. The relevant parts, i.e. the "coupling Fermi
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orbitals" of each set, might be in one out of three possible scenarios: They either overlap
fully, partially, or do not overlap at all. Adding a third impurity increases this diversity,
resulting in nine di�erent scenarios of possible coupling Fermi orbital overlap. Within the
present work, it has been elaborated that the placement of impurities determines the sce-
nario found. Most scenarios show central�spin model behavior, which is parallel alignment
of spins belonging to the same "sublattice", and antiparallel alignment between the sub-
lattices. Here, one sublattice consists of Fermi electrons in their delocalized orbitals, and
the second sublattice is built up by impurity spins. However, some scenarios show sur-
prising di�erences from this behavior, because an antiferromagnetic alignment of impurity
spins has been found. This leads to the conclusion that an indirect interimpurity cou-
pling in �rst�order of the coupling constant occurs. A deeper analysis of this phenomenon
has shown, that such behavior can be traced back to the total overlap of coupling Fermi
orbitals.

To fully examine the possible coupling scenarios, toy models, which describe each coupling
Fermi orbital by means of a vector, were introduced. Since the length of these vectors
is directly associated with an e�ective coupling strength, the in�uences of both equally
and unequally strong coupled impurity spins were analyzed. Dependent on the scenario,
the e�ective couplings can have either none, or very strong in�uence on the ground state,
since the coupling may determine the "priority" of which impurity must be screened "most
importantly".

Due to the full description of each overlap scenario by means of the toy models, basically
any host�lattice geometry can be understood. Whatever geometry a nanosubstrate has, fol-
lowing the mathematical transformations presented in this work gives a complete overview
of the coupling Fermi orbitals. For up to three impurities, their relation among each other
has been classi�ed here, giving important information about the expected ground state
degeneracy. The toy model predictions were tested on several exemplary systems (usually
8× 8-square lattices), with the result, that most of the predicted scenarios can be realized
in simple host geometries, and theoretical expectations are correct. Gathering all insights
gained, general rules are presented that help to understand the physics, if more than three
impurities are present.

It can be ascribed to the model of Chap. 3, which assumes impurity spins to be coupled
only locally to the lattice, that under- and full screening of impurity spins is found, but
overscreening is completely precluded. As the latter is of great interest, especially for
systems that show non�Fermi�liquid behavior, the previous theory is modi�ed by inclusion
of nonlocal coupling, i.e. impurity spins couple not only locally, but also to neighboring and
next neighboring lattice sites. As a result, each impurity spin couples to more than one
Fermi orbital within its corresponding set of GF Fermi orbitals. A basic understanding of
these newly arising coupling channels has been given within Chap. 4 of the present work.
For the case of a single impurity, examples of overscreening were found and examined.
One �nds, that the contributions of local and nonlocal coupling can be clearly identi�ed in
these systems, although such assignments are not of general character. Another interesting
results is, that especially in the tested 8 × 8-square lattice, the theoretically predicted
number of maximally available coupling channels is usually not reached. The reason for
this e�ect is most likely to be connected to symmetries in the mathematical structure.

Last but not least, the question is answered, if, and how the theory presented in this
work can be applied to systems with a quasi�degenerate one�particle energy spectrum.
Crystallographic defects, but also other physical e�ects can lead to symmetry breaking and
thus to a splitting of the originally degenerate Fermi energy level. At zero temperature, such
systems must in principle be treated as systems with nondegenerate one�particle energy
spectra, which is a simple limiting case included in the present approach. If, however, the
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level splitting is small as compared to the temperature T , one can still use (degenerate)
perturbation theory, since the quasi�degenerate case becomes essentially equivalent to the
degenerate case in this limit. With increasing temperature, simply more and more levels
must be taken into account, which is analogous to successively increasing the energy level
degeneracy GF . As the role of this parameter was studied in detail, transferring results to
the quasi�degenerate case is easily possible.

Besides the fascinating physics found, a deep understanding for multiple impurities em-
bedded in a con�ned nanostructure is gained. With the models introduced, simple tools to
examine the interplay of host geometry, impurity placement, and electron �llings are given.
It is also worth mentioning, that the theory bears great advantages for numerical simula-
tion, since the Hilbert space of the host material states is comparably small, as all but the
few Fermi electron states can be disregarded. This in principle allows to model lattices
with several million sites, or likewise nanostructures with many impurities coupled to the
latter, making the presented theory and its extensions powerful tools for the examination
of Kondo boxes.

6.2. Outlook

The results presented in this work give many insights into Kondo box physics, where espe-
cially the in�uences of the nanostructure's geometry, the electronic �lling of the nanosub-
strate, and both location and coupling of multiple impurities to the host were analyzed in
detail. Some aspects, however, could not be paid attention to. In the following, possibilities
for further research are named, and brie�y analyzed.

Using the presented theory, a �rst step could be to analyze the screening competition
between multiple impurities and Fermi electrons in systems allowing for overscreening,
and checking the results against the local�coupling cases of Chap. 3. In the next step,
impurity spins with spin quantum numbers S > 1/2 could be in the focus of both systems
with local and generalized coupling. This could be of interest, e.g., in the context of CoHx

complexes acting as impurities, where the number of bonded hydrogen atoms can be used to
manipulate the total spin of the complex (spin-1 for x = 1 and spin-1/2 for x = 2) [168�170],
for Co-atoms on either Cu2N or h-BN/Rh(111), where the Co-adatoms have an e�ective
spin of 3/2 (see Refs. [170, 171] and references therein), or for large�spin impurities such
as Tm [149]. Furthermore, a possible screening competition between multiple impurities
with di�erent spin quantum numbers and Fermi electrons could be examined. It seems
moreover possible that results are in�uenced by di�erent e�ective coupling strengths, which
are characteristic of the nanosubstrate, but not dependent on the impurity's spin. This
aspect becomes even more interesting in overscreened scenarios, where multiple screening
channels of di�erent strengths are available. Using this, access to multi�channel Kondo
physics is provided, e.g. as found when iron impurities are deposited in gold, which can be
described by a spin-3/2 three-channel Kondo model [172, 173]. Progress in this direction
bears the huge advantage, that the theory presented in this work does not require any
formal changes.

As this work has its focus on the so�called on�resonant cases, i.e. scenarios where the Fermi
energy levels are partially occupied, the case of fully occupied levels (o��resonant situation)
has only been touched when summarizing previous theoretical achievements. In order to
deal with such o��resonant scenarios, the theory presented in this work must be extended
to second order perturbation theory in J . Although this seems not to be impossible, the
second order perturbation theory is much more di�cult to apply. However, if successful,
one is able to analyze interimpurity interactions, which are expected to compete with the
�nite�size Kondo e�ect as shown in detail in Refs. [86, 87].
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Especially for comparison with real experiments, including the coupling of the nanostruc-
ture to a bath is a topic of high priority. This is, because quantum dots and nanowires,
which build up the nanosubstrates of the systems presented in this work, are often con-
nected to leads, or are con�ned in cavities. Therefore, an interaction with the environment
takes place. As the previous work from Ref. [86] has shown, this can lead to a breakdown of
the �nite�size Kondo e�ect. One can therefore expect, that the coupling to a bulk system
with continuous energy spectrum competes with the e�ects described in the present work.

Last but not least, experimental testing of the theories presented would be desirable. Pos-
sible realizations are arti�cially constructed nanosubstrates containing magnetic adatoms,
whereby an insulating spacer separates the nanosystem from the bulk substrate. The ex-
perimental challenges would be to ensure the nanostructures' isolation and to create the
arti�cial lattice plus adatom (possibly using STM). Assuming the �rst condition can be
realized (e.g. as it is the case for CoHx on h-BN/Rh(111), where h-BN decouples the
CoHx complex from the underlying Rh(111) metal [171]), one would still have to deal
with the construction of a perfect nanostructure, including equal distances between all
nanosubstrate atoms and the perfect placement of impurities. Since all of these aspects
seem hard to be realized, one would rather adjust the parameters of the theory: Firstly, an
imperfect lattice leads to very individual hoppings tij between sites i and j, invalidating
the assumption tij = t for all next neighboring atoms. Secondly, for impurities not placed
directly on top of a nanosubstrate atom (for example if placed in between, on so�called
hollow lattice sites), a local coupling is not well de�ned, thus the coupling to all close
lying sites should be regarded. Although the presented theories are indeed tailored to ad-
dress these modi�cations, the main issue is to get experimental access to all the required
parameters.

Instead of arti�cially constructing a playground to test the theory, one could focus on ex-
isting, and maybe even already investigated systems such as metallocene molecules [105].
The latter consist of cyclopentadiene ligands, which are connected by a metallic atom. The
ligands (i.e. the host) bear several intrinsic symmetries (rotation, mirror, etc.), providing a
degenerate one�particle energy spectrum. Discretization of the latter is due to the con�ne-
ment of the geometry also given. However, it is �rst necessary to obtain the one�particle
energy spectrum of the ligands. As the atomic orbitals of the ligands are not just sim-
ply s-orbitals (which would justify the usage of the tight�binding approximation), �rstly
the theory must be extended to include multiple atomic orbitals. Moreover, the energy
spectrum of the ligands will most likely be a�ected by the pure presence of the metallic
atom, due to physical e�ects such as crystal �eld splitting. It would thus be necessary to
extract impurity in�uences, which are not of spin�spin interaction type. Gathering these
in form of an e�ective potential, one could possibly obtain a renormalized free Hamiltonian
representing the ligands, which can be used to apply the presented theory. Note, that this
is everything but an easy task, which most likely must be performed individually for each
nanostructure. However, with knowledge of the free Hamiltonian and experimentally ob-
served quantities such as the coupling strengths, one should be able to describe the physics
of such nanostructures by means of the (probably slightly modi�ed) theories presented
here.

The possible extensions listed above have without doubt a great potential for discovering
fascinating physics, especially if several aspects are combined. The present work gives
a solid basis for further research on impurity�doped nanosystems, bringing theory and
experiments closer toghether.
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A. Brillouin�Wigner perturbation theory

for degenerate systems

The central point of perturbation theory is the decomposition of a given Hamiltonian H
into an unperturbed part H0, which can be solved exactly, and a perturbation H1 [166,
167]. The latter should be small with respect to H0. The key formula is

H = H0 + λH1 , (A.1)

where λ ∈ [0; 1] is an adjustable parameter.

The unperturbed Hamiltonian H0 has discrete eigenvalues E(0)
n and orthonormal eigen-

states |n〉(0):
H0 |n〉(0) = E(0)

n |n〉
(0) . (A.2)

In Brillouin-Wigner perturbation theory [167], one de�nes a projector Pn and its comple-
ment Qn for each unperturbed eigenstate:

Pn = |n〉(0) (0) 〈n| and Qn = 1− Pn =
∑
m 6=n

Pm . (A.3)

From the spectral representation of H0,

H0 =
∑
n

E(0)
n Pn , (A.4)

it results immediately
[H0, Qn]− = 0 . (A.5)

Using the stationary Schrödinger equation for the full Hamiltonian,

H |n〉 = En |n〉 , (A.6)

and inserting Eq. (A.1), yields

(En −H0) |n〉 = λH1 |n〉 . (A.7)

Left-multiplying the above equation with Qn and recalling Eq. (A.5), one gets

Qn |n〉 = λRnH1 |n〉 , (A.8)

where

Rn = Qn (En −H0)−1 = (En −H0)−1Qn =
∑
m 6=n

Pm

En − E(0)
m

. (A.9)

In order to get the eigenstate corrections to the full problem, one rewrites |n〉 using the
common convention (0) 〈n| n〉 = 1, as well as Eq. (A.3):

|n〉 = (Pn +Qn) |n〉 = |n〉(0) (0) 〈n| n〉+ λRnH1 |n〉 = |n〉(0) + λRnH1 |n〉 . (A.10)
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A. Brillouin�Wigner perturbation theory for degenerate systems

The equation above allows a recursive calculation of the eigenstate with corrections up to
arbitrary order of λ. One �nds

order λ0: |n〉 = |n〉(0) , (A.11)

order λ1: |n〉 = |n〉(0) + λRnH1 |n〉(0) , (A.12)

order λ2: |n〉 = |n〉(0) + λRnH1 |n〉(0) + (λRnH1)2 |n〉(0) , (A.13)
...

full solution: |n〉 =
∞∑
j=0

(λRnH1)j |n〉(0) . (A.14)

With these eigenkets, one gets a representation for the energies En of the full problem by
left�multiplication of (0) 〈n| to Eq. (A.7):

En = E(0)
n + (0) 〈n|λH1 |n〉 , (A.15)

where again (0) 〈n| n〉 = 1 has been used. Substituting |ψn〉 as given by Eq. (A.14) into
the equation above, one gets the following form for the energies of the full problem:

En =E(0)
n + (0) 〈n|λH1 |n〉(0) + λ2

∑
m1 6=n

(0) 〈n|H1 |m1〉 〈m1|H1 |n〉(0)

En − E(0)
m1

+ . . .

. . .+ λj+1
∑
m1 6=n

∑
m2 6=n

· · ·
∑
mj 6=n

(0) 〈n|H1 |m1〉 〈m1|H1 |m2〉 · · · 〈mj |H1 |n〉(0)(
En − E(0)

m1

)(
En − E(0)

m2

)
· · ·
(
En − E(0)

mj

) + . . .

(A.16)

With Eq. (A.16), a given Hamiltonian can be approximated up to wanted order. For the
purpose of this work, �rst order is su�cient, but the latter equation gives the framework
to extend the theories to higher orders.
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B. Hilbert space dimension

For an understanding of the physics predicted by analytically developed theories, one
usually cannot avoid a numerical treatment. However, even for systems with a �nite
number of states (such as the case for nanostructures), standard computers fail to solve
a full Hamiltonian within an acceptable amount of calculation time. Despite of hoping
for the advent of supercomputers, one is thus interested in theories that keep numerical
computation e�ort on a low level. In this context, it is helpful if the modeled Hamiltonian
is of low Hilbert space dimension dimH.

Here, the Hilbert space dimension of the e�ective low�energy model is examined, showing
the e�ciency of the models proposed in this work. Several parameters de�ne the space
of possible states: The number of impurities, their spin quantum numbers, the number
of Fermi electrons, and the number of sites the latter can distribute over. To keep the
discussion simple, the impurities are assumed to carry a spin-1/2. For an amount of R
impurities, 2R states arise due to the impurities' spin degeneracy. Regarding the conduction
electrons, of which there are as many as nF , they distribute over 2GF Fermi orbitals,
respecting their spin degeneracy. Ensuring Pauli's exclusion principle, one thus gets

(
2GF
nF

)
possible con�gurations, i.e. basis states.

For numerical purposes, it is often necessary to sort these states according to their total
magnetization M z ∈

[
−R+nF

2 ; +R+nF
2

]
. Let λ be the number of Fermi electrons with spin

orientation "↓", and Λ the total number of particles (Fermi electrons and impurity spins)
with spin orientation "↓". In terms of the maximal magnetization, M z

max = R+nF
2 , where

nF , R, and GF are kept constant, one can then write

Λ = M z
max −M z =

R+ nF
2

−M z , (B.1)

with Λ ∈ [0, R+ nF ]. Using this, the dimension of the Hilbert space corresponding to a
given magnetization M z reads

dimH|Mz =

min(GF ,Λ,nF )∑
λ=max(0,nF−GF ,Λ−R)

(
R

Λ− λ

)(
GF

nF − λ

)(
GF
λ

)
. (B.2)

The �rst binomial represents possible impurity alignments, the second stands for the num-
ber of Fermi electrons with spin orientation "↑", while the third binomial gives the number
of kF -electrons with spin orientation "↓". The lower boundary of the summation is at
least zero, since a negative number of spin-↓ Fermi electrons is not physical. To realize a
given magnetization, it might be necessary to have at least some spin-↓ Fermi electrons
(the best example is M z = −R+nF

2 ), which is why the lower boundary is not simply zero.
Likewise, the upper boundary is restricted, as only GF Fermi electrons can be of spin-↓
type (min(GF , . . .)), while not more than Λ particles are present (min(. . . ,Λ, . . .)). More-
over, the number of spin-↓ Fermi electrons must be at most the number of present Fermi
electrons (min (. . . , nF )).

Using Eq. (B.2), one can calculate the dimension of all subspaces of H. The largest one
is, dependent on the number of Fermi electrons and impurity spins, either M z = 0, or
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B. Hilbert space dimension

M z = ±1/2. Three impurities, embedded in an 8 × 8-square lattice with open boundary
conditions and a total �lling of 59 electrons can be taken as a great example to show the
numerical advantages of the perturbative approach. Breaking down the given information,
one obtains from n = 59, that GF = 8 (see Fig. 3.6 in the main text), and nF = 3. With
R = 3 and M z = 0, one gets Λ = 3 (see Eq. (B.1)). According to Eq. (B.2), the dimension
of the M z = 0-subspace is

dimH|Mz=0 =
3∑

λ=0

(
R

Λ− λ

)(
GF

nF − λ

)(
GF
λ

)
=

3∑
λ=0

(
3

3− λ

)(
8

3− λ

)(
8

λ

)
= 1456 .

(B.3)
The Hamilton matrix, which must be diagonalized, has thus (dimH)2 / 2.12 · 106 entries.

When solving the full problem (for example, by exact diagonalization of the full Hamilton
matrix), the total Hilbert space has a dimenion of 2R ·

(
2·L2

n

)
, which is for the 8 × 8-

square lattice (L = 8) with three spin-1/2 impurities and n = 59 electrons a total of
roughly 1.3 · 1038 states. The M z = 0-subspace has roughly 1.73 · 1037 states, so that the
Hamiltonian in matrix form has about 3 · 1074 entries. To (exactly) diagonalize the latter
is beyond the scope of every computing power.

This example visualizes, how di�cult an exact solution by numerical means is, and un-
derlines the power of e�cient theories for numerical purposes. Regarding computational
performance, one can conclude that the theory presented in this work is very e�cient.
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