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Zusammenfassung

Galaxienhaufen, Anhäufungen von hunderten bis zu tausenden von Galaxien, bestehen nicht

nur aus Galaxien selbst, sondern auch aus dunkler Materie und einem heißen Plasma, dem in-

tracluster Medium (ICM). Beobachtungen beweisen die Existenz nicht-thermische Phänomene

in Form von: kosmischer Strahlung, Magnetfeldern und Turbulenz im ICM. Obwohl zahlreiche

Beobachtung und Simulationen benutzt werden, um diese nicht-thermischen Komponenten zu

studieren, gibt es noch zahlreiche ungelöste Probleme. Das Studium der nicht-thermischen

Komponenten ist eine komplexe Angelegenheit, da sich die einzelnen Komponenten gegen-

seitig beeinflussen.

Im Rahmen dieser Dissertation wurde der lagrange’sche Teilchen Code CRaTer geschrieben.

CRaTer ist ein Werkzeug, das mit passiven Testteilchen die Daten von Gittercodes analysiert.

Diese originelle Herangehensweise erlaubt es, die numerischen Vorteile von Gittercodes zu

bewahren und gleichzeitig lagrange’sche Informationen über die nicht-thermischen Kompo-

nenten zu sammeln. Wir benutzen CRaTer, um verschiedene kosmologische Simulation, die

mit gitter-basierten Code ENZO produziert wurden, zu analysieren

Mit CRaTer verfolgen wir die Ausbreitung kosmischer Strahlung im ICM und suchen Erk-

lärungen für die bisher unbeobachtete γ-Strahlung, ein Nebenprodukt der Beschleunigung von

Protonen durch groß-skalige Stoßwellen. Wenn die Effizienz der Beschleunigung zusätzlich

von der Obliquität abhängt, verringert sich die beobachtete γ-Emission, jedoch nicht genug,

um nicht mehr detektiert zu werden. Um die fehlende γ-Strahlung zu erklären, müssen die

Effizienzen durchschnittlich kleiner als ≤ 10−3 sein.

Wir untersuchen mit CRaTer die Polarisation von Radio Relikten. Bei hohen Frequen-

zen entsteht die beobachtete Depolarisation hauptsächlichen zwischen der Quelle und dem

Beobachter. Bei niedrigen Frequenzen jedoch kommt zu gleichermaßen zur Depolarisation an

der Quelle und im ICM zwischen Beobachter und Quelle. Außerdem zeigen wir, dass Radio

Beobachtungen die höheren Mach Zahlen stärker gewichten. Dies könnte die Diskrepanz zwis-

chen Radio- und Röntgenbeobachtung bei der Bestimmung der Stoßwellenstärke erklären.

Zuletzt folgen wir der Entwicklung der Enstrophy im ICM. Wir beobachten, dass hauptsäch-

lich kompressive Bewegungen für die Verstärkung der Enstrophy verantwortlich sind. Die

Amplifikation durch sich ausdehnende Bewegungen wird durch eine starke Dissipation unter-

drückt. Jedoch reicht ein geringer Anteil der Dissipation des turbulenten, kinetischen Energie

Flusses, um die Magnetfeldsträrken im Einklang mit Beobachtungen zu erzeugen.
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Summary

Galaxy clusters are assemblies of a few hundred to thousands of galaxies. Furthermore they

consists of dark matter and a hot, dilute plasma called the intracluster medium (ICM). The

ICM hosts non-thermal phenomena in form of cosmic rays, magnetic fields and turbulence.

Even though, several observations and simulations are devoted to their study, the non-thermal

components are a complex matter as they influence each other, and still a lot of unsolved

problems remain.

In the scope of this thesis, the Lagrangian tracer code CRaTer is developed. CRaTer is a post-

processing tool that injects tracer particles on top of grid codes and advects them passively

with the underlying fluid flow. This novel approach allows us to keep the numerical advantages

of grid codes while studying the Lagrangian properties of the non-thermal components. We

use CRaTer to analyse the evolution of the non-thermal components in several cosmological

simulations produced with the mesh refinement code ENZO.

CRaTer is used to follow the propagation of cosmic rays in the ICM and to tackle the problem

of the unobserved γ-rays, an unavoidable by-product of the acceleration of cosmic-ray protons

by large-scale shocks. We find that using the shock obliquity as an additional parameter for

computing the shock acceleration efficiencies releases some of the tensions but it does not solve

the problem completely. Furthermore, we estimate that on average the shock acceleration

efficiencies for cosmic-ray protons must be smaller than ≤ 10−3, to explain the missing γ-

rays.

With the help of CRaTer, we provide new insights on the observed polarized emission of

radio relics. We estimate that most of the depolarization at high frequencies happens in

the ICM between the source and the observer, while at low frequencies the depolarization

happens to similar amounts at the source and in the intermediate space. Furthermore, our

findings suggest that radio observations are typically biased towards higher Mach numbers

and therefore overestimate the shock strength. This can possibly explain the discrepancy in

the Mach number estimates from radio and X-ray observations.

Finally, CRaTer is used to follow the evolution of enstrophy within the ICM. We discover that

the amplification of enstrophy is mostly due to compressive motions. The amplification by

stretching motions is overwhelmed by strong dissipation and enstrophy decays fast. Yet, a

few percent of the corresponding dissipation of the turbulent kinetic energy flux is enough to

produce magnetic fields that agree with current estimates from radio observations.
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“Equipped with his five senses, man explores the universe around him and calls the

adventure science.”

Edwin Powell Hubbel
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1 Introduction

1.1 Motivation

Galaxy clusters are assemblies of a few hundreds to thousands of galaxies that are gravita-

tionally bound. In fact, galaxies only account for a small amount (∼ few %) of the total

cluster mass. The rest of the mass consists of a hot, dilute plasma the intracluster medium

(ICM) (∼ 15 − 20%) and mostly dark matter (∼ 80 − 85%). The evolution and properties

of galaxy clusters highly depend on cosmology, and their abundances and bulk properties

can be used to constrain the cosmological parameters (e.g. Haiman et al., 2001; Mantz et al.,

2008; Vikhlinin et al., 2009; Benson et al., 2013). Furthermore, galaxy clusters present a

large variety of possibilities to study astrophysical processes encompassing galaxy evolution

and plasma processes, as well as cosmic-ray acceleration. These processes take place across

all scales, ranging all the way from stars, galaxies and active galactic nuclei (AGN) to the

ICM itself. (see Sarazin, 1988; Schneider, 2006; Kaastra et al., 2008, for recent textbooks)

Moreover, galaxy clusters host non-thermal components in the form of cosmic rays, magnetic

fields and turbulence. During the formation of galaxy clusters, shock waves and turbulence

develop in the ICM providing large acceleration sites for cosmic rays (see Brunetti & Jones,

2014; Brüggen & Vazza, 2015, and references therein). The existence of cosmic-ray electrons

is revealed by radio observations of large-scale synchrotron emission (see Ferrari et al., 2008,

and references therein). This radio emission in form of radio relics and radio halos is observed

in a fraction of galaxy clusters, i.e. ∼ 30 % of clusters with a mass > 1015 M⊙ (e.g. Fer-

etti et al., 2012). Radios halos, diffuse sources located at the cluster center, are thought to

be connected to turbulence (e.g. Brunetti et al., 2001), while radio relics, seen as elongated

sources at the cluster periphery, are most likely connected to shock waves (e.g. Ensslin et al.,

1998). So far no detection of cosmic-ray protons has been reported (e.g. Ackermann et al.,

2014, 2015, 2016). At the same time, relics and halos give proof for the existence of large-scale

magnetic fields. Even though the origin of magnetic fields is still under debate, i.e. either

primordial or astrophysical, they are most likely amplified by the turbulent motions of the

ICM (see Ryu et al., 2008, and references therein).

Understanding the physics of the non-thermal components in galaxy clusters is important for

cosmology because they have a huge impact on the out-of-equilibrium plasma conditions and

the mass estimates of galaxy cluster. For example, the additional pressure support from the

1



1.1. MOTIVATION CHAPTER 1. INTRODUCTION

non-thermal components yields different cluster masses than the mass estimates from the hy-

drostatic equilibrium and virial theorem only (e.g. Lau et al., 2010). However, an exact mass

estimate is crucial for the fine tuning of the cosmological constants within the ΛCDM-model

of cosmology. Furthermore, this will help to better understand the cosmological information

embedded into the intergalactic medium. Additionally, the non-thermal components provide

probes of the plasma conditions prior to the formation of large-scale structures as they are

subjected to longer dynamical timescales. For example, once accelerated cosmic-ray protons

are believed to be confined in the ICM and its tangled magnetic fields for longer than a Hub-

ble time (Berezinsky et al., 1997).

Even though galaxy clusters are observed at different wavelengths, the study of the non-

thermal components is still an open field and many unsolved problems remain. Numerical

cosmological simulations help answering these questions by modelling the multi-wavelength

observations.

Nowadays, three numerical approaches are mainly used: Eulerian methods (e.g. Bryan et al.,

2014), Lagrangian methods (e.g. Springel, 2005) and moving-mesh methods (e.g. Springel,

2011; Hopkins, 2015). In this thesis, we investigate the non-thermal components of galaxy

clusters by combining Eulerian cosmological simulations with the Lagrangian tracer tool

CRaTer, that has been specifically developed in the scope of this thesis (see Chap. 2). The

thesis is divided into the following projects:

• How are cosmic-ray protons and electrons accelerated in the ICM? Even though there is

evidence for the acceleration of cosmic-ray electrons in galaxy clusters in form of large-

scale radio emission, neither direct nor indirect detections of cosmic-ray protons have

been reported (e.g. Ackermann et al., 2014). This brings the commonly assumed accel-

eration efficiencies of low Mach number shocks into question and challenges the validity

of applying the shock acceleration mechanisms in supernovae to galaxy clusters. One

possibility to overcome this problem is to consider the dependence of the acceleration

efficiencies on the shock obliquity. Cosmic-ray electrons and protons require different

shock obliquities to be efficiently accelerated by shocks. In this work, we estimate the

distribution of shock obliquities in galaxies clusters and how this affects the acceleration

of cosmic rays, if the shock acceleration efficiencies also depend on the shock obliquity.

We show that the additional dependency on the shock obliquity releases some of the ten-

sion with the non-detection of the γ-rays. Yet, it does not solve the problem completely

and further assumptions have to be made. See Chap. 3.

• What is the upper limit for the acceleration efficiencies of cosmic rays? The non-

detection of γ-rays sets upper limits for the amount of cosmic-ray protons found in

galaxy clusters. If the cosmic-ray protons are following the radial distribution of the

thermal baryons, the upper limit for the amount of cosmic-ray protons in the ICM

2
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is only a few percent. In this work, we use these limits to constrain the acceleration

efficiencies of cosmic rays in galaxy clusters. We estimate that the shock acceleration

efficiencies must be ≤ 10−3 on average, in order to match the non-detection of γ-rays.

See Chap. 4.

• What are the causes of the polarization of radio relics? Radio relics are observed to

be highly polarized (∼ 10 − 50 %). The degree of polarization is a measurement for

the alignment of the magnetic field. Polarization is best observed in the high frequency

bands of radio telescopes, where the effect of Faraday depolarization is small. It is still

unclear whether depolarization occurs mainly in the ICM between the source and the

observer or at the source itself. In this work, we show that at high observing frequencies

the depolarization mostly happens in the space between the source and the observer.

On the other hand at low frequencies, the depolarization happens to similar amounts

at the source and between the source and the observer. See Chap. 5

• What causes the discrepancy of Mach number estimates based on X-ray and radio obser-

vations? It is commonly assumed that radio relics are connected to the shock accelera-

tion of cosmic-ray electrons. While the synchrotron emission of radio relics is visible at

radio wavelengths, the shocks themselves are observed via X-ray telescopes. Yet, Mach

number estimates from X-rays, that depend on surface brightness or density jumps, and

from radio, that depend on the observed spectral index, do not agree in some cases (e.g.

Hong et al., 2015, and references therein). We find that Mach number distributions

obtained from radio observations predicts larger values than the real Mach number dis-

tributions. This could possibly explain the observed Mach number discrepancy. See

Chap. 5

• How do turbulent gas motions evolve in the ICM? Turbulence is driven by mergers and

accretion in the ICM. Despite its importance for the understanding of the physics in the

ICM, the evolution of turbulence is still poorly understood. Using the gas enstrophy

as a trustworthy metric for turbulent motions, we follow the evolution of enstrophy

and its dependence on various physical source terms. This novel approach provides

new insights on the history of turbulent motions in galaxy clusters. We observe that

the evolution of enstrophy follows a specific sequence of events: first compressive and

baroclinic motions increase. This is followed by a peak of enstrophy. Finally solenoidal

motions are increased. Furthermore, we find that the amount of dissipated turbulence

would be sufficient to explain today’s observed magnetic fields. See Chap. 6.

The thesis is structured as follows: The remainder of this chapter provides physical and

methodological backgrounds. The following chapter, Chap. 2, we will present the numerical

methods used in this thesis. First, we will give a brief overview on the ENZO code that we

used for the cosmological simulations, Sec. 2.1. Next, we will give a detailed presentation of

3



1.2. ASTROPHYSICAL CONTEXT CHAPTER 1. INTRODUCTION

CRaTer, the Lagrangian Tracer Code that has been written in the scope of this dissertation

and is an important tool for our further analysis, Sec. 2.2.

The following chapters have been or will be individually published and are presented here

in their entirety. Chap. 3 contains two papers that deal with the question, if using the

shock obliquity as an additional parameter for computing the shock acceleration efficiencies

can solve the problem of the non-detection of the γ-rays. In Chap. 4, we constrain the

shock acceleration efficiencies based on the non-detection of γ-rays by the Fermi-LAT. In the

next chapter, Chap. 5, we compute the polarization of a luminous radio relic at different

observing frequencies and estimate the contributions of the different environments to the

Faraday depolarization. Furthermore, we provide an explanation for the observed discrepancy

of Mach number estimates based on X-ray and radio observations. In the last paper presented

here, Chap. 6, we follow the evolution of turbulence and enstrophy in galaxy clusters and we

estimate how much the magnetic fields are amplified by turbulence. We will round up this

work with a summary, conclusion and outlook in Chapter 7.

1.2 Astrophysical Context

1.2.1 Growth of Galaxy Clusters

It is assumed that shortly after the Big Bang, the beginning of the Universe, small density

perturbations were created in a homogeneous Universe by quantum fluctuations during the

period of cosmic inflation. The richness of structures in the Universe today has grown from

these perturbations (e.g. Planelles et al., 2015), that are characterized by a dimensionless

density contrast:

δ (x) =
ρDM+BM (x) − ρDM+BM

ρDM+BM

. (1.1)

Here ρDM+BM (x) is the density at the position x, while ρDM+BM is the mean density of the

Universe. During the evolution of the Universe, the overdense (δ > 0) regions keep on growing

by hauling the matter from the underdense (δ < 0) regions. Over time, these overdense regions

grow into filaments that form the cosmic web. At the intersections of the filaments, that host

about 50 − 60 % of the total matter in the Universe, we find galaxy clusters. The space

between the filaments is populated with underdense regions, called voids. In Fig. 1.1, we

show the evolution of the cosmic web in a standard cosmological simulation produced in the

scope of this thesis.

At the same time, the Universe is expanding with a rate is given by the Hubble-constant

H0 ≈ 70 km/s/Mpc (Planck Collaboration et al., 2016b). The expansion of the Universe is

4
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described by the Friedmann equation

(

ȧ

a

)2

= H2
0

[

a−4(t)Ωr + a−3(t)Ωm + a−2(t)(1 − Ωm − ΩΛ) + ΩΛ

]

. (1.2)

In the equation above, a is the cosmic-scale factor that is directly connected to the observed

redshift as a = (1 + z)−1. The dimensionless density parameters account for different physical

effects, namely radiation Ωr, dark matter and baryonic matter Ωm = ΩDM + ΩBM and dark

energy Ωλ. Currently, we are living in a dark energy dominated Universe with Ωλ ≈ 0.70

(Planck Collaboration et al., 2016b).

The Universe we live in and its evolution, as summarized above, are explained by the ΛCDM-

cosmology. This cosmology has two main ingredients: the cosmological constant Λ, that

governs the expansion of the Universe and cold dark matter, that is responsible for the

bottom-up growth of structures. As the study of cosmology is no direct objective of this

dissertation, we point to textbooks such as Peebles (1993); Peacock (1999); Liddle (1999) and

Schneider (2006) for more detailed reviews.

Galaxy cluster, large accumulations of mass in form of dark and baryonic matter, are found

at the intersections of the filaments of the cosmic web. They are the youngest structures of

the Universe that have formed during structure formation. Galaxy cluster have been observed

at different redshifts all the way out to z > 2.5 which corresponds to an age of the Universe

of roughly ∼ 2.6 Gyr. The current record holder is J1001+0220 that has been discovered at

z ≈ 2.504 by Wang et al. (2016), while the galaxy cluster closest to the Milky Way is the Virgo

cluster at a distance of z ≈ 0.0036 (see Mei et al., 2007, and references therein). Furthermore,

galaxy clusters are very hot Tgas = 107 − 108 K and massive M = 1014 − 1015 M⊙. The

most massive cluster known today is the El Gordo cluster at z ≈ 0.87 and with a mass of

M200 ≈ (2.16 ± 0.32) · 1015 h−1 M⊙ (see Menanteau et al., 2012). The mass of galaxy clusters

consists of galaxies (∼ few %), the gas of the ICM (∼ 15 − 20 %) and mostly dark matter

(∼ 80 − 85 %).

One possibility to estimate the total mass within a galaxy cluster is the observation of the

velocity dispersion of the cluster galaxies σv. Under the assumption of an isolated, spherical

symmetric system in dynamical equilibrium, the virial theorem yields for a system of size r a

total mass of

M =
3σ2

vr

G
. (1.3)

Here G is the gravitational constant. Another possibility to determine the cluster mass is given

by observing the diffuse X-ray emission in galaxy clusters. The bolometric X-ray luminosity

is computed as

LX =

∫

neniΛ(T )d3r, (1.4)
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Figure 1.1: Evolution of a cosmological volume in time from redshift z ≈ 30 to z ≈ 0. Small density
perturbations (left upper panel) collapse over time and form the Universe as it is know
today (bottom right panel): Filaments of matter, the cosmic web, permeate the space.
Voids, low density regions, are found between the filaments, while galaxy clusters sit at
their intersections.

using the cooling function Λ(T ) ∝ T 1/2 for a fully ionized plasma, e.g. T > 2 keV, such as

the ICM. In Eq. 1.4, ni and ne are the ion and electron number density, respectively. We will

focus on the nature and properties of this X-ray emission in Sec. 1.2.2. The observation of hot

diffuse X-ray emitting gas indicates that a deep gravitational well keeps the hot gas confined

within the cluster. The total mass inside a radius r can be derived under the assumptions of

spherical symmetry and hydrostatic equilibrium as

M(< r) =
−kBTgasr

2

Gµmp

(

d ln ρgas

dr
+

d ln Tgas

dr

)

. (1.5)

In this equation, kB is the Boltzmann-constant, Tgas is the gas temperature, r is the size

of the system, G is the gravitational constant, µ ∼ 0.63 is the mean molecular mass, mp

is the proton mass and ρgas is the gas density. Weak and strong gravitational lensing (e.g

6
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Schneider, 2006), the caustic technique (Diaferio, 1999) and the Sunyaev-Zeldovich signal

(Bartlett, 2006) provide complementary methods for the mass estimations of galaxy clusters.

Under the assumption of clusters being in hydrostatic equilibrium, which is supported at

low redshifts by simulations, simple scaling relations between their global properties can be

derived (e.g. Planelles et al., 2015). Their mass M , temperature T , radius R, X-ray luminosity

LX and sound speed cs are related as follows:

T ∝ M

R
, (1.6)

T ∝ M
2
3 , (1.7)

LX ∝ T 2, (1.8)

cs ∝
√

M
2
3 . (1.9)

The assumption of hydrostatic equilibrium breaks down in the dense inner cluster regions

where the cooling time can be smaller than the Hubble time. As the gas cools, it radiates and

therefore it loses internal energy, which again leads to a decrease in pressure and a break in

the hydrostatic equilibrium. As a result, the gas will flow towards the cluster centre where it

accumulates, known as a cooling flow. Hence, the cores of galaxy clusters should be regions

of active star formation, i.e. > 100 M⊙/yr. But this is not observed and some mechanism

is needed that prevents the gas from cooling. A central engine, for example an AGN, can

heat the inner cluster gas and hence prevent the cooling flow (e.g. Brüggen & Kaiser, 2002).

Another possibility of heating the plasma is the dissipation of turbulent motions in the ICM.

1.2.2 A Thermal View on Galaxy Clusters

The launch of the Uhuru X-ray satellite1 on the 12th of December 1970 allowed the first survey

of the entire X-ray sky. These observations showed that galaxy clusters are typically X-ray

bright objects with an extended emission and luminosities in the range of 1043 − 1045 erg/s.

The detection of X-ray emission from of the iron line in the Perseus cluster (Mitchell et al.,

1976) and in the Coma and Virgo cluster (Serlemitsos et al., 1977) substantiated the idea

of a thermal X-ray mechanism. There are two mechanisms producing the observed X-ray

emission.

The first is thermal bremsstrahlung. This free-free emission is caused during the deaccelera-

tion of fast electrons by ions via the electromagnetic force. The X-ray emissivity is computed

using a weighted sum over the different ion species ni:

1https://heasarc.gsfc.nasa.gov/docs/uhuru/uhuru.html
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ǫffν =
32πe6

3mec3

√

2π

3mekBT
exp

(

− hν

kBT

)

ne
∑

i

Zinigff (Zi, T, ν) . (1.10)

In the equation above, gff is Gaunt factor, that accounts for quantum mechanical effects,

and Zi is the ion charge. Furthermore e is the electron charge, me is the electron mass, c is

the speed of light, kB is the Boltzmann-constant, ne is the electron number density, h is the

Planck-constant, ν is the observation frequency and T is the gas temperature.

The monochromatic X-ray emission is proportional to the inverse square root of the temper-

ature and to the product of ion and electron number density, i.e. LX ∝ T −1/2n2. Therefore,

the X-ray luminosity increases highly towards the centre of galaxy clusters. Moreover, due to

the selection bias related to the central gas density, X-ray observations tend to pick up more

relaxed clusters, whose central density and temperature are higher.

Metal line cooling is the other most important mechanism producing X-rays. There is a forest

of keV lines present in the ICM. Using their ratios one can constrain the bulk gas temperature

(see Sarazin, 1988, and references therein).

X-ray telescopes are used to study the properties of the thermal gas in galaxy clusters. Both

shock waves and turbulence in the ICM that are described in detail in Sec. 1.3 are well

observed by modern X-ray telescopes such as the XMM-Newton telescope2 and the Chandra

X-ray Observatory3.

Both temperature jumps and surface brightness jumps can be used to find shock waves in

the ICM and to estimate their strengths. Yet, an identification of a shock structure in X-ray

images is difficult, except in the case of major merger. The observation of so called radio

relics, see Sec. 1.2.3, helps to constrain the areas where to look for these structures (e.g.

Finoguenov et al., 2010) and systematic surveys around radio relics have been carried out to

search for shock waves (e.g. Akamatsu & Kawahara, 2013).

Over the last decade the Sunyaev-Zeldovich (SZ) effect, i.e. inverse Compton scattering of the

low-energy photons from the cosmic microwave background by the ICM electrons (Sunyaev

& Zeldovich, 1972b), has become a complementary tool to observe the thermal properties of

the ICM (e.g. Korngut et al., 2011; Erler et al., 2015; Kitayama et al., 2016, and references

therein). The search for shock waves in the ICM using the SZ-effect is a powerful comple-

mentary method as it is redshift independent (e.g. Basu et al., 2016, and references therein).

Additionally, the SZ effect is proportional to the product of density and temperature. Hence,

SZ observations tend to pick-up more distributed non cool-core clusters than X-ray observa-

tions (Andrade-Santos et al., 2017).

X-ray observations are further used to measure the velocity dispersion of turbulent motions

2https://www.cosmos.esa.int/web/xmm-newton
3http://chandra.harvard.edu/
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in the ICM. In 2016, Hitomi4 measured a velocity dispersion of σv ≈ (164 ± 10) km/s in the

XXV iron line of the Perseus cluster (Hitomi Collaboration et al., 2016).

The next generation of X-ray telescopes, that will be launched in the near future, are eRosita5,

expected to be launched in 2018, the X-ray Recovery Mission6, planned to be launched in

2021, and Athena7, scheduled for launch in 2028.

1.2.3 A High-Energy View on Galaxy Clusters

The first detection of extended and diffuse radio emission in a galaxy cluster was reported by

Large et al. (1959), who detected an extended source in the Coma cluster using the 250-ft.

radio telescope at Jodrell Bank8. Later on this observation was confirmed by interferometric

observations carried out by Willson (1970). The detection of large-scale radio emission, that is

interpreted as synchrotron radiation, gives proof for both the existence of large-scale magnetic

fields and the acceleration of cosmic-ray electrons to relativistic energies.

Several different radio sources can be observed in galaxy clusters: radio galaxies, radio relics,

radio halos and radio mini-halos. To give a very illustrative example from a recent deep radio

observation, we show in Fig. 1.2(a) the combined radio continuum of Abell 2744 produced

by Pearce et al. (2017). Additionally we present an overlay of optical, X-ray and radio

observations of the same cluster in Fig. 1.2(b). The maps show radio relics, radio haloes

and radio galaxies. Unlike radio galaxies, both radio relics and radio haloes do not have any

optical counterpart and they are most likely caused by some global mechanism. Both of them

are believed to be connected to the processes of hierarchical structure formation but to trace

different physical processes.

Radio halos, see Fig. 1.3, are unpolarized, diffuse sources on ∼ Mpc scales whose intensities

follow a power law Iν ∝ ν−α (α ≥ 1) with an uniform spectral index, e.g. see Fig. 1.3(b).

Yet. their origin is poorly understood. Either they could be produced by so called primary

electron models (see Brunetti et al., 2001; Petrosian, 2001) or secondary models (see Dennison,

1980).

In the primary model, relativistic electrons with radiative lifetimes of t ≈ 107 − 108 yr are

locally injected by an AGN or starburst galaxy. Yet, their lifetimes are to short to produce

the observed emission. Therefore, either a continuous injection, which is in conflict with the

observations, or a re-acceleration mechanism is needed. A promising candidate for the re-

acceleration is turbulence. In the secondary model, comic-ray protons and thermal protons

4http://global.jaxa.jp/projects/sat/astro_h/

http://astro-h.isas.jaxa.jp/si/index_e.html
5http://www.mpe.mpg.de/eROSITA
6https://heasarc.gsfc.nasa.gov/docs/xarm/
7http://www.the-athena-x-ray-observatory.eu/
8http://www.jodrellbank.net/
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(a) (b)

Figure 1.2: Combined radio continuum from 1 − 4 GHz taken with the VLA. The image shows the
various radio sources in a galaxy cluster: a radio halo at the cluster centre, a radio relic
north west of the halo, a tailed radio galaxy just south of the halo and a foreground AGN
in the left corner. These pictures are taken from Pearce et al. (2017).

collide and hence produce pions (Blasi & Colafrancesco, 1999):

p + p → π+/− + π0 + anything. (1.11)

Eventually the charged pions will decay into muons that again decay into electrons and

positrons

π+/− → µ+/− + νµ (1.12)

µ+/− → e+/− + ν̄µ(νµ) + νe(νe). (1.13)

The neutral pions will decay into γ-rays:

π0 → 2γ. (1.14)

Even though the secondary model is not completely ruled out, most observations favour the

primary model. The strongest argument against the the secondary model is the non-detection

of the γ-rays (e.g. Huber et al., 2013a; Ackermann et al., 2014). Furthermore, the secondary

model predicts radio emission in all clusters, yet the correlation of X-ray luminosity and the

radio luminosity, P1.4 ∼ L2.1±0.2
500 (e.g. Cassano et al., 2013), is instead bimodal and clusters

without radio halos do not follow it. Finally, some radio halos show a steep spectra at high

frequencies (e.g. Brunetti et al., 2008; Dallacasa et al., 2009; Bonafede et al., 2012; Venturi

et al., 2013), which hints an inefficient process for the acceleration of electrons and therefore

10



CHAPTER 1. INTRODUCTION 1.2. ASTROPHYSICAL CONTEXT

(a) (b)

Figure 1.3: Chandra X-ray data (blue) and VLA radio data of the MACS.J0416.1-2403 cluster, as
shown by NASA, ESA, CXC, NRAO/AUI/NSF, STScI, and G. Ogrean (e.g Ogrean et al.,
2016). (b) Spectral index map of 1RXS J0603.3+4214, as displayed in van Weeren et al.
(2012).

points towards the primary model (e.g. Schlickeiser et al., 1987).

Radio mini-halos are most likely not a rescaled versions of giant radio halo, but they actually

seem to trace different physical processes as they are mostly found at the centre of cool core

clusters, where they trace high, ∼ few µG, magnetic fields. The sloshing of dark matter cores

within these systems has been identified as a possible source for the energisation of radio

emitting electrons (Giacintucci et al., 2014). Furthermore, as mini-halos are always found

in clusters with evidence of AGN activity, the source of gas heating and of the relativistic

electrons might be ultimately the same (e.g. Bravi et al., 2016).

The other sources of large-scale radio emission are radio relics, see Fig. 1.4. They are seen

as ∼ Mpc long and elongated arc-shaped like sources at the cluster periphery. The first kind

of these radio sources has been detected in the Coma cluster by Giovannini et al. (1991).

The monochromatic radio power of radio relics is of the order of 1023 − 1025 W Hz−1. They

possess steep radio spectra α > 1 and show spectral index ageing towards the cluster centre

as seen in Fig. 1.3(b) and 1.4(b) (e.g. van Weeren et al., 2010, 2012). Radio relics are

highly polarized (10 − 50 %), too, see Fig. 1.4(b), which suggests the presence of an ordered

magnetic fields at their front. The magnetic field could have been aligned for example by

a shock wave or compression, (e.g. Rottgering et al., 1997; van Weeren et al., 2016). Radio

relics have been found in cool core clusters as well as in merging cluster and they seem to

be tracing shock waves, that originated either from a major merger or an off axis merger.

These shock waves appear to be able to accelerate cosmic-ray electrons, albeit the details of

the mechanism leading to it are still unclear (see Sec. 1.3.1 and Sec. 3). Both simulations
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(a) (b)

Figure 1.4: (a) Radio emission of the double radio relic in PLCKG287.0+32.9 at 323 MHz in blue
(GMRT) and the X-ray emission in red (XMM-Newton). This picture is taken from
Bonafede et al. (2014). (b) Spectral index map (top) and polarized electric field vectors
(bottom) in CIZA 2242.8+5301, as displayed in van Weeren et al. (2010).

and observations provide hints pointing towards a connection between radio relics and shock

acceleration. Radio relics are mostly located at the position of X-ray surface brightness

jumps, i.e. temperature jumps, strengthening the idea of shock acceleration (e.g. Ogrean

& Brüggen, 2013; Akamatsu et al., 2015; Botteon et al., 2016; van Weeren et al., 2016).

In addition, simulations predict that two symmetric relics can be visible if the merger axis

is perpendicular to the line-of-sight (e.g. Brüggen et al., 2012). The actual observation of

such double radio relics at opposite sides of the clusters gives additional proof to the shock

acceleration model. So far, 17 double relics have been detected (Bonafede et al., 2017) and

seven of those host an additional radio halo. Among the known relics, several correlations

with other cluster properties can be found. Feretti et al. (2012) found a correlation between

the relic radio power at 1.4 GHz and the cluster X-ray luminosity of P1.4 ∝ L1.2
X , while de

Gasperin et al. (2014) found a relation between the radio luminosity of double relics and the

cluster mass of LR ∝ M2.83.

Systematic surveys have been carried out to search for both radio relics, e.g. the NRAO

VLA Sky Survey by Condon et al. (1998a), and radio haloes, e.g. the GMRT Radio Halo

Survey and Extended GMRT Radio Halo Survey by Venturi et al. (2007) and Kale et al.
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(2015) respectively. An example for a modern radio telescope is the Low Frequency Array9

(LOFAR) that is distributed across all over Europe and operates in a low-, ν ∼ 30 − 80 MHz,

and a high-frequency band, ν ∼ 120 − 240 MHz. The Square Kilometre Array10 (SKA),

that is going to be built in both South Africa and Australia, will cover the total frequency

range of ν ∼ 50 MHz − 14 GHz. The surveys conducted with these facilities are expected to

discover hundreds of new radio relics and halos (e.g. Nuza et al., 2012; Cassano et al., 2013)

and especially the low-frequency range will provide important information on the older and

lower energetic cosmic rays.

In this work, we present work on the emission in radio relics. In Chap. 3 of this thesis, we will

discuss the possible role shock obliquity plays in shaping the emission in radio relics, while

in Sec. 5 we will discuss the effect of cluster magnetic fields on the polarization properties of

radio relics.

1.3 Non-Thermal Phenomena in the Intracluster Medium

1.3.1 Cosmic-Ray Shock Acceleration

The acceleration of cosmic rays by shock waves is observed across all scales, ranging from as

small as the bow shock between Sun and Earth over intermediate scales such as supernovae

all the way to galaxy clusters. Radio relics, see Sec. 1.2.3, suggest evidence for the shock

acceleration of cosmic-ray electrons in galaxy clusters on large scales. In the following, we

will describe the physics of these processes.

Shocks Waves in the Intracluster Medium

Shock waves, waves that travel fast than the sound speed of the ambient medium, are naturally

induced in the ICM during mergers and matter accretion, the two major processes of forming

galaxy clusters in the current paradigm of ΛCDM-cosmology (see Sec. 1.2.1). Since the ICM

is a hot tenuous plasmas, these shocks are collisionless, yet they heat the gas, accelerate

cosmic rays and induced turbulent flows on Mpc-scales (e.g. Bykov et al., 2008).

Large amount of studies on large-scale structure formation have investigated the properties

of shocks in the ICM (e.g. Ryu et al., 2003; Kang et al., 2007; Vazza et al., 2009a). These

studies have shown that shocks can basically be classified as external, internal and merger

shocks (e.g. following the classification of Ha et al., 2017).

External shocks occur in the cluster outskirts where the cold T ∼ 104 K gas from voids is

accreted onto the cluster. Even though external shocks should have high Mach numbers,

9http://www.lofar.org/
10http://skatelescope.org/
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M ∼ 100, the are energetically unimportant as the only live in low-density regions resulting

in a low energy flux.

Internal shocks form inside the inner, already virialized regions of galaxy clusters. They can

be caused by turbulent motions and typically have small Mach numbers M < 2 (e.g. Porter

et al., 2015). Alternatively they form when either gas clumps or the warm-hot intergalactic

medium (WHIM) are accreted onto the cluster. In this case, they are estimated to have large

Mach numbers of the order of M ∼ 10 (e.g. Hong et al., 2014).

Merger shocks are energetically most important. They form when two clusters of similar

masses merge involving energies up to ∼ 1064 erg. One of the most famous merger shocks was

recorded by Markevitch et al. (2002) in 1E 0657-56, the famous Bullet Cluster. Ever since,

dozens of merger shocks have been detected (e.g. Markevitch et al., 2005; Dasadia et al., 2016)

and in most cases radio relics are observed at the shock position.

In the following, even though there seems to be a consistent mismatch between the X-ray

and radio-based estimates of the Mach number, see Chap. 5, we will give a short overview

on the properties of hydrodynamical shocks. The shock divides an upstream (ρ1, v1) and

a downstream (ρ2, v2) region with ρ2 > ρ1. Across the shock front mass, momentum and

energy must be conserved:

ρ1v1 = ρ2v2 (1.15)

P1 + ρ1v2
1 = P2 + ρ2v2

2 (1.16)

1
2

v2
1 +

5
2

P1

ρ1
=

1
2

v2
2 +

5
2

P2

ρ2
. (1.17)

From the relations above one can derive the density, temperature and entropy jumps across

the shock front as follows:

ρ2

ρ1
=

4M2

M2 + 3
(1.18)

T2

T1
=

(

5M2 − 1
) (

M2 + 3
)

16M2
(1.19)

S2

S1
=

T2

T1

(

ρ2

ρ1

)− 2
3

. (1.20)

For large Mach numbers the compression ratio r = ρ2/ρ1 in purely hydrodynamic shocks

converges towards 4, yielding a maximum velocity ratio of v2/v1 ≤ 1
4 (e.g. Landau & Lifshitz,

2013).

Particles that are in the vicinity of shock waves can undergo shock acceleration mechanisms.

If a lot of energy is transferred to the cosmic rays, this is the case especially in strong shocks,

they back-react on the shock and modify its structure. This modification generates a highly

compressed shock precoursor, which drives upstream turbulence and amplifies the magnetic
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fields. The precoursor is followed by a subshock. Most of the cosmic-ray acceleration via

Diffusive Shock Acceleration in modified shocks happens in the precoursor, while the sub-

shock rather injects seed particles. This whole processes is described by non-linear theory

(e.g. Drury, 1983; Jones & Ellison, 1991; Kang & Jones, 2005). While modified shocks are

probably relevant to model strong shocks in supernova remnants (e.g. Caprioli, 2012), in the

case of the weaker shocks in the ICM a linear test-particle acceleration may be sufficient (e.g

Kang & Ryu, 2013). In the following, we will describe two of these acceleration processes,

that are of importance for this thesis, in more detail.

Diffusive Shock Acceleration

Shock waves in the ICM can accelerate particles to high energies. This process is described

by Diffusive Shock Acceleration (DSA) (see Blandford & Ostriker, 1978; Bell, 1978a,b; Drury,

1983; Blandford & Eichler, 1987; Kang & Jones, 1990; Jones & Ellison, 1991; Brunetti &

Jones, 2014). The basic idea of DSA is that relativistic particles, in the tail of a Maxwell-

Boltzmann distribution, can cross the shock front in both directions multiple times. Particles

that travel into the upstream scatter with the incoming particles and are reflected back into

the downstream, where they excite waves. These waves reflect them back into the upstream

and the process is repeated. Each time the particles cross the shock, they gain energy.

The whole process can be modelled by evolving the cosmic-ray distribution function f(p, t)

using a convection-diffusion equation:

∂f(p, t)
∂t

+ (v · ∇)f(p, t) − ∇ · [nD(n · ∇)f(p, t)] =
1
3

(∇ · v) p
∂f(p, t)

∂p
(1.21)

In the equation above, the second term accounts for convection, the third term accounts

for diffusion and the right hand side describes adiabatic changes of the particle energy. A

general solution of this problem under realistic conditions does not exist and only solutions

in particular regimes have been worked out (e.g. Drury, 1983; Malkov, 1997).

These approaches yield that the actual energy gained by a particle with a velocity v that

crosses the shock front j-times has a final energy of:

Ej = E0βj , (1.22)

with E0 being its initial energy and β = (1 + v/c). Acceleration processes that accelerate

particles by non-random motions, such as DSA, are classified as Fermi-I processes and their

energy gain depends linearly, ∝ v/c, on the shock velocity. In the case of random motions

as an accelerator, the energy gain is not as efficient, ∝ (v/c)2, and these processes are called

Fermi-II processes.
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The momentum and energy distributions of injected cosmic rays follow power-laws, depeding

on the shock compression ratio r:

f(p) ∝ p−sp , with sp =
3r

r − 1
(1.23)

f(E) ∝ E−sE , with sE =
r + 2
r − 1

. (1.24)

For very strong shocks, the slopes converge to sp → 4 and sE → 2. According to synchrotron

theory, such a population of electrons would produce an emission described by a power law

as well. Hence, the observed radio spectra of radio relics take the form Fν ∝ ν−αR . From the

radio spectral index, the corresponding Mach number can be computed as (see Blandford &

Eichler, 1987):

αR =
1
2

− M2 + 1
M2 − 1

. (1.25)

If the relic’s lifetime is longer than the electron cooling time, the radio spectral index is di-

rectly connect to the energy spectral index as: sE = 1 − 2αR (for more details see Trasatti

et al., 2015, and references therein). Hence, we expect older particles to be observed at lower

frequencies.

Shock Drift Acceleration

Recently, Shock Drift Acceleration (SDA) has been suggested as a viable mechanism to ac-

celerate electrons efficiently in low Mach number shocks (Matsukiyo et al., 2011). In SDA,

electrons residing in the upstream drift along the shock front due to a magnetic field gradient

across the shock front. The velocity due to the gradient-B-drift is

v∇B = − p2
⊥

2meeγB3
(B × ∇B) . (1.26)

The velocity is computed using: the magnetic field, B, the electron mass, me, the electron

charge, e, the Lorentz-factor of the electron, γ, and the electron momentum perpendicular

to the magnetic field, p⊥. While the electrons are drifting along the shock front they gain

energy from a motional electric field. Eventually they are reflected back into the upstream

with a momentum that is parallel to the upstream magnetic field. This causes a tempera-

ture anisotropy T‖ > T⊥ which self-consistently generates upstream waves that scatter the

upstream moving electrons back to the shock front where they repeat the process. Guo et al.

(2014a) identified this process as a first-order Fermi process. The energy gain of the electrons
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due to SDA is

∆γSDA = − e

mec2

∫

Z
Eddz = − e

mec2

v0

c
B sin (θB) Z. (1.27)

The second equality assumes that the electric field is constant along the drift direction of the

electrons Ed = v0/cB sin (θB). Therefore the energy gain only depends on the shock obliq-

uity θB, the angle between shock normal and underlying magnetic field, B, and the travelled

distance Z. The other quantities in Eq. 1.27 are the electron mass, me, the electron charge,

e, the speed of light, c, and the electron speed, v0. Hence, SDA is most efficiently in perpen-

dicular shocks. In Chap. 3 we will discuss the first test of SDA in cosmological simulations

of galaxy clusters.

The Challenges of Shock Acceleration in Galaxy Clusters

Even though the processes of DSA seem to be well understood for shock waves in supernovae,

the extrapolation of the same theory to large-scale shocks in galaxy clusters involves several

challenges and problems that have to be solved. In the following, we present an overview on

those and provide ideas of overcoming these challenges if possible.

In principle, both cosmic-ray protons and electrons should be accelerated at the shock front.

Yet there has not been any observational signature of cosmic-ray protons in form of γ-ray

emission (see Sec. 1.2.3 and Huber et al., 2013a; Ackermann et al., 2014, 2015, 2016). The

non-detection of γ-rays yields an upper limits for the flux above 500 MeV in the range of

0.5 − 22.2 · 10−10 ph cm−2 sec−1 (Ackermann et al., 2014). The analysis of stacked Fermi-

LAT count maps estimated an upper flux limit of the order of a few 10−10 ph cm−2 sec−1

(Huber et al., 2013a). Deep observations of the Virgo cluster (see Ackermann et al., 2015)

and the Coma cluster (see Ackermann et al., 2016) have been performed. The limits for the

γ-ray flux above 100 MeV have been estimated to be 1.2 · 10−8 ph cm−2 sec−1 for Virgo and

5.2 · 10−9 ph cm−2 sec−1 for Coma. Overall, observations constrain the ratio of cosmic-ray

to thermal pressure within the virial radius to be below a few percent.

Recently, PIC-simulations have released some of the tension (Caprioli & Spitkovsky, 2014b;

Guo et al., 2014a,b), by showing that electrons and protons undergo different shock accel-

eration mechanisms whose efficiencies highly depend on the shock obliquity, i.e. the angle

between the shock normal and the underlying magnetic field. These simulations showed that

protons are injected into DSA directly but they are only efficiently accelerated if the shock

obliquity is smaller than . 45◦ (see Caprioli & Spitkovsky, 2014b). On the other hand elec-

trons cannot participate in DSA directly as they cannot cross the shock front because their

gyro-radius is too small compared to the shock front’s thickness that again is controlled by

the protons. Hence, thermal electrons are tied too closely to the magnetic field lines and are

17



1.3. NON-THERMAL PHENOMENA IN THE ICM CHAPTER 1. INTRODUCTION

convected downstream without undergoing any significant DSA. Therefore, electrons have to

be pre-accelerated before they can undergo efficient DSA. This is an other unsolved puzzle of

shock acceleration in galaxy clusters known as the electron injection problem.

Studies of high Mach number shocks have shown that Shock Surfing Acceleration (SSA) can

accelerate electrons and inject them into DSA (e.g. Dieckmann et al., 2000). In SSA, the

Buneman instability, triggered by the interaction of incoming electrons and reflected ions, ex-

cites electrostatic waves that trap the electrons in their electrostatic potential. The trapped

electrons are then efficiently accelerated by the convective electric field. Yet, in the low Mach

number regime (M < 5), that is expected in galaxy clusters, SSA cannot work because the

Buneman instability that is essential for SSA cannot trigger (Matsumoto et al., 2012). How-

ever, electrons can be efficiently pre-accelerated by shock drift acceleration (SDA) in low

Mach number regimes (Ball & Melrose, 2001; Bell, 1978a; Park et al., 2013), but only if the

shock obliquity is greater than & 45◦ (see Guo et al., 2014a,b). This additional requirement

alleviates the problem of the missing γ-ray emission, yet it does not solve it completely (see

Sec. 3 this edition).

One unknown in the theory of DSA is the true value of the shock acceleration efficiencies,

whose estimation is difficult due to the non-linear nature of the different processes. The ac-

celeration efficiencies for cluster shocks have been inferred from the efficiencies observed in

supernovae remnants (e.g. Dyer et al., 2001), that are in the range of a few percent. Yet,

the extrapolation to cluster shocks is not trivial as their energy dissipation happens at weak

shocks, while young supernovae remnants have high Mach numbers. It is still unclear how

the acceleration efficiencies depend on the Mach number or not. For example, Keshet et al.

(2004) and Hoeft et al. (2008) assume a constant acceleration efficiency for all Mach numbers,

while Kang & Ryu (2013) estimated that they are an increasing function of the Mach number

that saturates for strong shocks, see Fig. 1.5(a).

In order to produce the observed radio brightness of relics (see Fig. 1.5(b)) with electrons

that have been directly accelerated from the thermal pool large Mach numbers are required

(e.g. Ryu et al., 2003; Kang & Ryu, 2013). Yet, the Mach numbers of shock waves in galaxy

clusters are very small and the corresponding acceleration efficiencies of DSA are not strong

enough, e.g. a M = 2 has an acceleration efficiency of about ∼ 6.5 · 10−6 (see Fig. 1.5(a)).

The apparent very efficient acceleration can be explained by considering the presence of rel-

ativistic fossil electrons (Markevitch et al., 2005). Due to their short lifetime (∼ 108 yrs),

electrons lose their energy fast and become invisible to radio telescopes. Thus, the lifetimes

of these fossil electrons with Lorentz factors of γ ≥ 102 are of the order of ∼ Gyr and they

can survive long enough in the cluster to be re-accelerated. It has been proposed that these

fossil electrons can be efficiently re-accelerated at shocks and therefore make radio relics vis-

ible again (e.g. Pinzke et al., 2013; Kang & Ryu, 2015). The Mach numbers required for

the re-acceleration of fossil electrons are much smaller than required by the acceleration from
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(a) (b)

Figure 1.5: 1.5(a) Shock dissipation efficiencies for the gas, δ, and the cosmic rays, η, taken from Kang
& Ryu (2013). The green and blue line display the cases without adiabatic compression.
1.5(b) Radio power as a function of Mach number at different field strengths taken from
Hoeft et al. (2008).

the thermal pool, see Fig. 1.5(a). In particular, typical shocks in the ICM, M < 3, should

predominantly re-accelerate existing cosmic-ray electrons, rather than injecting new ones (e.g.

Kang & Ryu, 2013). The re-acceleration of fossil electrons could also explain the discrepancy

in Mach numbers derived by radio and X-ray observations that are, in principle, much smaller

(e.g. Hong et al., 2015, and references therein). Possible candidates for the fossil electrons are

remnants of previous shock acceleration by large-scale shocks as well as old lobes and tails

of radio galaxies. Recently, van Weeren et al. (2017) have reported the first discovery of a

direct connection between a radio relic and a radio galaxy in Abell 3411-3412. Also Bonafede

et al. (2014) found evidence for the connection between radio galaxies and radio relics in

PLCKG287.0+32.9.

Another challenge is that shocks are found without a corresponding radio relic, as for example

the eastern temperature jump in 1RXS J0603.3+4214 (e.g. Ogrean et al., 2013). Yet, as in

the case of Abell 2146 this might be simply due to a low surface brightness of the relic itself

(see Russell et al., 2011; Hlavacek-Larrondo et al., 2017).

1.3.2 Turbulence in Galaxy Clusters

Understanding the nature and evolution of turbulence in galaxy clusters is crucial as it can

account for a variety of physical processes in the ICM. Turbulence provides and additional

pressure support to the thermal pressure, with Pturbulent ∼ (10 − 20) % Pthermal, against the

pressure from gravity (e.g. Norman & Bryan, 1999a). This affects the mass estimate derived
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from hydrostatic equilibrium, see Eq. 1.5. Cosmic rays are believed to be (re)-accelerated

by turbulence, which would be an explanation for the origin of radio halos (see Sec. 1.2.3).

A proposed acceleration mechanism is Fermi-II acceleration (see Brunetti & Lazarian, 2016;

Eckert et al., 2017, and references therein). In addition, mixing of the hot gas and turbulent

transport might counterbalance gas cooling in cool core clusters (e.g. Zhuravleva et al., 2014a).

X-ray and SZ-observations of galaxy clusters reveal patchy structures in density, temperature

and pressure on scales of a few tens to hundreds of ∼ kpc (e.g. Shibata et al., 2001; Gu et al.,

2009; Hofmann et al., 2016; Churazov et al., 2012; Khatri & Gaspari, 2016; Werner et al.,

2016). At the same time numerical simulations reveal that both compressive (curl-free) and

solenoidal (divergence-free) turbulence, with Reynolds numbers of Re ≥ 103, are driven in

galaxy clusters across different scales (e.g. Gaspari et al., 2014; Miniati & Beresnyak, 2015;

Porter et al., 2015; Beresnyak & Miniati, 2016; Vazza et al., 2006, 2009b, 2011a, 2017b, and

references therein). On galactic scales, ∼ 10 kpc, the main drivers of turbulence are the lobes

and jets from AGN as well as buoyancy and magneto-thermal instabilities in the ICM (e.g.

Heinz et al., 2006; Parrish & Stone, 2007; Brüggen & Scannapieco, 2009). The main drivers

of turbulence acting on cluster scales, ∼ few Mpc, where gravitational energy is converted

into kinetic energy, are mergers and accretion. The latter generates turbulence through

baroclinic motions, fluid instabilities and tangential flows. Cluster mergers stir the ICM and

generate turbulence by core sloshing, shearing instabilities and complex shock patterns. Once

turbulence is developed, the turbulent cascade can channel energy into different components

of the ICM. Turbulent energy is both dissipated into heat and is converted into magnetic

energy by dynamos. Furthermore turbulence may (re)-accelerate of cosmic rays via the non-

linear interaction between particles and turbulent waves.

The turbulence observed in simulations is Kolmogorov-like, E(k) ∝ k−5/3, across many scales

and has an effective kinematic viscosity ν ≤ 1029 cm2s−1 (Vazza et al., 2012b). Simulations

have shown that the compressive component only accounts for a few percent of the turbulence

in clusters. Yet, this contingent can rise up to 15 % in cluster core and up to 30 % in cluster

outskirts during major mergers (Vazza et al., 2017b).

Current X-ray telescopes investigate turbulence via pseudo-pressure maps (e.g. Zhuravleva

et al., 2014b). They classify the origin of the observed perturbations by combining density

and temperature fluctuations using an effective equation of state (e.g. Zhuravleva et al., 2017).

Future X-ray telescopes such as Athena (see Sec. 1.2.2) are expected to observe the actual

driving scales of turbulence (e.g. ZuHone et al., 2016). In Chap. 6 we will show how vorticity

is injected and evolves in our simulations of galaxy clusters.
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1.3.3 Magnetic Fields

Synchrotron radiation and Faraday rotation of background sources provide evidence for the

existence of large-scale magnetic fields (see Ferrari et al., 2008; Feretti et al., 2012, and ref-

erences therein). Furthermore, Faraday rotation measurements of the polarization angle of

synchrotron radiation reveal that the magnetic field is tangled across a wide range of scales

(e.g. Vacca et al., 2010, and references therein). While synchrotron emission is only visible in

clusters that host cosmic-ray electrons, Faraday rotation should be observed in the majority

of galaxy clusters as magnetic fields are believed to exist in most of them (Dolag et al., 1999;

Brüggen et al., 2005; Subramanian et al., 2006). Magnetic fields are also expected to exist

in the voids and filaments of the cosmic web, yet they have not been detected as they are

expected to be much weaker, B < 1 nG (e.g. Planck Collaboration et al., 2016a; Pshirkov

et al., 2016). The origin of the magnetic fields is still an unanswered question. Yet, there are

two major, not necessarily competing, theories.

In the first theory, magnetic fields are of cosmological origin. In this case, they have been cre-

ated during inflation, by the Biermann battery or by some other physical process in the early

Universe (see Biermann, 1950; Widrow et al., 2012). Independent of the origin, these seed

fields are amplified by the turbulent dynamo, tangential flows or galactic dynamos (Schle-

icher et al., 2013; Dolag et al., 1999; Hanasz et al., 2004). In the outskirts of galaxy clusters,

magnetic fields can be amplified also via magneto-thermal or cosmic-ray driven instabilities

(Parrish et al., 2008; Drury & Downes, 2012; Brüggen, 2013).

The other possibility for the origin of the magnetic fields are astrophysical seed fields. These

are magnetic fields that form within AGN or (proto)galaxies and that are then ejected into

the ICM (e.g. Pudritz & Silk, 1989; Daly & Loeb, 1990; Völk & Atoyan, 2000; Beck et al.,

2013). Once the magnetic fields have been released into the ICM, they are both amplified

and dispersed. As a consequence of their local injection, astrophysical seed fields tend to be

in the vicinity of galaxy formation regions. It has been shown by Cho (2014) that spreading

these seed fields can be very ineffective and different spatial distributions of sources have to

be taken into account to explain the observations.

The small-scale dynamo that is expected to amplify magnetic fields, in both seeding scenarios,

is induced by turbulent motions in the ICM and acts in a two-stage process (Subramanian

et al., 2006). An initial exponential growth phase is followed by a non-linear growth phase

that acts until saturation (Ryu et al., 2008; Porter et al., 2015; Beresnyak & Miniati, 2016).

At high redshifts the small-scale dynamo can induced by supernovae in star forming regions.

Miniati & Beresnyak (2015) showed that the efficiency of converting turbulent energy into

magnetic energy is within a fixed range of a few percent.

So far, none of the above theories has been ruled out or is preferred over the other. Both

of them have been studied in great detail and numerical simulations have been able to re-

produce magnetic fields in galaxies and clusters. For example, Brüggen et al. (2005) used
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a primordial magnetic field while other works have managed the same using astrophysical

seeding. Xu et al. (2009) used AGN as a source, while Beck et al. (2013) seeded magnetic

fields by star formation and Donnert et al. (2009) injected them via galactic winds. Donnert

et al. (2009) argued that the astrophysical seeding of magnetic fields and their subsequent

evolution might be enough to explain the magnetic fields in galaxy clusters. Furthermore, if

primordial magnetic fields exists, they should be found in the low density regions that have

not been conquered by magnetic fields of astrophysical origin. In particular, one expects to

detect primordial magnetic fields in the filaments of the cosmic web (e.g. Vazza et al., 2015c,

and references therein). Yet, studying the small-scale dynamo in filaments is still a numerical

challenge as the needed resolution cannot be easily achieved by any adaptive Lagrangian or

Eulerian simulation (e.g. Vazza et al., 2014b).

In Chap. 6 we will quantify with our simulations the level of dissipation of turbulent energy

into the amplification of magnetic fields in the ICM.

1.4 Numerical Simulations

The main components that have to be included in cosmological simulations are the dark

matter and the baryonic matter. The collisionless dark matter component can be described

by N particles that possess mass, position and velocity, and compute the forces acting on

each particle. The gravitational potential is computed by solving the Poisson equation:

∇2Φ (x, t) = 4πGρ (x, v, t) . (1.28)

The above equations can be solved using a brute force approach that computes the gravita-

tional potential and acceleration for each particle directly. Even though this approach is very

robust and accurate, it is computationally expensive as it scales with N2 and other methods

have to be invented to reduce the computational costs.

The Particle-Mesh method has been introduced (e.g. Hockney & Eastwood, 1988) to reduce

the computational cost and hence to improve the performance. In Particle-Mesh method, at

each timestep the particles are assigned to a grid, one which the Poisson equation is solved

in Fourier space. This approach reduces the computational costs to N log(N). Yet, this

approach has an uniform spatial resolution, while the Universe evolves local structures that

would be desired to be further resolved. The combination of the direct particle method and

the Particle-Mesh method (Hockney et al., 1973) can overcome this problem. The basic idea

is that the gravitational potential is decomposed into long-range and short-range interac-

tions. The long-range interactions are solved using the Particle-Mesh approach, while the

short range interactions are computed using the direct N -body approach.

The baryonic matter component in the cosmic gas obeys the Euler-equations of an ideal
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fluid:

∂ρ

∂t
+ ∇ · ρv = 0 (1.29)

∂ρv

∂t
+ ∇ · (ρv × v) +

∂P

∂x
= ρF (1.30)

∂E

∂t
+ ∇ · v (E + P ) = ρv · F (1.31)

In the equations above, following variables have been used: ρ the gas density, v the gas

velocity, E the total fluid energy, P the fluid pressure and and the forces acting on the fluid

F. The collisional gas can be represented by a macroscopic velocity field. For cosmological

applications, additional expansion terms, related to the scale factor a, are introduced in order

to solve such equations in the comoving reference frame.

The Euler-equations, Eq. 1.29-1.31, can be solved using various numerical approaches. One

can either use Eulerian methods (e.g. Bryan et al., 2014) that sample the velocity field on a

grid or Lagrangian methods (e.g. Springel, 2005), such as Smoothed Particle Hydrodynamics,

that use particles for the approximation of the fluid field. Recently, moving-mesh methods

(e.g. Springel, 2011; Hopkins, 2015), a hybrid between Lagrangian and Eulerian methods,

have been introduced.

In Smoothed Particle Hydrodynamics (SPH), each particle represents a smooth Lagrangian

cloud that carries the information of the fluid (for a recent review see Price, 2012). The

continuous fluid is build from the discrete set of tracer particles by using a kernel to interpolate

the different quantities. The smoothing length of the kernel determines the spatial resolution

and the number of neighbours that contribute to a point. The advantages of SPH codes are

that a high resolution is obtained in denser regions, simply because of the larger amount of

particles in these regions. Furthermore the entropy formalism ensures conservation of linear

and angular momentum, total energy and entropy. Yet, this is also the weakness of SPH

codes as the conservation of entropy prohibits the formation of shocks and fluid instabilities.

However, the formation of those is important for the study of the non-thermal components

in galaxy clusters. To overcome this, discrepancy artificial viscosities have been introduced.

For more reviews on SPH methods see for example: Monaghan (2005); Rosswog (2009).

In grid codes, the fluid is sampled on top of a grid. The Euler-equations are solved in each

distinct grid cell and numerical fluxes are used to connect the different cells. Adaptive Mesh

Refinement (AMR) can be used to locally refine the grid in order to obtain more accurate

results but minimizing the computational cost. Various Eulerian methods and schemes have

been introduced to solve hydrodynamical equations. The relevant methods for this work are

the Piecewise Linear Method (PLM) and Piecewise Parabolic Method (PPM) that are both

implemented in the ENZO code (see Sec. 2.1). The PLM uses linear functions while the PPM

uses parabolic functions to fit the solution in each grid cell (see Colella & Woodward, 1984;

Colella & Glaz, 1985, respectively). One advantage of grid methods is their ability of allowing
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the formation numerical discontinuities that are necessary to simulate shocks. Unfortunately,

numerical schemes tend to oscillate and break down around these discontinuities and methods

have to be used to prevent this. When using the PLM method, one can apply slope limiters

that reduce the oscillations (Harten, 1983). In the case of using the PPM method, so-called

essentially non-oscillatory methods can be used (Harten et al., 1987). These schemes compute

an additional smoothness indicator to indicate, whether the order of the reconstruction has

to be reduced to avoid oscillations around a discontinuity. This method can be extended

by introducing weighted reconstructions that depend on a smoothness operator. For further

details, we point to the literature such Levy et al. (1999) or Dolag et al. (2008a), who provide

reviews for shock capturing methods in SPH and grid simulations.

Various projects (e.g. Agertz et al., 2007; Tasker et al., 2008; Vazza, 2011; Vazza et al., 2011b;

Sembolini et al., 2016) have been dedicated to study the numerical differences between SPH

and grid codes and their effects on the underlying physics. For example, a major difference

is that SPH codes can only refine on density, which makes the modelling of instabilities

or thermal properties in underdensed regions difficult. Recently a lot of effort has been

made to overcome these differences and to produce consistent results. For further reading on

this important topic, which is beyond the scope of this work, we refer to the above stated

references.

If one wants to include magnetic fields into the simulations, on has to solve the equations of

magneto-hydrodynamics (MHD) instead of the Euler-equations:

∂ρ

∂t
+ ∇ · (ρv) = 0 (1.32)

ρ
∂v

∂t
+ ρv · ∇v + ∇p − ρg − 1

µ0
(∇ × B) × B = 0 (1.33)

∂p

∂t
+ v · ∇p + γp∇ · v = 0 (1.34)

∂B

∂t
− ∇ × (v × B) = 0. (1.35)

In general, the MHD-equations are discretized as the Euler-equations on a grid. However,

the magnetic divergence constraint, ∇ · B = 0, is violated by numerical errors leading to

stability problems in the simulations. Therefore, numerical schemes have to be invented to

overcome this problem. In constrained transport-schemes (e.g. Evans & Hawley, 1988), an

initial zero divergence is conserved by a specific finite difference discretization on top of a

staggered grid. The other widely used scheme is divergence cleaning, in which the magnetic

field is projected into the space of divergence-free vector fields, where any non-zero divergence

is eliminated, i.e. cleaned. In this work, we will use the method introduced by Dedner et al.

(2002). This method introduces an arbitrary function, Ψ, that is included in the magnetic

induction equation, Eq. 1.35, and in the divergence constraint. This function couples the

divergence constraint to the hyperbolic system of equations and projects the magnetic field
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into the desired space of divergence-free vector fields. Elliptical, parabolic and hyperbolic

corrections can be chosen for Ψ. In this work, we use the hyperbolic operator as introduced

by Dedner et al. (2002):

D (Ψ) :=
1
c2
h

∂Ψ
∂t

, ch ∈ (0, ∞) . (1.36)

The last ingredients of a cosmological code is to couple the methods described above with the

expansion of the Universe, see Sec. 1.2.1. This is done by transforming the Euler- (Eq. 1.29

- 1.30) or the MHD-equations (Eq. 1.32 - 1.35) into comoving coordinates and additionally

solving the expansion equation during each time step.
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2 Methods and Algorithms

2.1 ENZO

The cosmological simulations in this dissertation have been carried out using the ENZO-code.

ENZO is an open-source code that has been developed by Greg Bryan and Michael Norman

(e.g. Bryan & Norman, 1997; Norman & Bryan, 1999b; Bryan et al., 2001; Norman et al.,

2007). Nowadays it is developed by the ENZO-community (see Bryan et al., 2014) and released

by the University of California under the Berkley Software Distribution license1. ENZO sup-

ports the an accurate treatment of the dynamics of supersonic flows and shock waves which

is crucial for our work.

It combines a Particle-Mesh solver with the PLM and PPM methods, described in Sec. 1.4,

(e.g. Berger & Colella, 1989) to solve for the equations described in Sec. 1.4 on top of a block-

structured adaptive mesh refinement grid. Furthermore, ENZO is parallelized using Message

Passing Interface (MPI) that spreads equal portions of the simulation across the different

processors. ENZO has been used on some of the largest supercomputers such as JUQUEEN2

and JURECA3 in Jülich, Piz-Daint at CSCS4 and many more. Recently, my collaborators

produced cosmological magneto-hydrodynamical simulations with ENZO on 2400 computing

nodes of Piz-Daint, for runs using up to 4.5 million GPU hours Vazza et al. (2017a). For

additional information on ENZO and its properties, we refer to Bryan et al. (2014) and the

latest documentation5.

2.2 CRaTer: A Versatile Lagrangian Analysis Tool

ENZO does not give any Lagrangian information on the gas dynamics, i.e. information on

the trajectory of single particles. However, for the problems central to my thesis, from the

acceleration of cosmic rays to the evolution of turbulent eddies, it is convenient to obtain

1http://enzo-project.org/doc/EnzoLicense.html
2http://www.fz-juelich.de/ias/jsc/EN/Expertise/Supercomputers/JUQUEEN/JUQUEEN_node.html
3http://www.fz-juelich.de/ias/jsc/EN/Expertise/Supercomputers/JURECA/JURECA_node.html
4http://www.cscs.ch/computers/piz_daint_piz_dora/
5https://enzo.readthedocs.io/en/enzo-2.5/
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Figure 2.1: Work cycle of the tracer particles between two adjacent snapshots in CRaTer. The green
region shows the part of the code that runs in semi-parallel and the blue region is the
part of the code that is fully parallelized. The openMP threads are synchronized at the
red waits.

a complementary Lagrangian description of the fluid. Therefore, I have developed the La-

grangian analysis tool Cosmic-Ray Tracers (CRaTer). CRaTer is written in C++ and is

parallelized using Open Multi Processing (openMP). It injects tracer particles, or tracers,

on top of the hdf5 outputs of ENZO. Its use is not restricted to ENZO only but it can easily be

exported to any other grid code, as for example Flash6. The underlying grid data is assigned

to the tracer particles by opportunely interpolating the field values to the tracer locations,

and they are advected passively with the fluid over time.

In Fig. 2.1, we show the duty cycle of CRaTer between two adjacent ENZO rootgrid snap-

shots. At first the ENZO data is read and derived quantities, e.g. ∇ · v, ∇ × v, etc., are

computed. Then, the simulation time of the current and next ENZO snapshot, t1 and t2, and

the corresponding numerical timesteps dt are computed (see Sec. 2.2.2). Next, following the

injection scheme described in Sec. 2.2.1, additional tracers are injected from the boundaries

and the grid values are assigned to the tracers using either the nearest-grid-point method

or the cloud-in-a-cell method (see Sec. 2.2.2). These values are then used by the tracers

6http://flash.uchicago.edu/site/flashcode/
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to compute other quantities such as Mach number, obliquity etc. Finally, the tracers are

advected using a timestep smaller than the ENZO timestep (see Sec. 2.2.2). Everytime the

tracers have been advected, it is checked, if any of the tracers exited the computational do-

main and proper boundary conditions are applied. The cycle of assigning the grid data until

the boundary check is repeated until the sum of local timesteps matches the ENZO timestep

(see Sec. 2.2.2). During the first iteration the tracer data is written to file. Once the processes

is done, the next ENZO snapshot is read and the whole processes is repeated until the end of

the simulation. In the following, we will describe the different features of CRaTer in greater

detail.

2.2.1 Particle Injection

Although the particles injected by CRaTer are mass-less tracers of the fluid, in many ap-

plications it is convenient to identify approximately the mass they are tracking, e.g. when

computing the total cosmic-ray energy associated to each of them. For this purpose, I have

devised a procedure to discretise the mass sampling of tracers, defining mtracer as the uniform

mass assigned to each of them. In each grid cell, the mass on the grid, mgrid, is compared

to the tracer mass and the corresponding number of tracers, i.e. Ntracer = ⌊mgrid/mtracer⌋,

is injected at random positions across the grid cell. The same requirement is used to inject

additional tracer particles from the boundary cells of the area sampled by the tracers to en-

sure that also the infalling matter is simulated properly. This step can be crucial as in some

simulations up to 50−60 % of the cluster mass can enter the sampled region after z = 1. The

tracer mass is chosen for each cluster separately because it has to be small enough to resolve

the cluster structure accurately, but at the same time it still has to be large enough to be

computationally managable. The exact mass resolution depends on the specific application.

On average, the tracer masses are in the range of mtracer ≈ 106 − 108 M⊙. In most galaxy

clusters analysed in this thesis, this corresponds to a total of ∼ 107 − 108 tracers to follow

the dynamics of the ICM.

The injection method described above only injects tracers into grid cells that match the re-

quirement mgrid ≥ mtracer. This can lead to a distinct drop in the tracer density, especially

in the cluster outskirts, and produce artificial edges in the distribution of tracers. To prevent

this effect, I introduced a random-based injection of tracers in the case of mgrid < mtracer:

if a random number drawn within [0-1] is smaller than mgrid/mtracer, a single tracer particle

is injected into that cell. This way, our tracers can also statistically sample the inflow of

the rarefied gas which enters the cluster through smooth accretion flows. While this phase is

basically irrelevant for the mass accretion of the cluster, smooth gas inflows are characterized

by strong accretion shocks, and can be relevant for the injection of cosmic rays (e.g. Ryu

et al., 2003).
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(a) (b)

Figure 2.2: Schematic sketches of the velocity interpolation methods in two dimensions. (a) Nearest-
grid-point: The particle (red dot) reads the velocity from the nearest grid cell, in this case
(i + 1, j). (b) Cloud-in-a-cell: The velocities from the four (eight in three dimensions)
nearest grid cells are interpolated to the tracers position.

2.2.2 Particle Advection

After the particles have been injected onto the grid, they are advected passively with the

fluid. Therefore, they need to compute the local velocity from the underlying grid data. The

two most common interpolation schemes are the nearest-grid-point method (NGP) and the

cloud-in-a-cell method (CIC ). In Fig. 2.2, I give schematic sketches on how the two methods

work in two dimensions. In NGP, see Fig. 2.2(a), the tracer particle reads the velocity of the

nearest grid cell. In CIC, see Fig. 2.2(b), the velocity is interpolated from the eight nearest

neighbours using volume weighting. The velocity using the CIC method is computed as

vCIC =
1
∑

i=0

1
∑

j=0

1
∑

k=0

vi,j,kwi,j,k (2.1)

wi,j,k =
|xp − x1−i| |yp − y1−j | |zp − z1−k|

δxδyδz
. (2.2)

In the equations above, vi,j,k is the grid velocity in cell (i, j, k) and wi,j,k is the corresponding

weight. While we routinely interpolate ENZO data to the highest available AMR level and

evolve the tracer using these data, the ENZO output is not saved with the timespacing relative

to the highest AMR level, as this would produce disk space that is too large to store the

output of entire simulation. Therefore, the tracers have to be advected between the timesteps

of saved outputs using sub-cycling. The timestep used to advect the tracers is derived from
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Figure 2.3: The density profile of the Zeldovich Pancake at three different timesteps. The black lines
shows the profile of the ENZO data and the red crosses show the profile computed using
the CRaTer data.

the fastest grid velocity vmax, the cell size dx, the ENZO timestep dTroot and Courant-Friedrich-

Levi number, cfl, of the ENZO simulation:

∆t′ =
cfl · dx

vmax
(2.3)

Nt =
⌈

dtroot

∆t′

⌉

(2.4)

∆t =
dtroot

Nt
. (2.5)

We used the 1D-Zeldovich Pancake (Zel’dovich, 1970) to test if it is sufficient enough to use

either the saved timestep or a smaller timestep for the advection of the tracers. In this test

case, the tracers follow the flow of the 1D-Zeldovich Pancake using a 1D-CIC -method. In

Fig. 2.3, we show ENZO and CRaTer data at three different times of the simulation. We use

timesteps of different sizes to advect the tracer particles. In Fig. 2.4, we show the advection

of six different tracers using the different timesteps. In Fig. 2.4(a), we use the simulation

timestep between two snapshots. The advection shown in Fig. 2.4(b) resolves the timestep

between two snapshots further. Hence, the tracers are advected using a smaller timestep and

sub-cycling between two snapshots. In Fig. 2.4(c), we do not advect the tracers between two

adjecent timesteps but we skip every other snapshot. This produces a timestep larger than

allowed by the cfl-condition. In Fig. 2.4(d), we skip every other snapshot but this time we

are using a smaller timesteps, e.g. sub-cycling, to advect the tracers.

In the first two cases, the tracers are following the flow in a proper manner and they do not

cross the shock. If the timestep is too large, the advection becomes inaccurate and in this

case, the tracers cross the shock front and their trajectories show a bigger scatter. Yet, using

sub-cycling on a bigger timestep stabilizes the advection again. Hence, it is possible to advect
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Figure 2.4: Advection of six different tracers using different time-stepping schemes. In panel (a) and
(b) the tracers are advected between two adjecent snapshots of ENZO. They are using
(a) the saved timestep or (b) smaller timesteps for their advection. In panel (c) and (d)
the tracers are advected between every other snapshot of ENZO and either they are using
(c) the saved timestep or (d) smaller timesteps. This test shows that the time-stepping
schemes used in panel (a) and (b) are sufficient enough to evolve the tracers. While if the
timestep is too large the tracer advection is error-prone as in panel (c) and one should
use smaller timesteps as in panel (d).

the tracers between two adjacent snapshots in a proper way by using the ENZO timestep, if

allowed by the cfl-condition, or a finer timestep and sub-cycling.

To update the trajectory of particles over time, both explicit and implicit time-stepping

methods exist (e.g. Springel, 2005). It has been shown that implicit time-stepping is less

diffusive. On the other hand, it requires more working storage as the data of two snapshots

have to be read into memory at once. In the following, we test if it is sufficient to use explicit

time-stepping or if implicit time-stepping is needed. In order to find the most accurate scheme,

we injected ∼ 11 · 106 tracers into a cosmological simulation, see Fig. 2.5, and advected

them using both the NGP- and CIC -method in combination with explicit and implicit time-

stepping. At z ≈ 0 we searched for nine massive halos in the cosmological volume (see yellow

squares in Fig. 2.5). In order to compare how good the tracers followed the fluid flow, we
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Figure 2.5: Density projection of the cosmological simulation. The yellow squares mark the position
of the nine massive halos used for the velocity testing.

compare the density profiles of the selected halos computed with the ENZO and CRaTer data.

In Fig. 2.6, we show the profiles of the nine halos computed using the grid data (black) and

using the different combinations of time-stepping and velocity interpolation methods (red and

blue lines). For all halos both time-stepping methods resemble the same profile independent

of the used interpolation scheme. Hence, it will be sufficient to use explicit time-stepping on

the tracers to keep the local memory low and have the code execute as fast as possible.

Tracer particles, that are simply advected using a NGP- or CIC -method, might not recover the

correct mass flow in situations such as turbulent or converging flows, due to the incapability

of correctly following the long-term diffusion of mass elements which is naturally captured

in the Eulerian view. Stochastic methods (e.g. Genel et al., 2013) have been proposed to

overcome this problem. Yet, this is no suitable solution for tracing cosmic rays because their

acceleration strongly depends on the shock jump conditions and in such methods it cannot be

distinguished between hydrodynamical shocks or artificial shocks due to possible stochastic

jumps caused by the method. In this thesis, I have explored possibilities to overcome the

problem of recovering the correct mass flow by introducing velocity correction terms meant
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to reproduce the slow effect of mass diffusion in a turbulent flow.

The first possible correction term is computed as the average velocity of the surrounding cells.

Hence, this correction term for a tracer in cell (i′, j′, k′) is computed as:

δvw_27 =
1
27

i′+1
∑

i=i′−1

j′+1
∑

j=j′−1

k′+1
∑

k=k′−1

vi,j,k. (2.6)

Here, vi,j,k is the velocity on the grid. Another possible correction term is:

δvgradP =
∇P · dt

ρ
, (2.7)

which is meant to capture slow outwards motion of gas particles away from pressure gradients

∇P . In the equation above, ρ is the density on the grid and dt is the used timestep. In the

following, velocity schemes using Eq. 2.6 and 2.7 will be called w_27 and gradP, respectively.

Figure 2.6: Density profiles of the nine clusters found the in the cosmological simulation. The black
line shows the profile computed with the ENZO-data and the solid lines show the CIC runs
and the dashed lines show the NGP runs. The red lines were computed using explicit
time-stepping and the blue lines were computed using implicit time-stepping.

34



CHAPTER 2. METHODS AND ALGORITHMS 2.2. CRATER

Figure 2.7: Density profiles of the nine clusters found the in the cosmological simulation. The black
line shows the profile computed with the ENZO-data and the red line shows the CIC +

w_27 run computed with CRaTer. The blue lines show the CRaTer-runs using: NGP

(long dashed), CIC (short dashed) and CIC + gradP (dotted dashed).

The combination of the above stated velocity interpolation schemes and correction terms

gives six possible ways to compute the velocity of the tracers. In order to estimate the most

accurate method, we advected the tracers on top of the same cosmological simulation as above

using the different combinations. In order to compare how good the tracers followed the fluid

flow, we again computed the density profiles of the selected halos using the grid data and

using the tracer data.

In Fig. 2.7, we show the profiles on the grid (black curve) and of four interpolation schemes:

CIC (blue dashed), NGP (blue long dashed), CIC + gradP (blue dashed dotted) and CIC +

w_27 (red). We do not display the results for combining the NGP method with either of the

correction methods as their performances are clearly inferior to CIC methods.

Both the CIC and NGP method without any additional correction term tend to overestimate

the central halo density by a factor of a few in all cases. The profiles computed with the tracers

match the profile computed on the grid better, if additional correction terms are used. In Fig.
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2.8, we show the absolute and relative difference between the ENZO-profile and the profiles

computed with CIC + gradP and CIC + w_27. The error of the CIC + w_27 run is on

average lower than of the CIC + gradP run. Especially in the denser regions, e.g. the cluster

centres, it matches the ENZO-profile in a more accurate way. To present the full capabilities of

the CIC + w_27 method, we plot the radial density profiles of all the high-resolution cluster

used in this thesis in Fig. 2.9.

Figure 2.8: Panel (a) shows the absolute difference between the ENZO-profiles and the CRaTer-profiles
in the cosmological simulation computed with the CIC + w_27 - (red) and cic + gradP-
method (blue). Panel (b) shows the absolute differences normalized to the ENZO-profiles.

2.2.3 Following Cosmic Rays

In this thesis, we used the tracers as a tool to follow the injection of cosmic rays by shocks

and their advection. Following the physics described in Sec. 1.3.1, the tracers have to be

able to detect shocks. The shock detector of the tracers is similar to the temperature jump

method described in Ryu et al. (2003). Contrary to shock detectors on top of grids, the tracer

particles in our procedure can only access the field values of the cells they inhabit at a given

timestep and not of the cells around them. We therefore devised a recipe to detect shocks

through the evolution of the field values at the tracers location. They are shocked if between

two consecutive timesteps, see Fig. 2.10, the following requirements for the temperature T ,

entropy S and velocity v are matched:

• Told > 100 K

• Tnew

Told
> 1.00001

• Snew

Sold
> 0

• ∇ · vnew < 0.
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Figure 2.9: Radial density profiles of all the clusters used in the chapters below at z ≈ 0. The solid
lines show the results of the Eulerian, unweighted grid average and the dashed lines show
the Lagrangian tracer particle-weighted average. The red lines give the average over all
clusters.

If a shock is detected, the Rankine-Hugoniot relations are used to compute the Mach number,

assuming γ = 5/3, as

M =

√

4
5

Tnew

Told

ρnew

ρold
+ 1. (2.8)

The kinetic energy flux across each shock is computed using the pre-shock density ρpre and

shock velocity vsh = M ·
√

γ · Tpost · kB/(µ · mp) as

FΨ = 0.5 · ρprev
3
sh. (2.9)

In the equation above, the shock velocity is computed using the Mach number M , the adi-

abatic index γ, the post-shock temperature Tpost, the Boltzmann-constant kB, the mean

molecular weight µ and the proton mass mp. Part of this flux will heat the surrounding

gas or inject cosmic rays. The thermal and cosmic-ray energy fluxes are computed using the

acceleration efficiencies δ (M) and η (M):

Fth = δ(M)Fψ (2.10)

FCR = η(M)Fψ. (2.11)
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Figure 2.10: Schematic sketch of a tracer being shock in time and how the corresponding shock
obliquity is computed.

The acceleration efficiency η (M) also includes the effect of re-acceleration, in case the shock

runs over a region which was previously enriched by cosmic rays. Following Vazza et al.

(2014b), we compute the effective acceleration efficiency by interpolating the acceleration

efficiencies of the single injection ηacc(M) and of the re-acceleration ηre(M) case:

η(M) =
(0.05 − ECR/Egas) · ηacc(M) + ECR/Egas · ηre(M)

0.05
. (2.12)

If not stated otherwise, the acceleration efficiencies δ(M), ηacc(M), ηre(M) used in this work

have been taken from Kang & Ryu (2013), see Fig. 2.11. They are increasing functions of

M that saturate for large values of M ∼ 10. ηacc(M) and ηre(M) have maximum values of

∼ 0.2, while δ(M) saturates to ∼ 0.4 − 0.5. The total cosmic-ray energy gained by one tracer

is obtained by integrating the cosmic-ray energy flux over time:

ECR,i =

z=0
∫

z=1

FCR∆tdz. (2.13)
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Figure 2.11: The efficiencies for gas heating (black, solid) and the acceleration (red, solid) and re-
acceleration (blue, dashed) of cosmic rays depending on the Mach number extracted
from Kang & Ryu (2013).

2.2.4 Parallelization with openMP

The large number of tracers being processed by CRaTer makes a serial advection computa-

tionally expensive. At a first step we used openMP for the parallelization because the MPI

implementation is not straightforward due to the inhomogeneous distribution of tracers on

the grid.

openMP splits the different tasks among a given number of threads that execute the tasks in

parallel. For the tracer application, we spread the number of tracers evenly among the differ-

ent threads. New tracers, that are injected at runtime, are also divided among the different

threads equally.

The colours in Fig. 2.1 show the parts of the code that are fully and semi-parallelized. The

green region is semi-parallelized meaning that the different tasks such as reading the different

ENZO fields or computing the grid quantities are executed by one thread only. The first thread

to reach this task is the thread to execute it. The blue region is fully parallelized. Here the

each thread is computing the advection and quantities on top of the tracers that have been

assigned to it. At the barriers, marked by the red waits, the threads have to wait for the

other threads to finish their tasks. This assures that the grid data of the current timestep is

used by all threads.

In order to test the obtained speed-up, we advected ∼ 1.3 · 106 tracers in the central 643
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region of a high resolution cluster using different number of threads: 1, 2, 4, 8, 16, 32, 48.

The tests have been performed on the Intel Xeon E5-2680 v3 Haswell CPUs on the JURECA

supercomputer in Jülich. In Fig. 2.12(a), we plot the computing times needed by each part

of the code. The single thread run (red line) needs for most parts of the simulations the most

amount of time, whereas the 48 thread run is mostly the fastest. Yet, the parallelization

reaches convergence with 32 threads already, as the I/O requires more time when 48 threads

are used. The absolute speed-up obtained compared the single thread run is plotted in Fig.

2.12(b). A maximum speed up of ×12 − 13 is reached using 32 threads. CRaTer has also

been successfully exported to other supercomputers all around the world such as Hummel in

Hamburg7, HLRN in Berlin and Göttingen8 as well as ITASCA in Minneapolis9.

7https://www.rrz.uni-hamburg.de/services/hpc/hummel-2015.html
8https://www.hlrn.de/home/view
9https://www.msi.umn.edu/
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(a)

(b)

Figure 2.12: Panel (a) shows the computing times for the different parts of the code: (1) initializa-
tion of the run, (2) checking the boundaries for additional tracers, (3) computing the
timestep, (4) total time of advecting the tracers in the loop, (5) assigning density and
temperature to the tracers, (6) writing the tracer properties to file, (7) assigning the
velocities to the tracers, (8) writing the tracers position to file, (9) advecting the tracers,
(10) removing tracers that went out of bounce and (11) total time of the simulation.
The blue line shows the run using 1 thread and the red line show the run using 48
threads. The dashed lines show the intermediate number of threads runs. Panel (b)
shows the total time in arbitrary units needed by each run (red) and the corresponding
speed-up compared to the single thread run (blue).
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3 The Role of Shock Obliquity in the

Acceleration of Cosmic Rays.

The following chapter presents work as it is published in Wittor, Vazza, & Brüggen in MNRAS

2017b, Sec. 3.1, and Wittor, Vazza, & Brüggen in Galaxies 2016, Sec. 3.2. In Sec. 3.3, we

present additional material to complete the chapter. While the both works focus on the role

of shock obliquity on the cosmic-ray acceleration in galaxy clusters, the first work presents a

broader overview. The second work focuses specifically on obliquity properties for different

Mach number, which was not explored in the first work. This contribution followed from a

talk given by the the first author at the European Week of Astronomy and Space Science 2016

in the session S6: Exploring the outskirts of galaxy clusters.

3.1 Testing Cosmic-Ray Acceleration with Radio Relics: a

High-Resolution Study using MHD and Tracers

3.1.1 Introduction

Galaxy clusters grow through the continuous accretion of matter and by merging with other

clusters. In the process, shock waves and turbulent motions in the intracluster medium (ICM)

can (re)accelerate cosmic rays (see Brunetti & Jones, 2014, and references therein). Radio

emission, observed as diffuse radio halos in the centre of clusters and as highly polarized radio

relics at the cluster periphery, confirms the existence of cosmic-ray electrons (e.g. Ferrari et al.,

2008). However, cosmic-ray protons that would produce γ-rays or secondary electrons as a

product of inelastic collisions with thermal protons, appear to be accelerated less efficiently

than expected (for example see Vazza & Brüggen, 2014; Vazza et al., 2015b). The Large Area

Telescope on board of the Fermi-satellite (from here on Fermi-LAT, see Atwood et al., 2009,

for a detailed description) has thoroughly searched for these γ-rays, yielding upper limits for

the γ-ray flux above 500 MeV is in the range of 0.5 − 22.2 · 10−10 ph cm−2 s−1 (Ackermann

et al., 2014). Huber et al. (2013b) have analysed a collection of stacked Fermi-LAT count

maps and derived a flux upper limit of the order of a few 10−10 ph cm−2 s−1. Extended

searches for γ-ray emission from the Coma cluster (see Ackermann et al., 2016) and the Virgo
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cluster (see Ackermann et al., 2015) have been performed. The limits for the γ-ray flux above

100 MeV have been estimated to be 5.2·10−9 ph cm−2 s−1 for Coma and 1.2·10−8 ph cm−2 s−1

for Virgo. Overall, these observations constrain the ratio of cosmic-ray to thermal pressure

within the virial radius to be below a few percent.

Recently, Particle-in-Cell (PIC) simulations have quantified how the acceleration efficiency

varies with the Mach number and the obliquity, θ, i.e. the angle between shock normal and

upstream magnetic field vector (Caprioli & Spitkovsky 2014a; Guo et al. 2014a,b). These

studies have shown that cosmic-ray electrons have a higher acceleration efficiency in perpen-

dicular shocks, while the acceleration of cosmic-ray protons is more efficient in parallel shocks

(i.e θ < 50, see Fig 3. in Caprioli & Spitkovsky 2014a). Protons are efficiently accelerated

by diffusive shock acceleration (DSA) by crossing the shock multiple times where they are

scattered off magneto-hydrodynamic waves in the up- and downstream region. Thermal elec-

trons cannot be injected into DSA because their gyro-radius is too small compared to the

thickness of the shock front, which is controlled by the gyro-radius of the protons. Therefore,

electrons need to be pre-accelerated before they can be injected into the DSA cycle. Recent

PIC simulations have shown that even in the case of the weak shocks typically found in galaxy

clusters (M < 5, where M is the Mach number), electrons can be efficiently pre-accelerated

by shock drift acceleration (SDA). In SDA electrons gain energy while drifting along magnetic

field lines down the shock front (Guo et al. 2014a,b).

In this paper, we investigate how linking the obliquity of shocks to the acceleration efficiency

of cosmic rays may affect the radio and γ-ray emission in galaxy clusters. To this end, we

developed a Lagrangian tracer code to track the injection and advection of cosmic rays in the

cosmological simulations produced using the ENZO code.

This paper is structured as follows. In Sec. 3.1.2 we describe our computational setup in

ENZO. In Sec. 3.1.2 we introduce our Lagrangian tracer code. Our main results are presented

in Sec. 3.1.3. First, we discuss the basic properties of our Lagrangian tracers in Sec. 3.1.3.

General results on the distribution of shock obliquities are presented in Sec. 3.1.3. In Sec. 3.1.3

and 3.1.3 we show how the radio and the γ-ray emission are changed by the modified accel-

eration efficiencies. A more detailed analysis of the simulated relics is presented in Sec. 3.1.3.

Finally, we summarize and discuss our results in Sec. 3.1.4. Additional tests on our tracers

and on a lower mass cluster are given in the Appendix.
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3.1.2 Simulation Setup

ENZO

We simulated the formation of galaxy clusters with the cosmological magneto-hydrodynamical

(MHD) code ENZO (Bryan et al., 2014). ENZO uses a N-body particle-mesh solver to simulate

the dark matter (Hockney & Eastwood, 1988), and an adaptive mesh method to follow the

baryonic matter (Berger & Colella, 1989).

In our simulations we used a piecewise linear method (Colella & Glaz, 1985) with hyperbolic

Dedner cleaning (Dedner et al., 2002) to solve the MHD equations (see Sec. 2.1 in Bryan

et al., 2014).

We focus on the re-simulation of a single galaxy cluster extracted from a cosmological volume.

This cluster has a final mass of M200 ≈ 9.745 · 1014 M⊙ at z = 0 and it has been chosen for

this study because it shows a major merger event at z ≈ 0.27, leading to detectable radio

relics (see Sec. 3.1.3).

The simulation starts from a root grid of volume ≈ (250 Mpc)3 (comoving) sampled with 2563

cells and 2563 dark matter particles. The comoving volume of ≈ (25 Mpc)3 centred around

the most massive cluster in the box has been further refined 25 times using 5 levels of AMR

(up to a maximum resolution of 31.7 kpc). In order to resolve the turbulent evolution of the

intracluster magnetic field, we adopted the aggressive AMR criterion of refining all cells that

are ≥ 10% denser than their surrounding, beginning at the start of the simulation. From

z = 1, we additionally refined all cells with a 1-dimensional velocity jump ∆v/v ≥ 1.5, where

∆v is the velocity jump along any coordinate axis and v is the local velocity. This procedure

ensures that typically ∼ 80% of the cluster volume is refined up to the highest resolution,

and that the virial volume is sampled with ≥ 2003 cells. For the post-processing with our

tracer algorithm (see Sec. 3.1.2) we saved all snapshots of the root grid timestep, for a total

of 250 snapshots. As in our previous work in Vazza et al. (2010a), we chose the cosmological

parameters as: H0 = 72.0 km s−1 Mpc−1, ΩM = 0.258, ΩΛ = 0.742 and σ8 = 0.8. We seeded

the large-scale magnetic field with a uniform primordial seed field at z = 30, with a comoving

value of B0 = 10−10 G along each coordinate axis.

Lagrangian Tracer

We tracked the evolution of cosmic rays using Lagrangian tracer particles. These allow us,

both, to accurately follow the advection of baryonic matter and to monitor the enrichment

of shock-injected cosmic rays over time. The tracers are generated in post-processing, using

the ENZO data at the highest spatial resolution (in the case in which the cell value is only

available at lower resolution due to the AMR structure, they are linearly interpolated to the

maximum resolution).
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In the simplest case, the tracers are advected using the velocities at their location, v = ṽ,

which are interpolated between the neighbouring cells (e.g. Vazza et al., 2010b). However,

in the case of complex flows this procedure might underestimate the amount of mixing due

to fluid motions, and stochastic correction terms have been proposed to solve this problem

(Genel et al., 2013). To cure for this effect we introduced a small correction term, which takes

into account the small-scale velocity contribution from the neighbouring 27 cells, δvi,j,k:

δvi,j,k = vi,j,k −

2
∑

i=0

2
∑

j=0

2
∑

k=0
vi−1,j−1,k−1

27
. (3.1)

This term is added to the interpolated velocity, v = ṽ +δv. This procedure (unlike stochastic

approaches) ensures that the thermodynamical jumps recorded by the tracers are due to

gas dynamics. Our tests showed that the final distribution of tracers is not very sensitive

to small variations (e.g. different interpolation schemes) in the advection procedure. After

computing their velocity, the tracers are advected linearly in time. During the advection,

the local values of the gas on the ENZO grid are assigned to each tracer, and other properties

(e.g. Mach number, obliquity etc.) are computed on the fly. The solenoidal and compressive

modes of the velocity components for a tracer are computed using numerical stencils dv(x,y,z)

as

vsol =

√

(dvz − dvy)
2 + (dvx − dvz)

2 + (dvy − dvx)2

2
, (3.2)

vcomp =
dvx
2

+
dvy
2

+
dvz
2

. (3.3)

Subsequently, we apply a shock finding method based on temperature jumps as described

in Ryu et al. (2003). However, instead of using the shock finder between two neighbouring

grid cells, we applied it to the positions of a tracer at two consecutive timesteps. A tracer is

considered to be shocked if the following requirements are matched:

• Told > 100 K

• Tnew

Told
> 1.00001

• Snew

Sold
> 0

• ∇ · v < 0.

The Mach number is computed from the Rankine-Hugoniot relations, assuming γ = 5/3, as

M =

√

4
5

Tnew

Told

ρnew

ρold
+ 1. (3.4)
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Every time a shock is recorded, the obliquity is computed as the angle between the velocity

jump ∆v = vpost − vpre and the pre-/post-shock magnetic field Bi:

θi = arccos
(

∆v · Bi

|∆v||Bi|

)

. (3.5)

The index, i, refers to either the pre- or post-shock quantity.

The kinetic energy flux across shocks is FΨ = 0.5 · ρprev
3
sh, where ρpre is the pre-shock density

and vsh is the shock velocity. Using the acceleration efficiencies δ (M) and η (M) given in

Kang & Ryu (2013), the thermal energy flux is Fth = δ(M)Fψ and the cosmic-ray energy flux

is FCR = η(M)Fψ. The acceleration efficiency η (M) also includes the effect of re-acceleration,

in case the shock runs over a region which was previously enriched of cosmic rays. Following

Vazza et al. (2014b), we compute the effective acceleration efficiency by interpolating the

acceleration efficiencies of the single injection ηacc(M) and of the re-acceleration ηre(M) case

(given in Kang & Ryu 2013):

η(M) =
(0.05 − χ) · ηacc(M) + χ · ηre(M)

0.05
, (3.6)

using the ratio of cosmic-ray to gas energy χ = ECR/Egas.

In order to maximise the number of tracers within the cluster, we injected tracers only in

a 2563 sub-box of the ENZO-simulation, centred on the mass centre of our galaxy cluster at

z ≈ 0. The bulk of the cosmic-ray energy is expected to be generated by shocks at low

redshifts (e.g. Vazza et al., 2016a), and therefore we start generating the tracers at z ≈ 1.

In detail, the tracers were first initialised based on the gas mass distribution on the grid at

z ≈ 1. We assigned a fixed mass to each tracer and we set the number of tracers per cell

according to:

ntracers =
⌊

mcell

mtracers

⌋

, (3.7)

where mcell is the comoving gas mass within each high-resolution cell. The mass resolution of

the tracers has to be high enough to ensure that the structure of the cluster is resolved accu-

rately while it can still be handled computationally. In our case the trade-off is represented

by a mass resolution of mtracer(z = 1) ≈ 108 M⊙.

Moreover, at each snapshot additional tracers were injected at the boundaries according to

Eq. (3.7). In total, we used 240 snapshots from z = 1 to z = 0 and our procedure generated

Np ≈ 1.33 · 107 tracers during run-time. The final spatial distribution of tracers at z ≈ 0 and

their radial profile (compared to the gas profile directly simulated by ENZO) are shown in

Appendix 3.1.A.

In order to speed up the computations and follow the largest possible number of tracers, we

parallelized our advection routines using openMP. Both, the tracers injected at z = 1 and
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(a) (b)

(c) (d)

(e) (f)

Figure 3.1: Evolution of the projected baryonic matter density (in grey) overlayed with the projected
positions of the tracers. Only the tracers ending up in the two relics (see Sec. 3.1.3) are
shown and are divided into two colours based on their final position.
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(a) (b)

Figure 3.2: Panel (a) shows the projected mass weighted magnetic field strength (colour) overlayed
with the corresponding density contours (red contours) at z ≈ 0. Panel (b) shows the
projected radio emission (colour) and the corresponding density contours (white contours)
at z ≈ 0. Both plots have been produced from the tracer data. The outer regions are
noisy owing to the lack of tracers in those areas (see also Appendix 3.1.A).

those generated at run-time are evenly spread among the threads, thus balancing the work-

load.

This simulation used 48 threads minimizing the computational time to 6 hours for the La-

grangian tracer run1, running on the Intel Xeon E5-2680 v3 Haswell CPUs on the JURECA

supercomputer in Jülich.

3.1.3 Results

Thermal and Magnetic Properties

As an example for the application of our tracer-based approach, we show in Fig. 3.1 the

trajectories of tracers found in the proximity of the two powerful radio relics (see Sec. 3.1.3).

The tracers ending up in the two relics at z ≈ 0 are, both, coming from the first injection at

z = 1, as well from the injections at lower redshift. They follow the gas, mostly coming from

1Compared to ∼ 60 hours in the serial version. We obtain a non-perfect scaling of the speed-up because the
bottle neck is the output of the tracer data. Further speed-up could be obtained using parallel I/O.
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Figure 3.3: Expected distribution of random angles in a three-dimensional space (dashed black line).
If a shock of a given Mach number M crosses this distribution of angles the distribution
is more concentrated towards θ = 90◦ according to Eq. (3.15). The blue curves show
these post-shock distributions for M = 1.5, M = 3 and M = 10.

filamentary and clumpy accretion that is heated by shock waves moving outwards after the

major merger at z ≈ 0.27.

In Fig. 3.2(a), we show the projected magnetic fields (mass-weighted along the line of sight)

and the contours of the projected gas density probed by the tracers. The magnetic field

strengths range from ∼ 1.2 · 10−7 G in the cluster centre to ∼ 1.9 · 10−10 G in the cluster

outskirts. While the average magnetic field strength within the virial volume is of the order

of what is confirmed by observations ∼ 0.1 − 0.2 µG, the innermost field is significantly lower

(e.g. compared to the central 4.7 µG value inferred for the Coma cluster by Bonafede et al.,

2010). This is presumed to be caused by insufficient resolution to reproduce the small-scale

dynamo, a common problem in MHD simulations (e.g. Vazza et al., 2014a). However, the

magnetic field values at the relic locations, of the order of ∼ 0.1 µG, are plausible values for

peripheral relics (e.g. Hoeft & Brüggen, 2007).

Shock Obliquity

Before assessing the effect of shock obliquity on the acceleration of cosmic rays, we first study

the distribution of shock obliquity across the simulated cluster volume. To interpret the re-
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sults, it is useful to start by deriving an analytical relation between the shock Mach number

and the change in the obliquity across shocks.

As long as the upstream magnetic fields are isotropic, the expected distribution of angles be-

tween the shock normal and the upstream magnetic fields follows the geometrical distribution

of angles between two random vectors in a 3D space, that is ∝ sin(θ), as shown by the black

dashed line in Fig. 3.3 (see Kaplan, 2009).

Following Fitzpatrick (2014), it is convenient to define a shock frame, where the shock lies

in the z-plane and the shock normal is perpendicular to the x-direction and parallel to the

y-direction and we transform into the de Hoffmann-Teller frame (|vpre × Bpre| = 0). This

leads to the general MHD-jump conditions in the form

ρ2

ρ1
= r (3.8)

Bx,post

Bx,pre
= 1 (3.9)

By,post

By,pre
= r

(

v2
x,pre − cos2 θprev

2
A,pre

v2
x,pre − r cos2 θprev2

A,pre

)

(3.10)

vx,post

vx,pre
= r−1 (3.11)

vy,post

vy,pre
=

v2
x,pre − cos2 θprev

2
A,pre

v2
x,pre − r cos2 θprev2

A,pre

. (3.12)

The above equations can be further simplified in our case because the pre-shock Alfvén veloc-

ity, vA,pre, can be safely neglected in comparison to the upstream gas velocity vgas. Indeed,

we verified that for the entire cluster volume the distribution of vA,pre/vgas is well described

by a log-normal distribution centred on vA,pre/vgas ≈ 0.01, and extending to beyond 1 only

in ∼ 10−5 of cases. Therefore, owing to the low magnetisation of the ICM we can treat our

shocks in the (simpler) hydrodynamical regime, in which case the above Eq. 3.10 and 3.12

reduce to By2

By1
= r and vy2

vy1
= 1. Using these jump conditions, we derive θ(M) from

cos (θpost) =
∆v · B

|∆v| |B| (3.13)

as

θpost (M) = arccos





Bx1
√

B2
x1 + r2B2

y1



 . (3.14)

In Eq. (3.14), θpost(M) only depends on the pre-shock values. Bx1 and By1 are connected via

θpre as By1 = Bx1 · tan (θpre). Therefore, the change of a pre-shock obliquity only depends on
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the angle itself and the compression ration r as

θpost (M) = arccos





1
√

1 + r2 tan (θpre)
2



 . (3.15)

For any Mach number the distribution is compressed towards 90◦, and the compression is

stronger for stronger shocks. In Fig. 3.3, we show how the distribution of obliquity changes,

once it is passed by a shock. Overall the distribution of pre- and post-shock obliquities in

the cluster is strongly linked to the dynamical history of the cluster itself as the pre-shock

distribution at later timesteps is a result of the post-shock distribution at earlier timesteps.

We computed the distribution of the pre- and post-shock obliquities in our simulation at

z ≈ 0.12 (see red and blue line Fig. 3.4(a)). Overall their shapes match the distribution of

random angles in 3D well (black line in Fig. 3.4(a)). The differences to the distribution of

random angles is plotted in Fig. 3.4(b). We chose θ = 50◦ as the threshold angle to mark the

division between quasi-parallel and quasi-perpendicular shocks. This choice is based on Fig.

3 of Caprioli & Spitkovsky (2014a) as the acceleration efficiency of protons drops significantly

beyond this for M ≤ 10 shocks. In both distributions we observe more quasi-perpendicular

shocks and less quasi-parallel shocks than expected. For the post-shock distribution this is

expected according to Eq. (3.15). We find that also the pre-shock distribution shows a depar-

ture from isotropy, caused by shock compression at the previous epochs. Although turbulent

motions in the ICM are expected to distribute angles randomly, the rather continuous cross-

ing by shocks tends to concentrate the angles toward quasi-perpendicular geometry. This

makes the pre-shock distribution at all epochs already slightly more concentrated towards

perpendicular angles, than expected from isotropy.

This is confirmed by the distribution of pre-shock angles at different redshifts: in Fig. 3.4(c)

we show their differences to the isotropic distribution. Independent of redshift, we observe

more quasi-perpendicular shocks than quasi-parallel shocks. Moreover, the distribution tends

to concentrate slowly towards ∼ 90◦ as a function of time but the effect is very small and by

and large the angles are distributed isotropically.

Finally, at z = 0 we we divided the box into five spherical, concentric, equidistant shells

and computed the pre-shock distributions for each shell separately. The differences to the

predicted distribution is shown in Fig. 3.4(d). All shells show patterns that are compatible

with a random distribution of angles. The central region (blue line in Fig. 3.4(d)) is most

turbulent and the magnetic fields are most isotropic. The distribution shows a larger excess of

quasi-perpendicular shocks at larger radii (from light blue to red lines in Fig. 3.4(d)). Indeed,

in cluster outskirts shocks are more frequent and stronger causing a stronger alignment of

magnetic fields. In the following subsections we will show how this behaviour might have

important consequences in the acceleration of cosmic rays by cluster shocks.

52



CHAPTER 3. THE ROLE OF θ 3.1. TESTING COSMIC-RAY ACCELERATION

(a) (b)

(c) (d)

Figure 3.4: Distribution of pre- (blue) and post-shock (red) obliquities at redshift z ≈ 0.12 are shown
in panel (a). The dashed line shows the expected distribution of angles for a random
distribution. Panel (b) shows the differences of the computed distributions from the
expected distribution. It is observed that the post-shock distribution (red line) is more
peaked towards θ = 90◦ than the pre-shock distribution (blue line). Panel (c) shows the
differences between the distribution of pre-shock obliquities at different redshifts and the
expected distribution. Panel (d) shows the differences between pre-shock obliquities for
different radial selections at z ≈ 0 and the expected distribution. The radius of each
region is 1

5
-th of the simulation box size.
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Cosmic-Ray Electrons & Radio Emission

The cluster studied in this paper has been chosen because it shows two prominent radio relics

at z ≈ 0. These radio relics are produced by shock waves launched by a major merger of three

gas clumps and propagate along the horizontal direction in Fig. 3.1 and 3.2. We compute

the radio emission on shocked tracers using the formula (from Hoeft & Brüggen, 2007)

dPradio (νobs)
dν

=
6.4 · 1034 erg

s · Hz
A

Mpc2

ne
10−4 cm−3

ξe
0.05

(

Td
7 keV

)
3
2

×
(

νobs

1.4 GHz

)− s
2

(

B
µG

)1+ s
2

(

BCMB

µG

)2
+
(

B
µG

)2 · η (M)

. (3.16)

The quantities in the formula that either have been recorded from the grid or computed with

the recorded values, are: A the surface area of a tracer2, ne the number density of electrons,

Td the downstream temperature, B the magnetic field strength and the acceleration efficiency

η (M) depending on the Mach number M . We used the acceleration efficiencies η (M) derived

in Kang & Ryu (2013). The other quantities are the electron-to-proton ratio, ξe = 0.01, the

equivalent magnetic field of the cosmic microwave background, BCMB = 3.2 · (1 + z)2 µG and

the observed frequency band, νobs = 1.4 GHz .

In Fig. 3.2(b), we show the observed radio emission at z ≈ 0, overlayed with the correspond-

ing density contours, which features two prominent radio relics at opposite sides of the cluster

core. The alignment and morphologies of the two relics indicate that they have been produced

by the major merger at z ≈ 0.27, which happened along the horizontal axis in the image. We

measure a Mach number M ≈ 3.5 for the relic located west of the cluster centre (hereafter

relic 1), and M ≈ 2.7 for the relic located at the opposite side (hereafter relic 2). The total ra-

dio emission from the cluster is Pradio ≈ 3.12 ·1031 erg s−1 Hz−1, while the emission from relic

1 is Pradio ≈ 2.61 · 1031 erg s−1 Hz−1 and from the relic 2 is Pradio ≈ 2.27 · 1030 erg s−1 Hz−1

(see Fig. 3.5). If the cluster is located at the luminosity distance of 100 Mpc, relic 1 is

bright enough to be detectable at 1.4 GHz by both the JVLA (assuming the 0.45 mJy/beam

sensitivity of the NVSS survey, Condon et al. 1998b) and by ASKAP (assuming a sensitivity

of 0.01 mJy/beam as in the EMU survey, Norris et al. 2011). At the distance of 100 Mpc,

relic 2 would be too faint for the JVLA, while it would be instead at the edge of detection

with ASKAP.

Next, we used the obliquity θ to limit the injection of cosmic-ray electrons and study its

observable effect on the relic emission. In the following we compare the radio emission in-

cluding all shocked particles to the one produced by particles that have only crossed a quasi-

2The surface area is computed from the volume occupied by a tracer in a gridcell as: A =
(

Vcell · mcell

mtracer

) 2

3 .
Here Vcell is the volume of the cell and mcell is the total mass in that cell. mtracer is the tracer mass.
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Figure 3.5: Total radio emission from our simulated cluster at z ≈ 0, considering the total emission
from the cluster (diamond) or the emission from relic one (triangle) or relic two (square),
for different selections of the obliquity angle, θ.

perpendicular3 or quasi-parallel4 shock. In the following, the subscripts all, perp and para

correspond to the cuts mentioned above.

From the total emission shown in Fig. 3.5, we can see that relic 1 is still observable even if

only quasi-perpendicular shocks are allowed to accelerate the cosmic-ray electron, while relic

2 would remain undetectable. We give a close-up view onto the relic regions in Fig. 3.6,

where we show the projected temperatures and the radio contours, with additional vectors

of projected magnetic fields. The range of magnetic vectors is too large to allow a clear vi-

sualisation, and therefore all vectors have been renormalised to the same unit length while

the magnetic intensity is shown through the color coding (with intensity increasing from light

to dark blue). The radio emission produced by θall (left column), θperp (middle column) and

θpara (right column) is given for relic 1 on the upper row, and fore relic 2 in the lower row.

The emission does not dramatically decrease across most of the relic surface when either of

the two obliquity cuts is performed. This is because in these regions the angles are distributed

close to the random distribution (see Sec.3.1.3), and therefore the radio emitting volume in

both scenarios is still of the same order of magnitude as in the case without obliquity selec-

tion. Based on this test, we conclude that it is possible that observed radio relics are indeed

tracing cosmic-ray electrons only accelerated by quasi-perpendicular shocks (and hence, from

the combination of SDA and DSA, Guo et al. 2014a). We performed the same analysis for a

2.8 · 1014 M⊙ cluster (see Appendix 3.1.B) and we found similar results.

3θ ∈ [50◦, 130◦]
4θ ∈ [0◦, 50◦] or θ ∈ [130◦, 180◦]
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Figure 3.6: Zoomed versions of our simulated radio relics. The left column (Fig. (a), (b) and (c))
displays relic 1, while relic 2 is shown in the right column ((d), (e) and (f)). The green
colours show the temperature of the ICM. The direction of the arrows indicates the
direction of the magnetic field and their colour gives their magnetic field strength, with
a logarithmical stretching, while the red contours show the radio emission. The top row
shows θall. The middle row shows θperp and the bottom row shows θpara. The axis are
in dx = 31.7 kpc units. The squares in Fig. (a) and (d) mark the regions of the tracers
selected in Sec. 3.1.3. The colours orange, purple and pink mark the regions in front of,
on top of and behind the relic respectively. The bars in Fig. (a) and (d) show the length
of 500 kpc. We notice that the format of the plot has been changed from its original
version (Wittor et al., 2017b) to match the layout of this thesis.
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Cosmic-Ray Protons & γ-Rays

Next we test the time-integrated effects of imposing the same selection as above (see Sec.

3.1.3) in the obliquity of shocks accelerating cosmic-ray protons, following the results of

Caprioli & Spitkovsky (2014a), who found an efficient acceleration of cosmic-ray protons only

for quasi-parallel shocks. The total energy budget in cosmic ray protons as a function of

redshift is obtained by integrating

ECR =

0
∫

z=1

Np
∑

i=1

Fk,i∆t(z1, z2)ξ (θi) dz. (3.17)

over all timesteps. In Eq. 3.17, Fk,i is the kinetic or cosmic-ray energy flux, k ∈ [CR, gas]

and i ∈ [all, para, perp]. For simplicity, we neglect energy losses (which is reasonable in the

case of this perturbed cluster, which is not characterised by ≥ 10−2 part/cm3 gas densities),

and therefore our values represent an upper limit on the cosmic-ray energy at all time steps.

In the equations above, ξ (θi) is a Heaviside function which allows us to compute only the

energy content for specific obliquities. Therefore we applied ξ (θall) to let cosmic-rays to be

accelerated in all shocked tracers, ξ (θpara) for only parallel shocks and ξ (θperp) that only

accounts perpendicular shocks. In the following the subscripts all, perp and para will corre-

spond to the above selections. The acceleration efficiencies (see Eq. 3.6) have been further

reduced by a factor of 2 in the case of quasi-parallel shocks, following the recent results by

Caprioli & Spitkovsky (2014a).

Finally, we note that it in the complex flows in galaxy clusters the identification of weak

shocks, e.g. M ≤ 1.5, is made uncertain by numerics, while the injection of cosmic rays is

expect to be dominated by M ≫ 2 in DSA (e.g. Ryu et al., 2003). For these reasons, we only

include shocks with M > 2 in the following analysis.

The evolution of the cosmic-ray energy across all tracers is shown in Fig. 3.7. At z ≈ 0 the

cosmic-ray energy for θall is ∼ 8.9% of the thermal energy of the gas. The cosmic-ray energy

of θperp is about ∼ 6.2% of the gas energy and for θpara the cosmic-ray energy is about ∼ 2.6%

of the thermal gas energy. Most of the cosmic-ray energy is stored in the particles that have

crossed a quasi-perpendicular shock, about ∼ 71%. The ratio of ECR (θperp) to ECR (θpara)

is ∼ 2.5. This ratio stays constant over time. At early redshifts z > 0.4 a higher kinetic en-

ergy flux is injected by θperp due to more cosmic-ray injection by quasi-perpendicular shocks.

Between z ∼ 0.6 and z ∼ 0.25 the injected energy is about the same for θperp and θpara. At

z ∼ 0.2 the kinetic energy is higher for θperp. After z ∼ 0.2 the injected energy is about the

same again for θperp and θpara. The ratio of cosmic-ray energy injected by θperp and θpara is,

except for a few exceptions, in the range of ∼ 1 − 5. We computed the γ-ray emission follow-

ing the standard approach described, e.g., in Donnert et al. (2010), Huber et al. (2013b) and

Vazza et al. (2015b) (see also the Appendix 3.1.C). For every shocked tracer we compute the

57



3.1. TESTING COSMIC-RAY ACCELERATION CHAPTER 3. THE ROLE OF θ

spectral index of the momentum distribution of accelerated cosmic rays as s = −2 · M2+1
M2−1

. At

each timestep we compare the injection spectrum to the spectrum of the existing distribution

of cosmic-rays (in case the tracers have been previously shocked already) and the current

spectral index is set to the flatter among the two. Averaged over the tracer population, we

observe a continuous decrease in the average spectral index until z ≈ 0.25, indicating that

the shocked population of tracers is progressively dominated by weaker and energetic shocks.

However, the spectral index experiences a new steep increase caused by a strong shock event,

corresponding to the time of the major merger in our simulation. Overall the spectral index

varies only modestly, smax − smin ≈ 0.15, across the investigated cluster evolution from z = 1.

To compare in detail with the limits set by Fermi-LAT, we selected four clusters (A1795,

A2065, A2256 and ZwCl1742) of similar masses given in Ackermann et al. (2014), and the

Coma cluster (Ackermann et al., 2016), all located in the redshift range z ∈ [0.02, 0.08]. We

used all upper limits at the low energy range of 500 MeV5. Table 3.1 shows the main prop-

erties of those galaxy clusters.

Our simulated γ-ray emission (for the energy range of E ∈ [0.5, 200] GeV) and the observed

upper limits derived are given in the first panel of Fig. 3.10. The γ-ray emission of our cluster

for θall is ≈ 0.64 · 1045 ph
s and is above the upper limit for the Coma cluster. If we only use

the energy of the cosmic rays gained by crossing parallel shocks (see Eq. 3.17), the γ-ray

emission is lowered by a factor of ∼ 3.4. However, even in this case the γ-ray emission for

θpara exceeds the observed limits for the Coma cluster.

In the framework of the DSA theory, it is uncertain whether a specific minimum value of

upstream magnetization is necessary to scatter the particles enough to enter the DSA accel-

eration loop. On the one hand, the extrapolation of DSA from the highly magnetized regime

of supernova remnants (∼ 1−100 µG) to the cosmic web is very uncertain. On the other hand,

several papers have suggested that collisionless shocks can significantly amplify the upstream

magnetic field independently of the initial conditions (e.g. Drury & Downes 2012, Brüggen

2013, Caprioli & Spitkovsky 2014b). As an explorative study, we investigated the effect of

a minimum magnetisation level to allow for DSA, by limiting the acceleration of cosmic-ray

protons to upstream fields Bup > Bmin. Here we tested the cases of Bmin ≥ 0.1 µG and

Bmin ≥ 0.5 µG. The results are shown in 3.10(a). In both cases the hadronic γ-ray emission

is lowered towards the observed upper limits of the Coma cluster. The emission is significantly

lowered towards the upper limit of Coma, if additionally only quasi-parallel shocks with an

5In the case of Coma, the limits given by Ackermann et al. (2016) are given for the lower energy limit
of 100 MeV. Therefore, we rescaled this value to the higher low-energy range of 500 MeV used in our

comparison, as F (E > 500 MeV) = F (E > 100 MeV)

E1
∫

E3

A·E−ΓdE

E2
∫

E3

A·E−ΓdE

assuming a photon index Γ = 2, E1 =

500 MeV, E2 = 100 MeV and E3 = 1 TeV.
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Figure 3.7: Evolution of the ratio of cosmic-ray to thermal gas energy for θall (black), θperp (red) and
θpara (blue) across all tracers.

Figure 3.8: Total integrated γ-ray emission of our different models (color). The dashed lines show
the Fermi-limits of A2256 and the Coma cluster taken from Ackermann et al. (2014) and
Ackermann et al. (2016).
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Name z M200 F UL
γ (E > 500 MeV)

[

1015 M⊙
]

[

1045 ph
s

]

θall 0.00 0.97 0.640
θpara 0.00 0.97 0.190

θall, B > 0.1µG 0.00 0.97 0.512
θpara, B > 0.1µG 0.00 0.97 0.102
θall, B > 0.5µG 0.00 0.97 0.411
θpara, B > 0.5µG 0.00 0.97 0.011

θall, 0.20 0.66 1.047
θpara 0.20 0.66 0.336
θall, 0.34 0.12 0.498
θpara 0.34 0.12 0.152

θ40, 0.00 0.97 0.136
θ30 0.00 0.97 0.084
θ20, 0.00 0.97 0.041

A1795 0.06 0.95 6.068
A2065 0.07 1.09 5.256
A2256 0.06 1.18 1.075
Coma 0.02 0.96 0.035
ZwCl1742 0.08 0.98 2.560

Table 3.1: Comparison of the total integrated γ-ray emission of our different models and a number
of observed clusters at the bottom. For each cluster we give the name, redshift z, mass
M200 and upper γ-flux F UL

γ . The last five rows show the reference clusters taken from
Ackermann et al. (2014). The first two rows show our simulations for θall and θpara. The
following rows show the results for the different simulations depending on Bmin, z and
different selections of θ. Our cluster simulation compatible with the Fermi-limits for the
Coma cluster is highlighted in boldface.
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upstream magnetic field larger than 0.5 µG inject cosmic rays. In this case, the γ-ray emission

drops significantly below the observed upper limit of the Coma cluster by a factor of ∼ 117.

The γ-ray properties discussed above are also present 0.5 Gyr before and after the major

merger (see second panel of Fig. 3.10). The role played by shock obliquity on the injection

of cosmic rays is found to be as strong as at z = 0: in both cases the γ-ray emission drops by

a factor of ∼ 3.1 − 3.3. But in neither of the cases the hadronic γ-ray emission is below the

upper limit of the Coma cluster.

The γ-ray emission depends on the value chosen for θi in Eq. 3.17. We conducted the same

experiment using different ranges for θpara:

• θ50: θ ∈ [0◦, 50◦] and θ ∈ [130◦, 180◦]

• θ40: θ ∈ [0◦, 40◦] and θ ∈ [140◦, 180◦]

• θ30: θ ∈ [0◦, 30◦] and θ ∈ [150◦, 180◦]

• θ20: θ ∈ [0◦, 20◦] and θ ∈ [160◦, 180◦]

The γ-ray emission is reduced every time we restrict the shocks to a smaller range of obliq-

uities (see third panel of Fig. 3.10). Only in the case of θ20 the γ-ray emission is close to the

limit of the Coma cluster. Therefore, the hadronic γ-ray emission is not very sensitive to the

selection of θpara.

In summary, with our tracer-based method we tested two possible scenarios to reconcile the

hadronic γ-ray emission from protons accelerated by cluster shocks with the observed upper

limits for galaxy clusters (Ackermann et al., 2014, 2016). First, we tested how an obliquity

switch affects the γ-ray emission. Second, we studied the effect of a minimum magnetic field

strength on the acceleration of cosmic-ray protons and on their hadronic emission. In both

cases the γ-ray emission was reduced, yet the fluxes were not reduced below the limits es-

tablished by the Fermi-LAT observation of the COMA cluster (see Ackermann et al., 2016).

A combination of both might be a possible explanation for the missing γ-ray emission as it

reduces the fluxes below the Fermi-limits. The results of our different simulations are sum-

marized in Table 3.1 and plotted in Fig. 3.8.

Close-up View of the Relic Regions

Finally, we take a closer look at the thermodynamical and magnetic properties of particles in

the relic regions. We selected three sets of particles in front of (i.e. upstream), on top of and

behind (i.e. downstream) the relics seen in figure 3.6(a) and 3.6(b). The selected regions are

of the size of 158.8 · 1268 · 1268 kpc3 for both relics. The number of particles per selection are

about 1 − 9 · 103.
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Figure 3.9: Dissipated kinetic power weighted distribution of the Mach numbers across the two relics.

In Fig. 3.11, we show the evolution of temperature, magnetic field strength and ratio of

compressive to solenoidal energy (using Eq. 3.3 and Eq. 3.2) across the last two Gyr. The

evolution of the temperature and magnetic field strength in all sets of particles is similar at

early times. Later on, the tracers selected to be in the post-shock region at z ≈ 0 show a

significant jump in temperature and magnetic field strength, owing to the compression by

the shocks they experienced. The Mach numbers producing the radio emission cover a big

range in both relics (consistent with the findings of Skillman et al., 2010), yet the bulk of

radio emission comes from the M ∼ 3.5 (relic 1) and M ∼ 2.7 (relic 2) shock (see Fig. 3.9).

However, the magnetic field varies more than the temperature because of the chaotic evolution

downstream of the two shocks. On average, the amplification of the downstream magnetic

fields is ∼ 2−3 at most. This is in line with recent results based on tailored MHD simulations

of shocks by Ji et al. (2016), who reported a similar amplification downstream of magnetic

fields, mostly due to compressive turbulent motions of M = 4 shocks. In the lower panel of

Fig. 3.11 we show the modal decomposition of small-scale turbulence measured by the tracers:

for most of their evolution, the solenoidal velocity is found to be predominant, ∼ 3 − 10 times

larger than the compressive component. However, relic 1 shows more compressive turbulence

from z ≈ 0.15. Based on Fig. 3.1, this is likely due to the fact that a large fraction of the

gas ending up in relic 1 has crossed the central cluster region, where shocks launched by the

major merger have increased the compressive energy component. The tracers connected to

relic 1 also seem to have been subjected to a significant injection of cosmic rays by previous

shocks.
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In Fig. 3.12(a), we show the evolution of the mean Mach number (weighted for the injected

cosmic-ray energy) for the particles ending up behind the relics. We see that up to redshift

z ≈ 0.35 the particles have crossed several weak shocks with values about 〈M〉ECR ≈ 2.5. In

the redshift range z ≈ 0.35 − 0.30 the particles are exposed to stronger shocks, 〈M〉ECR ≈ 4.

These events correlate with the time of the major merger observed in our cluster. After

z ≈ 0.2 the tracers ending up in relic 1 have been crossed by several strong shocks, whereas

the particles connected to relic 2 have only been crossed by a strong shock close to the major

merger, at z ≈ 0.26.

We also study the occurrence of multiple shocks on the particles swept by relics, by computing

the average number of times each tracer has been crossed by shocks of a given Mach number

shown in Fig. 3.12(b), and the corresponding shocked mass fraction shown in Fig. 3.12(c).

For both relics we observe a continuous increase in the average number of particles shocked

by M > 1.5 shocks and by z = 0 basically all particles have been shocked at least once by a

M ≥ 1.5 shock. Less particles are crossed by M > 2 or M > 3 shocks, especially before the

last major merger. By z ∼ 0.1, ∼ 40 − 60% of particles in both selected regions have been

already shocked by M ≥ 2 shocks, while only ∼ 10 − 20% of the particles have been shocked

by M ≥ 3 shocks. This finding suggests that a large fraction of radio emitting particles

present in relics may have been subject to several cycles of DSA (re)acceleration over their

lifetime.

Finally, we found no evidence supporting the possibility of significant turbulent re-acceleration

Fujita et al. (2015) of radio emitting electrons neither in the upstream nor downstream of

relics, owing to the typically long (≥ 1 − 10 Gyr) acceleration time on our tracers, which

are much larger than the typical radiative cooling time of these particles. However, we defer

to future work a more systematic analysis of this scenario, which also requires to carefully

model the balance of energy gain and losses of radio emitting electrons in a time-dependent

way (e.g. Donnert & Brunetti, 2014).

3.1.4 Discussion & Conclusions

We have studied the Lagrangian properties of gas in a galaxy cluster over the course of its

history and tracked the energy evolution of cosmic rays accelerated by shock waves. Thus, we

could test a few variations of the DSA picture for the acceleration of cosmic rays at shocks,

with the aim of reproducing, both, the observed occurrence of radio emission in radio relics

and the lack of γ-ray emission from galaxy clusters. Focusing on the evolution of a massive

cluster with a major merger at low redshift, we obtained the following results:

• We measured the distribution of shock obliquities across the cluster, which is very

6We notice that the apparent floor of 〈M〉ECR ≈ 2 is a result of restricting only M > 2 shocks to inject cosmic
rays (see Sec. 3.1.2)
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(a) (b)

(c)

Figure 3.10: Integrated γ-ray emission for all tracers (blue, solid line) and for the tracers that only
experienced quasi-parallel shocks (red, solid line). The dashed lines in panel (a) show
the results for the additional requirement of a minimum magnetic field. Panel (b) gives
the results at different redshifts. Panel (c) shows the results for different ranges of θ. In
all plots the horizontal dashed black lines give the Fermi-limits derived by Ackermann
et al. (2014).
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(a) (b)

(c)

Figure 3.11: Evolution of (a) the temperature, (b) the magnetic field and (c) the ratio of compressive
and solenoidal turbulent energy of the selected tracers over the last two Gyr. The solid
lines show the selection of relic 1 and the dashed lines show the selection of relic 2. The
colours indicate if the selection is upstream of the relic (green), on top of the relic (red)
or downstream of the relic (blue).
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(a) (b)

(c)

Figure 3.12: Evolution of (a) the cosmic-ray energy weighted Mach number, (b) frequency of M >
Mmin shocks sweeping tracers and (c) mass fraction for the particles ending up behind
the relics. The red lines show the first relic and the blue lines show the second relic.
In panels (b) and (c) the solids line show Mmin = 1.5, the long dashed lines show
Mmin = 2.0 and the short dashed lines show Mmin = 3.0.
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nearly consistent with an isotropic field distribution. After shock passage, the pre-shock

distribution gets progressively more concentrated towards 90◦. (see Sec. 3.1.3)

• We studied how the radio emission changes if only quasi-perpendicular shocks are able

to accelerate particles (e.g. Guo et al., 2014a,b). The radio emission is not much affected

by any obliquity switch, i.e. it drops by ∼ 40% if only quasi-perpendicular shocks are

taken into account, still producing detectable radio relics. (see Sec. 3.1.3)

• We used a similar restriction on obliquity to limit the acceleration of cosmic-ray protons

to quasi-parallel shocks (e.g. Caprioli & Spitkovsky, 2014a) and we computed the re-

sulting hadronic γ-ray emission. Over the cluster, the injected cosmic-ray proton energy

is on average reduced by ∼ 3.6 if DSA is allowed only for quasi-parallel shocks. For the

investigated cluster, this is still not enough to decrease the predicted γ-ray flux below

the present constrains by Fermi-LAT on the Coma cluster. (see Sec. 3.1.3)

• Only by limiting the acceleration of cosmic-ray protons to shocks with θ ≤ 20◦ the

hadronic emission from our cluster is found to be close to the upper limits of the Coma

cluster.

• We have tested the reduction in cosmic-ray proton acceleration resulting from imposing

a minimum magnetization level. Only for a minimum magnetic field ≥ 0.5µG the γ-ray

emission decreases below the Fermi-LAT limits, also for the Coma cluster. Combining

the requirement of a minimum magnetic field and only using proton injection by quasi-

parallel shocks, the γ-ray emission decreases by a factor of ∼ 117 and is below the

Fermi-limits. In this case, the predicted hadronic γ-ray emission should lie only a

factor of a few below the limits by Fermi. (see Sec. 3.1.3)

• The gas in the post-shock region of relics has been shocked about 7 − 8 times more

often by a M = 1.5 shock than by M = 3 shocks. While the observed γ-ray spectrum

is dominated by the few strong shocks observed in the past, the cosmic-ray energy is

dominated by re-acceleration of weak shocks at lower redshift. (see Sec. 3.1.3 and Sec.

3.1.3)

• We did not find evidence supporting acceleration of electrons via Fermi-II re-acceleration,

neither upstream nor downstream of relics. (see Sec. 3.1.3)

Our study has shown that if DSA operates very different for different shock obliquities the

acceleration of cosmic-rays in the ICM can be modified at a significant level compared to what

has been assumed so far. If the acceleration of cosmic-ray protons is limited to quasi-parallel

shocks (e.g. Caprioli & Spitkovsky, 2014a) the resulting hadronic γ-ray emission decreases

towards the upper limits by Fermi, alleviating the reported tension with observations (Vazza

& Brüggen, 2014; Vazza et al., 2015b). It is not possible to make any conclusive assessment

based on our comparison with the Coma cluster, because the Coma cluster is in a different dy-
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namical state, minor merger, than our simulated cluster, major merger. Conversely, the radio

emission from merger shocks (i.e. radio relics) is changed at a level which is still compatible

with observations if only quasi-perpendicular shocks can accelerate the cosmic-ray electrons

(e.g.Guo et al. 2014a and Guo et al. 2014b). This is because in the regions where radio relics

are typically formed, the magnetic field is so tangled that the distribution of angles closely

follows the random distribution, which peaks towards 90◦.

As a concluding caveat, in this work we did not include any microphysics such as microscopic

magnetic field generation in a shock (e.g. Brüggen, 2013) or microscopic plasma instabili-

ties (e.g. Kunz et al., 2014). Therefore, we restricted ourselves to the assumption that the

magnetic field obliquity (and strength) observed at the scales resolved in this simulation are

preserved down to much smaller scales where cosmic rays are accelerated via DSA and SDA.

The validity of this assumption can only be tested in future work, where we plan to combine

these results with tailored PIC simulations of cosmic shocks.
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3.1.A Density Distribution

In order to use Lagrangian tracers for analysing the properties of the ENZO-simulation we

need to verify that the tracers accurately follow the mass distribution of the cluster. Fig. 3.1

only gives a visual impression that the tracers are following the mass in a correct way. The

density profiles are shown on Fig. 3.13. Especially in the cluster outskirts, where most of the

cosmic rays are accelerated, the profile is very well sampled. Only in the cluster centre the

tracers have a lower density profile compared to the real gas density, which can be explained
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Figure 3.13: Density profile at z ≈ 0 of the simulated cluster. The solid black line shows the ENZO-
profiles and the red asterixs show the profile computed with the tracers.

by numerical diffusion (see 3.1.2) as well as by the finite mass resolution of the tracers. In

Fig. 3.14, we compare the projected density of the ENZO-simulation and the tracers at redshift

z ≈ 0. The tracers show more detailed structures than the ENZO-simulation. We also observe

that the tracers cannot resolve the masses smaller than their threshold (e.g. empty regions

in the right panel).

3.1.B Accretion Shocks and Filaments

We ran the same analysis of the main paper also for a smaller cluster with a mass of

2.8 · 1014 M⊙. This cluster is part of an other ENZO-simulation with a root grid consist-

ing of 2563 cells with a resolution of dx = 292 kpc. The used cosmological parameters are:

H0 = 70.2 km s−1 Mpc−1, ΩM = 0.272 and ΩΛ = 0.728 and σ8 = 0.8. The tracers were

evolved on a 1283 subgrid with resolution dx = 36.62 kpc from z = 1 to z = 0 for a total of

192 timesteps. The final number of tracers is Np(z = 0) ≈ 6 · 107.

The smaller size of the cluster allows us to analyse filaments and accretion shocks because

the cluster is well contained in the support grid used to evolve tracers. Fig. 3.15 shows the

distribution of angles across time. Also in this object and at all epochs, we observe more

quasi-perpendicular angles than quasi-parallel angles, in agreement with the results of the
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Figure 3.14: Density projections at z ≈ 0. The left panel shows the projected density computed with
tracers, while the right panel shows the projected density directly simulated in the ENZO

run.

Figure 3.15: Distribution of pre-shock obliquities at different redshifts. The solid lines show the
results from our simulation. The redshift is colour-coded going from black z = 1 to
red z = 0. The dashed line shows the expected distribution of angles for a random
distribution.
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Figure 3.16: Zoomed versions of the three radio emitting regions are shown at z ≈ 0. The colour
shows the temperature of the ICM. The direction of the arrows indicates the direction
of the magnetic and their colour gives their magnetic field strength in logarithmical
units. The contours show the radio emission. Plots (a) and (d) show the central relic,
plots (c) and (f) show the accretion shock and plots (b) and (e) show the filament. The
left column ((a), (b) and (c)) shows the radio emission for θall. The right column ((d),
(e) and (f)) shows the radio emission for θperp. The bars in Fig. (a), (b) and (c) show
the length of 250 kpc. We notice that the format of the plot has been changed from its
original version (Wittor et al., 2017b) to match the layout of this thesis.
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Figure 3.17: The γ-ray emission for all tracers (blue, solid line) and for the tracers that experienced
quasi-parallel shocks (red, solid line). The dashed lines show the result for the additional
requirement of a minimum magnetic field of Bmin = 0.03 µG to accelerate cosmic rays.

main paper. We also observe small excesses for quasi-parallel shocks. These are the result of

a preferred parallel alignment of the magnetic field in filaments.

Following the approach described in Sec. 3.1.3 we investigated three regions of the cluster.

We investigated a central relic (see Fig. 3.16(a) and Fig. 3.16(d)), a filament (see Fig. 3.16(b)

and Fig. 3.16(e)) and an accretion shock (see Fig. 3.16(c) and Fig. 3.16(f)). As we see in Fig.

3.16 for all three regions the bulk of radio emission caused by quasi-perpendicular shocks.

Similar to Sec. 3.1.3, we computed the γ-ray emission from shock accelerated cosmic-ray

protons. We compared the emission to real clusters7 with similar masses taken from Acker-

mann et al. (2014). The γ-ray emission coming from θall is above the limits of A4038 and

FORNAX. The γ-ray emission drops by a factor of 2.3 if only quasi-parallel shocks accelerate

the cosmic rays. Finally, we added the requirement in the minimum magnetic field strength.

For this object, a limiting magnetic field of Bmin = 0.03µG is necessary to reduce the hadronic

emission at the level of the Fermi-limits. Using this additional switch the γ-ray emission is

reduced by a factor of 10.1 for θall and by a factor 25.8 for θpara.

We conclude that the distribution of shock obliquities and the resulting effects on particle

acceleration are rather similar in groups and galaxy clusters.

7These clusters are: A0400, A1060, A0548e, A4038 and FORNAX.
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3.1.C Computing the γ-Ray Emission

To compute the γ-ray emission we used the same approach as in Vazza et al. (2015b), Donnert

et al. (2010) and Huber et al. (2013b). The total emission is given by the integral

Iγ =
∫

r

λγ (r) S (r) dr. (3.18)

Has to be computed using the emission per unit of volume λγ(r):

λγ(r) =
∫

E

dEγqγ (Eγ)

=
σppmπc3

3αγδγ

nthKp

αp − 1
(Emin)−αp

2αγ−1

Emin

GeV
(3.19)

×
(

mπ0
c2

GeV

)−αγ
[

BX

(

αγ + 1
2δγ

,
αγ − 1

2δγ

)]x1

x2

.

Here BX (a, b) is the incomplete β-function, nth is the number density of the protons, αp and

αγ are the spectral index for the protons and the γ-rays, δγ = 0.14α−1.6
γ + 0.44 is the shape

parameter, Emin is the proton energy threshold, Kp is the normalization, c is the speed of

light, mπ and mπ0
are the pion-mass. For the effective cross-subsection σpp we used Eq. (79)

given in Kelner et al. (2006)

σpp(E) =
(

34.3 + 1.88L + 0.25L2
)

[

1 −
(

Eth

E

)2
]4

mb

with L = ln
(

E

1 TeV

)

(3.20)

and Eth = mp + 2mπ +
m2
π

2mp
∼ 1.22 GeV.

In the cross-subsection Eth is the threshold energy of the production of a π0-meson. mp and

mπ are the proton and pion masses.
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3.2 Studying the Effect of Shock Obliquity on the γ-ray and

Diffuse Radio Emission in Galaxy Cluster

3.2.1 Introduction

The existence of peripheral, elongated and often polarised radio emission in galaxy clusters,

so-called radio relics, gives evidence of cosmic-ray electrons being accelerated by shock waves

in the intracluster medium (see Brunetti & Jones, 2014, and references therein). Cosmic-

ray protons should undergo the same acceleration mechanism, but yet no evidence of their

presence has been found. The Large Area Telescope on-board of the Fermi-satellite (Atwood

et al., 2009) is searching for signatures of the cosmic-ray protons, which should produce γ-ray

emission through collisions with the thermal gas. Yet no detection of these γ-rays has been

confirmed and for a variety of clusters the upper flux limits have been estimated to be in

the range of 0.5 − 2.2 · 10−10 ph/s/cm2 above 500 MeV Ackermann et al. (2014). Extended

searches for the γ-ray emission in the Coma cluster Ackermann et al. (2016) and the Virgo

cluster Ackermann et al. (2015) have set the flux limits above 100 MeV to 5.2 ·10−9 ph/s/cm2

for the former and to 1.2 · 10−8 ph/s/cm2 for the latter.

Recent results from particle-in-cell simulations Caprioli & Spitkovsky (2014a); Guo et al.

(2014a,b) suggest that the efficiency of shock acceleration does not only depend on the shock

strength but also on the shock obliquity, e.g. the angle between the shock normal and the

underlying upstream magnetic field. Cosmic-ray protons should be accelerated more efficiently

by diffusive shock acceleration (DSA) in parallel shocks Caprioli & Spitkovsky (2014a). In

contrast, cosmic-ray electrons should prefer a perpendicular configuration as they are first

accelerated by shock drift acceleration before they are injected into the DSA cycle (Guo

et al., 2014a,b).

In our recent work, we have tested if in galaxy clusters the additional dependence on the

shock obliquity can explain the missing γ-ray emission and still produce detectable radio

relics (Wittor et al., 2017b). In this contribution we present the most relevant results from

that work and include new results.

3.2.2 Methods

Cosmological MHD Simulations

The cosmological magneto-hydrodynamical (MHD) simulation presented in this work has

been carried out with the ENZO-code Bryan et al. (2014). In our simulation we solve the MHD

equations (see Sec. 2.1 in Bryan et al., 2014) using a piecewise linear method (Colella & Glaz,

1985) in combination with hyperbolic Dedner cleaning (Dedner et al., 2002). We re-simulate
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Figure 3.18: Projected gas density (colours) and radio contours at z ≈ 0.2. Two radio relics can be
seen on the right (Pradio ≈ 3.42 · 1031 erg/s/Hz) and left (Pradio ≈ 2.26 · 1032 erg/s/Hz)
side of the cluster centre.

a single galaxy cluster with a final mass of M200(z ≈ 0) ≈ 9.74 · 1014 M⊙. The cluster shows

a major merger at z ≈ 0.27, which is strong enough to produce detectable radio relics (see

Wittor et al., 2017b, for further information). We simulate a 2503 ∼ Mpc3 comoving volume

from z ≈ 30 to z ≈ 0, starting from a root grid of 2563 cells and 2563 dark matter particles.

Furthermore, using 5 levels of AMR we refine 25 times a ≈ 253 Mpc3 region centred around

our massive cluster, resulting in a final resolution of 31.7 kpc for a large portion of the cluster

volume. For the seeding of the large scale-magnetic fields we use a primordial magnetic seed

field with a comoving value of B0 = 10−10 G along each direction.
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Lagrangian Analysis

We track the evolution of cosmic rays using Lagrangian tracer particles (see Wittor et al.,

2017b, for more details). The tracer particles follow, both, the advection of the baryonic

matter and the enrichment of shock-injected cosmic rays in time. In post-processing, the

tracers are advected in a sub-box consisting of 2563 cells of the finest grid of the simulation.

The sub-box is centred around the mass centre of our galaxy cluster at z ≈ 0. The tracers

are first injected into the box at z ≈ 1 following the mass distribution of the gas. During

run-time, additional tracers are injected from the boundaries following the mass distribution

of the entering gas. In total we generate Np ≈ 1.33 · 107 tracers with a final mass resolution

of mtracer ≈ 108 M⊙.

The tracers are advected linearly in time using the velocities at their location: v = ṽ + δv.

Here ṽ is the interpolated velocity between the neighbouring cells and δv (see Eq. (1) in

Wittor et al., 2017b) is a correction term to cure for a possible underestimate due to mixing

in complex flows (see Genel et al., 2013, for more details).

The local gas values are assigned to every tracer and other properties are computed on the

fly. Subsequently, we apply a shock-finding method based on the temperature jump between

the positions of a tracer at two consecutive timesteps, similar to the method described in Ryu

et al. (2003). Every time a shock is recorded, the Mach number and the corresponding shock

obliquity are computed. The latter is calculated using the velocity jump ∆v = vpost − vpre

between the pre- and post-shock velocity of the tracer:

θi = arccos
(

∆v · Bi

|v||Bi|

)

. (3.21)

In the equation above, the index i refers to either the pre- or post-shock values. Across each

shock, we compute the kinetic energy flux as FΨ = 0.5 · ρprev
3
sh, where ρpre is the pre-shock

density and vsh is the shock velocity. The thermal energy flux, Fth = δ(M)FΨ, and cosmic-

ray energy flux, FCR = η(M)FΨ, are computed using the acceleration efficiencies δ (M) and

η (M) given in Kang & Ryu (2013). The efficiency, η(M), is taken from Kang & Ryu (2013)

and it includes the effects of magnetic field amplification at the shocks and thermal leakage of

suprathermal particles. We include (as in Vazza et al., 2014b; Wittor et al., 2017b) the effect

of re-acceleration by computing an effectiv ηeff(M) that is interpolated from the acceleration

efficiencies of acceleration and re-acceleration given in Kang & Ryu (2013).

We use the formula given in (Hoeft & Brüggen, 2007) to compute the radio emission from

the shocked tracers:
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Figure 3.19: Distributions of shock obliquities at z ≈ 0.2. The left panel shows the pre-shock (blue)
and post-shock (red) distribution of obliquities. The black dashed line shows the ex-
pected ∝ sin(α) distribution of angles based on pure geometry. The right panel shows
the distribution of pre-shock obliquities for different ranges of Mach numbers: M < 1.5
(dark blue), 1.5 < M < 2 (light blue), 2 < M < 3 (green), 3 < M < 5 (orange) and
M > 5 (red).
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6.4 · 1034 erg
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The quantities that are taken from the grid are: A the surface area of a tracer, ne the

number density of electrons, Td the downstream temperature, B the magnetic field strength

and the acceleration efficiency η (M) depending on the Mach number M taken from Kang &

Ryu (2013)8. The other quantities are the electron-to-proton ratio9, ξe = 0.01, the observed

frequency band, νobs = 1.4 GHz and the equivalent magnetic field of the cosmic microwave

background, BCMB = 3.2 · (1 + z)2 µG. We use the same approach as in Vazza et al. (2015b),

Donnert et al. (2010) and Huber et al. (2013b) to compute the γ-ray emission. We refer to

Appendix C of our previous publication Wittor et al. (2017b) for a summary of the method.

8We notice that the application of η(M) to Eq. 3.22 is limited to spectra flatter than s ≈ −3, because Eq.
3.22 has been derived in energy space while η(M) has been derived in momentum space. However, our
modelling is accurate enough for the radio frequency we are investigating here (produced by electrons with
Lorentz factor of γ > 103) (see Hoeft & Brüggen, 2007).

9Following Hoeft & Brüggen (2007) we assume that the minimum electron energy is 10 times the thermal gas
energy, while the minimum proton energy is fixed to 780 MeV.
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Figure 3.20: Profiles of the γ-ray emission. The solid lines show the total integrated emission profiles
and the coloured dashed lines show the radial emission profiles. The γ-ray emission
produced by cosmic-ray protons accelerated in all shock is given by the blue lines. The
red line shows the case of only quasi-parallel shocks being able to accelerate cosmic
rays. The black dashed lines show the upper Fermi-limits for galaxy clusters that have
a comparable mass to our simulated cluster.

3.2.3 Results

In Wittor et al. (2017b) we studied how linking the shock acceleration efficiency to the shock

obliquity can affect the acceleration of cosmic rays by predicting the amount of radio and γ-

ray emission produced by either quasi-perpendicular or quasi-parallel shocks10. We define a

shock to be quasi-perpendicular, if θpre ∈ [50◦, 130◦], and to be quasi-parallel, if θpre ∈ [0◦, 50◦]

or θpre ∈ [130◦, 180◦].

We found that the distribution of shock obliquities in a galaxy cluster roughly follows the

distribution of random angles in three-dimensional space, ∝ sin(α). Just based on this, one

can expect to observe more quasi-perpendicular shocks than quasi-parallel shocks. Hence, the

acceleration of cosmic-ray electrons should be more favoured than the acceleration of cosmic-

ray protons. For the results on how this affects the radio and γ-ray emission we point to our

previous publication Wittor et al. (2017b) as they are similar to the ones presented below.

In this contribution, we present a closer analysis of the same cluster at the epoch of the peak

of the total radio emission. We show the projection of the gas density overlayed with the

10Following Fig. 3 of Caprioli & Spitkovsky (2014a) we define quasi-perpendicular shocks as θ ∈ [50◦, 130◦]
and quasi-parallel shocks as θ ∈ [0◦, 50◦] & [130◦, 180◦]. However, a more detailed analysis in Wittor et al.
(2017b) showed that the effects on the acceleration of cosmic rays are not very sensitive to the selection of
θ.
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radio contours in Fig. 3.18. The cluster is still in a very active phase after it experienced a

major merger at z ≈ 0.27, and several smaller gas clumps are still falling onto the cluster.

First, we measure the distribution of pre- and post-shock obliquities at z ≈ 0.2. The left panel

of Fig. 3.19 shows the measured distributions consistent with isotropy. The right panel of Fig.

3.19 shows the distribution of pre-shock obliquities for different selections in the shock Mach

numbers. While the obliquity distributions of M < 3 shocks roughly follow the distribution

of random angles, stronger (and rarer) shocks are found to cluster at specific obliquity values,

related to single large-scale magnetic structures in the cluster volume.

In the following we perform a similar analysis as in our previous work Wittor et al. (2017b)

to investigate how coupling the shock acceleration efficiencies to the shock obliquity affects

the γ-ray emission 3.2.3 and the radio emission 3.2.3.

γ-Ray Emission

In Fig. 3.20, we show the total integrated γ-ray emission and radial γ-ray emission profiles

produced in the cluster at this epoch. The total γ-ray emission received from inside r200

is ∼ 1.03 · 105 ph/s, which is above the corresponding Fermi-limits11 of the Coma (0.035 ·
1045 ph/s) cluster and just below the limits of A2256 (1.075 · 1045 ph/s). The γ-ray emission

resulting from cosmic-ray protons that have been accelerated only by quasi-parallel shocks

is ∼ 0.31 · 1045 ph/s. This is still above the lowest upper limit of the Coma cluster. The

observed drop in γ-ray emission is consistent with the fact that at low Mach numbers only

∼ 1/3 of all shocks are quasi-parallel (see Fig. 3.19).

Consistent with our findings from Wittor et al. (2017b), we conclude that the missing γ-ray

emission cannot be entirely reproduced by limiting the acceleration of cosmic-ray protons to

quasi-parallel shocks.

Radio Emission

We observe two radio relics on the left (hereafter relic one) and right (hereafter relic two)

side of the cluster core (see Fig. 3.18). Both relics are in the range detectability by modern

radio observations. Fig. 3.21 shows the complex geometry of the magnetic field lines in the

relic regions. We observe that the morphologies of the relics do not change significantly, if

only either quasi-perpendicular (middle panel) or quasi-parallel (right panel) shocks are able

to accelerate cosmic-ray electrons.

In the first relic, only ∼ 46% of the radio emission is produced by cosmic-ray electrons that

have been accelerated by quasi-perpendicular shocks. This is consistent with the distribution

of obliquities (see Fig. 3.19), as relic one is mostly produced by higher Mach number shocks

11See Wittor et al. (2017b) for the exact computations.
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with M ∼ 3 − 5 (see Fig. 3.22), that do not follow the distribution of random angles in a

three dimensional space (see Fig. 3.19). On the other hand, ∼ 59% of the shocks producing

relic two are quasi-perpendicular, as it is produced by weaker shocks with M ∼ 2 − 3 (see

Fig. 3.22).

However, consistent with Wittor et al. (2017b), we find that both simulated relics remain

visible if the acceleration of electrons is limited to quasi-perpendicular shocks.

3.2.4 Discussion

Combining MHD-simulations and Lagrangian tracers we continued our study on how restrict-

ing the shock acceleration efficiencies to the obliquity affects cosmic rays in galaxy clusters.

At the epoch of the highest radio emission, we examined how cosmic rays, that have been

accelerated by either quasi-parallel or quasi-perpendicular shocks, contribute to the resulting

γ-ray and radio emission. We chose this epoch for our investigation as the two radio relics

are the most prominent.

Our findings agree with our results from Wittor et al. (2017b): The distribution of shock

obliquities follows the distribution of random angles in a three dimensional space. Further-

more, we discovered that this only holds for low Mach numbers M ≤ 3. The distribution of

shock obliquities for the few high Mach numbers M ≥ 3 does not show this trend, as they

tend to cluster around single magnetic field structures.

Consistent with our findings from Wittor et al. (2017b), the γ-ray emission drops by a factor

of ∼ 3 if only quasi-parallel shocks are able to accelerate the cosmic rays. Yet, this drop is

not large enough the explain the low upper limits set by the Fermi-satellite Ackermann et al.

(2014), especially in the case of the Coma cluster Ackermann et al. (2016).

On the other hand, the radio emission remains observable if only quasi-perpendicular shocks

are able to accelerate cosmic rays. This also holds if the majority of the radio emission is

produced by a strong quasi-parallel shock. This supports our conclusion from Wittor et al.

(2017b) that it is possible that the cosmic-ray electrons in observed radio relics have only

been accelerated by quasi-perpendicular shocks.

We mention that we do not include any other additional mechanisms such as cosmic-ray re-

acceleration by cluster weather or turbulence (e.g. Brunetti & Lazarian, 2011) which would

produce further cosmic-ray protons. On the other hand we do not allow any spatial diffusion

of the cosmic-rays, that would reduce the γ-ray flux through proton accumulation in the

cluster outskirts (e.g. Wiener et al., 2013; Lazarian, 2016).
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Figure 3.21: Isolated zoomed versions of our simulated radio relics. The green colours show the
gas temperature. The blue arrows show the magnetic field. Their direction indicates
the magnetic field direction and the colours give their magnetic field strength using
a logarithmical stretching (as brighter the blue as stronger the magnetic field). The
red contours show the radio emission. The left panel shows the relics produced by all
cosmic-ray electrons. The middle panel shows the relics produced by electrons that
have been accelerated by quasi-perpendicular shocks only. The right panel shows the
relics produced by electrons that have been accelerated by quasi-parallel shocks only.
The axes are in dx = 31.7 kpc units.
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Figure 3.22: Maps of the mean (left panel) and maximum (right panel) Mach numbers of the shocks
that are producing the radio relics. The axes are in dx = 31.7 kpc units.
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3.3 Additional Material Relation θpre and θpost

In this project, we derived a relation between the pre-shock and post-shock obliquity, namely:

θpost (M) = arccos





1
√

1 + r2 tan (θpre)
2



 . (3.23)

This relation was derived following Fitzpatrick (2014) and in this section we will give a more

detailed view on its derivation.

At first we define a shock frame, in which the shock is in the z-plane and the shock normal is

perpendicular to the x-direction and parallel to the y-direction. This is transformed into the

de Hoffmann-Teller frame, where |vpre × Bpre| = 0, leading to the MHD-jump conditions in

the form:

ρ2

ρ1
= r (3.24)

Bx,post

Bx,pre
= 1 (3.25)

By,post

By,pre
= r

(

v2
x,pre − cos2 θprev

2
A,pre

v2
x,pre − r cos2 θprev2

A,pre

)

(3.26)

vx,post

vx,pre
= r−1 (3.27)

vy,post

vy,pre
=

v2
x,pre − cos2 θprev

2
A,pre

v2
x,pre − r cos2 θprev2

A,pre

. (3.28)

The above equations can be simplified by neglecting the Alfvènic velocity vA,pre. In fact, the

gas velocity vgas is dominant over the Alfvèn velocity vA,pre throughout the whole simulation.

The ratio of the two is well described by a log-normal distribution centred on vA,pre/vgas ≈
0.01, and extending to beyond 1 only in ∼ 10−3% of the grid cells. In Fig. 3.23, we plot

the profile and normalized grid distribution of vA,pre/vgas. Therefore vA,pre is neglected due

to the low magnetisation of the ICM and shocks can be treated hydrodynamical. This way

the above Eq. 3.26 and 3.28 reduce to By2/By1 = r and vy2/vy1 = 1. Using these jump

conditions, we derive θpost(M) from

cos (θpost) =
∆v · B

|∆v| |B| (3.29)

=

(

vx,pre
(

r−1 − 1
)

0

)

·
(

Bx,pre

By,postr

)

vx,pre (r−1 − 1) ·
√

B2
x,pre + B2

y,postr
2

(3.30)
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(a) (b)

Figure 3.23: Panel (a) shows the profile of the ratio of the Alfvènic and gas velocity. Panel (b) shows
the evolution of the normalized number of grid cells that have a larger Alfvènic velocity
than gas velocity.

a form of θpost(M) that only depends on the pre-shock values

θpost (M) = arccos





Bx,pre
√

B2
x,pre + r2B2

y,pre



 . (3.31)

Using θpre as By1 = Bx1 · tan (θpre), one can show that the change of a pre-shock obliquity

only depends on the obliquity itself and the compression ration r as

θpost (M) = arccos





1
√

1 + r2 tan (θpre)
2



 . (3.32)

In the equations above, B is the magnetic field and the subscripts pre and post refer to the

pre- and post-shock values.
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4 Constraining the Efficiency of Cosmic-Ray

Acceleration by Cluster Shocks

The following chapter presents work as it is published by Vazza, Brüggen, Wittor, Gheller,

Eckert, & Stubbe in MNRAS 2016a, coauthored by me. I provided the Lagrangian re-

simulation of the AMR region described in Sec. 4.3.4. The data obtained by this analysis is

displayed in Fig. 4.11 and contributes to Fig. 4.12. This analysis was fundamental to the

discussion in Sec. 4.4.

4.1 Introduction

The growth of cosmic structures naturally leads to the formation of powerful shock waves into

the intergalactic and the intralcluster medium (IGM and ICM, respectively) (e.g. Sunyaev &

Zeldovich, 1972a; Cavaliere & Lapi, 2013). The Mach number of shocks within galaxy clusters

at late epochs must be low because the mergers are between virialized halos (Gabici & Blasi,

2003). On the contrary, stronger accretion shocks must be located at all epochs in the outer

parts of large-scale structures, as they mark the transition from infalling matter to the onset

of the virialisation process (Miniati et al., 2000; Ryu et al., 2003). Cosmological simulations

show that the bulk of kinetic energy dissipation in the cosmological volume proceeds via

shocks with Mach numbers 2 ≤ M ≤ 3 (e.g. Vazza et al., 2011b).

Radio relics are steep-spectrum radio sources that are usually detected in the outer parts of

galaxy clusters, ∼ 0.5−3 Mpc from their centres and often found in clusters with a perturbed

dynamical state (e.g. Ensslin et al., 1998; Hoeft & Brüggen, 2007). However, radio obser-

vations of radio relics (Ferrari et al., 2008; Feretti et al., 2012) are biased towards merger

shocks with 2 ≤ M ≤ 5, due to the larger weighting of radio-emitting electrons with a flatter

spectral index (Skillman et al., 2013a; Hong et al., 2014). Diffusive shock acceleration (DSA,

e.g. Caprioli, 2012; Kang & Ryu, 2013; Caprioli & Spitkovsky, 2014a) has been singled out

as the most likely mechanism to accelerate relativistic particles at cosmic collisionless shocks.

However, the relative efficiency of this process for electrons and protons, and its dependence

on the shock and plasma parameters are poorly constrained. Recently, hybrid simulations

have shown that the diffusive shock acceleration of relativistic protons and the CR-driven
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amplification of magnetic fields in 5 ≤ M ≤ 50 shocks are efficient only for quasi-parallel

configurations, θ ≤ 45◦ (Caprioli & Spitkovsky, 2014a).

While the power-law emission spectra of radio-emitting electrons in radio relics are naturally

explained by DSA (e.g. Hoeft & Brüggen, 2007; van Weeren et al., 2010), recent modelling

suggests that at least in some cases the measured acceleration of electrons is too large, and at

odds with DSA (e.g. Kang et al., 2012; Pinzke et al., 2013). The inclusion of re-accelerated

particles can alleviate the tension in some cases, yet in order for the cosmic ray protons to

be equally reaccelerated and become detectable in γ-rays, their injection efficiency must be

much below the predictions from DSA (Vazza & Brüggen, 2014; Vazza et al., 2015a; Brunetti

& Jones, 2014).

Our findings suggest that additional acceleration mechanisms might be responsible for chan-

neling energy into the acceleration of radio-emitting electrons, while keeping the acceleration

efficiency of protons rather low. Promising results in this direction have been recently ob-

tained with Particle-In-Cell simulations (Guo et al., 2014a,b).

The release of relativistic protons into the ICM by cosmological shock waves, and the fact that

they can be stored there for longer than the Hubble time has been investigated in many works

(Dennison, 1980; Berezinsky et al., 1997; Blasi & Colafrancesco, 1999; Pfrommer et al., 2007).

Interactions with the thermal ions of the ICM lead to diffuse hadronic γ-ray emission, in the

range of what can already be tested by γ-ray observations (Aharonian et al., 2009; Aleksić

et al., 2010; Ackermann et al., 2010; Arlen et al., 2012; Aleksić et al., 2012; The Fermi-LAT

Collaboration et al., 2013; Zandanel & Ando, 2014). To date, no diffuse γ-ray emission from

the ICM has been detected by FERMI (Ackermann et al., 2010; The Fermi-LAT Collaboration

et al., 2013). With this information, one can set upper limits on the amount of CR-protons in

the ICM, of the order of a few percent for the virial volume of clusters provided that the radial

distributions are similar to that of thermal baryons (Ackermann et al., 2010; Huber et al.,

2013b; Zandanel & Ando, 2014; Griffin et al., 2014). In this work, we analyze a large sample

of simulated galaxy clusters and compare the expected level of hadronic γ-ray emission as a

function of the assumed acceleration scenario to constraints from observations.

4.2 Methods

Our simulations are produced using original modifications for cosmic ray physics on top of

the ENZO code (Bryan et al., 2014), as presented in previous work (Vazza et al., 2012a, 2013,

2014b). We assume the WMAP 7-year cosmology (Komatsu et al., 2011) with Ω0 = 1.0,

ΩBM = 0.0455, ΩDM = 0.2265, ΩΛ = 0.728, Hubble parameter h = 0.702, a normalisation for

the primordial density power spectrum σ8 = 0.81 and a spectral index of ns = 0.961 for the

primordial spectrum of initial matter fluctuations, starting the runs at zin = 30.

Compared to the suite of simulations presented in Vazza et al. (2014b) here we only analyse
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boxes of 3003 Mpc3 and 1503 Mpc3 simulated with 20483 and 10243 cells/DM particles,

respectively. In the second case, several resimulations compare the effects of CRs and gas

physics on the hadronic emission. The use of large grids with constant resolution yields a large

sample of clusters with appropriate detail in describing the outer cluster regions, where most

shocks occur (Vazza et al., 2011b). A study of resolution effects is provided in the Appendix.

Table 1 gives a schematic view of the runs used in this work. All halos with ≥ 1013 M⊙ are

sampled by at least ∼ 104 DM particles, ensuring a robust modelling of the innermost cluster

dynamics. At z = 0 the CUR1 box contains ≈ 170 halos with masses Mv ≥ 1013 M⊙ and

≈ 400 with masses Mv ≥ 1014 M⊙ while the CUR2 boxes contains about ∼ 8 fewer objects

due to their smaller volume. Although our goal of properly resolving the injection of CRs in a

large sample of galaxy cluster can only be presently achieved with large unigrid runs, in Sec.

4.3.4 we also discuss higher resolution simulations of a galaxy cluster where we used adaptive

mesh refinement, in order to better compare with small-scales X-ray and radio features of an

observed galaxy cluster.

4.2.1 Cosmic-Ray Physics

The injection of CRs and their dynamical feedback on the evolution of baryons is incorporated

into the PPM hydrodynamical method of ENZO, using a two-fluid approach (Vazza et al.,

2012a, 2014b). The efficiency of conversion between the shock kinetic energy flux and the

CR-energy flux is set by the Mach number measured on-the-fly. The models of DSA tested in

these simulations follow from modelling of shock acceleration with 1-D diffusion-convection

methods (e.g. Kang & Jones, 2007; Kang & Ryu, 2013). Following these results, we assume

that a fraction η of the kinetic energy flux across the shocks surface (Φkin) is converted

into CR-energy: ΦCR = η(M)Φkin, where η = η(M). Simulated shocks can both inject CRs

and re-accelerate pre-existing CRs, and we model both processes at run-time by appropriately

rescaling the efficiency function as a function of the energy ratio between CR and gas upstream

of each shock (Vazza et al., 2014b). Away from shocks, the CR-fluid is advected using the

fluxes from the PPM solver, assuming that CRs are frozen into the gas component by magnetic

fields, which is realistic given the large timescale for CRs diffusing out of our ≥ 100 kpc

cells. The dynamical impact of CRs follows from the effective equation of state of each

cell, which comes from the energy-weighted ratio of the gas and CRs ultrarelativistic index,

4/3 ≤ Γeff ≤ 5/3. We also include Coulomb and hadronic losses for CRs based on (Guo &

Oh, 2008).

In this work, we tested the acceleration efficiency by Kang & Jones (2007), the (less efficient)

acceleration scenario by Kang & Ryu (2013) and a more simplistic scenario with a fixed

acceleration efficiency of η = 10−3 independent of the Mach number. We have also tested

the more recent studies of DSA with hybrid-simulations by Caprioli & Spitkovsky (2014a).
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In the absence of an analytical or interpolated prescription for the acceleration efficiency as a

function of Mach number and shock obliquity (which would require an expensive exploration

of parameters), we can roughly model the net DSA acceleration efficiency of this model by

rescaling the efficiencies of the Kang & Ryu (2013) model for an appropriate constant. The

acceleration efficiency measured by Caprioli & Spitkovsky (2014a) for M ∼ 5 − 10 quasi-

parallel shocks is ≈ 0.5 of the efficiency in Kang & Ryu (2013) for the same Mach number

range. If we assume the probability distribution of shock obliquities to be purely random

(P (θ) ∝ sin(θ)), only ≈ 0.3 of shocks have θ ≤ 45◦. Hence, by combining these two factors

we can roughly mimic the effect of DSA in the model by Caprioli & Spitkovsky (2014a) by

rescaling the Kang & Ryu (2013) acceleration model by fCS = 0.15. Obviously, this is a very

crude assumption and we defer to future magneto-hydrodynamical simulations to study how

the shock obliquity affects the injection of CRs (Wittor et al., in prep).

4.2.2 Gas Physics

In runs including radiative cooling of gas, we assume a constant composition of a fully ionized

H-He plasma with a uniform metallicity of Z = 0.3 Z⊙. The APEC emission model (e.g. Smith

et al., 2001) has been adopted to compute the cooling function of each cell at run-time as a

function of temperature and gas density (Bryan et al., 2014). For the cold gas in the simulated

volume, with temperatures T ≤ 104 K, we use the cooling curve of Smith et al. (2011), which

is derived from a complete set of of metals (up to an atomic number 30), obtained with the

chemical network of the photo-ionization software Cloudy (Ferland et al., 1998). The thermal

effect of the UV re-ionization background (Haardt & Madau, 1996) is approximately modelled

with a gas temperature floor within 4 ≤ z ≤ 7 (Vazza et al., 2010a). The implementation of

feedback from AGN has been presented in Vazza et al. (2013) and Vazza et al. (2014b). The

code releases bipolar thermal jets at high gas density peaks in the simulation, identified within

all massive halos. Our feedback scheme starts at z = 4 (“AGN” model) or at a lower redshift,

z = 1 (“AGN-low” model) and deposits EAGN = 1059 erg of thermal energy in the two cells

on opposite sides of the gas density peaks (tagged as n ≥ nAGN = 10−2 cm−3 comoving), with

a random direction along the coordinate axes of the grid. This method for AGN feedback is

admittedly simplistic as it by-passes, both, the problem of monitoring the mass accretion rate

onto the central black hole within each galaxy, and the complex small-scale physical processes

which couple the energy from the black hole to the surrounding gas (see discussion in Vazza

et al., 2014b). However, the tests presented in this work (Sec. 4.3.1) show it can produce

realistic profiles of clusters on ≥ 100 kpc scales.
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Lbox Ngrid ∆x details DSA-efficiency
216 Mpc/h 20483 105 kpc/h CUR1 non-rad. KR13
108 Mpc/h 10243 105 kpc/h CUR2 non-rad. KR13
108 Mpc/h 10243 105 kpc/h CUR2 non-rad. KJ07
108 Mpc/h 10243 105 kpc/h CUR2 cool.+AGN(high) KR13
108 Mpc/h 10243 105 kpc/h CUR2 cool.+AGN(low) KR13
108 Mpc/h 10243 105 kpc/h CUR2 non-rad. 10−3

108 Mpc/h 10243 105 kpc/h CUR2 cool.+AGN(low) 10−3

108 Mpc/h 10243 105 kpc/h CUR2 non-rad. CS14

Table 4.1: List of the simulations used in this work. Column 1: size of the simulated volume. Column
2: number of grid cells. Column 3: spatial resolution. Column 4: physical implementations
and run name. Column 5: diffusive shock acceleration efficieny of cosmic rays (KJ07=Kang
& Jones (2007), KR13=Kang & Ryu (2013), 10−3=constant efficiency, CS14=Caprioli &
Spitkovsky (2014a)).

4.2.3 Adaptive Mesh Refinement Resimulations of MACSJ1752.0+0440

We have performed an additional adaptive mesh refinement (AMR) resimulation of one mas-

sive galaxy cluster that shows a good X-ray and radio morphological similarity with the cluster

MACSJ1752.0+0440, that we already studied in Bonafede et al. (2012). Similar to other clus-

ters with double relics, this object represents an important testbed for particle acceleration in

the ICM, because the location of relics allows us to precisely constrain the timing and the pa-

rameters of the merger (Vazza & Brüggen, 2014; Vazza et al., 2015a). This cluster has a total

virial mass of ≈ 1.37 ·1015 M⊙ at z = 0, while this is ≈ 0.65 ·1015 M⊙ at the epoch of a major

merger at z = 0.3, similar to what is inferred from the X-ray data of MACSJ1752.0+0440

at z = 0.366. We produced multiple resimulations of this object by varying the modelling of

CR injection and use the FERMI data to constrain the CR-acceleration scenario. The initial

conditions for this object are taken from set of nested grids sampling a volume of 2643 Mpc3,

centred on the formation region of the cluster. AMR based on the local gas/DM overdensity

and on velocity jumps is used to increase the resolution in the cluster region additional 23

times, down to a maximum resolution of ≈ 25 kpc/h for a ∼ 80 % fraction of the ICM volume.

For a more details on the simulation procedure we refer the reader to Vazza et al. (2010a).

4.2.4 γ-Ray Observation of MACSJ1752.0+0440

For this project we derived upper limits for the γ-ray emission from the region of MACSJ1752.0-

+0440 at z = 0.366, analyzing the FERMI catalog.

We analyzed the data of the Large Area Telescope on board FERMI at the position of MACS

J1752 to set constraints on the π0 emission arising from the interaction of cosmic-ray pro-

tons with the ambient intra-cluster medium. We follow the method presented in Vazza et al.

(2015a) to analyze the FERMI-LAT data. Namely, we use the ScienceTools v9r32p5 soft-
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Figure 4.1: 2-dimensional slice (with thickness 3 Mpc) of the gas energy (top panels) and CR-energy
(bottom panels) for a subvolume of the CUR2 volume at z = 0, where we compare the
non-radiative and the cooling plus AGN feedback runs. The color bar gives the energy
per cell in units of log10 [erg]. To guide the eye, we indicate with green arrows the regions
where the effect of AGN feedback is more prominent.

ware package and the P7SOURCE_V6 instrument response files. We construct a model for

the expected γ-ray spectrum arising from π0 decay by convolving the simulated cosmic-ray

spectrum in the [0.2-300] GeV band with the proton-proton interaction cross section from

Kelner et al. (2006). The observed spectrum is then fit with the model template and the

significance of the signal over the background is estimated by computing the likelihood ratio

between the best-fit model and the null hypothesis (i.e. no additional source), usually referred

to as the test statistic (TS). This analysis yields a very mild improvement in the likelihood

(TS=0.04), which indicates that no significant signal is detected at the position of MACS

J1752. The 95 % upper limit to the source flux is 1.2 × 10−9 ph/cm2/s in the [0.2-300] GeV

band. For more details on the data analysis procedure, we refer to Huber et al. (2012) and

Huber et al. (2013b).

4.3 Results

4.3.1 Cluster Properties

The panels in Fig. 4.1 show the thermal and CR energy distribution in a subvolume of the

CUR2 run with different prescriptions for gas physics and containing clusters of different

masses. The impact of gas cooling and feedback is not very significant on the scale of the two

massive objects in this image (∼ 2 × 1014 M⊙ and ∼ 4 × 1014 M⊙, respectively), while it is
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Figure 4.2: Mass-temperature scaling relation for the halos in the radiative and non-radiative runs
of the CUR2 volume (1503 Mpc3), computed inside R500 for each object at z = 0. The
additional lines show the best fit of the simulated data, while the two set of gray symbols
are for real cluster observations using CHANDRA by Eckmiller et al. (2011) and Reichert
et al. (2011). To better compare with the simulated cluster and minimise the effect of
cosmic evolution, we only consider observed cluster in the 0 ≤ z ≤ 0.2 redshift range.

more evident at the scale of galaxy groups, where AGN feedback promoted the expulsion of

entropy and CR enriched gas outside of halos, as an effect of past powerful bursts. Compared

to the non-radiative case, the core of clusters/groups is always richer of CRs, due to addi-

tional injection following the shocks released by the thermal AGN feedback. The CR energy

is everywhere smaller than the gas energy, with a ratio that goes from a few percent to a few

tens of percent going from the centre to the outskirts of clusters. In the lower redshift AGN

feedback case, the outer atmosphere of clusters is less extended in the other cases, due to the

unbalanced compression by cooling.

In order to assess how realistic the thermal gas distribution in our clusters is, we compute

the mass-temperature relation for all identified halos in the volume, inside the reference over-

density of ∆ = 500, and compare it to the X-ray observed scaling relations by Reichert et al.

(2011) and Eckmiller et al. (2011), see Fig. 4.2.
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Figure 4.3: Radial profile of gas temperature and density for all simulated clusters with Mvir ≥
1014 M⊙ in the 3003 Mpc3 volume of the CUR1 run (non-radiative) and in the 1503 Mpc3

volume of the CUR2 run (with cooling and two AGN feedback modes). The profiles of
individual objects are shown in gray, while the ±σ around the mean profile of the sample
are drawn with continuous lines (red lines for the NCC-like, blue line for the CC-like or
the non-radiative clusters). The additional lines shows the ±σ around the mean profile
of CC (dashed light blue) or the NCC (dot-dashed orange) from observations (Eckert
et al., 2012; Planck Collaboration et al., 2013).

As expected, clusters in non-radiative runs closely follow the self-similar scaling, M ∝ T 3/2,

while the cooling+AGN runs show significant departures from self-similarity. The run with

lower redshift AGN feedback produces significant overcooling in small-size halos, which pro-

duces a flattening of the (T, M) relation. In these runs the AGN feedback is just sufficient to

quench the cooling flow, but most clusters below M500 ≤ 1014 M⊙ are too cold compared to

observations. On the other hand, the run with early AGN feedback produce a scaling relation

which is in better agreement with observations, with hints of a steepening for M500 ≤ 1014 M⊙.

No objects with a central temperature below ∼ 0.5 keV are formed in this case. The scatter

in temperature is also increased due to the intermittent AGN activity.

We conclude that our fiducial AGN model is suitable to produce clusters with a realistic mass-

temperature (and hence gas energy) relation, and can therefore represent a robust baseline

model to test the outcome of different CR-acceleration models against FERMI data. How-

ever, the lack of spatial resolution and physics at the scale of galaxies in these runs makes
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it impossible to model star formation and star feedback (both energetic and chemical), and

to properly compare the outcome of this against observed relations (e.g. Planelles & Quilis,

2013; Rasia et al., 2015; Hahn et al., 2015, for recent reviews). In the Appendix (Sec. 4.B),

we also show that the impact of CRs on the X-ray scaling relations is negligible in both tested

acceleration models.

In Fig. 4.3, we show the average radial profiles of gas temperature and density for our clusters,

for the CUR1 and the CUR2 run with cooling and high redshift AGN feedback. The results

are compared to the observed mean profiles of gas density and temperature (Eckert et al.,

2012) and pressure (Planck Collaboration et al., 2013) derived from X-ray and SZ observa-

tions of nearby clusters (Eckert et al., 2012; Planck Collaboration et al., 2013). Observations

reported the consistent detection of a bimodal gas distribution in clusters having a cool-core

(CC) or a without it (NCC), which shows up prominently as a difference of the innermost

density, temperature and entropy profiles (e.g. De Grandi & Molendi, 2001; Cavagnolo et al.,

2009; Hudson et al., 2010) as well as a smaller large-scale radius difference in density (Eckert

et al., 2012).

We therefore split our cluster samples into CC and NCC classes based on the central temper-

ature gradient observed in each object at z = 0. This is one of the several possible working

definitions proposed in the literature (e.g. Hudson et al., 2010), which work well for the coarse

resolution we have for the central regions of the the lowest mass systems in the sample. The

gradient is defined as ∆T = T (r + ∆r) − T (r) based on the spherical mass-weighted tem-

perature profile, T (r), and we consider a cluster CC-like if ∆T ≥ 0 in the first radial bin, or

NCC-like otherwise.

All objects with Mvir ≥ 5 · 1013 M⊙ of the non-radiative CUR1 dataset are considered as

NCC according to this criterion. In the CUR2 sample with cooling and low redshift feedback

case, we find a NCC/CC ratio close to 0.5, yet all our objects are characterized by a too large

central density, similar to or exceeding the one of CC systems. On the other hand, with the

adoption of cooling and efficient feedback the ratio becomes NCC/CC ∼ 0.32, i.e. quite close

to observations (i.e. ≈ 0.39, Hudson et al., 2010).

While the gas density profiles of clusters with different masses can be averaged, in averag-

ing the temperature profiles we normalized each profile at R500, based on the self-similar

T500 ∝ M3
500/2 relation (e.g. Eckert et al., 2013). The large-scale trends of thermodynam-

ical quantities are reproduced reasonably well by our runs. The cluster population in the

CUR1 non-radiative run present an overall good match of the observed profiles in the range

0.1 ≤ R/Rvir ≤ 0.9, but cannot reproduce the CC/NCC bimodality. The cluster population

of the CUR2 run with cooling and early feedback does a similarly good job and shows hints

of the CC/NCC bimodality. However, in this case the innermost density/pressure profile is

underestimated compared to observations, due to the fact that the average cluster mass in

this smaller volume is smaller and an increasing ratio of clusters has a core which is relatively
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(a) (b)

Figure 4.4: Average radial profile of the CR to gas pressure ratio for all simulated clusters in the
CUR1 and CUR2 run with cooling and feedback, in all cases for the Kang & Ryu (2013)
model of CR acceleration. The gray lines give the profiles of individual clusters while the
coloured lines give the mean and the ±σ dispersion. The additional thin coloured line
dotted lines give the best fit for the average profiles, with parameters given in Tab. 4.2.

poorly resolved compared to the CUR1 run, where many larger clusters are formed. We stress

that while this effect may cause an underestimate of the hadronic γ-ray emission from the

innermost regions (as this scales as ∝ n2) the effect is overall not large because typically only

≤ 10 % of the γ-emission is produced within ≤ 0.1 Rvir (see Sec. 4.B). On the other hand,

the cluster population in the CUR2 run with low redshift feedback produces typically too

cold and dense CC clusters compared to observations, as an effect of overcooling.

In summary, the comparison with observations suggests that the clusters in the non-radiative

CUR1 run as well as in the cooling+AGN CUR2 run can be further used to study cosmic ray

acceleration. These cluster populations are representative enough of the global ICM proper-

ties for a wide range of masses/temperature to allow a comparison with FERMI observations

in a similar range of masses. In particular, while clusters in the CUR1 can best represent the

high-mass end of the observed distribution (≥ 5 · 1014 M⊙), the clusters in the CUR2 run can

be used to better study the CC and NCC populations in the lower mass end.

4.3.2 Cosmic-Ray Properties

We extracted the spatial distribution of CR-energy for each simulated cluster at z = 0, and

estimate the relative pressure ratio of CRs compared to the thermal gas pressure. This is

computed by integrating the total pressure of CRs within increasing radii, and dividing this

by the total gas pressure within the same radius, X(R) = Pcr(< R)/Pg(< R). The pressure of
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(a) (b)

Figure 4.5: Average enclosed pressure ratio of CR and gas for simulated clusters at z = 0. The top
panel shows the distribution for the CUR1 run, the bottom panel shows the distribution
for the CC- and NCC-like clusters in the CUR2 run with cooling and high redshift AGN
feedback.

Figure 4.6: Average profile of X(R) for all M ≥ 1014 M⊙ clusters in the CUR2 run, comparing
different physical prescriptions for CRs and baryons. The dotted lines give the best fit
relation for each model, with parameters given in Tab.2, whereas the dashed lines give
the ±1σ standard deviations on the average profiles.
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CRs is PCR = (ΓCR −1)ECR, where ECR is the primitive variable simulated with our two-fluid

method (Sec. 4.2.1). We consider the ultra-relativistic equation of state for CRs, ΓCR = 4/3,

and therefore the pressure ratio can be written as X = PCR/Pg = [(ΓCR−1)/(Γ−1)]ECR/Eg =

0.5ECR/Eg.

The panels of Fig. 4.4 give the profiles of X(R) of the simulated clusters at z = 0, Here

we limit to the CUR1 run and to the CUR2 radiative run with high redshift AGN feedback,

where we further split the sample into CC-like and NCC-like objects. The average profiles

are always very flat up to the virial radius, and are well fitted by a 2nd order polynomial,

X(R) = X0 + α1
R

Rvir
+ α2(

R

Rvir
)2, (4.1)

with best fit parameters given in Table 2 for all runs.

On average, the pressure ratio in the core of NCC-like clusters is ∼ 5 − 7 %, while this is

∼ 10 % in CC-like clusters, while in all cases this ratio settles to ∼ 10−15 % at Rvir. However,

the scatter in the cluster samples is rather large, as shown in Fig. 4.5 where we show the

relation between the cluster mass within R500 and the total enclosed CR-to-gas pressure. The

data does not show a tight correlation of X with cluster mass or cluster average temperature

(not shown), and for every mass bin variations of the ratio in the range X ∼ 10−3 − 0.3 can

be found. This is at variance with the earlier results by (Pinzke & Pfrommer, 2010), based on

a different numerical methods, where a tight decreasing correlation of X with the host cluster

mass is found. The extreme flatness of our profiles is also not in agreement with earlier SPH

results (Pfrommer et al., 2007), while it is much more similar to more recent SPH simulations

(Pinzke & Pfrommer, 2010), indicating that numerical details play a significant role in the

spatial distribution of CRs. We give our interpretation for this comparison in Sec. 4.4.

Fig. 4.6 shows the average profile of CR-to-gas pressure ratio for all M ≥ 1014 M⊙ clusters

at z = 0, where we compare the outcome of the different models for gas and CR physics.

The best-fit parameters in this case are given in the lower half of Table 4.2. Basically all

models predict the same flat shape, with a minimum of X(R) in the cluster core. In this

set of models we also show the case of a fixed (re)acceleration efficiency of η = 10−3 and of

the approximated acceleration model we derive from Caprioli & Spitkovsky (2014a). In the

η = 10−3 model, both radiative and non-radiative runs also predict a very flat profile outside

of clusters core, with a minimum of X ≈ 0.6 % in the non-radiative run and X ≈ 2 % in the

cooling and AGN case. The fact that the same fixed acceleration efficiency gives a ∼ 5 times

increased CR-to-gas pressure ratio stresses how much baryon physics can affect the modelling

of CRs in the intracluster medium, and the quantitative interpretation of γ-ray data (see Sec.

4.3.3). The profiles obtained with the Caprioli & Spitkovsky (2014a) model have a similar

shape, with a ∼ 2 higher normalisation.
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(a) (b)

(c)

Figure 4.7: Hadronic emission for our simulated clusters at z = 0, in the 0.2-200 GeV energy range.
Top panel: γ-emission for clusters in the CUR1 box, assuming CR-spectra of s = 2.0 or
s = 3.0. Centre: γ-ray emission from clusters in the CUR2 runs, for different models of
gas physics. Bottom: γ-ray emission from clusters in our non-radiative CUR2 run, for
runs with different acceleration efficiency of CRs. The gray symbols are the upper limits
from the FERMI catalog in the same energy range.
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run X0 α1 α2

CUR1 0.056 0.099 -0.055
CUR2, cool+AGN high (CC) 0.117 0.162 -0.082

CUR2, cool+AGN high (NCC) 0.072 0.198 -0.116
CUR2, cool+AGN low (CC) 0.497 -0.373 -0.192

CUR2, cool+AGN low (NCC) 0.367 -0.030 -0.044
CUR2, non-rad, KJ07 0.094 0.170 -0.113
CUR2, non-rad, KR13 0.068 0.132 -0.084
CUR2, non-rad, 10−3 0.006 0.019 -0.017
CUR2, non-rad, CS14 0.011 0.023 -0.020

CUR2, cool+AGN high, KR13 0.079 0.244 -0.155
CUR2, cool+AGN low, KR13 0.334 -0.012 -0.052
CUR2, cool+AGN high, 10−3 0.025 0.067 -0.038

Table 4.2: Best fit parameters for the X, R relation for clusters in the CUR1 and CUR2 run, assuming
X(R) = X0 + α1(R/Rvir) + α2(R/Rvir)2. In the upper half of the table, we give the best
fit for the CC and NCC-like clusters separately, in radiative runs. The lower half of the
table gives the best fit parameters limited to all M ≥ 1014 M⊙ clusters in the CUR2 runs.

4.3.3 Hadronic γ-Ray Emission from Simulated Cluster Samples

The hadronic emission from the CRs population of each simulated cluster is computed fol-

lowing the standard formalism of Pfrommer & Enßlin (2004); Donnert et al. (2010, and),

with the only difference that for the hadronic cross-section we use the parametrisation of the

proton-proton cross section given by Kelner et al. (2006), as in Huber et al. (2013b). A recent

review of the method is given in Vazza et al. (2015a). Our 2-fluid formalism cannot follow

particle spectra and therefore we have to guess a fixed spectral energy distribution of CRs

in the simulated volumes. We consider here the large 0.2 − 200 GeV energy range to be less

sensitive to the exact spectral energy distribution of CRs, which is not directly simulated in

our method. The first panel of Fig. 4.7 shows the distribution of the predicted emission as a

function of the cluster mass for the non-radiative clusters of the CUR1 run, where we com-

puted the hadronic emission from each cluster for the cases of a fixed s = 2.0 (corresponding

to a γ-ray spectrum of sγ ≈ 2.5 at high energy1) and s = 3.0 (sγ ≈ 3.33). We notice that

here we assume slightly steeper spectra compared to Pinzke & Pfrommer (2010), who found

nearly universal energy spectra compatible with s ≈ 2.3 for most of the CR-energy range.

In our case, these estimates follows from the distribution of CR-energy injected by merger

shocks seen in these simulations (Vazza et al., 2009a, 2010a, 2011b), and are also confirmed

by our tracer-based modelling of the following Section (Sec. 4.3.4). In all cases, considering

the large energy range used here to compare with FERMI data, the effect of the spectral

shape is not big in our predictions and the total photon flux is only varied by a ∼ 50 % going

from s = 2.0 to s = 3.0, not a big effect. Our predictions are compared to the observed upper

1sγ is the spectrum of the γ-ray emission and is given by sγ = 4(s − 1/2)/3 (e.g. Pfrommer & Enßlin, 2004).
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Figure 4.8: Evolution of four clusters with a final mass ≥ 5 ·1015 M⊙ in the CUR1 volume. From left
to right the image shows: the enclosed total mass with fixed 63 Mpc3 comoving volumes;
the total CR to gas pressure ratio (thick lines) and the relative CR pressure increment
snapshot by snapshot (think lines);c the total hadronic γ-ray emission from the same
volumes.

limits from the FERMI satellite, within the same energy range, obtaining by converting each

limits on the received photon flux into a limit on the absolute luminosity at the distance of

each object. For ∼ 50 % of simulated clusters the predicted emission is at the level or above

the upper limits from FERMI observations.

The effect of different prescriptions for gas physics or CR physics is shown in the lower panels

of Fig. 4.7. Radiative feedback worsens the comparison with observations, by producing typ-

ically denser gas cores (CUR2 run with low redshift feedback) or by increasing the number

of shocks connected to AGN feedback (CUR2 run with high redshift feedback). The use of

the (higher) acceleration efficiency assumed in Kang & Jones (2007) obviously produces an

even higher hadronic flux. The approximated version of the Caprioli & Spitkovsky (2014a)

acceleration model significantly reduces the number of objects above FERMI limits, but does

not to entirely solve the problem as still ∼ 10 − 20 % of simulated objects are above FERMI

limits. We found that only by limiting the overall acceleration efficiency of shocks to η = 10−3

for all Mach numbers, the predicted hadronic emission goes below the FERMI limits in the

non-radiative case, while the fraction of clusters that is inconsistent with FERMI limits is

now limited to ≤ 10 % in the cooling+AGN feedback case. In the latter case, these high

γ-ray emitters are the densest CC-like objects in the volume.

All models vary with mass in that the hadronic emission scales as ǫγ ∝ M5/3, with normali-

sation varying with the physical model and a ∼ 1 − 2 dex scatter around the mean relation

that increases going to the lowest masses. While the ∝ M5/3 relation is in line with earlier

results by Pfrommer (2008) and Pinzke & Pfrommer (2010)2, the level of scatter we observe

is significantly larger.

To understand the origin of this large scatter we focus on 4 clusters in the largest CUR1 box,

2The ∼ 5/3 exponent can be understood if the average CR to gas energy ratio is a constant, in which case
the total γ-emission scales as the thermal gas energy of the cluster, ǫγ ∝ Eg

∫

V
nX, and Eg ∝ M5/3 in

virialised clusters (e.g. Vazza et al., 2006).
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with large final masses (≥ 5 · 1014 M⊙) but different dynamical histories. For each of these

objects we analyzed 50 snapshots equally spaced in time from z = 0.6 to z = 0, and extracted

the mean properties of gas and CRs within fixed comoving volumes centred on each object.

Fig. 4.8 gives the evolution of the total enclosed mass, of the CR to gas pressure ratio (includ-

ing the CR pressure ratio generated by the injection of CRs over each single snapshot), and

of the enclosed γ-ray emission. The evolutionary tracks of these clusters show that the total

cluster mass is not the only variable that sets the γ-ray emission, but also the mass accretion

rate induces significant scatter on top of the global ǫγ ∝ M5/3 relation. For example, cluster

1 has the final smallest mass in this sample, but the highest hadronic emission at z = 0,

because it has been rapidly assembled during z = 0.4 − 0.2 in a merger event. This led to an

increase of the number of shocks, to enhanced injection of CRs and to a nearly ∼ 104 times

increased γ-ray emission from z = 0.4 to z = 0. On the other hand, the hadronic emission of

more massive but more relaxed clusters 3 and 4 is only increased by ∼ 102 from z = 0.6 to

z = 0. Cluster 2 experiences a major merger late in its evolution (z ≤ 0.1), which leads to a

∼ 10 times increase of hadronic emission over the last ∼ 1.5 Gyr. These different evolutionary

paths show that the hadronic emission in our clusters can vary by a few orders of magnitudes

during the typical crossing time of clusters, due to the enhanced injection of CRs and due

to the gas compression of the ICM during mergers. Cooling and AGN feedback further add

a source of scatter to the relation with the host cluster mass. We further elaborate on the

variance of our results compared to Pfrommer (2008) and Pinzke & Pfrommer (2010) in Sec.

4.4.

4.3.4 Hadronic γ-Ray Emission from MACSJ1752

We finally focus on the resimulations of a major merger event leading to X-ray and radio mor-

phologies similar to the observed cluster MACSJ1752.0+0440, which we already studied in

Bonafede et al. (2012). Fig. 4.9 gives the merger sequence (0.4 ≥ z ≥ 0.25) for the simulated

cluster, showing the projected X-ray brightness and the radio emission using the formalism

by Hoeft & Brüggen (2007). Since the magnetic field is not included in our simulation, we

assume that the energy in the magnetic field is everywhere 1/β = 1/100 of the thermal gas

energy within the cell, which gives ∼ µG fields in this case. For the electron acceleration

efficiency at shocks, we assumed that this is 10−3 × η(M), where η(M) is the acceleration

efficiency by Kang & Ryu (2013).

The total virial mass of the system after the collision is ≈ 0.65 ·1015 M⊙, while the mass ratio

of the merger is M1/M2 ∼ 1.6. At z ∼ 0.3 the shock propagating downstream of the main

cluster progenitor has M ≈ 4.5 and produces a total radio emission of Pradio ∼ 1026 erg/s/Hz

at 325 MHz over an extent of ∼ 1.5 Mpc, similar to observations. Downstream of the smaller

cluster progenitor, also a second radio relic ∼ 700 kpc wide and with a total power Pradio ∼
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(a) (b)

(c) (d)

Figure 4.9: Simulated merger sequence for a ∼ 1015 M⊙ cluster using AMR, with X-ray emission in
colours and radio emission in white contours. The approximate epoch of the observed
merger in MACSJ1752.0+0440 is z ≈ 0.3. Each image is 5 × 5 Mpc2 (comoving) across.
The contours are equally spaced with

√
2 multiples of the radio emission, starting from

≈ 1023 erg/s/Hz per pixel.
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Figure 4.10: Merger sequence for our simulated versions of the cluster MACSJ1752.0+0440 using
AMR for the same area of Fig. 4.9 and for the epochs of z = 0.403, 0.368, 0.317, 0.305,
0.294 and 0.281. The colours show the total projected CR-energy in code units.

3 ·1025 erg/s/Hz is formed. The double relic configuration observed in MACSJ1752.0+0440 at

z ≈ 0.3 should be produced ∼ 0.8 Gyr after the central collision of the cores, and we use this

epoch also to constrain the acceleration scenario of CRs based on the lack of γ-ray emission.

The evolution of the projected CR-proton energy simulated with our two-fluid method in ENZO

is given in Fig. 4.10, for the Kang & Ryu (2013) injection model. The late energy budget of

CRs in the innermost cluster regions is clearly dominated by the injection through the M ∼ 4

shock launched by the major merger at z ≈ 0.3. However, on larger scales the CR-energy

mostly results from the cumulative activity of previous formation shocks and can be consid-

ered as a background CR-energy distribution present regardless of the last major merger. We

notice that, compared to our first study in Bonafede et al. (2012), the effect of the additional

CR-pressure in this set of simulations results into a less satisfactory match of the simulated

X-ray and radio emission compared to the observation. However, several significant features

as the elongated a disrupted inner X-ray structure, the emergence of the double relic and the

off-set of the least powerful relic respect to the merger axis are well reproduced. Given that

the masses and the relative distances between the gas cores and the relics allow a reasonable

reconstruction of the merger scenario, we consider this system an interesting case to test CR

acceleration models against the FERMI limits for this system (Sec. 4.2.4).

While our two-fluid formalism only allows us to monitor the total CR-energy in each cell, with

the complementary use of passive tracer particles we can better follow the spatial evolution
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Figure 4.11: γ-ray emission weighted radial distribution of the spectral index of CR-energy in the
AMR resimulation of MACSJ1752 for different redshifts (marked in different colours).
The thick dashed lines marked the epochs closer to the observed radio emission.

of CRs in the ICM (e.g. Vazza, 2011). To this end, for one AMR run we saved ∼ 50 equally

time-spaced snapshots from z = 1 to z = 0 and we evolved the trajectory of passive tracers

using the output 3-dimensional velocity field. The underlying assumption is that CRs can be

treated as frozen into the gas as their spatial diffusion in negligible on these scales (∼ 34 kpc).

We injected in total ≈ 6 · 106 tracers at z = 1, with initial distribution proportional to the

gas density in the ENZO run. Their positions were updated at every time step with explicit

time integration and using the same Courant condition of the ENZO simulation. The tracer

velocity was computed from the grid values at the tracer position using a CIC interpolation

that includes a turbulent correction term to better model the mass flux. For each tracer we

recorded the CR energy read from the grid, and evolved the spectral index of the CR-energy

of each tracer integrating over all injected populations of CRs, assuming an injection spec-

trum of s = 2(M2 + 1)/(M2 − 1). In the case of multiple shocks hitting a tracer, the final

CR-spectrum kept the smallest slope given by the time sequence of shocks (e.g. Kang & Ryu,

2010), while the normalisation was updated based on the CR-energy, computed from the grid.
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Figure 4.12: Evolution of the total hadronic γ-ray emission in the 0.2 − 100 GeV energy range for
the various resimulations of cluster MACSJ1752. The vertical hatched region shows the
epoch of the observed X-ray/radio configuration, while the horizontal line marks the
upper limits from FERMI on the hadronic emission from this cluster.

With this approach we can monitor the spatial evolution of CR spectra in the cluster and

have a better modelling of the resulting γ-ray emission. More details on the tracers algorithm

will be given in a forthcoming paper, by Wittor et al. (in preparation).

Fig. 4.11 shows the average γ-ray emission weighted profile of CR-spectra for this cluster

at different redshifts, with the thick dashed lines marking the epochs around the merger

event.The average spectrum of CRs is initially steep in the cluster centre, s ≈ 3 and flatter

in the outskirts, s ≈ 2.2, mirroring the typical distribution of shocks in clusters, which are

weaker in the centre and stronger outwards (e.g. Vazza et al., 2011b). Later on, with the

progress of the merger the spectrum flattens everywhere as the M ∼ 4 − 5 shock sweeps

the intracluster volume. At the approximate epoch of the X/radio observation, the average

spectrum has a flat distribution around s ∼ 2.4 − 2.5, with significant fluctuation patches

spread over the cluster volume.

As a final result, the evolution of the predicted γ-ray emission for a few scenarios for CRs

is given in Fig. 4.12. Here we show the hadronic emission obtained using fixed CR-spectra

of s = 2.5 or s = 3.2, or directly using the 3D spectral information from the tracers. De-

spite fluctuations of order ∼ 2 − 3 in the total emission, the FERMI limits derived in Sec.

4.2.4 are in all cases exceeded by a factor ∼ 10 at the epoch of the radio observation of
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MACSJ1752.0+0440. It is not only the major merger that is responsible for the boost of the

γ-emission: in an additional run assuming the Kang & Ryu (2013) model we only allowed

the injection/re-acceleration of CRs by M ≥ 5 shocks. In this case, the hadronic emission is

greatly reduced compared to all previous models, yet the FERMI limits are still exceeded by a

factor ∼ 2 − 3 at z = 0.3. Finally, as a simple test we rerun the AMR simulation by imposing

that the acceleration of particles only begins at z = 0.4, i.e. when the major merger begins.

The hadronic emission ramps up during the merger, yet the predicted emission at z = 0.3

is below the constraints by FERMI. This confirms that while the injection of CRs during a

merger can significantly boost the hadronic emission from the ICM, the problem of simulated

models to full fill FERMI constraints more generally stems from the assumed CR-enrichment

across the full structure formation process. Our findings here for MACSJ1752.0+0440 are

also consistent with the semi-analytical model we presented in Vazza et al. (2015a), where

the predicted hadronic emission resulting from the major merger is ∼ 10 % of the FERMI

limit for this object. However, in the case of a few closer systems with relics such as A3367,

ZwCLJ2341, A754 and A2256, the limits by FERMI are challenged even by considering the

last merger only (see Vazza & Brüggen, 2014; Vazza et al., 2015a, for more details).

4.4 Discussion

Both our non-radiative and radiative runs produce galaxy clusters with a budget of CRs in

tension with the latest FERMI limits (e.g. The Fermi-LAT Collaboration et al., 2013), sug-

gesting the necessity of a revision of the acceleration efficiency from DSA in cosmic shocks.

These conclusions are in line with the results of our previous semi-analytical modelling of dou-

ble relics (Vazza & Brüggen, 2014; Vazza et al., 2015a) and put typically stronger constraints

on the acceleration of CRs by cosmic shocks compared to previous works based on simulations

(e.g. Ryu et al., 2003; Kang et al., 2007; Pfrommer et al., 2007; Pinzke & Pfrommer, 2010;

Vazza et al., 2012a, 2013).

We can briefly discuss possible explanations for this finding. First, the real efficiency from

diffusive shock (re)acceleration of protons by weak shocks (M ≤ 5) is ∼ 10 − 100 times below

the current estimates from DSA. This is reasonable as the latest results of particle-in-cell

and hybrid simulation of cosmic shocks are revising downwards the estimates of CR-protons

acceleration efficiency (Caprioli & Spitkovsky, 2014a; Guo et al., 2014a). Our test based on

the Caprioli & Spitkovsky (2014a) acceleration model shows that the tension with FERMI is

alleviated if the overall DSA acceleration efficiency is revised downwards assuming that only

quasi-parallel shocks efficiently accelerate CR-protons, and that the acceleration efficiency is

∼ 1/2 of what derived in Kang & Ryu (2013). However, in this case the acceleration mecha-

nism in radio relics must be different from DSA, due to the too large electron-to-proton ratio

(Ke/p > 10−2) needed to explain the data (Vazza & Brüggen, 2014; Brunetti & Jones, 2014;
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Vazza et al., 2015a). The shock-drift-acceleration mechanism may indeed lead to this result,

as shown by Guo et al. (2014a,b). However, due to computational limitations it was impos-

sible to reach the full FERMI I acceleration regime, and therefore the acceleration efficiency

of electrons is not yet well constrained in this scenario.

On the other hand, aged relativistic electrons that are reaccelerated by shocks can solve the

problem (e.g. Pinzke et al., 2013; Kang & Ryu, 2015), but only if the electrons have been in-

jected by leptonic-dominated jets from radio galaxies (or other leptonic scenarios). If instead

the aged electrons are assumed to be the result of previous injection by cosmic shocks, the

problem is even exacerbated (Vazza & Brüggen, 2014; Vazza et al., 2015a). In addition, the

acceleration efficiency from DSA might be a steep function of the up-stream magnetisation

level, i.e. for typical intracluster or intergalactic magnetic fields below some given threshold

the acceleration efficiency might drop. This would limit the injection of CRs to some frac-

tion of the intracluster volume, where the magnetic field is amplified, and to the fraction of

the cosmic time where cosmic magnetic fields have grown enough (e.g. Brüggen et al., 2005;

Dolag et al., 2008b; Widrow et al., 2012; Vazza et al., 2014a). However, assessing the limiting

magnetic field needed to produce DSA in these regimes is difficult, also because upstream

magnetic fields might be always amplified by a CR-driven dynamo (Drury & Downes, 2012;

Brüggen, 2013; Park et al., 2015). While in this work we could only explore the impact of

magnetic fields in a very crude way (CS14 model) by assuming they are randomly oriented

in space, we defer to future work with MHD simulations (Wittor et al., in prep), that will

exactly address this issue.

Finally, we discuss the main limitations of our modelling and the comparison with the liter-

ature.

• Comparison with SPH results. Our distribution of the CR-to-gas pressure ratio is at

variance with SPH (Pinzke & Pfrommer, 2010), who found a much tighter relation

between the host cluster mass. We find instead that mergers boost the ratio up to

∼ 1 − 2 orders of magnitude. This is mostly due to the steeper acceleration efficiency

model we assume here (Kang & Ryu, 2013). For example, our acceleration efficiency

goes from ≈ 10−5 at M = 2 to ≈ 10−2 at M = 3. On the other hand, in the model by

Enßlin et al. (2007) the acceleration efficiency goes from ≈ 0.01 to ≈ 0.2 in the same

range of Mach numbers, i.e. their acceleration efficiency is ∼ 10 − 102 times larger than

ours. Therefore, our model for CRs is more sensitive to the rare M ≥ 3 shocks driven

by mergers, while in Pinzke & Pfrommer (2010) the injection of CRs is overall more

constant over time because also M < 3 shocks inject significant CRs. Additionally, the

way in which gas (and the frozen-in CRs) is transported in the central core of clusters

simulated with grid and SPH methods is known to be different (e.g. Frenk et al., 1999;

Springel, 2010; Vazza, 2011; Vazza et al., 2011b; Sijacki et al., 2012; Schaller et al., 2015)

and this can further amplify differences in the budget of CRs in the cluster centre.
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• Comparison with grid results. Compared to the earlier work by Miniati et al. (2001)

and Miniati (2003) we improve on the spatial resolution by ∼ 2 − 4 times and the

total number of simulated clusters by ∼ 102 times. The hydro scheme we applied is

also different, and the CRs have a dynamical impact on the gas evolution, while they

are passive in Miniati et al. (2001) and Miniati (2003). Our main findings however,

including the cluster to cluster scatter, are basically in line with these previous results.

• Comparison with semi-analytical results. The results of this work are overall in agree-

ment with our recent modelling of CRs acceleration in double relics using semi-analytical

methods (Vazza & Brüggen, 2014; Vazza et al., 2015a). There we limited our analysis

to the (re)acceleration of electrons and protons by the merger shocks which should be

responsible for the observed radio emission, and therefore we had to neglect the previous

enrichment of CRs during structure formation. Even in this case, we find that overall

the acceleration efficiency of protons must be limited to ≤ 10−3 for the range of Mach

numbers inferred by radio spectra, M ∼ 2 − 5.

• Spatial resolution. Our spatial resolution is the result of a compromise between the

necessary detail on shocks and on the need of sampling large volumes. Earlier works

(e.g. Ryu et al., 2003; Skillman et al., 2008; Vazza et al., 2009a, 2011b) show that a

spatial resolution of ∼ 200−300 kpc is enough to properly resolve the thermalisation by

cosmic shocks. Our analysis of these simulated volumes (Vazza et al., 2014b) also shows

that at the resolution of ∼ 100 − 200 kpc the global properties of CRs are converged.

Additional resolution tests are given in the Appendix.

• Cooling and AGN feedback. While we do not find a significant direct impact of AGN

feedback and CR enrichment for the large scales of interest here, the cumulative effect

of the cooling-feedback interplay can change the thermodynamical structure of the ICM

and affect the CR-to-gas ratio and the γ-ray emission. Modelling AGNs in cosmological

simulations is still challenging (Sijacki & Springel, 2006; Sijacki et al., 2009; Dubois

et al., 2010; McCarthy et al., 2010), and so is the complex interplay between AGN

injected CRs and the surrounding gas (Aleksić et al., 2012; Pfrommer, 2013; Vazza et al.,

2013). However, our simulations show that including cooling and feedback worsens

the comparison with FERMI limits. Therefore our main findings on the too large

acceleration of CRs should be conservative against more complex models for the gas

physics.

• Limitations of CR physics. Our runs do not include all possible interactions between

CRs and gas and we assume that CRs do not diffuse neither stream out of the gas

distribution. However, in Vazza et al. (2013) we tested that including CR-losses does

not affect the distribution of CRs outside of cluster cores, while most of the γ-emission

is mostly produced on larger scales. Additional mechanisms of (re)acceleration of CRs,
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such as turbulent reacceleration (e.g. Brunetti & Jones, 2014), reconnection (e.g. Lazar-

ian et al., 2015) and injection by AGN and supernovae (e.g. Völk et al., 1996) can only

increase the budget of CRs estimated in our simulations. The spatial diffusion of CRs

can modify the distribution simulated by our 2-fluid method (Berezinsky et al., 1997).

Yet again, this cannot significantly affect our predicted γ-ray emission, which is spread

across ∼ Mpc scales, while the diffusion of ∼ 1 − 10 GeV protons over Gyrs can only

affect ∼ 10 − 102 kpc scales. Finally, the detailed calculation by Wiener et al. (2013)

showed that even in a scenario in which CRs can stream out of the gas distribution

faster than the Alfvén speed, the γ-ray emission is not affected in the energy range

probed by FERMI, but only at much higher energies (E = 300 − 1000 GeV).

4.5 Conclusions

We simulated the acceleration of CRs by structure formation shocks, and focused on the

observable γ-ray outcome of CRs in galaxy clusters. Our suite of simulations has been designed

to simulate several realistic scenarios for CRs and gas physics, and to enable the testing for

large complete samples of galaxy clusters (Vazza et al., 2014b).

• All tested CRs (re)acceleration models based on DSA predict a level of hadronic emission

inconsistent with γ-ray observations. A significant fraction of our simulated clusters

(∼ 25 − 50 % depending on the model) produce γ-ray emission above the upper limits

reported by FERMI (Ackermann et al., 2010; Huber et al., 2013b; The Fermi-LAT

Collaboration et al., 2013; Ackermann et al., 2014; Griffin et al., 2014; Zandanel &

Ando, 2014).This result is robust against the variations in the gas physics that we have

tested.

• Regardless of the models (with the exception of the unrealistic gas model producing

overcooling within halos) we find that the average radial profile of CRs to gas pressure,

X(R), is well described by a simple 2nd order polynomial expression (Eq.1). In all

models the profiles are very flat for R ≥ 0.2Rvir, and have a central normalisation X0

depending on the acceleration model. This average profile can be useful for the inversion

of FERMI data of clusters (e.g. Ackermann et al., 2014).

• Clusters of similar mass have a total pressure ratio X that varies up to a factor ∼
10 − 102 depending on their dynamical state. In non-radiative simulations, the main

source of scatter is caused by mergers, which inject new CRs and boost the hadronic

emission. In radiative simulations, cooling and feedback can also increase the CR-to-gas

pressure ratio by lowering the gas temperature and by triggering stronger shocks from

the innermost cluster regions of CC-like clusters.
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• The different average CR-to-gas pressure ratio in clusters with similar mass, due to

their different dynamical history, suggests that the present FERMI limits are actually

constraining the total budget of CRs in the average cluster population to a deeper level

than usually assumed. Indeed, the non-detection of hadronic emission mostly puts a

constrain on the budget of CRs in the active systems, which must be limited to X ∼ 1 %

to be consistent with FERMI limits (Huber et al., 2013b; The Fermi-LAT Collaboration

et al., 2013; Ackermann et al., 2014; Griffin et al., 2014). However, given the range of

scatter in X across our simulated clusters, we conclude that in more relaxed systems

this ratio must be even lower, X ∼ 0.1 %, i.e. nearly ten times below the average

limit given by the modelling of FERMI stacking (Huber et al., 2013b; The Fermi-LAT

Collaboration et al., 2013).

• This result suggests that the (re)acceleration efficiency assumed for CRs must be signifi-

cantly scaled down compared to all models tested here, which are derived from diffusion-

convection simulations of DSA (Kang & Jones, 2007; Kang & Ryu, 2013). Revising the

acceleration efficiency by Kang & Ryu (2013) downwards based on the latest results

of hybrid simulations by Caprioli & Spitkovsky (2014a) is found to limit the tension

with FERMI data to a few objects. A fixed proton (re)acceleration efficiency η = 10−3

at all shocks produces hadronic emission from clusters below the present upper limits

from FERMI. In this case, the central CR to gas pressure ratio is ≈ 0.6 % and reaches

1 % within the virial radius. The energetics of CRs in clusters is largely dominated

by M ∼ 2 − 5 shocks, this turns into a requirement for the acceleration efficiency in

this Mach number range. However, also the acceleration efficiency by stronger external

shocks (usually assumed in the range η ∼ 10 %) must be revised, as our test in Sec.

4.3.4 shows. This result is in agreement with the independent modelling based on semi-

analytical mergers discussed in Vazza et al. (2015a), where also a ∼ 10−3 acceleration

efficiency of protons at shocks was found to be necessary to reconcile with the lack of

detected hadronic emission from clusters hosting radio relics.

• These results stregthen the problems we pointed out in a related series of semi-analytical

paper focusing on double relics (Vazza & Brüggen, 2014; Vazza et al., 2015a), where

we reported that in order to reconcile the shock-acceleration model of relics with the

absence of γ-ray emission from protons, a electron-to-proton injection ratio (≫ 10−2)

larger than canonic DSA must be assumed. A promising solution to this problem might

come from the latest work on particle acceleration given by particle-in-cell simulations

(Guo et al., 2014a,b), which found efficient pre-acceleration of relativistic electrons and

very little proton injection by M ≤ 5 shocks, due to shock-drift-acceleration (SDA). In

addition, hybrid (Caprioli & Spitkovsky, 2014a,b) or PIC (Park et al., 2015) simulations

of proton acceleration by stronger shocks reported large variations of the injected CR-

energy depending on the shock obliquity with the upstream magnetic field.
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In conclusion, this study shows that cosmological simulations joined with γ-ray observations

can be used as a laboratory to study the acceleration of cosmic rays by weak cosmic shocks,

in a regime complementary to supernova remnants and solar wind shocks.
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4.A Effects of Resolution and Additional Physics

We use the smallest simulated volume in our suite of simulation (CUR3, with side 75 Mpc, see

Vazza et al., 2014b) to compare the effects of resolutions and different physical prescriptions

for baryon physics onto the radial distribution of baryons and CRs. Fig. 4.13 shows the

radial profiles of gas density, gas temperature, CR-pressure and γ-ray emission for the most

massive halo formed in this box, a cluster with a total mass of ∼ 2 × 1014 M⊙ in a fairly

relaxed dynamical state at z = 0. We compare here two sets of data: a) non-radiative

runs using the acceleration efficiency of Kang & Ryu (2013) for CRs, and increasing spatial

resolution from 210 to 52.5 kpc (i.e. from the number of cells/DM particles in the full volume

goes from 2563 to 10243); b) runs including equilibrium gas cooling and high redshift AGN

feedback, as the main article (see Vazza et al., 2014b, for details), at the resolution of 52.5

and 105 kpc. The trends which are most relevant for the main findings of our article are the

effects of resolution/physics in the spatial distribution of gas and CRs in the innermost cluster

regions. The most significant differences connected to resolution and gas physics are limited

to the innermost ≤ 0.3R500 region, where the gas density is increased at most by ∼ 10 times

when cooling is not contrasted by AGN feedback, which also appears as a drop in the gas

temperature in these runs. The outcome in the CR-pressure is also limited to the innermost

region, where radiative runs without AGN feedback present a strong peak in the core, which

also corresponds to a ∼ 10 times larger total γ-ray emission. When AGN feedback is applied,

the γ-ray emission is only a factor ∼ 2 above the prediction from non-radiative runs at the
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same resolution. The last panel of Fig. A1 shows indeed that the hadronic emission is mostly

produced at ≥ 0.3 − 0.4R500, where the differences played by resoluton and gas physics are

small. In all cases, the predicted hadronic emission for this cluster is larger than the upper

limits set by FERMI (e.g. Huber et al., 2013b). These tests confirm that the problems in

explaining the unseen population of CRs in galaxy clusters, outlined in our main article, are

robust against variations in resolution and prescriptions for gas physics.

4.B Impact of CR Physics on Cluster Scaling Relations

Fig. 4.14 shows the (M, T ) scaling relation within R500 for all halos in the non-radiatie CUR1

run (3003 Mpc3) and in the non-radiative CUR2 runs (1503 Mpc3) volume, where the impact

on the different acceleration models (Kang & Jones, 2007; Kang & Ryu, 2013) are compared.

For the typical pressure ratio between CRs and gas of these runs (≤ 10 %) the dynamical

impact of CRs is not enough to cause any significant departures from the self-similar scaling

in the M ∝ T 3/2, nor to affect the mass-function of halos (not shown). In addition, the

impact of CRs on the global scaling relation is the same also when more massive clusters (as

in the CUR1 run) are included.
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(a) (b)

(c) (d)

Figure 4.13: Radial profiles of gas density, gas temperature, CR-pressure and γ-ray emission inside
the radius for a ∼ 2 × 1014 M⊙ simulated cluster at z = 0, for different resolutions and
physical prescriptions for baryons (see text). The additional horizontal line in the last
panel marks the upper limit on the γ-ray emission for the stacking of clusters obtained
by Huber et al. (2013b).
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Figure 4.14: Mass-temperature scaling relation for the halos in the CUR1 and CUR2 volumes at
z = 0, where the effect of the Kang & Jones (2007) and Kang & Ryu (2013) accel-
eration model for CRs are compared. The additional lines show the best fit of the
simulated data, while the two set of gray symbols are for real cluster observations using
CHANDRA by Eckmiller et al. (2011) and Reichert et al. (2011). To better compare
with the simulated cluster and minimise the effect of cosmic evolution, we only consider
observed cluster in the 0 ≤ z ≤ 0.2 redshift range.
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5 Polarization of Radio Relics: an on-going

Study

5.1 Introduction

As described in Chap. 1.2.3, radio relics are highly polarized sources (∼ 10−50 %). In princi-

ple the high degree of polarization could be caused either a regular large-scale magnetic field or

the compression of a tangled small-scale magnetic field (Laing, 1980). Several of observations

have been devoted to studying the polarization properties of radio relics (e.g. Bonafede et al.,

2009; van Weeren et al., 2010, 2012; Kale et al., 2012; de Gasperin et al., 2015). Skillman

et al. (2013b) studied the polarization of radio relics in cosmological magneto-hydrodynamical

simulations of galaxy clusters at νobs = 1.4 GHz. They observed a significant variation both

across and along the relic with a peak polarization of ∼ 75 %. Furthermore, they showed

that the polarization fraction is much larger if the relic is seen “edge-on” instead of “face-on”.

Yet independent of the viewing angle, polarization never reaches its maximum as a number

of physical and instrumental effects lower the degree of polarization. These phenomena are

referred to as depolarization.

The most common observed physical depolarization is the so called Faraday depolarization

(see Gardner & Whiteoak, 1966; Klein & Fletcher, 2015, for reviews). In this case, Faraday

rotation, i.e. the rotation of the electric-field vector of a linearly polarized wave that is prop-

agating through a magnetized plasma, causes depolarization. The Faraday rotation depends

on the rotation measure Φ ∝ neBpara and the wavelength of the observation frequency λ as:

∆Ψ = Φ · λ2. (5.1)

Therefore, one normally tends to use high frequency observations for the study of polarization,

where the effect of Faraday depolarization, is small (e.g. Kierdorf et al., 2017, and references

therein). Through the rotation measure, depolarization depends on the magnetic field com-

ponent parallel to the line-of-sight and the electron number density. Hence, the combination

of depolarization studies with X-ray observations, that provide the thermal gas distribution,

is a powerful tool for the estimation of the magnetic fields in the ICM. Yet, it is still unclear,

whether most of the depolarization happens between the source and the observer or at the
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source itself.

Two common instrumental effects can occur that also cause depolarization: beam and band-

width depolarization (e.g. Hamaker et al., 1996; Sault et al., 1996; Klein & Fletcher, 2015).

Beam depolarization happens when different field orientations within the resolution beam

produce different polarisation angles, which partly cancel out. For example, linearly po-

larized emission from two regions suppress each other, if their magnetic-field directions are

perpendicular. Bandwidth depolarization reduces the degree of polarization by rotation of

the electric-field vector across the bandpass.

In this section, we study the polarization of relics at radio frequencies to determine where

depolarization is the strongest. For our analysis, we use the same radio relic that has already

been described and studied in Chap. 3. We compute the polarization properties of this relic

both at 0.14 GHz and 1.4 GHz combined with and without the effect of depolarization. We

notice that we do not include any instrumental depolarization. The work presented in this

chapter is still an on-going project and will be submitted as a paper in the near future.

This chapter is organized as follows: at first we will describe how the polarization of a radio

relic is computed using CRaTer, Sec. 5.2. This is followed by the presentation, Sec. 5.3, and

discussion, Sec. 5.4, of our results. For the description of the numerical methods used in ENZO

and CRaTer, we refer the reader to Chap. 3 of this thesis.

Figure 5.1: Density slice through the cluster centre overlayed with the corresponding magnetic field
vectors. This plot has been produced using the ENZO-data.
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5.2 Polarization in CRaTer

Burn (1966) derived a formalism to compute the observed polarization of the integrated

emission:

Pburn(λ2) =

∫

los
PtotΠ exp

(

2i
(

β + Φλ2
))

ds

∫

los
Ptotds

. (5.2)

Here Ptot is the emission per volume, Π is the intrinsic degree of polarization, β is the intrin-

sic angle of polarization and Φλ2 is the Faraday rotation that causes depolarization. In this

section, we present how Eq. 5.2 is computed using CRaTer. To compute the emission per

volume we follow the approach of Hoeft & Brüggen (2007) and compute it as the convolution

of the electron spectrum nE(τ, t) and the function F
(

τ−2
)

as1

Ptot =
Csyncmec

2

Cτ

∫ ∞

0
nE(τ, t)F

(

1
τ2

)

dτ. (5.3)

In the equation above, we use the electron mass me and the speed of light c. The integration

variable τ is computed using the Lorenz-factor γL = E/mec
2 + 1 and takes the form τ =

4.85 · 10−5 (B/µG)0.5 (1.4 GHz/νobs)
0.5 γL. Csync and Cτ depend on the underlying magnetic

field B, the pitch angle α and the observation frequency νobs as:

Csync =

√
3e3B sin(α)

mec2
(5.4)

Cτ =

√

3eB

νobs16mec
. (5.5)

The electron spectrum, injected at time t0, evolves in time t as:

nE(E, t) =







neCspec
1

mec2 ẽ−s
(

1 −
(

1
ẽmax

+ Ccool∆t
)

ẽ
)s−2

if ẽCcool∆t < 1 − ẽ/ẽmax

0 else
. (5.6)

Here ∆t = t − t0, hence for t = t0 the equation computes the injection spectrum. The term

Ccool∆t accounts for energy looses due to inverse Compton scattering of the CMB photons and

synchrotron radiation. In Eq. 5.6, ne is the number of electrons per tracer and ẽ = E/mec
2.

The spectral index s = (r + 2)/(r − 1) is computed via the compression ratio r = ρ2/ρ1.

Cspec gives the fraction of electrons at E = mec
2 and accounts for the normalization of the

1F (x) is computed using the modified Bessel-Function as F (x) = x
∫

∞

x
K5/3 (ξ) dξ.
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spectrum. It is computed as:

Cspec = η
udmp

c2me

(q − 1)
qIspec

. (5.7)

Here η is the fraction of energy injected by a shock of a given Mach number into the accel-

eration of cosmic-rays. We choose in our later analysis both a fixed value of η = 0.05 and

the Mach number dependent acceleration efficiencies derived by Kang & Ryu (2013). For the

detailed computation of Cspec and Ccool we refer to Sec. 2.2 and 2.3 in Hoeft & Brüggen

(2007). We use the same spectrum to compute the radiated power perpendicular, P⊥, and

parallel, P‖, to the projection of the magnetic field2:

P⊥ =
Csyncmec

2

Cτ

∫

nE(τ)
[

F (τ−2) + G(τ−2)
]

dτ (5.8)

P‖ =
Csyncmec

2

Cτ

∫

nE(τ)
[

F (τ−2) − G(τ−2)
]

dτ. (5.9)

Then the intrinsic degree of polarization is computed as

Π =
P⊥ − P‖

P⊥ + P‖
. (5.10)

The last ingredients of computing polarization is the estimation of the amount of Faraday

depolarization: Φλ2. Here λ is the wavelength corresponding to the observation frequency

and Φ is the rotation measure:

Φ = 812

L
∫

0

ne
10−3 cm−3

Bpara

µG
dl

kpc

[

rad
m2

]

. (5.11)

Here ne is the electron density and Bpara is the magnetic field parallel to the line-of-sight.

The equation is integrated along the line-of-sight. In our simulation we compute the rotation

measure on the grid and assign it to the tracers using a NGP-method.

The emission per volume, Eq. 5.3, and the intrinsic degree of polarization, Eq. 5.10, are both

calculated for each tracer individually. The integrals along the line-of-sight in Eq. 5.2 are

replaced by the sum over the tracers:

Pburn(λ2) =

Np
∑

i=0
Ptot,iΠi exp

(

2i
(

βi + Φiλ
2
))

Np
∑

i=0
Ptot,i

. (5.12)

2G(x) is computed using the modified Bessel-Function as G(x) = xK2/3(x).
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Figure 5.2: Projected radio emission at z = 0.27. This plot has been produced using the CRaTer-data.

5.3 Results

In this chapter we study the same relics as previously in Chap. 3.2. In Fig. 5.1, we show

a density slice through the centre of the cluster overlayed with the corresponding magnetic

field vectors at z ≈ 0.27. As the cluster undergoes a major merger at this epoch, shock

waves start sweeping through the ICM and produce two bright radio relics, i.e. Pradio ≈
3.42 · 1031 erg/s/Hz and Pradio ≈ 2.26 · 1031 erg/s/Hz. In Fig. 5.2, we plot the total emission

of the two relics, that has been computed with Eq. 32 from Hoeft & Brüggen (2007) (see

Chap. 3 for more details on the computation). In the following discussion, we will focus only

on the brighter of the two, located left from the cluster core.

5.3.1 Mach Number and Spectral Index Distributions

First, we use the shock detector described in Chap. 2.2.3 to identify all tracers that have

been shocked and estimate the specific Mach number accordingly. Using the corresponding

spectral index, we compute the injected electron spectrum nE(E, t), Eq. 5.6, for each tracer

and subsequently estimate the corresponding emission per volume, Eq. 5.3. The distribution

of Mach numbers, see black line in Fig. 5.4(a), ranges from a minimum value3 of M = 1.3 to

M > 3. The average Mach number recorded is ∼ 2.3. This is in line with previous works (e.g.

3We notice, that this is the smallest Mach number allowed for detection as for lower values it cannot be
distinguished, whether the shock is of physical or numerical nature.

119



5.3. RESULTS CHAPTER 5. POLARIZATION OF RADIO RELICS

Hong et al., 2015; Skillman et al., 2013b, and Chap. 3 of this thesis) that have indeed shown

that merger shocks in the ICM are not simply associated with a single-valued Mach number,

which stems from the rather patchy structure of the ICM across ∼ Mpc scales. Yet, the radio

emission weighted distributions of Mach numbers, blue and red line in Fig. 5.4(a), show that

most of the emission is produced in the few high Mach number shocks. When using the shock

acceleration efficiencies provided by Kang & Ryu (2013) about ∼ 98 % of the radio emission

is coming from M > 4 shocks. Also for a constant acceleration efficiency of η = 0.05 shocks

with M > 4 produce about ∼ 81 % of the observed radio emission. This trend is also seen in

the radio weighted average Mach number that is ∼ 4.8 and ∼ 4.4, respectively.

This discrepancy in Mach number estimates is also seen in the two dimensional projection

of Mach numbers, that rather mirrors the observations in place of the three dimensional dis-

tribution. In Fig. 5.3, we plot the projection average and radio weighted Mach numbers

across the relic seen along different line-of-sights. We show the corresponding distributions

of Mach numbers in Fig. 5.4. We observe that the average projected Mach numbers (black

lines in Fig. 5.4(b)-5.4(d) and left column in Fig. 5.3) show a large scatter in the range of

〈M〉 ≈ 1.7 − 5.0 with both means and medians in the range of ∼ 3.0 − 3.5. On the other

hand, the radio emission weighted Mach number shows much larger values in the range of

〈M〉radio ≈ 3.0 − 5.4 with both means and medians & 4.0.

Furthermore the qualitative view on Fig. 5.3 shows that some low average Mach number re-

gions show a high radio weighted Mach number. The difference in Mach number distributions

is very significant when looking at the shock in the XY- and XZ-plane, Fig. 5.4(b) and 5.4(c)

respectively. The distributions show a larger overlap in the YZ-plane, Fig. 5.4(d), where the

relic surface is much broader and hence the average along the line-of-sight is taken over fewer

tracers.

As an additional test, we rotated the relic around all three axes independently using an angle

increment of ∆ = 1◦. This way, we generated a total of 1080 maps of the relic under different

viewing angles. In Fig. 5.4(e), we show the distribution of average Mach number and the

radio weighted Mach number taken over all realizations of the relic. The average Mach num-

ber in this case takes a value of ∼ 3.1 and the average radio emission weighted Mach number

shows a value of ∼ 4.8. The qualitative comparison of Fig. 5.4(e) to Fig. 5.4(b)-5.4(d)

shows that the individual distribution of Mach numbers significantly depends on the viewing

angle. Therefore, while the specific comparison between X-ray and radio based estimates of

the Mach number can vary depending on the viewing angle, in the general case the radio

emission weighted Mach number is significantly higher than the average Mach number.

In Fig. 5.5, we plot the corresponding the mean spectral index and the radio emission weighted

spectral index maps. The distribution of spectral indices across the relics matches the pre-

vious findings. For all three viewing angles, the average spectral index is in the range of

〈s〉 ≈ 2.2 − 5.3 with means of ∼ 2.7 − 3.0 and medians of ∼ 2.5 − 2.9. The radio-weighted
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spectral index is significantly flatter and is in the range of 〈s〉radio ≈ 2.1 − 2.5 with both

a mean and median values of ∼ 2.2 − 2.3. In all cases the radio weighted average spectral

index shows a much more uniform distribution of the flat indices, while the average spectral

is only significantly flat in a few regions of the relic. However, the average spectral index in

the YZ-plane shows significantly more flatter values than in the XY- and XZ-plane. This is

consistent with our previous findings on the Mach number distribution across the relics.

All of our findings above are consistent with previous findings in the literature (Hong et al.,

2015). Therefore, the observed radio emission mostly probes the portion of shock fronts which

is associated with the highest Mach number. This bias seems to be more significant, if one

looks at the radio relic “edge-on” where the emission of a lot of particles is dominated by a

few strong ones. On the other hand, the bias is reduced, when the relic is seen “face-on”.

While the mismatch between X-ray and radio-based Mach number has been already discussed

in a few works (e.g. Hong et al., 2015), the additional role of projection effect and hence the

surface of the emitting region in making this bias larger is an original finding of this work, as

far as we can tell.

5.3.2 Polarization Properties

As a next step we estimated the polarization of the integrated emission, Eq. 5.12, in each

pixel/cell of our simulation using the CRaTer-data both at νobs = 0.14 GHz and νobs =

1.4 GHz. For both observation frequencies we test three cases of depolarization:

1. Φfull: this model includes the rotation measure from all cells between the source and

the observer and therefore gives the true amount of Faraday depolarization.

2. Φzero: this model excludes the effect of Faraday depolarization completely by setting

Φ = 0 in Eq. 5.2.

3. Φsource: this model only includes the Faraday depolarization at the source itself. We

compute this by setting ne = 0 in all cells that do not host a tracer when computing Φ,

see Eq. 5.11.

In Fig. 5.6, we plot the polarized emission overlayed with the corresponding polarization

vectors for the six possible combinations of νobs and Φ. Our main findings are:

• In both the Φfull- and Φsource-model, the average polarization per pixel at νobs = 1.4 GHz

is higher than at νobs = 0.14 GHz. Yet, in the Φzero-model the average polarization per

pixel is similar for both frequencies.

• The average polarization at νobs = 0.14 GHz differs significantly for the three different

models. Here, the Φzero-model shows the hightest average, while the Φfull-model shows
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the lowest average. At νobs = 1.4 GHz, the average polarization of the Φfull-model is

significantly lower than for the other two models, that show a similar average.

• For both frequencies and all models, the range of polarization per pixel stays constant

and is always in the range of of a few ∼ 0.1 % to ∼ 70 %. Hence to explain the above

stated average polarizations, the number of low and high polarized pixels changes among

the different models.

A more detailed summary of our above described results is provided in Tab. 5.1.

In Fig. 5.7, we plot the distribution of polarization in each pixel for the different observing

frequencies and depolarization sources. The detected polarization in radio relics ranges from

. 15 % to & 60 %, depending on the observing frequency and the beam of the adopted radio

telescope (e.g. van Weeren et al., 2010; Bonafede et al., 2012; Kierdorf et al., 2017). Although

our results give a promising match to these values, additional work is needed to compare

these results with observations and different models in more detail. We observe that for

νobs = 1.4 GHz the distributions for Φsource and Φzero look fairly similar, while the distribution

in the Φfull significantly peaks towards the lower values. This quantitative observation matches

our results obtained above. At νobs = 0.14 GHz we already observe significant differences

between the distribution that neglects depolarization completely and the one that includes

depolarization within the source only. The distribution that includes the full depolarization

is clearly dominated by the lower values. With future work, we will also investigate the trend

with spatial resolution of the depolarization from the intervening intracluster magnetic field,

as a higher resolution can introduce additional tangling of magnetic field lines.

νobs [GHz] Φi mean [%] median [%] max [%] min [%] ≥ 0.6 [%] ≤ 0.2 [%]

1.4 Φfull 28.3 26.2 70.5 0.4 8.4 41.6
1.4 Φzero 37.6 39.3 71.8 1.3 21.3 27.5
1.4 Φsource 35.4 35.6 71.4 0.2 18.8 31.6
0.14 Φfull 18.4 15.0 70.8 0.1 2.8 63.3
0.14 Φzero 39.1 40.7 72.6 0.2 22.2 24.5
0.14 Φsource 27.5 24.3 71.8 0.1 7.0 42.1

Table 5.1: Summary of the results for the polarization of the radio relic. The first column gives the
observation frequency and the second column gives the depolarization model. The third
and fourth column present the mean and median of the polarization. The fifth and sixth
column provide the minimum and maximum degree of polarization recorded in on pixel.
The last two columns provide the fraction of cells that show a polarization ≥ 60 % and
≤ 20 % respectively.
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Figure 5.3: Average Mach number maps along the different line-of-sights: XY-plane (top row), XZ-
plane (middle row) and YZ-plane (bottom row). Left left column shows the unweighted
average and the right column shows the radio emission weighted average using the ac-
celeration efficiencies derived by Kang & Ryu (2013). The black bar shows the length of
300 kpc.
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(a) (b)

(c) (d)

(e)

Figure 5.4: Three dimensional distribution of Mach numbers (black) and the corresponding radio
emission weighted distribution of the Mach number using the acceleration efficiencies
derived by Kang & Ryu (2013) (red) and a fixed acceleration efficiency of η = 0.05
(blue). Panels (b), (c) and (d) show the projected Mach number in the XY-plane, XZ-
plane and YZ-plane. Panel (e) shows the distribution of projected Mach numbers taken
along 1080 line-of-sights. The black line show the distribution of average Mach numbers
and the red lines show the radio weighted Mach number using the acceleration efficiencies
derived by Kang & Ryu (2013).
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Figure 5.5: Average spectral index maps along the different line-of-sights: XY-plane (top row), XZ-
plane (middle row) and YZ-plane (bottom row). Left left column shows the unweighted
average and the right column shows the radio emission weighted average using the ac-
celeration efficiencies derived by Kang & Ryu (2013). The black bar shows the length of
300 kpc.
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Figure 5.6: Polarization of the integrated radio emission, Eq. 5.12, overlayed with the polarization
vectors for our six different combinations of rotation measure and observing frequency.
The left column shows νobs = 1.4 GHz and the right column displays νobs = 0.14 GHz.
The three rows show Φfull, Φzero and Φsource respectively.
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(a) (b)

Figure 5.7: Distribution of the polarized, integrated radio emission, Eq. 5.12, including the effect
of depolarization (red) and excluding the effect of depolarization (blue) at (a) νobs =
1.4 GHz and (b) νobs = 0.14 GHz. The green lines show the distribution, if only the
depolarization within the source is included.

5.4 Conclusion

Combining MHD-simulations and Lagrangian tracers we computed the shock-induced cosmic-

ray electron spectrum and studied the corresponding spectral and polarization properties of

radio relics. Thus, we could test a few possible sources for the depolarization of the observed

radio emission. Focusing on the properties of one radio relic, that appears in a massive galaxy

cluster after major merger at low redshift, we obtained the following results:

• We calculated the radio weighted distribution of Mach numbers for a fixed acceleration

efficiency of η = 0.05 and the acceleration efficiencies derived by Kang & Ryu (2013).

Both of them show their peak in the range of ∼ 4.4 − 4.7, while the average Mach

number itself is significantly lower ∼ 2.3. See Fig. 5.4(a).

• We produced projections of the average and radio weighted Mach numbers along three

different line-of-sight (XY-, XZ- and YZ-plane), see Fig. 5.3. We observe that the

average Mach number in all cases is much lower than the radio weighted Mach number.

This trend is more significant, if the observed relic surface is thin (i.e. “edge-on”),

hence looking at a higher depth and averaging over more particles. The same trend also

applies to the spectral indices (e.g. the radio-weighted one is flatter than the average

one).

• Using the equation derived by Burn (1966) we computed the observed polarization of the

integrated emission at νobs = 0.14 GHz and νobs = 1.4 GHz. While the radio emission
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at νobs = 0.14 GHz is completely depolarized, the radio emission at νobs = 1.4 GHz

is polarized at ∼ 28 %, if depolarization from the intervening intracluster magnetic

fields is included. By neglecting the effect of depolarization, i.e. setting Φ = 0, at both

frequencies we observe a polarization of ≈ 37 − 39 %.

• We have tested if most of the depolarization is produced in the source itself or in the

ICM between source and observer. We did this by only including the depolarization

within the source. The polarization at νobs = 0.14 GHz is already reduced significantly,

∼ 24 %, while the polarization at νobs = 1.4 GHz is only lowered by a few to ∼ 36 %.

Our observations also match predictions from Hong et al. (2015), who estimated the Mach

numbers derived to be larger than the ones derived from X-rays. Hong et al. (2015) com-

pared two dimensional mock observations of X-ray and radio observations. Yet, they argue

that X-ray Mach number underestimates the real Mach number, while our analysis suggests

that radio relics tend to pick up strong shocks only and therefore neglecting the weaker ones.

However, in both cases the observed discrepancy between Mach numbers derived from X-ray

and radio observations (e.g. Ogrean et al., 2014; Itahana et al., 2015; Akamatsu et al., 2017)

seems to be due to the fact that radio observations weigh the high Mach numbers, while X-ray

observations are more sensitive to the lower Mach numbers.

Furthermore, we noticed that the discrepancy of the distributions computed in two dimen-

sional becomes smaller with an increasing surface of the relic. As the number of tracer particles

is conserved in the three maps, this is most likely due to the fact that by construction the

averages are taken over more tracer particles in a small surface relic. Hence, one bright par-

ticle can outshine all the others, while in large surfaces one averages over less particles. This

suggests that discrepancy of Mach number estimates observed in relics seen “edge-on” should

be larger than in relics that are observed “face-on”.

We observe, as predicted by theory, that without any depolarization the distribution of

the measured degrees of polarization per cell looks fairly similar at νobs = 0.14 GHz and

νobs = 1.4 GHz. On the other hand the effect of depolarization is much more significant at

the lower frequency and the two distributions differ a lot. This is in line with modern radio

observations (e.g. Kierdorf et al., 2017, and references therein). When only including the de-

polarization caused within the source itself, the results for the two frequencies are different. At

the higher frequency, νobs = 1.4 GHz, the polarization does not drop significantly compared

to the case without polarization and the amount of highly polarized cells, i.e. ≥ 60 %, only

drops by a few, ∼ 2.5 %. On the other hand, the same test at low frequency, νobs = 0.14 GHz,

caused ∼ 15 % of the cells to loose their high degree of polarization. At the same time the

amount of unpolarized cells, i.e. ≤ 20 %, increased by about ∼ 17 − 18 %. This observation

indicates that at low frequencies, the depolarization is already significantly reduced within

the source. The depolarization at high frequencies on the other hand seems to be happening

mostly in the ICM between the source and the observer.
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We notice, that we did not include any the effect of beam or bandwidth depolarization (e.g.

Hamaker et al., 1996; Sault et al., 1996). Yet, these effects have to be taken into account in

the production of more detailed mock observations.
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6 Evolution of Vorticity and Enstrophy in the

Intracluster Medium

The following chapter presents work as it is published by Wittor, Jones, Vazza, & Brüggen

in MNRAS 2017a.

6.1 Introduction

The intracluster medium (ICM) is a hot (T ∼ 107 −108 K), dilute plasma that hosts turbulent

motions across all scales. Turbulence is driven on cluster scales, ∼ few Mpc, as gravitational

energy is converted into kinetic energy during the process of hierarchical structure formation

(see Brüggen & Vazza, 2015, and references therein for a recent review). Accretion flows con-

vert their kinetic energy into turbulent motions through tangential flows, fluid instabilities

or baroclinic motions. The turbulence then cascades from driving scales to dissipative scales

and heats the plasma, (re-)accelerates cosmic-ray particles and amplifies magnetic field (e.g.

Brunetti & Lazarian, 2007; Miniati & Beresnyak, 2015; Schmidt et al., 2015). Turbulence can

also be driven on galactic scales, ∼ 10 kpc, for example by outflows driven by active galac-

tic nuclei (AGN) or ICM-based magneto-thermal instabilities (e.g. Mendygral et al., 2012;

ZuHone et al., 2013).

In this work, we are tracking the turbulence associated with substructures that are accreted

by clusters at z < 1. These are typically groups with typical masses of ∼ 1013 M⊙, and they

are expected to contribute up to ∼ 70% to the total mass of massive galaxy clusters (e.g.

Berrier et al., 2009).

Current observations measure turbulence through the SZ-effect or pressure fluctuations and

line spectroscopy in X-ray (e.g. Khatri & Gaspari, 2016; Pinto et al., 2015; Zhuravleva et al.,

2016). Future X-ray observations should be able to detect the driving scale of turbulence

directly due to the outstanding spectral resolution of the new generation of telescopes (e.g.

Athena). The analysis of the turbulent motions is rendered difficult by the need to isolate

uncorrelated flows from, both correlated flows on large scales (≥ 0.1−1 Mpc) and small-scale

velocity perturbations produced by shocks. Turbulence is also dependent on the local gas

conditions, as the compressive turbulent energy can make up only a few percent or up to
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15 − 30 per cent of the total turbulent kinetic energy. This is important for example, for

the understanding of cosmic-ray acceleration. The compressive turbulent component, e.g.

curl-free component, most likely follows a Burgers-like spectrum, which reduces the power for

cosmic-ray acceleration1 (Brunetti & Jones, 2014; Miniati, 2015).

Porter et al. (2015) simulated the properties of MHD turbulence driven by various combina-

tions of solenoidal and compressive processes. Their objective was to understand the physical

sources of ICM enstrophy (see Sec. 6.1.1) and the associated turbulent amplification of mag-

netic fields. Vazza et al. (2017c) extended this work by analysing a major merger cluster,

finding that enstrophy is generated by baroclinic and shock-related motions during accretion

and merger processes. In the cluster interior, vortex stretching seeded by mergers is enhanc-

ing and generating enstrophy.

In this work, we use our post-processing tool CRaTer to analyse the Lagrangian evolution

of enstrophy in eight different clusters taken from the Itasca Simulated Clusters (ISC). The

paper is structured as follows: After summarizing the most important points of enstrophy

generation and evolution in Sec. 6.1.1, we will give detailed information on our simulations

and numerical tools in Sec. 6.2. In Sec. 6.3.1, we give an overview of the general properties

of our cluster sample. Our results on the Lagrangian evolution of enstrophy are presented

in 6.3.2. We focus on the evolution of growth and decay times associated with the different

source terms that generate enstrophy in Sec. 6.3.3. In Sec. 6.3.4, we give estimates on the

turbulent energy dissipation and the corresponding magnetic field amplification. Finally, we

summarise our results and conclude in Sec. 6.4. In the Appendix, we further give an analytical

derivation of how the dissipation rate of turbulence can be estimated in our simulation.

6.1.1 Evolution of Enstrophy

The kinetic energy of turbulence in the ICM is mostly (60−90 per cent Miniati & Beresnyak,

2015) of solenoidal nature (divergence-free) and its amount can be measured by the vorticity

ω = ∇×v. However, the average vector vorticity tends to zero and other proxies for solenoidal

turbulence are needed. The enstrophy ǫ = 1
2 (∇ × v)2 is such a proxy as it measures the

magnitude of vorticity. The equation for the evolution of enstrophy is derived by taking the

dot-product of the vorticity and the vorticity equation (for more details see Porter et al.,

2015). The evolution of enstrophy in a fixed, Eulerian frame is determined by advective,

compressive, stretching and baroclinic motions2 as well as dissipation:

(

dǫ

dt

)

euler
= Fadv + Fcomp + Fstretch + Fbaro + Fdiss. (6.1)

1In the case the magnetosonic waves, that are responsible for the acceleration of particles, are dissipated at
shocks steepening the cascade and reducing the effective energy transfer to the particles (Miniati, 2015).

2Notice, Porter et al. (2015) include a magnetic term in their equation. This term is neglected here as our
simulations only use pure hydrodynamics.
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The individual sink and source terms (from here on we will refer to them as source terms)

are:

Fadv = −∇ · (vǫ) = −(ǫ∇ · v + v · ∇ǫ), (6.2)

Fcomp = −ǫ∇ · v, (6.3)

Fstretch = 2ǫ(ω̂ · ∇)v · ω̂, (6.4)

Fbaro =
~ω

ρ2
· (∇ρ × ∇P ), (6.5)

Fdiss = ν~ω ·
(

∇2~ω + ∇ × G
)

, (6.6)

with ~ω = ∇ × v. (6.7)

In the equations above, ρ and P are the gas density and pressure, ν is the kinematic viscosity

and G = (1/ρ)∇ρ · S, with the traceless strain tensor S3 (Mee & Brandenburg, 2006). A

hat denotes a unit vector. We notice that all derivatives are computed using a second-order

central difference.

Each source term represents a different physical process leading to the generation, amplifi-

cation and destruction of enstrophy. The advective, Fadv, source term describes conservative

advection of enstrophy across the cluster. The compressive, Fcomp, source term accounts for

both reversible compression and rarefractions as well as enstrophy enhancements due to shock

compression. The net influence of shock compression on enstrophy is amplification, although

as discussed in (Porter et al., 2015) creation of enstrophy within shocks really comes from

the strain term in Eq. 6.6, combined with subsequent compression within the shock. The

stretching source term, Fstretch, accounts for the generation of enstrophy by vortex stretching.

Baroclinic, Fbaro, generation of enstrophy takes place in baroclinic flows, in which the pressure

is not a function of density alone; that is, the flow is not barotropic. In our case, where the

gas equation of state is adiabatic, that corresponds to flow with non-uniform entropy, which

develops behind complex or unsteady shock structures during cluster formation. The dissipa-

tion, Fdiss, term accounts for viscous dissipation of solenoidal flow. The dominant component

of the dissipation term corresponds to the damping of turbulent eddies, although the second

component can also act as a source term in shocks. For the moment, we ignore Fdiss since we

have no explicit viscosity, ν, in our simulations. In Sec. 6.3.4 and in Appendix 6.B, we will

estimate the effective viscosity by looking at the dissipation of solenoidal turbulent energy.

Clearly, the baroclinic and the dissipation term (through its strain tensor contribution) are

the only source terms that are able to generate vorticity. The other source terms depend on

the enstrophy itself and therefore they cannot generate enstrophy from zero.

Eq. 6.1 describes the Eulerian evolution of enstrophy. For the tracer analysis we need to

transform this into a Lagrangian frame, moving with the ICM fluid, as the change of enstro-

3Sij = (1/2)(uij + uji) − (1/3)δij∇ × u
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phy recorded by the tracers between two consecutive timesteps corresponds to the Lagrangian

time derivative of the enstrophy. It is computed from Eq. 6.1 by adding v ·∇ǫ and neglecting

Fdiss, giving

(

dǫ

dt

)

lagrange
= 2 · Fcomp + Fstretch + Fbaro. (6.8)

Enstrophy has the dimensions of inverse time squared, so is intuitively best understood in

terms of characteristic “turnover rate, or, alternatively, eddy turn over time” for the tur-

bulence. Similarly, the measurements of each source term in Eq. 6.2-6.6 are most simply

understood in terms of the turnover time. As a measurement for the impact of each source

term we compute the local, effective and individual source growth/decay times as

teff(t) =
ǫ(t)

ΣiFi(t)
(6.9)

ti =
ǫ(t)
Fi(t)

. (6.10)

In the equations above, the index i refers to the individual source terms.

6.2 Simulation Setup

6.2.1 ENZO

In this work, we study eight galaxy clusters taken from the ISC sample4. The sample has

been simulated with the ENZO code (Bryan et al., 2014) using the the piecewise parabolic

method hydro solver (Colella & Woodward, 1984). We applied the WMAP7 ΛCDM cosmology

(Komatsu et al., 2011) in our simulations: Ω0 = 1.0, ΩB = 0.0445, ΩDM = 0.2265, ΩΛ = 0.728,

h = 0.702, σ8 = 0.8 and a primordial index of n = 0.961. Each cluster was extracted from

an initial cosmological volume, sampled with 4003 cells and 4003 dark matter particles, of

the size ≈ (63 Mpc)3 (co-moving). The central volume ≈ (6.27 Mpc)3 around each cluster

has been refined further for a final resolution of dx ≈ 20 kpc. The adaptive mesh refinement

(AMR) method used in our simulations is the same as described in Sec. 2 of Vazza et al.

(2017c).

All simulations started at a redshift of z = 30 and about ∼ 190 − 250 data dumps from each

simulation, ∼ 160−220 between redshifts z = 1 and z = 0, were saved for further analysis. Our

simulations are non-radiative and do not include any magnetic fields nor non-gravitational

heating, except an imposed temperature floor of T = 3 · 104 K to mimic re-ionization at

4http://cosmosimfrazza.myfreesites.net/isc-project
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moderate redshifts, e.g. 4 ≤ z ≤ 7.

6.2.2 CRaTer

We use our Lagrangian tracer code Cosmic-Ray T racer (CRaTer) (which has already been

applied in various works: Wittor et al., 2017b; Vazza et al., 2016a,b; Wittor et al., 2016)

to follow the clumpy accretion of gas in post-processing. We use a Cloud-in-Cell-method

to interpolate the velocity, gas density, temperature, enstrophy and various source terms

computed on the ENZO-grid to the tracer’s position. The tracers are advected linearly in time.

Following the mass distribution of the ENZO-simulations, the tracers were injected within a

volume of 3203 cells on the finest grid of the ENZO-simulation at z = 1. Using the same mass

threshold we injected additional tracers according to the distribution of the mass entering

the simulation box during run time. At z = 0 each cluster is consequently populated by

∼ 106 − 107 tracers with a mass resolution of mtracer ≈ 3 · 106 M⊙. We choose this mass

resolution as it is high enough to resolve structures accurately while the corresponding number

of tracers can be still handled computationally.

Figure 6.1: Projected enstrophy overlayed with the density contours of the different clusters in the
highes AMR region of size (6.27 Mpc)3 at z = 0. The red square in each plot displays
the (320 kpc)3 volume surrounding the peak of enstrophy. The red bar show the length
of 1 Mpc. (A coloured version is available in the online article.)
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6.3 Results on IT90_3

6.3.1 Cluster Properties

At a redshift of z = 0 our eight galaxy clusters cover a mass range of M200 = 0.5−3.3·1014 M⊙

(total mass) and a temperature range of T200 ≈ 5.1−19.3·106 K, which corresponds to a sound

speed range of 266 − 516 km/s. The dynamical and numerical properties of our clusters are

summarized in Tab. 6.1, and a closer look at the dynamical histories and X-ray properties of

each individual cluster is given in the appendix 6.A. The classification of each system based

on the presence of a major merger has been estimated based on the analysis of the mass

accretion history of each system.

The projected enstrophy overlayed with density contours at a redshift of z = 0 is shown for

all eight clusters in Fig. 6.1. The red squares mark the ∼ (320 kpc)3 volume centred around

the peak of enstrophy, which has been chosen in three dimensions and is therefore not clearly

visible in the projected maps. For our tracers analysis we will focus on the tracers that are

located in this region at a redshift of z = 0.

Following the methods described in Sec. 6.2.2, we advected tracer particles in post-processing

for each cluster between redshifts z = 1 and z = 0. Most of our discussion will revolve around

the merging cluster IT90_3, which has been already studied in great detail in Vazza et al.

(2017c). We will point out differences and similarities with the other ISC clusters where it is

most instructive.

In Fig. 6.2, we show the projected enstrophy of cluster IT90_3 at redshifts z = 1 and z = 0.

At z = 1 the enstrophy already spans a range of 10−6 − 10−1 Myr−2 and fine turbulent

structures are visible. Even at the earliest output from our simulation z = 30, enstrophy is

already at the level of about 1 percent of what it is at z = 1 or z = 0.

M200 r200 T200 cs major Ns Ns Np

ID [1014 · M⊙] [kpc] [106 · K] [km/s] merger (z = 30) (z = 1) (z = 0)
IT90_0 0.77 881.37 6.88 308 no 187 156 2.80 · 106

IT90_1 2.45 1292.68 10.55 381 yes 194 164 7.75 · 106

IT90_2 1.10 998.89 8.29 338 no 196 166 5.05 · 106

IT90_3 0.72 861.78 6.26 293 yes 193 163 4.90 · 106

IT90_4 0.54 783.44 5.13 266 no 197 167 4.07 · 106

IT92_0 3.32 1429.78 19.37 516 yes 244 209 8.26 · 106

IT92_1 1.00 959.71 7.13 313 no 227 194 4.82 · 106

IT92_2 1.17 1018.47 8.74 347 no 241 206 4.73 · 106

Table 6.1: Main characteristics of our eight simulated clusters at z = 0: cluster ID, M200, r200, T200,
sound speed, dynamical state of the cluster, number of snapshots available between z = 30
and z = 0 Ns(z = 30), number of snapshots available between z = 1 and z = 0 Ns(z = 1)
and the final number of tracers Np(z = 0).
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Figure 6.2: Evolution of the projected enstrophy in the highes AMR region of size (6.27 Mpc)3 of
cluster IT90_3 at z = 1 (left) and z = 0 (right). The red bar show the length of 1 Mpc.
(A coloured version is available in the online article.)

6.3.2 Evolution of Enstrophy

In order to investigate the source of enstrophy, we selected all tracers in the ∼ (320 kpc)3

region centred around the peak of enstrophy at z = 0 (see the yellow box in the last panel

in Fig. 6.3 and red squares in Fig. 6.1). Then we followed the tracer positions back to their

positions at z = 1. At that point, most of these tracers are located inside of gas clumps or

are entering the high resolution box inside of gas clumps at a later time. Only few tracers

cannot be associated with any gas clump (≈ 1−10%). At z = 1 we further divided the tracers

into different families depending on their position (see the different colours in the first panel

in Fig. 6.3). We selected eight different families of tracers in each cluster, each associated

with a gas clump and containing ∼ 103 − 104 tracers plus one additional family that contains

all tracers that were injected at the boundaries by mass inflow into the refined volume after

z = 1.

This procedure mostly selects the gas component at z = 0 associated with the densest gas
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Figure 6.3: Evolution of the projected gas density overlayed with the tracers position of the dif-
ferent selections in cluster IT90_3. The tracers have been separated into groups
from different subclumps, indicated by the different colours, at z = 1. The boxes
are of the size (6.27 Mpc)3. The red bar show the length of 1 Mpc. (See
https://dnswttr.github.io/index.html/it903mov.html for a movie. A coloured version
is available in the online article.)

substructures in the ICM, which are mostly associated with single self-gravitating gas clumps5

that are already formed at z = 1 (see Fig. 6.3). The total gas masses of these clumps are

typically a few ∼ 1012 M⊙, corresponding to total masses (gas and dark matter) of a few

∼ 1013 M⊙ before ram pressure stripping and tidal interactions detach their gas and dark

matter components (e.g. Tormen et al., 2004).

In Fig. 6.3, we show the advection of the selected tracers across cluster IT90_3. The enstrophy

averaged over each individual family of tracers and over all tracers as a function of time

is plotted in Fig. 6.4. The black line shows the results for all tracers, while the colours

correspond to the selection from Fig. 6.3. The mean ensemble enstrophy peaks three times:

around t ≈ 6.7, 8.1 and 9.8 Gyr. The times of the first two events correspond to two minor

mergers between sub-clumps, while the time of the third event corresponds to the major

merger observed in the IT90_3 cluster. Using the tracers we can cleanly isolate the different

events. We see that peaks of enstrophy (shown in Fig. 6.4) always occur when two or more

5All the clumps have mclump > mjeans.
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Figure 6.4: Evolution of the enstrophy, averaged over each tracer family selected in IT90_3 (colours).
The black solid line displays the evolution of enstrophy, averaged over all tracers in
IT90_3. (A coloured version is available in the online article.)

tracer families are colliding. As the tracers are following the gas, these events are connected

to the merging of clumps.

In the following, we will focus on the evolution of four tracer families whose collected enstrophy

sharply increases at t ≈ 8.1 Gyr6. At t ≈ 6 Gyr (z = 1) the four families are spatially

separated. We show the evolution of the group enstrophies in Fig. 6.6(a). The enstrophy of

each group always peaks around the time of merging. After the four clumps have merged,

they all show the same evolution in enstrophy. The enstrophy peak at t ≈ 9.8 Gyr happens

during another merger involving these now combined clumps

The thermal entropy7 (see Fig. 6.6(b)) increases significantly when the enstrophy peaks,

indicating dissipation either by shocks or by numerical dissipation of turbulence8 itself. The

apparent correlation between enstrophy and entropy then suggests that the dissipation of

turbulent energy is the dominant mechanism for gas heating here. The evolution of Mach

numbers shows strong Mach numbers at the jumps of entropy and enstrophy. This supports

the idea that these events happen during the occurrence of shocks.

We now examine the individual source terms of the enstrophy (see Eq. 6.8) for the tracer

6We notice that at the same time the enstrophy of two other families is increased, yet those two families are
in a different region at this time and therefore they are related to a different, roughly simultaneous event.

7Represented as S = c T

ρ2/3
, where c is a constant.

8For Kolmogorov turbulence it is easy to show from the Navier-Stokes equations that the local turbulent
energy dissipation rate scales as ǫ3/2 (see Eq. 6.12) below
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Figure 6.5: Spatial evolution of four tracer families across cluster IT90_3. The enstrophy is amplified
at the timesteps displayed here due to the merging of the clumps. The displayed regions
are of the size (400 Mpc)2. (A coloured version is available in the online article.)

family displayed in dark blue (see Fig. 6.7). The enstrophy (top row) shows two maxima

at t ≈ 8.1 Gyr and at t ≈ 9.8 Gyr, marked by the vertical red lines. The green and purple

lines mark the local minima before and after the peak of enstrophy. The compressive and

baroclinic source terms (second and third row in Fig. 6.7) are always the strongest before the

enstrophy reaches its maximum. On the other hand, the stretching source term (fourth row

in Fig. 6.7) peaks after the maximum enstrophy. The other selections of tracers in cluster

IT90_3 record the same sequence of events when enstrophy is enhanced (see Fig. 6.8 for all

recorded events). The enstrophy and source terms are normalized to a unit time and unit

amplitude. We note that the double peaks in some enstrophy lines (e.g., in the 14th column

of Fig. 6.8) are numerical artefacts caused by limited time resolution in the ENZO data. In

Fig. 6.9, we show the mean values of enstrophy and sources terms for IT90_3 and the other

clusters. The same analysis on the other seven clusters gives consistent results: on average

the compressive and baroclinic motions are the strongest before the peak of enstrophy, while

the stretching source is the strongest after the peak of enstrophy. However, some special cases

are pointed out in the following:

IT90_0 shows the biggest delay between the maximum of compressive/baroclinic source terms

(red and green lines in Fig. 6.9) and stretching source term (blue line in Fig. 6.9). As it turns

out, the other clusters have much more violent and active histories than IT90_0, which is our

most relaxed cluster. The other clusters have been exposed to a higher dynamical activity

disturbing their ICMs. Consequent stretching motions occur throughout the lives of those

clusters. Accordingly, the smaller time offsets between the source terms and the less distinct

peaks in Fstretch in IT90_2, IT91_1 and IT92_2 compared to IT90_0 are the consequences

of cluster-scale evolutionary events rather than events related to local clumps.

In the case of IT90_1, the mean baroclinic source term is significantly stronger than the

mean compressive source term. Still the compressive source term peaks before baroclinic

source term. This distinction from the other clusters points out that the spatial extent of the
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(a) (b)

Figure 6.6: Evolution of enstrophy in panel (a) and entropy in panel (b) recorded by the four tracer
families selected in cluster IT90_3 and that are shown in Fig. 6.5. The black vertical
lines mark the timesteps of local maximum enstrophy. (A coloured version is available
in the online article.)

Figure 6.7: Evolution of ǫ, Fcomp, Fstretch and Fbaro of the first family of tracers in IT90_3 over
the last ∼ 7 Gyr of the simulation. The red vertical, solid lines mark the local peak of
enstrophy, while the green, dashed and purple, dotted lines mark the local minima of
enstrophy. (A coloured version is available in the online article.)
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Figure 6.8: Summary of all enstrophy “events” recorded by CRaTer in IT90_3. Each column shows
a single event recorded by one of the different families. The plots show the evolution
of enstrophy (top row), compressive source term (second row), baroclinic source term
(third row) and stretching source term (bottom row) around the peaks of enstrophy.
The amplitudes (y-axis) of each quantity have been normalized to unity and the time
range (width of x-axis) around each each has been normalized to the evolutionary time
at the peak of enstrophy. The red line marks the time of the local peak of enstrophy.
The black dashed horizontal lines shows the zero level. (A coloured version is available
in the online article.)

compressive source term is much more sensitive to specific structures, e.g. shocks, while the

baroclinic source can cover a larger volume since it reflects complex consequences of multiple

events in the relatively recent history of the cluster.

6.3.3 Growth and Decay Timescales

Following Eq. 6.9 and 6.10, we estimate the enstrophy growth and decay times9, related to

the individual source terms and of the effective change of enstrophy, measured by the tracers.

We compute the distributions of the different evolutionary times at the six times marked in

Fig. 6.7 (see Fig. 6.10).

At all times the distributions of the effective evolutionary times (left column in Fig. 6.10)

show the same shape at all times. Most of the tracers recorded an effective evolutionary

time in the range of teff ≈ 10 − 100 Myr (∼ 60% − 80% of the tracers) or in the range of

teff ≈ 102 − 103 Myr (∼ 20% − 40% of the tracers). Furthermore we observe that during the

events of maximum enstrophy the effective evolutionary times are decreased.

Comparing times for the individual source terms, we notice that tcomp is the most variable.

At the peak of enstrophy, the compressive time is mostly in the range of tcomp ≈ 10−100 Myr

while it is in the range of tcomp ≈ 102 −103 Myr at other times. The evolutionary times of the

9In the following, we will refer to these characteristic growth and decay timescales only as evolutionary times.
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Figure 6.9: Evolution of the means of enstrophy (black), compressive source term (red, diamonds),
baroclinic source term (green, triangles) and stretching source term (blue, squares) nor-
malized to an unit amplitude of one and a unit time equivalent to one evolutionary time
measured at the peak of enstrophy, e.g. teff(ǫmax) equals the evolutionary time when the
enstrophy is at its maximum. Each panel shows the averages of all events recorded by
the tracers in one cluster. It is observed that the compressive and baroclinic source terms
are always the strongest before the peak of enstrophy, while the stretching term shows
its maximum after the peak of enstrophy. (A coloured version is available in the online
article.)

other source terms remain mostly in a certain time range. The stretching time, tstretch, falls

in the range ≈ 10−100 Myr and the baroclinic time, tbaro, falls in the range ≈ 102 −103 Myr.

The analysis of the average evolutionary times (see Fig. 6.11) shows that stretching mo-

tions are dynamically most important for the evolution of turbulence within the cluster. The

compressive motions are mostly subdominant throughout most of the clusters’ lifetime. Yet,

they become important during the shock-related amplification of turbulence. The baroclinic

source term on the other hand only has a small dynamical impact. While baroclinicity is an

essential source of enstrophy, it is mostly a minor contributor to the net growth of enstrophy

in comparison to compression and especially to stretching (see Fig. 6.11. At very late times,

in this cluster the baroclinic source term becomes competitive with the compressive source

term for a short amount of time (see 12 Gyr < t < 13 Gyr in Fig. 6.11), perhaps because

baroclinic contributions are more broadly distributed in that era. This is because baroclinic

sources are concentrated in shocks, which are relatively weak after the last merger event.

On the other hand, the contribution from the baroclinic source term is negligible in dense

environments (as it is always smaller than the solenoidal source term). However, in Vazza

et al. (2017c) we showed that it gets very important for the enstrophy generation in cluster

outskirts, where flows following oblique shocks first inject vorticity in the ICM.

The evolutionary times in the other clusters besides IT90_3 show the same qualitative be-

haviour. The stretching source term always shows the shortest evolutionary time, in the range
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Figure 6.10: Distributions of the evolutionary times computed around the times of maximum en-
strophy shown in Fig. 6.7. The top row corresponds to the first peak at t ≈ 8.1 Gyr
and the bottom row corresponds to the second peak at t ≈ 9.8 Gyr. The colours and
linestyles match the time selections shown in Fig. 6.7. (A coloured version is available
in the online article.)

of teff ≈ 10 − 100, while the other source terms show a comparable evolutionary time around

the major events that amplify enstrophy and they show a larger evolutionary time otherwise.

We also notice that the more relaxed clusters, e.g. IT90_0, show large evolutionary times of

around teff ≈ 102 − 103 Myr.

In summary, our analysis shows that the fastest stage of enstrophy evolution of the densest

substructures in the ICM is dominated by compression and shortly followed by stretching of

vorticity. The baroclinic generation of vorticity is less important in this density regime, but

it produces substantial vorticity at earlier times and across outer accretion shocks.

6.3.4 Dissipation Term and Magnetic Field Amplification

In Eq. 6.8, we neglected the dissipation term since it is not well-defined in an ideal flow.

However, the numerical dissipation of turbulent motions is obviously present, as we are not

employing sub-grid modelling of turbulence (e.g. Schmidt et al., 2015). Here we try to empir-

ically constrain its amplitude from the offset between the measured enstrophy change and the

summed source terms in Eq. 6.8. In Fig. 6.12(a), we plot the evolution of the right (blue line)

and left (black line) hand-side of Eq. 6.8 computed with the same tracer family that we have
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Figure 6.11: Histories of the effective evolutionary times, see Eq. 6.9, (black, solid) and the evolu-
tionary times of the different source terms, see Eq. 6.10, recorded by the same selection
of tracers shown in Fig. 6.10: baroclinic (blue, dash-dotted), compressive (red, dotted)
and stretching (green, dashed). (A coloured version is available in the online article.)

studied in detail in the previous sections and that is displayed in Fig. 6.7. The two evolutions

show a non constant offset, which we plausibly ascribe to the effect of dissipation. Especially

at t ≈ 8.2 Gyr and t ≈ 10 Gyr the difference is not constant showing that turbulence is

dissipated. Hence we compute the dissipation term as:

Fdiss =
∆ǫ

∆t
− (2 · Fcomp + Fstretch + Fbaro) .. (6.11)

The amount of dissipated enstrophy is the time-integrated absolute value of Eq. 6.11 ǫdiss =
∫

|Fdiss| dt. In the Navier-Stokes formalism (see App. 6.B), the dissipation rate can be

computed without any knowledge on the explicit viscosity. In fact, to a first approximation

only a minimum turbulent scale is required (which admittedly depends on the existence of

an effective viscosity). In our case, this minimum scale is set by the cell size of our grid cells.

Hence, we can compare the results of Eq. 6.6 with the net effective dissipation. Following

the approach of Vazza et al. (2017c)10, we compute this as:

η̄i = 0.014 · ǫ
3
2

i · l2turb, (6.12)

10See also App. 6.B.
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using a length scale11 of lturb = 2 · dx and the total amount of enstrophy ǫi. In Fig. 6.12(b),

we compare the mass-integrated values, ηi, of both quantities computed using the tracers. We

observe that they are in general agreement (see Fig. 6.12(a)) and assume that Fdiss in Eq.

6.11 is a reasonable proxy for the dissipation rate of the turbulent cascade in our simulations.

If the ICM is magnetised and the gas flow is turbulent enough to produce a small-scale

dynamo, a fraction of the turbulent energy in the ICM is transferred to the intracluster

magnetic fields (for recent reviews see e.g. Subramanian et al., 2006; Ryu et al., 2008, 2012).

In a predominantly sub-sonic, non stationary and solenoidal turbulence the amplification of

ICM magnetic fields can substantially differ from what measured in the simulated ISM (e.g.

Pan et al., 2016; Kritsuk et al., 2017). Recently, Miniati & Beresnyak (2015) estimated the

efficiency of turbulent energy that is transferred to magnetic fields to be in the range of

CE ≈ [4%, 5%]. Following their approach we compute the evolution of the magnetic energy

from the history of turbulent dissipation as (see App. 6.B)

EB(t) =
B2

8π
= CE

∫ t

ρηi(t′)dt′. (6.13)

As an example, we estimate the evolution of magnetic energy based on enstrophy evolution

by one selection of tracers from IT90_3 in Fig. 6.13(a). At t ≈ 13.1 Gyr the magnetic energy

is of the order of EB ≈ 0.8 − 1.3 · 10−13 erg cm−3 using ǫdiss and of EB ≈ 0.3 − 1.4 · 10−13

erg cm−3 using ǫtotal. This translates into magnetic fields ranging around B ≈ 1.4 − 1.8 µG

and B ≈ 0.85 − 1.05 µG, respectively. The above estimates for the magnetic field strengths

were computed using the tracers that reside in the cluster core region at z = 0. The values

estimated in this way are in good agreement with results from observations (e.g. Govoni et al.,

2010). Both, the magnetic field and the magnetic energy are increased stepwise at t ≈ 8 Gyr

and t ≈ 10 Gyr tracing the evolution of the dissipation term. The timing of these jumps

coincide with the times of the merging events in IT90_3. During the mergers, enstrophy is

quickly amplified and is then rapidly dissipated again. Part of this energy will be transferred to

the magnetic fields on eddy turnover timescales. The magnetic field growth becomes slower

soon after the turbulence subsides. For our estimates on the magnetic field amplification,

we neglected magnetic field dissipation that becomes important once the turbulence decays.

Therefore, our results are an upper limit.

We observe similar results in the other clusters of our sample. In all clusters, we estimated the

mass-integrated values of ηdiss and ηtotal to be of the same order, which are both in the range

of 1038 − 1040 erg s−1. Application of the above model for transfer of solenoidal turbulent

energy into magnetic energy produces magnetic fields, this will produce magnetic fields of the

order of a few µG. In all cases we observe the episodic jumps in the magnetic field growth.

These jumps are always connected to some kind of merging activity.

11This is the width of the stencil used to compute the vorticity and which also represents an approximation
to the minimum scale for the cascade.
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(a) (b)

Figure 6.12: Panel (a): Evolution of the left (black, solid) and right (blue, dashed) handside of Eq.
6.8. The red line shows the difference of the two, which we associate with viscous dis-
sipation, see label Fdiss (red line, dash-dotted). (b): Comparison of ηdiss (red, dashed),
computed with Fdiss from Eq. 6.11, with the enstrophy dissipation rate computed from
Eq. 6.12 (black, solid). (A coloured version is available in the online article.)

6.4 Discussion & Conclusions

We studied the origin and history of enstrophy of the ICM in galaxy clusters formed in Eule-

rian grid cosmological simulations. We did this using Lagrangian tracer particles that tracked

the evolution of the enstrophy in their associated ICM mass along with the associated en-

strophy sources and sinks. This way we could analyse the accretion history of turbulence in

eight clusters with different formation histories and with different dynamical states at z = 0.

In the Lagrangian frame, enstrophy sources and sinks can be decomposed into compressive,

baroclinic, stretching and dissipative terms derived from the compressible Navier-Stokes equa-

tions and as defined in Eq. 6.8. We used the Lagrangian tracer code CRaTer to follow these

different source terms and the relative timings of cluster formation events at the peaks of

enstrophy.

Close examination of the gas flow properties early in our simulations revealed that small

small amount of enstrophy, and therefore turbulence in gas clumps, has already been gen-

erated at an early age of the cluster, z ≫ 1. We have not determined the origin of this

very early enstrophy, yet we consider that at least some of it may result from baroclinicity in

the cosmologically-based simulation initial conditions. Our analysis showed that additional

enstrophy is later generated by baroclinic motions resulting from shocks during the cluster

evolution. The generated enstrophy is amplified by compressive and stretching motions. En-
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(a) (b)

Figure 6.13: Panel (a): Integrated magnetic field energy fuelled by the dissipation of turbulence.
Panel (b): The corresponding magnetic field strength. The dashed lines give the lower
and upper limit obtained with efficiencies in the range of CE ∈ [4%, 5%]. (A coloured
version is available in the online article.)

strophy, in association with the turbulence, is dissipated on small scales, just as its turbulent

kinetic energy. This turbulent energy contribution contributes substantially to heating of the

ICM. Our tracer analysis showed that there is a clear sequence of cluster formation events

that lead to strong amplification and decay of enstrophy. During merger events we observed

first an increase in the compressive source term, indicating that compression that is mostly

connected to shocks is amplifying the enstrophy. Around the same time the baroclinic source

term is growing as well, supporting the connection to shocks, and additional enstrophy is

generated. Following these two developments the enstrophy reaches its maximum and then

starts to decay again. From the previous discussion and results in App. B, we see that the

enstrophy dissipation rate increases strongly as the enstrophy increases (Fdiss ∝ ǫ3/2), so once

Fbaro and Fcomp, which are the primary solenoidal turbulence drivers, diminish, the dissi-

pation rate overwhelms even a strong Fstretch source and ǫ decays along with the solenoidal

turbulent energy.

In order to obtain a more quantitative view of the dynamical importance of each source term

over time, we computed the effective and individual evolutionary time of the source terms.

Throughout the whole cluster history, the stretching source term has on average the shortest

evolutionary (the fastest enstrophy amplification) time with tstretch < 103 Myr and therefore

enstrophy amplification is largely controlled by is controlled by stretching. This seems natural

as vortex stretching and energy dissipation are independent of the fluid viscosity, e.g. the

dissipative anomaly, in incompressible turbulence. On the other hand, the compressive and

baroclinic evolutionary times range between tbaro, comp > 103 Myr during most of the clus-

ter lifetime making them weak compared to the stretching source term. They only become

competitive, when they are tbaro, comp < 103 Myr during dynamical events when shocks and
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other compressions are strong, such as during mergers. This is consistent with our results

that the stretching motions are dynamically most important for the evolution of turbulence

in galaxy clusters. Yet, baroclinic motions are needed to initially generate turbulence and

compressive motions are, once they are acting, a strong booster for enstrophy. The above

results are consistent for all clusters that we examined.

The enstrophy dissipation rate peaks when the enstrophy peaks, as already noted. This sit-

uation also corresponds to the most rapid amplification of ICM magnetic field and, quite

possibly, the peak rate of turbulent acceleration of cosmic rays (see Brunetti & Jones, 2014,

and references therein). In the case of magnetic fields, using magnetic field behaviors from

existing MHD turbulence simulations we estimated peak ICM magnetic field strengths ∼ µG

in our simulated clusters, consistent with estimates from current radio observations (e.g. Gov-

oni et al., 2010).

As a final remark, we notice that the study of the internal dynamics of gas substructure is

very relevant to model high-resolution X-ray observations of groups falling onto larger clusters

(e.g. Markevitch et al., 2000; Randall et al., 2008; Eckert et al., 2014; Ichinohe et al., 2015;

De Grandi et al., 2016) and their implication to understand plasma processes in these envi-

ronments. More work is also need to investigate the effects of cooling, feedback (e.g. Dolag

et al., 2009) and gas viscosity (e.g. Roediger et al., 2015), which were not included in this

work.
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6.A Cluster Dynamics

In Fig. 6.14, we compare the radial density profiles computed with the ENZO and CRaTer

data at z ≈ 0. In light grey we show the profiles for each cluster, while the red lines show

the average of the profiles over all eight clusters. On the whole the tracers are able to retain

the shape of the ENZO profile. In Fig. 6.15, we show the M − T relation of each cluster.
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Figure 6.14: Radial density profiles of the clusters at z ≈ 0. The solid lines give the results of
the Eulerian, unweighted grid average and the dashed lines give the Lagrangian tracer
particle-weighted average. The red lines show the average over all clusters. (A coloured
version is available in the online article.)

The dynamics of the various clusters differ substantially. For example, IT90_3 hosts a major

merger at t ≈ 10.2 − 10.3 Gyr (z ≈ 0.3), while IT90_0 stays very relaxed until the end of the

simulation. Some clusters, e.g. at at the end of the simulation IT90_0 or IT92_1 are on the

verge of a major merger, thus accreting a lot of mass, while other clusters, e.g. IT90_1 or

IT92_0, are only accreting small clumps.

The X-ray surface brightness maps of each cluster are shown in Fig. 6.16. The cluster centres

show a X-ray surface brightness in the range of LX = 1040 − 1042 erg s−1 (20 kpc)−2. We

show images of the projected turbulent energy dissipation rate (see Eq. 6.12) of the clusters

in Fig. 6.17 at z = 0 (t ≈ 13.72 Gyr) in a (6.4 Mpc)3 volume.

6.B Simple Models for Turbulent Dissipation Rates

Under the assumption that a turbulent flow with a power law power spectrum can be described

as isotropic, solenoidal turbulence, it is possible to express both the kinetic energy dissipation

rate, ηd, and the enstrophy dissipation rate, Fdiss, in forms that do not depend explicitly

on the kinematic viscosity, ν. These provide simple and convenient means to estimate the

dissipation of turbulence in our simulations, where the viscosity is not well-defined. We start
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Figure 6.15: Mass-temperature relation measured in the central (1.44 Mpc)3 of each cluster. The
solid lines show the evolution of the major merger clusters and the dashed lines show
the evolution of the clusters without a major merger. (A coloured version is available
in the online article.)

from equation 6.1, which provides an expression for dǫ/dtEuler = ∂ǫ/∂t obtained from the

curl of the compressible Navier-Stokes equation (Porter et al., 2015). The various physical

contributions to dǫ/dtEuler; that is, its source terms, are listed in equations 6.2 - 6.6. We focus

here on the dissipative source term,

Fdiss = ν~ω ·
(

∇2~ω + ∇ × ~G
)

. (6.14)

Ignoring the strain tensor element ∇ × ~G, whose predominant role is inside shocks (Porter

et al., 2015), we then look for a simple way to estimate

Fdiss ≈ ν~ω · ∇2~ω. (6.15)

To obtain estimates of the right hand side of equation (B2) it is useful to utilize the Fourier

representation of the turbulent motions. Assuming for simplicity isotropic, Kologorov tur-

bulence in the range [ℓ1, ℓo] it has been shown by many authors (e.g., Gotoh et al., 2002;

Beresnyak, 2011, and references therein) that the turbulent kinetic energy power spectrum

can be be expressed in the Fourier domain as

E(k) = Coη
2/3
d k−5/3 =

1
2

v2
k, (6.16)
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Figure 6.16: Projected X-ray surface brightness along the line of sight of all the clusters of our
sample. Each box is of the size ≈ (6.27 Mpc)3 with an resolution of dx ≈ 20 kpc. The
red line in the panel of IT90_4 show the length of 1 Mpc. The red bar show the length
of 1 Mpc. (A coloured version is available in the online article.)

for ko = 2π/ℓo ≤ k ≤ k1 = 2π/ℓ1, where ηd is the turbulent kinetic energy dissipation rate

(per unit mass) and Co ∼ 1.5 is the so-called Kolmogorov constant. Given that our intent is

primarily to establish simple scaling relations, it is not critical whether or not the inner and

outer scales in the turbulence are constant across the cluster. The standard expression for

viscous kinetic energy dissipation is (e.g., Landau & Lifshitz, 2013)

ηd = 2ν
∑

i6=j

(

∂vi
∂xj

)2

. (6.17)

In terms of the Fourier power spectrum, we can then write

ηd = 4ν

∫ k1

ko

k2E(k)dk (6.18)

Applying the form for E(k) in equation 6.16 we can then obtain a relation for the viscosity,

ν in terms of quantities defining the turbulent power, namely, C0, ηd and the range of scales
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Figure 6.17: Projected turbulent energy dissipation rate along the line of sight of the clusters con-
tained in our sample. Each box is of the size ≈ (6.27 Mpc)3 with an resolution of
dx ≈ 20 kpc. The red bar show the length of 1 Mpc. (A coloured version is available
in the online article.)

characterizing the turbulence,

ν ≈ 1
3Co

η
1/3
d

k
4/3
1 [1 − (ko

k1
)4/3]

. (6.19)

Similarly,

Fdiss ≈ ν

∫ k1

ko

k2ω2
kdk ≈ 4

5
ν ǫk2

1

1 − (ko
k1

)10/3

1 − (ko
k1

)4/3
, (6.20)

where ωk = ~k × ~vk. Using equation 6.19, equation 6.20 can be written as

Fdiss ≈ 1
5

(

4
3Co

)3/2

ǫ3/2
1 − ( ℓ1ℓo )10/3

[1 − ( ℓ1ℓo )4/3]5/2

−−−−−−→
ℓo >> ℓ1 (6.21)

∼ 0.17ǫ3/2 [1 + (5/2)(ℓ1/ℓo)4/3].

In the final expression, we assumed Co ≈ 1.5. Evidently, the enstrophy dissipation rate is

simply Fdiss ∝ ǫ3/2, scaled by a factor that is only moderately sensitive to the ratio of the

outer and inner turbulent scales, ℓo/ℓ1. Our empirical estimate for this relation from the
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IT90_3 cluster gives Fdiss ≈ 0.35ǫ3/2, corresponding to ℓo/ℓ1 ∼ 31. Combining equations 6.17

and 6.19 we can also write the turbulent energy dissipation rate in terms of ǫ without explicit

reference to the viscosity, ν; namely,

ηd =
(

4
3Co

)3/2 1
k2

1

ǫ3/2

1 − (ko
k1

)4/3

−−−−−−→
ℓo >> ℓ1 (6.22)

∼ 0.02ǫ3/2ℓ2
1 [1 + (ℓ1/ℓo)4/3].

This is also consistent with our empirical estimate for ηd in the IT90_3 cluster given in

equation 6.12. Note, further, according to equations 6.21 and 6.22 that the ratio ηd/Fdiss ∝ ℓ2
1

with a constant that depends on the ratio of the outer to inner turbulence scales. We note,

finally, that even when the turbulence is not truly Kolmogorov, these relations can still provide

a useful, if approximate, guide to estimates for the dissipation rates.
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7 Conclusion and Perspective

7.1 Summary of Results

In this thesis, we studied the origin, effects and evolution of the non-thermal components in

galaxy clusters. For this purpose, we combined Eulerian and Lagrangian simulation techniques

to obtain new insights into the physics of the ICM. Thanks to the powerful combination of

these techniques, we could study with unprecedented detail the relevance of the relatively

small-scale (≤ 100 kpc) properties of the magnetized plasma for the production of non-thermal

components of the ICM. In particular, we investigated (for the first time in the literature,

to the best of our best knowledge) the interplay between magnetic field topology and the

acceleration of cosmic-ray electrons and protons, as well as the observational signatures of

radio relics. Furthermore, we examined the evolution of vorticity and enstrophy in the ICM

by following its main source terms over time.

This work is divided into four separate project focusing on different aspects on the non-

thermal components in galaxy clusters. In a first project, Chap. 3, we studied if using the

shock obliquity as an additional parameter for computing the shock acceleration efficiencies

solves the problem of the missing γ-rays. For the second project, Chap. 4, we used the

non-detection of γ-ray emission to restrict the shock acceleration efficiencies of shock waves

in the ICM. The third project, Chap. 5, focused on the effects of depolarization in radio relics

and investigated the Mach number discrepancy observed at radio relics. In fourth and final

project, Chap. 6, we followed the evolution of enstrophy within the ICM and estimated the

amplification of the magnetic field due to turbulent dissipation. Our main findings summarize

as follows:

• Shock obliquities in the ICM are close to random. The distribution of shock

obliquities in the ICM is generally close to random, with more quasi-perpendicular, ≥
50◦, than quasi-parallel shocks, ≤ 50◦. This trend is amplified by the shocks themselves,

which align the magnetic fields in a perpendicular direction. Turbulence, especially in

the cluster core, continuously randomizes the distribution. We found that the fraction

of quasi-perpendicular shocks is larger in the cluster outskirts than in the cluster core

and the distribution of shock obliquities is more randomized for small Mach number

shocks than for large Mach numbers.
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• Oblique shocks may reduce the tension with the Fermi-limits. Based on recent

particle-in-cell simulations (i.e. Caprioli & Spitkovsky, 2014b; Guo et al., 2014a,b), we

linked the acceleration efficiencies to the shock obliquity. If only quasi-perpendicular

shocks are allowed to accelerate cosmic-ray electrons, the total relic radio emission is

reduced by a factor of ∼ 2, hence remaining observable. The γ-ray emission if reduced by

a factor of ∼ 3.3, still above the Fermi-limits, if only quasi-parallel shocks are allowed to

accelerate cosmic-ray protons. Only if the acceleration of cosmic-ray protons is limited

to shocks with an upstream magnetic field larger than ∼ 0.1 µG the hadronic γ-ray

emission goes below the Fermi-limits.

• Limits on the acceleration efficiency of cosmic rays. Our analysis of large cos-

mological simulations including the dynamical effect of cosmic rays suggests that the

budget of cosmic rays allowed by the Fermi-limits is of order of ∼ %, and that this

limits the acceleration efficiency to ≤ 10−3 by the typical shocks following structure

formation, e.g. M ≤ 5.

• On the Mach number bias for shocks observed in radio. The study of the

spectral index properties and Mach number distributions across radio relics, showed that

radio observations are typically biased towards the highest Mach number (i.e.flattest

spectral component) of the shocked gas leading to relics. Hence, this can be the cause

for the discrepancy in the Mach number estimates from radio and X-ray observations.

This effect becomes more significant if the relic is observed “edge-on”.

• Depolarization by tangled magnetic fields in the ICM. The analysis of depo-

larization in radio relics showed that at high frequencies most of the depolarization

happens in the ICM between the source and the observer, due to Faraday Rotation in

the magnetised ICM. The depolarization at low frequencies occurs to a same amount

at the source and in the intermediate ICM.

• A complex evolution of vortical motions in the ICM. The bulk of vorticity in

the ICM is generated by baroclinic motions within the ICM. Additional compressive

and stretching motions enhance the enstrophy, i.e. vorticity squared, locally. Thanks

to our simulations we observed a clear sequence of events leading to the amplification

of enstrophy. Following shocks, at first compressive and, to a small amount, baroclinic

motions increase. This is followed by the enstrophy reaching its maximum. While the

compressive and baroclinic motions start to decay, stretching motions are amplified.

Yet, a strong dissipation of enstrophy overwhelms the amplification by stretching, and

thus enstrophy decays.

• Self-similar vorticity evolution of gas substructures. An analysis of the dy-

namical timescales of each source term showed, that mainly stretching motions, with
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tstretch < 103 Myr, are responsible for the evolution of enstrophy. The compressive and

baroclinic source terms, that have mostly tcomp, baro > 103 Myr throughout the cluster

lifetime, only become significant around shocks and compressive motions, when their

dynamical timescales are reduced to tcomp, baro < 103 Myr.

• Amplification of magnetic fields by turbulence. The dissipation rate of enstrophy

is the strongest when the enstrophy is at its maximum. At this time also the ampli-

fication of magnetic fields in the ICM should be the strongest. We estimated that a

dissipation of the turbulent kinetic energy flux of a few percent is enough to produce

magnetic fields strength of a few ∼ µG, that agree with estimates from current radio

observations.

7.2 Future Perspectives

The results of this thesis show that with advanced numerical simulations we can investigate

the physical link between different non-thermal phenomena observed in galaxy clusters. Fur-

thermore, the unique combination of Eulerian and Lagrangian simulation methods allowed

us to extend our theoretical understanding of these processes.

In Chap. 3 and 4, we showed that there is still an unknown parameter space to explore for our

understanding of shock acceleration in galaxy clusters. Caprioli & Spitkovsky (2014a) already

started to explore the space of acceleration efficiencies for cosmic-ray protons depending on

Mach number and shock obliquities using PIC simulations. They studied Mach numbers in

the ranges of M ∼ 5 − 50. However, the Mach numbers in the ICM that are responsible for

radio relics are believed to be smaller, M < 5. Therefore, it would be desirable to probe this

low Mach number space further.

The radio emission computed in Chap. 3 only included freshly injected cosmic-ray electrons,

which is reasonable as the simulation timesteps are larger than the assumed cooling time of

cosmic-ray electrons. For a proper understanding of the electron spectrum, it is necessary to

follow the energy gains and losses of the electrons properly. This can be achieved by using a

Fokker-Planck solver, as it has been done for example by Donnert & Brunetti (2014). It would

be useful to implement such a module into CRaTer. In this case, a Fokker-Planck solver would

be attached to each tracer to follow the evolution of the electron spectrum. This way one

includes also the radio emission from aged particles. The theoretical study of older electrons

will become more important in the near future as the next generation of radio telescopes, e.g.

Lofar and SKA-low, will observe at lower frequencies and are expected to find hundreds of

radio relics and halos (e.g. Nuza et al., 2012).

At the same time it will also be important to include local cosmic-ray sources, such as AGN,

in the simulations. Modules for the simulation of AGN in cosmological simulations are al-
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(a) (b)

Figure 7.1: Temperature, (a), and X-ray luminosity, (b), projection of the high resolution relic.

ready implemented in ENZO. Using CRaTer we will also follow the evolution of cosmic-ray

electrons injected by different mechanisms. This detailed analysis would provide insights into

the cosmic-ray electron content in galaxy clusters coming from global and from local sources.

This study would provide further insights on AGN being possible sources for fossil electrons.

The study of polarization of radio relics, see Chap. 5, is done using the same simulation

as in Chap. 3. Yet, the spatial resolution and time sampling in the simulation are too

large to properly resolve the ageing of electrons. Hence, it would be desirable to analyse a

high-resolution radio relic with finer timesteps using CRaTer. Preliminary analysis of higher

resolution simulations of relics (probing a spatial resolution of ∼ 4 kpc) have already started,

e.g. see Fig. 7.1 and 7.2.

In Chap. 6, we studied the evolution of enstrophy in galaxy clusters at late redshifts. Al-

though the evolution of turbulence is linked to that of the magnetic fields (which can be

observed at some extent), it would be crucial to directly relate the simulated turbulence lev-

els to X-ray observations. In association with the next generation of radio telescopes, e.g.

Athena and XARM, it would be useful to derive a connection between the observed X-ray

emission and the dissipation of enstrophy. Preliminary work connecting dissipative structures

in the ICM to projected X-ray luminosity is on-going. In Fig. 7.3, we display the fluctuations

of the turbulent kinetic dissipation rate and the X-ray luminosity of the same region in cluster

IT90_3, that has been studied in Chap. 6.

As a final conclusions, besides the original results discussed in this thesis, the powerful nu-

merical algorithms developed in the scope of this PhD project will also have the potential to

address several of the unsolved questions regarding the non-thermal phenomena observed in

the largest cosmic structures.
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Figure 7.2: High resolution simulation, ∼ 4 kpc, of a radio relic. The displayed quantity is the
projected gas density along the line-of-sight.

(a) (b)

Figure 7.3: Slices through cluster IT90_3 that has been extensively studied in Chap. 6. (a): fluctu-
ations of the turbulent kinetic dissipation rate (Eq. 6.12). (b): X-ray fluctuations of the
same regions.
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