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Abstract

Biomass burning contributes significantly to the global budgets of a number of atmospheric trace gases and particles. The gaseous emissions are involved in photochemical formation of tropospheric ozone. The particulate emissions contribute to the direct and indirect effect of the aerosol on the radiation budget of the earth-atmosphere system.

In this thesis, atmospheric processes in young biomass burning plumes in the first tens of minutes are investigated. For this purpose, the three-dimensional (3D) atmospheric plume model ATHAM is used to simulate the evolution of a biomass burning plume. The simulation represents the situation during the Quinault prescribed fire conducted during the Smoke, Cloud, and Radiation-C (SCAR-C) experiment. The model reproduces well the general appearance of the plume and the observed aerosol mass concentrations. Remaining differences between the model results and the measurements are attributed to limited meteorological and fire emission information. Remote sensing measurements indicate a lower limit for the single-scattering albedo, $\omega$, of the emitted biomass burning aerosol at 550 nm of 0.94. The calculation of $\omega$ based on in situ measurements results in a significant lower value of 0.85. Possible reasons for this discrepancy are discussed.

Three-dimensional solar radiative transfer simulations show that horizontal photon transfer significantly influences the actinic flux in the center of the biomass burning plume. The magnitude of this 3D radiation effect depends on the absorbing properties of the aerosol and can influence photochemistry in biomass burning plumes and other phenomena of similar dimensions, e.g., convective clouds. For the interpretation of measurements of the upward irradiance above finite plumes, the use of one-dimensional (1D) radiative transfer models is inappropriate because of the decreasing solid angle of the plume with increasing altitude. This effect cannot be taken into account in 1D radiative transfer simulations.

Atmospheric photochemistry in young biomass burning plumes leads to the formation of ozone and nitrogen reservoir species. The simulated ozone mixing ratio of about 70 ppb agrees well with the observations from the Quinault fire. Significant production of nitrogen reservoir species is simulated with HNO$_3$ and peroxyacetyl nitrate (PAN) accounting for about $\sim$60% and $\sim$30%, respectively. The availability of radicals is the limiting factor for photochemistry in the plume. Production of radicals is dominated by photolysis of formaldehyde ($\sim$80% of the total radical production). The concentrations of the alkenes are significantly reduced by oxidation in the plume. Neglecting the emission of formaldehyde from the fire leads to unrealistic low ozone concentrations. Decreasing the emissions of nitrogen oxides as
well as neglecting aerosol absorption lead to an increase in the ozone concentrations within the range of observations.

Overall, it appears that young biomass burning plumes are a highly interesting research field for several disciplines in the atmospheric science. Plumes from vegetation fires include a number of atmospheric processes and offer the potential to combine field observations and modeling studies.
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Chapter 1

Introduction

Fires must have existed on Earth and influenced its atmosphere since the evolution of land plants, some 350 to 400 million years ago. Before humans learnt to use fire as an active tool, about 2 million years ago, fires were naturally ignited mostly by lightning strikes. Today, fires result almost exclusively from human activity. Only in the boreal and savanna regions of the world, natural wildfires play a significant role where they occur with a frequency of 3 to 5 years and some tens of years, respectively [Andreae, 1991, 1993; Andreae and Merlet, 2001].

The term biomass burning includes vegetation fires as well as other human uses of fire, e.g., the use of fuelwood for cooking and heating and the burning of agricultural residues. However, vegetation fires account for about 2/3 of the mass of global biomass burned [Andreae, 1993].

Despite the long tradition of fire as a cause for atmospheric pollution, only very few investigations on the impact of fire on the atmospheric composition were published before the late 1970s focusing on local effects [Hobbs and Radke, 1969; Hobbs and Locatelli, 1969; Pueschel and Langer, 1973; Evans et al., 1974, 1977; Radke et al., 1978]. Scientific interest in biomass burning grew in the early 1980s when estimates suggested that biomass burning could rival fossil fuel burning as a source of atmospheric pollution [Crutzen et al., 1979; Seiler and Crutzen, 1980; Crutzen and Andreae, 1990]. Additional, it became evident that these emissions could affect large areas as a consequence of long-range transport [Andreae, 1983; Reichle et al., 1986; Watson et al., 1990; Fishman et al., 1990].

Since the mid 1980s large efforts have been made in order to characterize and quantify the emissions from biomass burning. Several measurement campaigns focused on the emission from fires and their impact on atmospheric chemistry. These include FOS/DECAFE91 (Fire of Savannas/Dynamique et Chimie de l’Atmosphère en Forêt Equatoriale 91) in West Africa [Lacaux et al., 1995], SAFARI-92 (Southern African Fire-Atmosphere Research Initiative) [Andreae et al., 1996] and Lindesay et al.
and TRACE-A (Transport and Atmospheric Chemistry near the Equator-Atlantic) [Fishman et al., 1996] over Brazil, southern Africa and the South Atlantic, SCAR-B (Smoke, Clouds, and Radiation - Brazil) [Kaufman et al., 1998] in Brazil, and EXPRESSO (Experiment for Regional Sources and Sinks of Oxidants) in Central Africa [Delmas et al., 1999]. Additionally, numerous ground based, airborne, and spaceborne observations have shown the impact of biomass burning on the regional and global atmosphere [Fishman et al., 1991; Andreae et al., 1994; Kent et al., 1998; Wabel et al., 1999; Connors et al., 1999; Wolawa and Trainer, 2000; Singh et al., 2000; Jones et al., 2001; Thompson et al., 2001].

1.1 Significance of Biomass Burning

Most of the vegetation fires occur in the tropics during the dry season [Dwyer et al., 1998]. Based on satellite observations and information from the Food and Agricultural Organization (FAO) of the United Nations supplemented by additional information, global databases of the spatial and temporal distribution of biomass burning were established [Hao and Liu, 1994; Lobert et al., 1999; Galanter et al., 2000]. Figure 1.1 presents the spatial distribution of the emission of carbon monoxide, CO, one of main emission products from biomass burning, for four months taken from the database of [Galanter et al., 2000]. The seasonal change in the spatial distribution of the emission is easy to recognize. In the tropics, it closely follows the dry season. In the boreal region, fire emissions maximize during the summer.

The gaseous and particulate emissions from biomass burning are involved in several atmospheric processes with potential importance for local air quality as well as for the regional and global climate. Trace gas emissions from biomass burning include nitrogen oxides and reactive organic compounds [Andreae and Merlet, 2001]. In the troposphere, the oxidation of these organic compounds in the presence of nitrogen oxides leads to photochemical formation of ozone [Seinfeld and Pandis, 1998; Crutzen et al., 1999]. Tropospheric ozone is harmful to plants, animals, and humans [McKee, 1993], and one of the most important greenhouse gases [Ramaswamy et al., 2001]. Additionally, ozone is the central compound for tropospheric chemistry, because it serves as the primary precursor for the hydroxy radical, OH, the detergent of the atmosphere [Crutzen et al., 1999]. Satellite observations and airborne measurements have shown that the emissions from biomass burning enhance the tropospheric ozone concentration on a regional to global scale [Fishman et al., 1991; Browell et al., 1996; Penn et al., 1999; Thompson et al., 2001].

The particulate emissions from biomass burning alter the atmospheric energy budget by modifying the amount of reflected solar radiation from the earth-atmosphere system, the so called ‘direct’ effect, and by modifying the properties of clouds,
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Figure 1.1: Spatial distribution of the mean CO emission flux from biomass burning for (a) January, (b) April, (c) July, and (d) October [Galanter et al., 2000].

...the so called ‘indirect’ effect. The direct effect is strongly linked to the optical properties of the biomass burning aerosol. Especially the absorption of the particles as well as their size distribution determine their importance for the atmospheric radiation budget. The current estimate for the radiative forcing of the aerosol from biomass burning based on several model results is $-0.2 \text{ W m}^{-2}$ with a range from $-0.07$ to $-0.6 \text{ W m}^{-2}$ [Ramaswamy et al., 2001]. The interaction of the biomass burning aerosol with clouds has at least two implications. The first indirect effect describes the increase in the number of cloud droplets and the decrease in cloud droplet size [Twomey, 1974]. This enhances the reflection of solar radiation in aerosol-affected clouds. This effect was observed in clouds affected from smoke aerosol over Brazil [Kaufman and Fraser, 1997]. However, the absorption of the biomass burning aerosol might also decrease the reflection of the clouds [Kaufman and Nakajima, 1993]. The second indirect effect refers to the change in cloud microphysics due to smaller cloud droplets leading to a reduced precipitation efficiency...
and longer lifetimes of clouds \cite{Albrecht, 1989}. This effect was observed in clouds over Indonesia from satellite measurements \cite{Rosenfeld, 1999}. Model studies indicate, that this effect has the potential to impact the atmospheric circulation on the regional up to the global scale \cite{Graf et al., 2001}.

1.2 Impact of Biomass Burning Emissions on Atmospheric Chemistry

Tropospheric chemistry is driven by the oxidation of organic compounds that are released into the atmosphere by natural processes and human activities. Whether ozone is produced in the chemical oxidation cycles depends on the concentrations of several compounds, especially on that of the nitrogen oxides. However, this dependency is highly non-linear. Significant photochemical ozone production and formation of nitrogen reservoir species occurs close to the sources of pollution in the atmospheric boundary layer. Atmospheric transport couples these local processes to the regional and global scale leading to enhanced ozone and nitrogen reservoir concentrations. The release of the nitrogen from the reservoir species into the form of nitrogen oxides enhances photochemical ozone production far from the source regions.

The impact of biomass burning on the composition of the atmosphere occurs on two different scales. On the scale of individual plumes from vegetation fires, atmospheric chemical reactions take place in a highly concentrated mixture of nitrogen oxides and organic compounds. Especially the compounds that undergo fast photochemical reactions in the atmosphere determine the processes on this scale. On a larger scale, biomass burning emissions enhance the concentrations of nitrogen oxides and long-lived organic compounds, and therefore impact regional atmospheric chemistry.

The regional and global impact of biomass burning is influenced by local processes close to fires. The fire emissions are transported with the fire-induced convection into the atmosphere. This injection height has a strong impact on the regional transport of the emissions and on the atmospheric photochemistry. The possible formation of a convective cloud above a fire leads to effective uptake of soluble gases and aerosol particles into the cloud droplets and subsequent removal from the atmosphere. Possible photochemical formation of soluble compounds, e.g., nitric acid, in the plume could enhance this removal. Because ozone production depends highly non-linear on the concentrations of the trace gases, chemical processes in individual biomass burning plumes with high concentrations of trace gases might be significant. Based on observations, the contribution of ozone production in biomass burning plumes to the total ozone production was estimated be negligible in the bo-
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real region [Mauzerall et al., 1996]. However, in the tropical South Atlantic region, most of the atmospheric ozone production occurs in plumes [Mauzerall et al., 1998].

Atmospheric chemical transport models include the emissions from biomass burning. Several studies estimate the impact of biomass burning to the tropospheric ozone concentration to be in the range of 10% [e.g., Lelieveld and Dentener, 2000; Marufu et al., 2000; Galanter et al., 2000; Granier et al., 2000]. In the boundary layer over Africa, biomass burning contributes to ∼24% of the ozone concentration [Marufu et al., 2000]. However, photochemical processes occurring within individual biomass burning plumes cannot be considered in these kind of models, because of their comparably large horizontal grid spacing in the order of 100 km and their long time step in the order of tens of minutes. Therefore, the high concentrations that are found in individual plumes as well as the local transport effects are not reproduced in these models.

Global models tend to underestimate ozone concentrations in tropical biomass burning regions, although the concentrations of CO are reproduced reasonably well [Emmons et al., 2000]. Nitric acid concentrations are overestimated in these models, especially in biomass burning regions [Wang et al., 1998b; Hauglustaine et al., 1998; Lawrence et al., 1999]. A comparison of NO$_2$ satellite measurements with a global model revealed little deviations over the regions of burning, but showed an underestimation of the modeled NO$_2$ mixing ratio in areas downwind the burning, e.g., the southern Atlantic [von Kuhlmann, 2001]. These differences point to limitations in the representation of the chemical processes in fire-affected regions in global atmospheric chemistry transport models.

1.3 Motivation

The aim of this thesis is to improve our understanding of the chemical processes that occur in individual biomass burning plumes. Detailed knowledge of these processes is the necessary requirement for a better characterization of the emissions from biomass burning. Model simulations are well suited in order to investigate the different processes, because they allow the determination of the impact of single processes in the simulations. However, in order to assure a realistic representation of the atmospheric processes, the model results have to be evaluated with appropriate observations.

On a Dahlem conference in Berlin, 1992, was concluded that “dynamic cloud models, with heat and aerosol emission rates from fires [...] complemented with atmospheric chemistry and emission description could provide important insights into the chemistry and scavenging of trace gases and aerosols in the near-source region and would be of great assistance in the development of parameterizations.
1 INTRODUCTION

needed by regional and global models.” [Crutzen and Carmichael, 1993]. However, no such model was available at the beginning of this work.

In this thesis, for the first time, simulations of the atmospheric transport of fire emissions and the chemical evolution of an individual biomass burning plume are presented. For this purpose, the active tracer high-resolution atmospheric model (ATHAM) [Herzog et al., 1998; Oberhuber et al., 1998] was expanded by the inclusion of fire emissions and a chemical mechanism. ATHAM is well suited for this type of studies, because it was designed and used for the simulation of vulcano eruptions [Graf et al., 1999]. Additional modules treat the microphysical processes leading to the formation of cloud water and ice as well as scavenging of trace gases and aerosol particles [Textor, 1999]. With the inclusion of a chemical module, ATHAM treats all important atmospheric processes that occur in biomass burning plumes.

In order to evaluate the model results with observations, simulations were performed for the conditions during the Quinault prescribed fire conducted during the Smoke, Cloud, and Radiation-C (SCAR-C) experiment in the Pacific Northwest of the United States [Kaufman et al., 1996; Hobbs et al., 1996; Martins et al., 1996]. This 19.4-ha clearcut burn on the North American Pacific Coast on the Olympic Peninsula, was ignited in order to study the evolution of the plume from different observational platforms, e.g., a low altitude aircraft performing in situ measurements as well as a high altitude aircraft for remote sensing observations. Additionally, information about the heat release of the fire is available from model simulations. All available information from the observations were incorporated into the model simulations.

Different aspects of the biomass burning plume are investigated. These include the dynamical evolution of the plume, the optical properties of the aerosol, solar radiative transfer in the plume, and the chemical processes leading to the formation of ozone and nitrogen reservoir species. This thesis contains three main chapters, each of those deals with a different aspect of the plume from the Quinault fire. In Chapter 2, the meteorological situation during the Quinault fire is presented. Based on the fire emissions, the transport of the emitted aerosol particles is simulated and the results are compared to observations. The optical properties of the aerosol, especially their absorbing efficiency, is investigated with the help of radiative transfer calculations in combination with measurements of the reflected solar irradiance and radiance. Chapter 3 presents the results from three-dimensional solar radiative transfer calculations using the simulated aerosol plume presented in Chapter 2. Especially, the impact of three-dimensional solar radiative transfer on the actinic flux in the plume and on the reflected irradiance are be addressed. In Chapter 4, the chemical processes in the plume of the Quinault fire are investigated. For this purpose, a reduced chemical mechanism is presented for the use in three-dimensional
atmospheric transport models. The simulated concentrations of ozone and nitrogen compounds are evaluated with measurements and the most important aspects of the photochemistry in a young biomass burning plume are be discussed. Chapter 5 summarizes the main results of this work and an outlook for possible future research directions resulting from the present work are given.

Each of the main chapters is based on a publication in a scientific journal. It therefore includes a separate abstract, introduction, and conclusion. In order to focus on the scientific results, the numerical models used in this study are described only briefly, highlighting the relevant parts for this work. If additional information is required, the reader is referred to the references given. For a general introduction into the atmospheric processes, the reader is referred to available textbooks [e.g., Seinfeld and Pandis, 1998; Jacobson, 1998; Brasseur et al., 1999; Warneck, 1999].
Chapter 2

Simulation of a Biomass Burning Plume: Comparison of Model Results with Observations

Abstract. In this chapter, results from the simulation of the dynamical evolution of the plume from a prescribed biomass fire, using the active tracer high-resolution atmospheric model (ATHAM) are presented. Initialization parameters were set to reflect the conditions during the fire. The model results are compared with airborne remote sensing and in situ measurements of the plume. ATHAM reproduces the injection height (250 m to 600 m) and the horizontal extent of the plume (∼4 km) with good accuracy. The aerosol mass concentrations are underestimated, but still in the range of the observations. Remaining differences between the model results and the measurements are attributed to limited meteorological and fire emission information. Additionally, one-dimensional radiative transfer simulations are performed. Using the ATHAM-generated spatial aerosol distribution, a comparison between the measured and simulated upward irradiance yields an underestimation by the model over the ocean surface, which is most likely due to an underestimation of the aerosol optical depth in the model. Analysis of the upwelling irradiance above the plume using variable aerosol optical depths yields a lower limit for the aerosol single-scattering albedo at 550 nm of 0.94, which is larger than derived from in situ measurements.

Overall it appears that ATHAM is a valuable tool for the investigation of transport processes within biomass burning plumes and, together with a chemical and microphysical module, is suitable for studies of the interaction between transport, chemistry and microphysics within such plumes.

1Parts of this chapter are accepted for publication in the Journal of Geophysical Research, 2001, with M. O. Andreae, H.-F. Graf, P. V. Hobbs, R. D. Ottmar, and T. Trautmann as coauthors.
2.1 Introduction

Vegetation fires are known to be a major contributor to the global budgets of several trace gases (e.g., CO, CH$_4$, and NO$_x$) as well as aerosol particles [Crutzen and Andreae, 1990]. The regional and global effects from fire emissions have been demonstrated in field campaigns, such as the Transport and Atmospheric Chemistry near the Equator-Atlantic (TRACE-A), Southern African Fire-Atmosphere Research Initiative (SAFARI) [Andreae et al., 1996b] and the Smoke, Clouds, and Radiation - Brazil (SCAR-B) [Kaufman et al., 1998], and in modeling studies [e.g. Chatfield et al., 1998; Galanter et al., 2000]. The regional and global impacts of vegetation fires on atmospheric composition depend on the processes that take place near the fire, e.g., the height of the injection of the emissions [Liousse et al., 1996], the nonlinear production of ozone [Poppe et al., 1998], and the possible formation of clouds and scavenging of the emissions [Radke et al., 1991]. Therefore, Crutzen and Carmichael [1993] concluded that small-scale models “complemented with atmospheric chemistry and emission description could provide important insights into the chemistry and scavenging of trace gases and aerosols in the near-source region and would be of great assistance in the development of parameterizations needed by regional and global models.”

However, until now, no such model studies have been performed. Existing models of coupled fire dynamics and meteorology focus mainly on the fire dynamics [Clark et al., 1996; Grishin, 1996] and do not include detailed atmospheric processes. The only numerical simulation of the atmospheric transport of particles from a vegetation fire and their interaction with clouds did not include quantitative comparisons with observations [Penner et al., 1991].

Here, model simulations of the atmospheric transport of aerosol particles from a vegetation fire using the nonhydrostatic active tracer high-resolution atmospheric model (ATHAM) [Oberhuber et al., 1998; Herzog et al., 1998] are presented. The atmospheric conditions, and the heat and particle fluxes from the fire used in the model simulation correspond to those of a prescribed fire conducted on 21 September 1994 during the Smoke, Cloud, and Radiation-C (SCAR-C) experiment in the Pacific Northwest of the United States [Kaufman et al., 1996]. The simulated aerosol concentrations are compared with in situ and remote sensing measurements of the smoke plume from this fire [Kaufman et al., 1996; Hobbs et al., 1996; Martins et al., 1996].

The primary aim of this chapter is the evaluation of the general features of the model results, rather than a detailed comparison with the observations. A comprehensive comparison between model results and observations of natural biomass burning plumes is probably impossible because of the high temporal and spatial variability of the emissions, which cannot be adequately represented in this kind
of model. The model was initialized on the basis of observational data in order to constrain model assumptions as far as possible.

2.2 Model Description

ATHAM was used for the study of eruptive volcanic plumes by Graf et al. [1999]. Only a short description of the model is given here. For a more detailed description of the model the reader is referred to Oberhuber et al. [1998] and Herzog et al. [1998].

The nonhydrostatic plume model ATHAM has a modular structure, which allows easy coupling of new modules. Existing modules treat the dynamics, turbulence, transport, cloud microphysics, gas scavenging, and radiation. The Navier–Stokes equations for the volume-mean of a gas–particle mixture, including the transport of active tracers, are solved in the dynamical part of the model. Active tracers influence the simulated density and heat capacity within the model grid boxes and therefore affect the modeled dynamics. Turbulent exchange coefficients for each dynamic variable are computed with a turbulence closure scheme. Atmospheric transport of the active and passive tracers is treated using the method of Smolarkiewicz [1984], and the advection of heat and turbulent quantities are described using a scheme similar to Crowley [1968]. The cloud microphysics is based on a Kessler-type parameterization and describes condensation and formation of precipitation as well as the scavenging of soluble gases [Textor, 1999]. The fire is represented by heat and particulate fluxes into the lowest vertical model layer at prescribed grid boxes. There is no feedback from the atmospheric wind field on the fluxes from the fire.

The calculation of the heating rates and the radiative forcing are performed with the radiative transfer model described by Loughlin et al. [1997], which is based on the 2-stream practical improved flux method (PIFM) [Zdunkowski et al., 1982] and includes radiative effects of gases, aerosol particles, and clouds. Alternatively, the radiative transfer model described in Langmann et al. [1998] can be used. In the present study the PIFM model is used. According to Briegleb et al. [1986], the lambertian surface albedo for land is set to 4% for \( \lambda < 690 \) nm and 25% for \( \lambda > 690 \) nm. For the ocean surface, an albedo of 6% for the diffuse light is used, while for the direct light the solar zenith angle dependency is taken into account [Briegleb et al., 1986].

ATHAM is formulated three-dimensionally on a horizontally and vertically stretched Cartesian grid with an implicit time stepping scheme. Besides the three-dimensional (3D) model version a 2D cartesian and a 2D cylindrical version exist. In this study only 3D model results are presented.
Figure 2.1: Photograph of the smoke plume produced from the Quinault prescribed fire at 1250 LT, at about 100 min after the ignition. (Photo taken by R. Ottmar, reproduced from Kaufman et al. [1996] with the permission of the MIT Press.)

2.3 The SCAR-C Experiment

The SCAR-C experiment was conducted in September 1994 in the Pacific Northwest of the United States. A detailed description of the campaign is given by Kaufman et al. [1996] and Hobbs et al. [1996]. Only an overview is given here.

The emphasis of SCAR-C was “on measuring the entire process of biomass burning, including ground-based estimates of fuel consumption, airborne sampling of the smoke aerosols and trace gases, and airborne and spaceborne remote sensing of both the fires and the smoke” [Kaufman et al., 1996]. In the present study, the prescribed fire on 21 September 1994 on the Pacific Coast of Washington State in the Quinault Indian Reservation on the Olympic Peninsula (47.32° N, 124.27° W) will be investigated. The Quinault fire was a 19.4-ha clearcut burn, with fuel consisting of the dry remnants of large western red cedar debris left over from logging [Kaufman et al., 1996]. Measurements before and during this fire included fuel loadings, airborne in situ measurements of trace gases and particles, and airborne remote sensing observations of the fire and the smoke plume from the University of Washington’s Convair C-131A and NASA’s ER-2 research aircrafts [Kaufman et al., 1996; Hobbs et al., 1996; Martins et al., 1996]. The ignition sequence was started at 1105 LT (local time). Figure 2.1 shows a photograph of the smoke plume above the fire at about 100 minutes after the ignition. The smoke was first lofted directly above the
The smoke plume from the Quinault prescribed fire derived from spectral measurements taken from the AVIRIS instrument onboard the ER-2 aircraft at 1243 LT, about 95 min after ignition. This picture was created using the spectral measurements at 750 nm, 650 nm, and 550 nm for the RGB color palette. Calibrated AVIRIS data were obtained from Robert Green, JPL.

As the plume remained intact and was readily discernible over a long distance, and there are no terrain-induced effects over the ocean, this fire presents an excellent opportunity to study the processes within a biomass burning plume using an atmospheric model. Besides the detailed analysis of the in situ measurements [Hobbs et al., 1996; Martins et al., 1996], the remote sensing observations of the smoke plume have been used in previous studies for the retrieval of aerosol properties [Tanré et al., 1997] and for a comparison of remote sensing retrieved aerosol properties with the in situ measurements [Gassó and Hegg, 1998].
2.4 Model Initialization

In this section, the model setup for the simulations, the atmospheric initial conditions, the emissions of the fire, and the calculated optical aerosol properties are presented. Initialized with the meteorological variables, ATHAM calculates the wind field resulting from the thermal forcing of the fire. In particular, the induced vertical wind due to the heating from the fire is simulated. The emitted aerosol particles are transported with this simulated wind.

2.4.1 Model Setup

The model domain \((x,y,z)\) of the 3-D ATHAM version was set to 35 km × 28 km × 3.75 km, with a minimal grid spacing of 50 m × 50 m × 20 m in the central part of the model domain where the fire forcing was initialized. The number of grid boxes in the \(x\), \(y\), and \(z\)-direction was 120, 110, and 80, respectively, resulting in 1,056,000 model grid boxes. The time step is determined automatically by the Courant–Friedrichs–Lewy (CFL) criterion; it lies usually in the range of 3 to 8 s. The model simulations were started at 1100 LT, with a spin-up time of 6 min before the ignition of the fire. In this chapter, model results at 100 min after fire ignition are presented.

2.4.2 Initial Profiles of Meteorological Variables

The atmospheric initial conditions for the simulations are taken from airborne measurements aboard the Convair C-131A before the ignition of the fire (between 1100 LT and 1111 LT); these initial profiles are shown in Figure 2.3. The airborne measurements were available between altitudes of 320 m and 1890 m. Above 1890 m, atmospheric conditions from a radiosonde [CODIAF, 1999], supplemented by data from the US Standard Atmosphere [Anderson et al., 1986], were used. From the surface up to 200 m a dry adiabatic lapse rate was assumed. From 200 to 320 m an increase in temperature to the values measured at 320 m was taken on the basis of other temperature profiles measured during the flight of the Convair 131A. Since the relative humidity does not affect the dynamic evolution of the model simulations, it was set to a constant value below 300 m. The horizontal wind speed was assumed to decrease to zero below 225 m, based on the visual observations shown in Figure 2.4. The atmospheric conditions above 1500 m do not influence the model results and are not included in Figure 2.3. Also not shown in Figure 2.3 is the wind direction, which is, however, included in the model simulations: between 300 m and 800 m easterly winds prevailed, and between 800 m and 1100 m the wind changed to northerly.
The main feature of the atmospheric profile is the strong temperature inversion between 300 m and 600 m. The temperature profile above 600 m is dry stable with a lapse rate of $-0.73$ K/100 m. The relative humidity is quite low with maximum values around 40%. The maximum wind speed is 4 m s$^{-1}$.

The whole model domain was initialized with the same atmospheric profile. Since the region of interest was located near the coast, the assumption of horizontal homogeneity of the atmosphere is probably not fulfilled in reality and may lead to discrepancies between the model results and observations. Unfortunately, there is no information about the horizontal variations of the atmospheric profile before the fire.

2.4.3 Fire Emissions

Fire emissions of energy and particles (shown in Figure 2.4) were obtained using the emission production model (EPM) [Sandberg and Peterson, 1984; Ferguson et al., 2000]. EPM takes into account the loading, consumption, and moisture of different fuel size classes and the duff. Additionally, information about the method of ignition
Figure 2.4: Convective heat and particle (<2.5 µm diameter) emission over time for the Quinault fire, calculated using the EPM model.

and the overall size of the fire is taken into account. The parameters used for the Quinault fire are given in Table 66.1 of Hobbs et al. [1996]. With these parameters, EPM calculates the time-dependent emissions of energy, particulate matter (diameter < 2.5 µm, PM2.5), and some trace gases (CO₂, CO, CH₄), accounting for different phases of the fire (flaming and smoldering). The emission factors are taken from the Compilation of Air Pollutant Emission Factors (AP-42) provided by the United States Environmental Protection Agency (US EPA) (available on the Internet: http://www.epa.gov/ttn/chief/ap42/index.html). For the Quinault fire the values for the PM2.5 emission factor ranged between 6 and 17 g kg⁻¹ depending on the fuel type and the phase of the fire. The modeled values for the total energy emissions are multiplied by the factor 0.55 to account only for convective energy [McCarter and Broido, 1965; S. Ferguson, personal comm., 1999]. This factor depends on several characteristics of the fuel. The value used here is in the middle of the commonly accepted range of 0.4 to 0.8 [Ferguson et al., 2000]. These spatially integrated emissions are introduced into ATHAM as fluxes into the lowest model layer. The spatial distribution of fire pixels in the model was set following Figure 65.2 in Kaufman et al. [1996], and is shown in Figure 2.3. The 10 subunits were ‘ignited’ in the model simulations according to the information from the ignition sequence of the U.S. Forest Service. The total ignition time was 35 minutes.
2.4.4 Aerosol Optical Properties

To simulate atmospheric radiative transfer and calculate atmospheric heating rates, the wavelength-dependent aerosol optical properties are needed. If the number distribution and the refractive index of the aerosol particles are known, and if the particles are assumed to be spherical, their optical properties can be calculated from Mie theory. The number distribution of the aerosol in the smoke plume was measured from the aircraft using three instruments as described by Hobbs et al. [1996] and Gassó and Hegg [1998]. For the present study, a size distribution that was measured with a differential mobility particle sizing system (DMPS) between 0.01 and 0.56 μm diameter at a distance of 7.6 km from the fire (see Figure 2.6) was used. As shown by Gassó and Hegg [1998], the size distribution varied along the length of the plume, especially close to the fire. This study focuses on the plume properties further downwind, where the particle size distribution did not change so much. Therefor, the size distribution shown in Figure 2.6 is assumed to be representative for most parts of the plume. Also included in Figure 2.6 is a fitted curve based on the sum of two log-normal distributions. The resulting effective particle radius of 0.14 μm is in reasonable agreement with the value of 0.127 μm given by Gassó and Hegg [1998]. The fitted curve is used for the calculation of the wavelength-dependent optical properties of the aerosol particles.
Figure 2.6: DMPS measurement of the particle number size distribution in the range 0.005–0.28 µm radius (squares) at an approximate distance of 7.6 km from the fire at 1247 LT (about 100 min after ignition). Also included is the sum of two log-normal distributions (solid line) as well as the two log-normal distributions (dotted and dashed lines). The sum of the log-normal distributions is used in the calculation of the optical properties of the particles.

The black carbon (BC) content of the aerosol particles determines their absorbing properties. For the particles from the Quinault fire, the BC mass content was determined to be $8 \pm 1.2\%$ from reflectance technique and 7.7% from thermal measurements [Martins et al., 1996]. A value of 8% was used for the simulations of the optical properties. The remaining particle mass is assumed to be organic carbon (OC) [Martins et al., 1996; McDow et al., 1996].

A wavelength-dependent refractive index of the aerosol particles has to be assumed for the Mie calculations of the optical properties. For the BC part, the values from Fenn et al. [1985] for soot are used. In the wavelength region between 2 and 19 µm, the values of Sutherland and Khanna [1991] are taken for OC. Outside this wavelength range, only very limited information about the refractive index of OC exists. The values commonly used are between 1.43 and 1.54 for the real part of the refractive index and 0 and 0.0035 for the imaginary part with little wavelength dependence [Sloane, 1983; Holben et al., 1991; Krekov, 1992; Ross et al., 1998]. As the refractive index of ammonium sulfate, $(\text{NH}_4)_2\text{SO}_4$, shows a similar behavior, the
wavelength dependent refractive index of ammonium sulfate from [Toon et al., 1976] for OC in the remaining wavelength region is used [Grant et al., 1999]. In the visible spectral range, values between 1.52 and 1.54 for the real part of the refractive index are used, the imaginary part is set to zero.

The effect of humidity on the optical properties is neglected in this study, because the relative humidity was low (<40%). Additionally, the humidification factor for biomass burning aerosol is small compared to those for industrial and urban aerosol particles [Kotchenruther and Hobbs, 1998].

The refractive index of the internal mixture of BC and OC was calculated using the Maxwell–Garnett mixing rule [Bohren and Huffman, 1983], assuming the same density for BC and OC. The resulting value of the imaginary refractive index ($n = 1.55 - 0.034i$ at 550 nm) is only slightly different from the value obtained from the volume mixing rule [Horvath, 1993].

The optical properties of the particles were calculated using a Mie code [Bohren and Huffman, 1983] based on the particle size distribution and the calculated refractive index; the results are shown in Figure 2.7 for the most relevant spectral range.
Table 2.1: Optical properties of the aerosol particles used in the radiative transfer calculation. Given are the mass extinction coefficient, $\sigma_{\text{ext}}$, the mass scattering coefficient, $\sigma_{\text{sca}}$, the single-scattering albedo, $\omega$, and the asymmetry parameter, $g$. These values were obtained by energy-weighted averaging of the spectral high-resolved optical properties shown in Figure 2.7.

For the density of the aerosol particles, a value of 1.53 g cm$^{-3}$ was calculated from the values given in [Martins et al., 1996]. The calculated values of the mass scattering efficiency and the single-scattering albedo at 550 nm are 4.06 m$^2$ g$^{-1}$ and 0.848, respectively. These numbers are in satisfactory agreement with the measured values of $3.8 \pm 0.2$ m$^2$ g$^{-1}$ for the scattering efficiency and 0.84–0.92 for the single-scattering albedo [Hobbs et al., 1996; Reid, 1998].

Use of the aerosol optical properties in the radiative transfer model requires the determination of the values for the model wavelength bands. For this purpose the optical properties with high spectral resolution are weighted by the extraterrestrial solar flux [Wehrli, 1985] and averaged over the wavelength intervals of the radiative transfer model. The values used are listed in Table 2.1.

Although the radiative transfer model includes the solar and the terrestrial spectrum, only the solar spectrum is taken into account in this study.

2.5 Comparison of the Aerosol Mass Concentration

In this section the model results are compared with in situ and remote sensing measurements of the smoke plume. Using the present model setup, the simulation time is limited to 100 minutes, during which the fire emissions reach the border of the model domain. Nearly all observations used for the comparison are from 1230 to 1300 LT, i.e., 85 to 115 minutes after ignition. Within this time, the general appearance of the plume did not change significantly. Nevertheless, for the comparison the modeled aerosol concentrations the observations, temporally as close as possible are
In the first section, remote sensing observations are used to evaluate the general appearance of the simulated plume in terms of the injection height and the width of the plume. The in situ measurements of the aerosol mass concentrations in the second section are used to evaluate the simulated absolute concentrations.

A principal limitation in the comparison is that small-scale fluctuations in the plume due to the fire forcing and small scale atmospheric turbulence cannot be reproduced realistically by ATHAM. This is due to limited information on the temporal and spatial development of the fire emissions and the limited spatial resolution of the model. Nevertheless, the goal of this study was to show that the general feature of the plume can be reproduced reasonably well and that ATHAM is suitable for sensitivity studies of processes within biomass burning plumes.

Shown in Figure 2.8 is the simulated horizontally integrated aerosol mass in the plume, which reveals the general features of the simulated plume. A quantitative comparison with observations is given in the following subsections.
2.5.1 Remote Sensing Observations

The simulated aerosol mass concentration along the plume at a distance of 400 m behind the center of the fire is shown in Figure 2.9. This result is compared with airborne LIDAR measurements \cite{Hobbs:1996} in Figure 2.10. These downward-pointing measurements were taken at 1254–1259 LT (\sim 110 min after the ignition) from the University of Washington’s Convair C-131A aircraft (for a description of the aircraft and its instrumentation see \cite{Hobbs:1991}). The observed injection height of the aerosol particles was between 250 m and 600 m, compared to 300 m to 700 m in the model simulations. This height range is determined by the atmospheric profile (in this case by the strong temperature inversion between 300 m and 600 m) and the heat emissions from the fire. Downwind of the fire the thickness of the aerosol plume derived from the LIDAR measurements is about 300 m, whereas in the model simulations the plume is only about 100 m thick. The simulated downwind aerosol concentrations are between 25 and 1000 \( \mu g m^{-3} \), and thus in the same range as the measured aerosol concentrations. The maximum distance from the fire of the smoke aerosol in the measurements is about 28 km (after \sim 110 min), whereas in the simulations the aerosol particles only traveled a distance of about 16 km (after 100 min). The observed aerosol plume exhibited a strong lofting downwind, which
is not as intense in the simulated plume.

The simulated aerosol mass concentration across the plume at a distance of 3 km from the fire is shown in Figure 2.11. This can be compared with the LIDAR measurements obtained at 1339 LT (≈2.5 h after ignition) 3 km downwind of the fire [Hobbs et al., 1996] shown in Figure 2.12. The simulated aerosol plume is rather flat at the lower boundary, while the observations show a horizontal gradient of the lower plume boundary. The reasons for this discrepancy are most probably inhomogeneities in the atmospheric conditions, which were not accounted for in the model. The mass concentrations within the plume in the simulations, as well as in the observations, are around 700 µg m⁻³. The overall width of the plume in the simulations is ≈5.5 km, which is in close agreement with the observations (≈6 km).

The peak at the 7500-m cross-plume distance in the observations also appears in the simulations (at 500 m cross-plume distance). In the model simulations, and possibly also in the observations, this peak is caused by intense vertical transport of the smoke directly above the fire where the heat-produced convection intruded into the stable atmospheric layer. Similar ‘overshooting’ has been observed in simulations of large-scale fires [Penner et al., 1986].
Figure 2.11: Simulated aerosol mass concentrations across the plume at a distance of 3 km from the fire 100 min after ignition. The unit of the contour lines is $\mu g m^{-3}$.

In general, the agreement between the model results and the LIDAR measurements is satisfactory for the purpose of this study. The injection height and the overall particle concentrations are reproduced reasonably well. One major difference is found in the maximum travel distance. This is related to a higher wind speed over the ocean, which was not included in the model simulations. Another feature that is not reproduced well by the model is the downwind lofting of the aerosol plume. This lofting may be due to the heating of the aerosol by the absorption of solar radiation, as observed in fossil fuel burns [Radke et al., 1990; Herring and Hobbs, 1994]. In order to quantify the impact of the solar heating on the lofting of the aerosol plume in the simulation, a model simulation without accounting for the interaction of the aerosol particles with solar radiation and therefore neglecting the solar heating of the aerosol was performed. Figure 2.13 shows the impact of the solar heating on the simulated aerosol concentrations. The simulation including the aerosol heating shows a lofting of the plume downwind of the fire, although it is much smaller than in the observations. The observed lofting was therefore probably caused by changing atmospheric conditions over the ocean, (e.g., height of the boundary layer) that are not included in the simulations.

The radiance at 850 nm measured at an altitude of about 20 km aboard the ER-2 aircraft with the AVIRIS instrument [Green et al., 1998] at 1243 LT ($\sim 100$ min
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Figure 2.12: Vertical cross section across the width of the smoke plume obtained at 1339 LT (about 150 min after ignition) 3 km downwind of the fire. (Reproduced from Hobbs et al. [1996] with the permission of the MIT Press.)

The signature of the biomass burning plume is easily seen in the enhanced reflectivity, especially over the ocean where the surface reflectance is negligible. It can be seen that the width of the plume was about 3 km (using a reflectance of 0.01 W m$^{-2}$ nm$^{-1}$ sr$^{-1}$ as an arbitrary measure of the edge of the plume). Small-scale fluctuations within the plume can be seen.

Figure 2.15 shows the simulated vertically integrated aerosol mass, which can be compared with the AVIRIS measurements. Using an arbitrary 1 mg m$^{-2}$ isoline to define the edges of the plume, the width of the plume in the model simulation is a little larger than in the observations, but still reasonably close. The overall travel distance of the plume is larger in the observations than in the simulations. This was already observed in the comparison with the LIDAR measurements, and can be explained by an underestimation of the wind speed over the ocean. Because of the vertically changing horizontal wind speed and direction, as well as the asymmetric fire forcing, the simulations show a horizontal asymmetry. The observed small-scale fluctuations within the plume are not reproduced by the model, because they are caused by small-scale processes (e.g., fluctuations in the fire emissions, and small scale turbulent processes), that are not resolved by the model.
Figure 2.13: Simulated vertical aerosol mass concentrations along the length of the plume at a distance of 400 m behind the center of the fire 100 min after ignition, including and neglecting the solar heating of the aerosol particles.

Figure 2.14: Measured radiances at 850 nm, measured on board the ER-2 aircraft using the AVIRIS instrument between 1243 and 1248 LT (about 100 min after ignition). Calibrated AVIRIS data were obtained from Dr. Robert Green, JPL.
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2.5.2 In situ Measurements

In this section, in situ measurements made aboard the University of Washington’s Convair C-131A research aircraft are used to evaluate the model results. The aircraft flew several times along and across the plume. Aerosol samples were obtained, as well as measurements of the optical properties of the smoke. Unfortunately, there were no direct high-resolution measurements of aerosol mass concentrations to compare with the model results. However, aerosol mass concentrations were determined from filter samples taken during three encounters with the plume from the Quinault fire and two other fires during the SCAR-C experiment [Martins et al., 1996]. Using the filter data from all three fires during SCAR-C and simultaneous measurements of the light scattering coefficient at 538 nm, the dry aerosol mass scattering efficiency was determined to be $3.8 \pm 0.2 \text{ m}^2 \text{ g}^{-1}$ [Hobbs et al., 1996; Reid, 1998]. By multiplying the high-resolution measurements of the scattering coefficient by the mass scattering efficiency, the aerosol mass concentrations can be approximated with high temporal and spatial resolution.

Figure 2.16 shows the measured aerosol mass concentration along the plume and the model results 90 minutes after ignition. The measurements were performed at 1236 LT (≈ 90 min after ignition). Particle mass concentrations exceeding 2500 $\mu$g m$^{-3}$ were observed near the fire; these are consistent with the values of 1820 $\mu$g m$^{-3}$ and 2880 $\mu$g m$^{-3}$ given by [Martins et al., 1996] for the Quinault fire. Downwind
Figure 2.16: Measured and simulated aerosol mass concentrations along the plume from the Quinault fire. The measurements were performed at 1236 LT (about 90 min after ignition) at altitudes between 350 and 500 m. The model results are taken 90 min after ignition along the line at $y = 200$ m, $z = 400$ m.

of the fire, the mass concentrations decreased gradually with distance from the fire, reaching the background concentration at 13 km downwind. The model also shows the highest particle mass concentrations, which are similar to the observed values but with higher variability, above the fire. However, the mass concentrations from the model are significantly lower (by up to a factor of 2) than the measurements up to 8 km downwind, and the model results are greater than the measurements between 8 km and 15 km downwind.

The most plausible reason for the differences between the model results and the measurements is an underestimation of the fire emissions at the beginning phase of the fire by the EPM model. Although the EPM model predicts a strong increase in aerosol emissions after 60 minutes (see Figure 2.4), the visible observations showed a strong increase in fire emissions already around 40 min after ignition [Hobbs et al., 1996]. Additionally, the emission factors used in the EPM model might be too low for this scenario. The difference between the observed and simulated aerosol mass concentrations beyond 8 km is probably due to the fact that the aircraft did not fly within the center of the plume at these distances.

Shown in Figure 2.17 are the measured and simulated aerosol mass concentra-
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Figure 2.17: Measured and simulated aerosol mass concentrations across the plume from the Quinault fire. Shown are mass concentrations measured during two transects of the plume (perpendicular to the main axis) at 1243 LT and 1247 LT (about 100 min after ignition) between 8.5 and 10.5 km distance from the fire at altitudes between 430 and 530 m. The model results are taken 100 min after ignition along the line at $x = 7.8$ km, $z = 400$ m.

The measurements were obtained at 1243 and 1247 LT (~100 min after ignition) about 8 km downwind of the fire. The two measured aerosol concentrations differ in their horizontal extent and in their shape even though they were obtained close to each other (in space and time). This reflects the strong inhomogeneities within the plume, which are not reproduced by the model simulations. As mentioned previously, the measured concentrations are nearly twice the simulated concentrations. Nevertheless, the simulated aerosol concentrations show similarities with the measurements. The simulated aerosol concentrations in the plume have three local maxima, which are also present in the measurements at 1243 LT. The width (4 km) of the simulated plume is very close to the measured value during the aircraft crossing at 1247 LT.

It is interesting to compare the measured aerosol mass concentrations across and along the plume. At the distance of 8 km, the concentrations along the plume in Figure 2.16 are considerably lower than the maximum value shown in Figure 2.17. This supports the hypothesis that during the end of the plume transect at 1236 LT...
the aircraft did not fly along the main axis of the plume.

Overall, ATHAM is able to predict the observed aerosol mass concentration and its variability along and across the plume reasonably well. Together with the results from Section 2.5.1, it can be concluded that ATHAM reproduced the general features within the biomass burning plume and thus can be used for further sensitivity studies of the processes within the plume.

2.6 Comparison of the Upward Irradiance

In the following, a comparison of the measured and simulated upward radiation above the smoke plume is presented.

Aboard the University of Washington’s Convair C-131A aircraft were broadband up- and downward looking ultra-violet (UV) (295 to 390 nm) and ultra-violet–visible–near-infrared (UV–VIS–NIR) (300 to 3000 nm) pyranometers. Shown in Figure 2.18 are the measured upward irradiance in the UV–VIS–NIR and the UV for a flight transect above the plume of the Quinault fire from 1254 to 1259 LT (∼110 min after ignition) at an altitude of about 1350 m. There is a strong increase
in the upward irradiance over the fire in both wavelength regions, whereas at about 2 km downwind the UV–VIS–NIR flux shows a decrease that is not seen in the UV irradiance. Both irradiances stay more or less constant over most of the distance along the plume, until they decrease to background values. The background value of UV–VIS–NIR irradiance at the end of the transect (∼10 W m⁻²) is significantly lower than at the start of the transect (∼75 W m⁻²), whereas the change in the background values in the UV is not significant.

To simulate the upward irradiance, only the aerosol from the fire is taken into account and the aerosol mass concentrations simulated after 100 minutes of fire emissions were used. The solar zenith angle (SZA) was set to 47°, corresponding to the time and place of the observations in Figure 2.18. The simulations were performed with the PIFM model included in ATHAM and are therefore restricted to the available spectral bands (see Table 2.1). They are not identical with the measured spectral bands, but for the purpose of this study the first spectral band of the radiative transfer model (200 to 690 nm) (UV–VIS) can be used for comparison with the UV measurements. The full spectral range of the simulations (UV–VIS–NIR) (200 to 4000 nm) is used for comparison with the UV–VIS–NIR measurements.
The wavelength regions 200 to 300 nm and 3000 to 4000 nm do not contribute significantly to the solar energy near the surface.

Figure 2.19 shows the model results in the UV–VIS (200–690 nm) and UV–VIS–NIR (200–4000 nm) wavelength region of the upward irradiance together with the aerosol optical depth at 550 nm. Over land, the simulated values outside of the plume (left sides of Figures 2.18 and 2.19) are significantly higher than the measurements (110 W m$^{-2}$ compared to 75 W m$^{-2}$ in the UV–VIS–NIR). A comparison of the UV–VIS–NIR downward irradiance shows that this was also overestimated by the model (measurement, 712 W m$^{-2}$; model, 757 W m$^{-2}$). This underestimation of extinction of incoming solar radiation in the model simulations may be explained by the neglect of aerosol extinction in the absence of smoke. Additional uncertainty in the simulated upward radiation arises from limited information on the surface albedo. Over the ocean, the simulated upward irradiance in the UV–VIS–NIR is also overestimated (35 W m$^{-2}$ compared to 10 W m$^{-2}$). Further comparisons below focus on the change in the upward irradiance, rather than their absolute values.

As shown before, the total distance traveled by the smoke in a given time is underestimated by the model. This is also seen in the comparison of the upward irradiance. In the simulations as well as in the measurements, the upward irradiance in the UV–VIS–NIR over land is much higher than over the ocean (right sides of the Figures 2.18 and 2.19), whereas this feature is not significant in the UV and UV–VIS. This behavior is explained by the wavelength dependence of the surface albedo over land, which strongly increases for wavelengths longer than 700 nm.

As seen in the measurements, the simulations also show a strong increase in the upward irradiance above the plume. Also the sharp decrease in the UV–VIS–NIR irradiance is observed at about 2 km downwind, but the UV–VIS radiation does not change. In the model simulations this decrease is due to the changing surface albedo for the UV–VIS–NIR in passing from land to ocean (albedo changes from 14.8% to 4.1%). This effect is not significant in the UV–VIS (albedo changes from 4.0% to 4.3%). This suggests that the decrease in the observed UV–VIS–NIR irradiance shown in Figure 2.18 is due to the change in the surface albedo, although it is more gradual. This hypothesis is supported by the fact that there was no observed decrease in the UV irradiance.

Downwind of the plume, the measurements show a constant irradiance in both the UV–VIS and UV–VIS–NIR range, but the simulated irradiance decrease. The reason for this different behavior is the decrease in the aerosol optical depth in the model downwind the plume, which is not as pronounced in the observations [Gasso and Hegg, 1998]. The low variability in the observed irradiance might be due to the absorbing properties of the aerosol which lead to a saturation of the upward irradiance at high optical depth.
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Overall the upward irradiance above the plume are underestimated by the model, although the background values are too high. This might arise from too low aerosol concentrations or too low backscattering of the aerosol or most probably a combination of both. As shown before, the simulated aerosol mass concentrations are too low. Additional uncertainties arise from the aerosol properties, e.g., size distribution, composition, state of mixing, and the neglect of humidity effects. The use of the refractive index of soot for the measured BC content of the aerosol may lead to an overestimation of the aerosol absorption. The black carbon determined by thermal or optical techniques from biomass burning aerosol is not necessarily identical with soot [Novakov and Corrigan, 1995; Mayol-Bracero et al., 2001]. However, as long as no further data is available, the use of the refractive index of soot is the only appropriate way to account for BC. Additionally, the assumed internal mixing of the aerosol as well as the use of the same density for OC and BC lead to high aerosol absorption.

A underestimation of the aerosol optical depth from biomass burning aerosol is also found on global scale especially in the source regions [Tegen et al., 1997]. Together with the results presented here, this points to uncertainties in the direct aerosol emission from biomass burning applied in global models. Further studies using a combination of small-scale and regional to global models may help to reduce this discrepancy.

2.7 Comparison of the Zenith Radiance

As discussed in section 2.6, the comparison between the observed and the simulated upward irradiance yields an underestimation of the model. Possible reasons are the underestimation of the aerosol optical thickness, which is taken from the ATHAM simulation, or the use of non appropriate optical properties of the aerosol, which are derived from in situ measurements. The previous analysis is extended in this section. For this purpose, measurements of the upwelling radiance from the AVIRIS instrument are analyzed. These measurements, shown in Figure 2.14 for a wavelength of 850 nm, were performed 10 min before the measurements of the irradiance shown in Figure 2.18.

The AVIRIS instrument measures the upwelling radiance at 224 spectral channels at 10 nm resolution across the wavelength region from 400 nm to 2500 nm [Green et al., 1998]. The field of view of AVIRIS is 30°, perpendicular to the flight track with an instantaneous field of view of 1 mrad. The instrument scans this field of view at a rate of 12 Hz. At the flight altitude of the ER-2 of 20 km, this transfers to a field of view of 11 km and a spatial resolution of ~20×20 m. Because the plume is roughly 4 km wide, the measurements were made ±10° from nadir.
Figure 2.20: a–c) Measured radiance from the AVIRIS instrument at an altitude of 20 km above the plume at (a) 440 nm, (b) 550 nm, and (c) 650 nm. Measurements were acquired at 1245 LT. Shown are the maximum values of the radiance at each cross track scan. Calibrated AVIRIS data were obtained from Dr. Robert Green, JPL. (d) Measured upward irradiance between 300 and 3000 nm performed at 1257 LT at an altitude of about 1350 m.

Figure 2.20a–c shows the measured radiance at 440 nm, 550 nm, and 650 nm from the AVIRIS instrument as a function of distance from the fire. The maximum radiance of each cross track scan is shown. The dependence of the radiance on the viewing angle is much less than that on the aerosol optical depth. Therefore, the presented radiance corresponds to the maximum aerosol optical depth at every cross track scan. Figure 2.20d presents the measured upward irradiance above the plume at an altitude of about 1350 m performed ~10 min after the AVIRIS measurements.

In order to simulate the measurements of the radiance with a radiative transfer model, the 2-stream model PIFM used in the previous sections cannot be used, because 2-stream models can only simulate the irradiance. For the simulation of the radiance, the public-available STREAMER model is used [Key, 1999]. This one-dimensional radiative transfer model calculates the atmospheric radiation field based on the discrete ordinate method [Stamnes et al., 1988], and includes gas
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absorption and scattering as well as the interaction of aerosol particles and cloud droplets with radiation. The phase function of the aerosol is parameterized by the expansion of the Mie phase function into Legendre polynomials [Olivier Boucher, pers. comm.]. Especially for the simulation of radiances, the use of the Henyey–Greenstein phase function for the aerosol introduces additional errors [Boucher, 1998].

In the following, the simulated zenith radiances at an altitude of 20 km are compared with the horizontal average of the maximum radiances measured from the AVIRIS instrument (Figure 2.20). The ocean surface albedo was determined by reproducing aerosol free radiance measurements with the albedo as a free parameter. A value of around 1% was derived for all wavelengths. The albedo is slightly lower than the one used in section 2.6 for the simulation of the irradiance, because only the surface reflection into the zenith direction is considered.

In the radiative transfer simulations, aerosol particles are homogeneously distributed between the surface and 1 km altitude. The results are relatively insensitive to the location of the aerosol. The aerosol optical properties shown in Figure 2.7 derived from in situ measurements are used. Several calculations were performed.
with increasing aerosol optical depth. Remote sensing observations indicate aerosol optical depths at 550 nm between 2 and 3 [Tanré et al., 1997; Gassó and Hegg, 1998].

In Figure 2.21 (a–c) the simulated zenith radiances at 3 wavelengths and (d) the simulated UV–VIS–NIR upward irradiance above the plume as a function of aerosol optical depth are shown. The corresponding observations are also indicated as dotted lines. In general, such an analysis can be used to retrieve the aerosol optical depth from radiance measurements if the aerosol optical properties are known. However, in this case the measured radiance cannot be reproduced by the simulations, because the simulated radiance as a function of aerosol optical depth saturates below the measurements. In addition to the radiance, the upward UV–VIS–NIR irradiance at an altitude of 1.5 km was simulated with the STREAMER model and is shown in Figure 2.21d. The simulated irradiance reproduces the measured value of around 140 W m$^{-2}$ at aerosol optical depths larger than 3. The results shown in Figure 2.21 point to a discrepancy between measurements of the radiance and the irradiance.
that will be further investigated.

For this purpose, the optical parameters of the aerosol are changed in such a way that the observed radiance is reproduced by the model simulations. Several aerosol parameters impact the zenith radiance, e.g., the aerosol size distribution and the chemical composition of the aerosol. However, in this case, the most sensitive optical parameter for the simulated zenith radiances is the aerosol absorption. Therefore, in the following investigation, only the aerosol absorption, described by the single-scattering albedo $\omega$, is varied. Variation of other parameters, e.g., the size distribution, have a much smaller effect on the zenith radiance.

Radiative transfer simulations were performed with different wavelength independent values for $\omega$, ranging from 0.85 to 1.0 in steps of 0.01. The total extinction as well as the phase function of the aerosol were kept constant in all simulations. Based on the comparison between the simulated and measured zenith radiances, a new single scattering albedo of the aerosol is determined that is consistent with the measurements of the radiance.

Figure 2.22 presents (a–c) the simulated zenith radiance at 3 wavelengths and (d) the simulated upward irradiance calculated with 3 different absorbing properties of the aerosol. The strong impact of the aerosol absorption on the zenith radiance is easily seen. The use of a single-scattering albedo of 0.98 leads to significant higher values of the simulated zenith radiance compared to a single-scattering albedo of 0.94. In order to reproduce the observed radiance at a realistic aerosol optical depth, a value for the single-scattering albedo between 0.94 and 0.98 seems to be appropriate. If a value below 0.94 for the single-scattering albedo is used, the observed radiances cannot be reproduced by the model simulations. The value of $\omega = 0.94$ can be considered as the lower limit of the single-scattering albedo in the visible wavelength region derived from the radiance measurements.

For the calculation of the UV–VIS–NIR irradiance, a wavelength-dependent single-scattering albedo has to be used. In order to keep the wavelength dependency of $\omega$ from the original aerosol, the new single-scattering albedo is calculated by reducing the absorption, i.e., $1-\omega$, of the original aerosol by 60% yielding a single-scattering albedo of 0.94 at 550 nm corresponding to the lower limit derived from the analysis of the radiance. The simulated irradiance using this new aerosol model is shown in Figure 2.22d. The reduced aerosol absorption leads to an overestimation of the upward irradiance. The reasons for this overestimation are probably the finite dimensions of the plume and the use of a 1D radiative transfer model for the simulation of the upward irradiance. This effect will be further investigated in chapter 3. The fact that the flight track did not follow the maximum aerosol optical depth might also contribute to this discrepancy.

The comparison between the simulated and measured upwelling radiance above
the plume from the Quinault fire indicates that the aerosol absorption derived from
in situ measurements is higher than that derived from remote sensing observations.
A similar conclusion was derived from remote sensing and in situ measurements
also for biomass burning aerosol [Remer et al., 1998; Chu et al., 1998] as well as
for dust particles [Kaufman et al., 2001]. There are several possible reasons for the
overestimation of the aerosol absorption in the present study as already discussed
in section 2.6. These include the neglect of humidity effects, the use of the same
density for OC and BC, the use of the refractive index of soot for BC as well as the
assumption of spherical, internal mixed particles. In situ measurements of the single-
scattering albedo from the Quinault fire range from 0.84 to 0.92 [Hobbs et al., 1996].
These values are also below the lower limit derived from the remote observations.
This analysis underlines the large uncertainty that exists in the measurement and
calculation of absorption by aerosol particles.

2.8 Conclusions

For the first time, a model simulation of the atmospheric evolution of a biomass
burning plume and a comparison with measurements were presented. The plume
model ATHAM was used to simulate the atmospheric transport of aerosol particles
emitted from a prescribed fire based on information on the fire emissions and atmos-
pheric conditions. The simulated aerosol mass concentrations were compared
with remote sensing and in situ measurements of the plume. The injection height
and the general appearance of the plume are reproduced with good accuracy by
the model. The absolute value of the aerosol mass concentration shows an under-
estimation roughly by a factor of 2, probably due to an underestimation of the fire
emissions. Other differences were attributed to the simplified description of the
meteorological situation and small scale features that cannot be resolved in this
kind of model. Modeled and measured results for the upward solar irradiance above
the plume were compared. The impact of the changing surface albedo on the up-
ward radiation is clearly seen in both the model simulations and the measurements.
Using the ATHAM-generated spatial aerosol distribution, the upward solar irradi-
ance is underestimated by the model, which is attributed to the underestimation
of the aerosol concentration. Using variable aerosol optical depths, the analysis of
the upwelling radiance above the plume yields a lower limit of $\omega = 0.94$ for the
single-scattering albedo in the visible wavelength region. This value of $\omega$ leads to an
overestimation of the upward irradiance at realistic aerosol optical depths probably
because of three-dimensional radiative effects due to the finite dimensions of the
plume. This issue will be addressed in Chapter 3.
Chapter 3

Three-dimensional Solar Radiation Effects in a Biomass Burning Plume

Abstract. Three-dimensional (3D) solar radiative transfer models describe atmospheric radiative transfer more accurately than the commonly used one-dimensional (1D) radiative transfer models that assume horizontal homogeneity of the atmosphere. Here, results of 3D radiative transfer simulations for a biomass burning plume are presented and compared with simulations employing the independent pixel approximation (IPA). The spatial distribution of the aerosol particles is derived from a 3D atmospheric transport simulation. The impact of 3D radiative effects on the actinic flux, $F$, within the plume center and on the upward irradiance, $E_{up}$, above the plume are investigated. The differences in the actinic flux between results from the 3D and the IPA simulations are considerable, ranging from $-40\%$ to more than $+200\%$, depending on the absorbing properties of the aerosol. The reason for this discrepancy is the neglect of horizontal photon transport in the 1D simulation. These large 3D effects on the actinic flux have the potential to influence the photochemistry within the plume significantly. The 3D model simulates a decreasing upward irradiance with increasing vertical distance from the plume, because of the decrease of the solid angle under which the plume is seen. The IPA simulation overestimates $E_{up}$, because the changing solid angle of the plume cannot be considered within this approximation. This vertical decrease of $E_{up}$ has to be taken into account, when interpreting irradiance measurements over finite clouds or aerosol plumes.

1This chapter is submitted for publication in the Journal of Geophysical Research, 2001, with B. Früh, O. Boucher, T. Trautmann, and M. O. Andreae as coauthors.
3.1 Introduction

Radiative transfer in the atmosphere is a three-dimensional phenomenon. Nevertheless, commonly used radiative transfer models only consider vertical photon transfer and assume that the atmosphere is homogeneous in the horizontal directions. This assumption of one-dimensional (1D) radiative transfer is a good approximation for clear-sky conditions over a uniform surface, but is generally not fulfilled if aerosol plumes or broken clouds are present or if the surface does not have uniform properties.

In the past, the three-dimensional distributions of cloud droplets and aerosol particles were often not available for atmospheric studies, since the resolution of global circulation models and satellite instruments was too coarse. High resolution in situ measurements are rare and can only yield very limited information about all spatial dimensions. Recently, significant improvements of the resolution of atmospheric models and remote sensing instruments were achieved. Large-eddy simulation (LES) models have become a valuable modeling tool along with convective cloud and plume models. Meanwhile, modern satellite and airborne remote sensing instruments are able to observe the atmosphere with a horizontal resolution of some hundreds of meters in the case of spaceborne instruments (such as the moderate resolution imaging spectroradiometer (MODIS), the medium resolution imaging spectrometer instrument (MERIS), and the earth system science pathfinder 3 (ESSP3) and a few tens of meters in the case of airborne instruments (such as the MODIS airborne simulator (MAS) and the airborne visible infrared imaging spectrometer (AVIRIS)). Thus, the possibility and need of detailed studies on the effects of horizontally inhomogeneously distributed particles on the atmospheric radiation field arise. For these investigations, three-dimensional (3D) radiative transfer models have to be used.

The modification of the backscattered radiation field due to cloud inhomogeneities has drawn special attention, because of the nonlinearity between cloud optical depth and cloud albedo. The mean albedo of a cloud with horizontally varying optical depth is less than the albedo of a uniform cloud with the same mean optical depth. This effect is called the “plane-parallel albedo bias” (PPA). This needs to be taken into account in global circulation models, which simulate only the averaged cloud optical depth within a grid box.

Additionally, it was suggested that cloud inhomogeneities are at least in part responsible for the discrepancy between modeled and observed absorption within clouds. The effect of cloud inhomogeneities on atmospheric absorption is a complex interplay between gaseous absorption, cloud droplet absorption, and solar zenith angle. There have been studies on
the effect of cloud inhomogeneities on atmospheric absorption, indicating that they are, at least in part, responsible for the enhanced absorption that is observed \cite{Borde and Isaka, 1990, O’Hirok and Gautier, 1998a,b, Cairns et al., 2000}.

A similar underestimation of atmospheric absorption is found when model results are compared with measurements in the cloud-free atmosphere in the presence of aerosol particles \cite{Kato et al., 1997, Wild, 1999, Halthore and Schwartz, 2000}. However, the possible effects of inhomogeneities in the spatial distribution of the aerosol on the atmospheric radiation field have not been addressed yet. So far, the spatial distribution of the aerosol is assumed to be horizontally homogeneous on the scale of some tens of kilometers and the IPA can be employed in radiative transfer simulations. Nevertheless, this assumption is not valid for an individual plume (or a set of individual plumes, e.g., from vegetation fires). To the authors knowledge, the only investigation so far of three-dimensional radiation effects in the presence of aerosol particles was recently published by \cite{Lyapustin and Kaufman, 2001}. They used a 3D radiative transfer model to investigate the role of the spatial heterogeneity of land surfaces on the remote sensing of the aerosol. However, only horizontal homogeneous aerosol distributions were used in the simulations.

Most of the previous studies of three-dimensional radiative effects focused on the reflected or transmitted irradiance. Despite the potential importance of the actinic flux for atmospheric chemistry (photolysis frequencies) and dynamics (heating rates), the impact of 3D atmospheric radiative transfer on the actinic flux within inhomogeneous cloud fields has been studied only recently \cite{Los et al., 1997, Trautmann et al., 1999, Vogelmann et al., 2001}.

### 3.1.1 Three-dimensional Radiation Effects and Model Types

Two different types of heterogeneity effects can be distinguished \cite{Varnai and Davis, 1999, Benner and Evans, 2001}: the one-dimensional heterogeneity effect and the horizontal transport effect. The one-dimensional heterogeneity effect describes the nonlinearity between cloud optical depth and albedo (also called PPA, as mentioned before) \cite{Cahalan et al., 1994}. The horizontal transport effect results from the horizontal transfer of direct or scattered radiation between adjacent columns. Photons within a cloud or an aerosol plume can leak out through the sides due to scattering processes or enter the cloud or aerosol plume from the side due to direct illumination or scattering.

The one-dimensional heterogeneity effect can be addressed with 1D models based on the independent pixel approximation (IPA) \cite{Cahalan et al., 1994}. In the IPA, 1D radiative transfer simulations are performed independently in every column of the model domain. Horizontal transport of photons between adjacent columns is not taken into account. A first attempt to improve the IPA is the tilted IPA (TIPA) that
takes the horizontal transfer of the direct solar radiation into account by orientating the vertical columns along the slant path of the incoming solar photons [Varnai and Davis, 1999]. However, side leakage and radiative smoothing [Marshak et al., 1995] can only be considered in 3D radiative transfer simulations.

The most common type of 3D radiative transfer models use the Monte Carlo technique [e.g., Marchuk et al., 1980; Podgorny et al., 1998; O’Hirok and Gautier, 1998a]. These models simulate the transfer and fate of a single photon within the model domain. By repeating this calculation for a large number of photons, radiative quantities are derived with good accuracy. An alternative approach is the explicit calculation of the 3D radiation field with a numerical solution method as commonly performed in 1D radiative transfer simulations. An overview about explicit 3D radiative transfer models is given by Gabriel et al. [1993]. The advantage of explicit methods is the calculation of the complete atmospheric radiation field at one time. This allows the determination of several radiative quantities without any extra effort.

In the present work, the spherical harmonics discrete ordinate method (SHDOM) [Evans, 1998], which belongs to the latter group of models, is used. SHDOM agrees well with Monte Carlo models for the zenith upwelling radiance, the up- and down-welling irradiance [Evans, 1998] and the actinic flux [Trautmann et al., 1999] for inhomogeneous cloud fields. It has been used in several studies of 3D radiation effects, including the effect of inhomogeneous clouds on atmospheric UV transmittance [Meerkötter and Degünther, 2001] and the effect of broken cloud fields on surface photolysis frequencies [Junkermann et al., 2001]. In the present study, SHDOM will be used to simulate the atmospheric radiation field in the presence of a biomass burning plume. Results from SHDOM for the actinic flux and the upward irradiance are presented and compared to IPA simulations in order to investigate and quantify the 3D radiation effects.

The 3D radiative transfer simulations were performed by Dr. Barbara Früh, Institute for Atmospheric Physics, University of Mainz.

### 3.2 Scenario for the Radiative Transfer Modeling

In the following section, the scenario for the model simulations, i.e., the aerosol distribution, aerosol optical properties, and the model parameters, is presented.

The spatial distribution of the aerosol particles is taken from the 3D atmospheric transport simulation with the active tracer high-resolution atmospheric model (ATHAM) presented in Chapter 2. This simulation reproduced the evolution of the biomass burning plume from the Quinault prescribed fire during the Smoke, Cloud, and Radiation-C (SCAR-C) experiment on 21 September 1994 with reason-
Figure 3.1: (a) Aerosol optical depth at 500 nm. The cross sections (A, B, and C), the plume center (D), and two columns (X1, X2) are also depicted. The fire is located inside box D. Cross sections of the aerosol number concentration ($10^4$ cm$^{-3}$) (b) along the plume at $y = 4.2$ km, (c) across the plume at $x = 5$ km, and (d) across the plume at $x = 7.8$ km.

This 19.4 ha clearcut burn on the Pacific Coast of Washington state on the Olympic Peninsula and the resulting aerosol plume were intensively studied by remote sensing and in situ measurements [Kaufman et al., 1996; Hobbs et al., 1996; Martins et al., 1996; Tanré et al., 1997; Gassó and Hegg, 1998].

The distribution of the aerosol optical depth as well as the aerosol number concentrations along three cross sections through the simulated aerosol distribution are shown in Figure [3.1]. ATHAM was able to reproduce the observed injection height of the aerosol particles (between 300 m and 700 m) as well as the horizontal extent of the plume from the Quinault fire reasonably well (see Chapter 2). The distinct aerosol plume with a width between 3 km and 4 km was transported westwards over the Pacific Ocean. Discrepancies between the observations and the simulated aerosol plume are seen in the underestimation of the aerosol mass concentration as well as the total traveled distance. The aerosol distribution simulated 90 minutes after the ignition of the fire was used.
For the spatial discretization within SHDOM, a model domain of 116 grid cells in the east–west direction, 41 grid cells in the south–north direction and 59 grid cells in the vertical direction was employed. The spatial resolution in the horizontal directions was 200 m, and 20 m in the vertical up to an altitude of 700 m. Since essentially all of the plume was situated within this altitude range, the properties of the plume and its heterogeneity could be reproduced. Above 700 m, the resolution was decreased to 20 km at an altitude of 60 km. The spatial distribution of the aerosol from the original ATHAM simulation was linearly interpolated onto the grid used in SHDOM.

For the aerosol particles, two different optical models are employed, $A_{CON}$ and $A_{ABS}$. $A_{ABS}$ relies on the same optical properties as in the dynamical ATHAM simulation presented Chapter 2. They are based on measurements of the size distribution and the chemical composition of the aerosol during the Quinault fire [Martins et al., 1996; Gassó and Hegg, 1998]. The bimodal log-normal number size distribution with the effective radius $r_{eff} = 0.14$ $\mu$m (Figure 2.6) and a black carbon mass content of 8% yields a value for the single-scattering albedo at 550 nm of $\omega = 0.85$ calculated from Mie-Theory (see Figure 2.7). This value for the single-scattering albedo corresponds to a rather high aerosol absorption, but it is a reasonable value for biomass burning aerosol [Hobbs et al., 1996; Reid et al., 1998]. In order to investigate the impact of aerosol absorption, a second aerosol model ($A_{CON}$) is defined assuming conservative scattering, i.e., the single-scattering albedo of $A_{ABS}$ is set to unity at all wavelengths. For both aerosol models, the phase function is identical and was approximated from the asymmetry parameter using the Henyey–Greenstein function, which was expanded into Legendre polynomials.

Profiles for the meteorological data (temperature and pressure) and the ozone concentration were taken from the compilation for the standard atmosphere under midlatitude summer conditions [Anderson et al., 1986]. These vertical profiles are assumed to be horizontally homogeneous. The ocean is treated as a lambertian surface. Sun glint is not considered and a constant value for the surface albedo of 1% was chosen at all wavelengths. The low surface albedo allows the effects of the aerosol plume to be easily identified in the simulations.

The spectral radiation transfer equation was solved for the wavelengths $\lambda = 320$ nm, 400 nm, 550 nm, and 800 nm. The solar azimuth was set to 90°, leading to illumination of the plume from the south. The simulations were carried out for 5 solar zenith angles (SZA): $\theta = 0^\circ$, 30°, 45°, 60°, and 70°. The radiative quantities that are investigated are the actinic flux and the upward irradiance. The actinic flux and the upward irradiance were calculated using the 3D model setup with 8 streams in zenith and 16 streams in azimuth direction. Lateral boundary conditions were assumed to be open so that outside the model domain no aerosol exists.
For the following comparison of the model results, some abbreviations are introduced. Every model simulation is characterized by the kind of approximation (3D or IPA) as well as the aerosol model used (CON, ABS). For instance, the 3D simulation using the conservative aerosol model is called 3D\textsubscript{CON}. Additionally, some comparisons are presented for the clear sky case: NOAERO.

In the following sections, relative differences between different model simulations for different radiative quantities are presented. The definition of all the relative differences (%) is

$$\Delta \Phi (A) = \left( \frac{\Phi(REF) - \Phi(A)}{\Phi(A)} \right) \times 100,$$

where the letter A stands for the simulation NOAERO, IPA\textsubscript{CON}, IPA\textsubscript{ABS}, 3D\textsubscript{CON}, or 3D\textsubscript{ABS}. The parameter $\Phi$ is $F$ or $E_{up}$, where $F$ is the actinic flux, and $E_{up}$ the upward irradiance. The definitions of $F$ and $E_{up}$ as well as of the reference simulation (REF) are given in the following sections.

### 3.3 Impact on the Actinic Flux

The actinic flux is the radiative measure which quantifies photodissociation of atmospheric molecules [Madronich, 1987] and is therefore a critical parameter for photochemistry. It is defined as the integral of the radience over the unit sphere and includes direct as well as diffuse radiation:

$$F(\lambda, z) = \int_{0}^{2\pi} \int_{-1}^{1} L(\lambda, z, \mu, \varphi) \, d\mu \, d\varphi,$$

where $L(\lambda, z, \mu, \varphi)$ is the spectral radience at the wavelength $\lambda$, $\mu$ the cosine of the zenith angle $\theta$, $\varphi$ the azimuth angle, and $z$ the altitude. In the following sections, 3D radiation effects on the actinic flux will be presented.

#### 3.3.1 General Impact of the Aerosol

In this section, the general impact of the biomass burning plume, as well as the effect of the absorbing properties on the actinic flux are investigated. Finally, a comparison between 3D and IPA results is presented.

Figure 3.2a shows the actinic flux at $\lambda = 400$ nm along cross section B in Figure 3.1a through the center of the fire in the north–south direction calculated with the 3D\textsubscript{CON} ($=\text{REF}$) simulation for $\theta = 45^\circ$. The relative difference of the actinic flux between the 3D\textsubscript{CON} and the NOAERO simulation, $\Delta F(\text{NOAERO})$, is presented in Figure 3.2b. The effects of the aerosol plume on the radiation field are very distinct. While the actinic flux is reduced in the lower part and below the plume,
it is enhanced in the upper part and above the plume compared to the simulation without aerosol. A strong reduction (up to \(-54\%\)) below the plume as well as a pronounced enhancement (up to \(+72\%) in the upper part and above the aerosol plume can clearly be seen. It is interesting to note that the strongest reduction in the actinic flux does not occur in the center of the plume but is shifted to the north. This is due to the shadowing of the direct solar beam by the plume. In Figure 3.2c, \(\Delta F(3D\_ABS)\) is shown, representing the impact of aerosol absorption on the actinic flux. The differences remain relatively small outside the center of the plume but increase to more than \(+200\%\) within the plume center. This indicates the importance of the correct representation of aerosol absorption for radiative transfer simulations and atmospheric photochemistry. In Figure 3.2d, the relative difference between the actinic fluxes calculated with the 3D\_CON and the IPA\_CON simulations, \(\Delta F(IPA\_CON)\), is presented. \(F(IPA\_CON)\) exceeds \(F(3D\_CON)\) in the upper
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part of the plume as well as above the plume significantly. The neglect of horizontal scattering resulting in a loss of photons in the IPA_CON simulation is the reason for the overestimation of the actinic flux in this region. In the lower part of the plume, a dipole-like structure with an underestimation of the actinic flux in the IPA_CON simulation on the illuminated side of the plume (south) and an overestimation on the north side and behind the plume can be observed. The neglect of both the side illumination and the shadowing effect of the plume in the IPA_CON simulation is the reason for this structure. The maximum and minimum values of \(\Delta F_{(IPA\_CON)}\) for the presented cross section are +115% and −51%, respectively.

More than 2 km downwind the fire, the differences in the actinic flux, \(\Delta F_{(IPA\_CON)}\), are comparable low (<5% within and below the plume, <15% above the plume, not shown here), because the optical depth of the plume is small and its structure shows only small 3-dimensional features. Large differences only occur close to the fire and near the center of the plume. The high aerosol numbers, together with their horizontally inhomogeneous distribution, increase the importance of 3D radiation effects.

The general effect of aerosol particles, as well as of the aerosol absorption on the actinic flux and on photochemistry, have already been discussed in the literature [Dickerson et al., 1997; Jacobson, 1998a; Liao et al., 1999; He and Carmichael, 1999]. Therefore, we focus in the following on the effects of 3D radiative transfer simulations on the atmospheric radiation field, especially on the actinic flux.

3.3.2 Actinic Flux in the Center of the Plume

As shown before, the center of the plume exhibits the largest 3D radiation effects on the actinic flux. Additionally, this region is of special importance for photochemical processes, because here the concentrations of trace gases emitted by the fire (e.g., CO, NO, HCHO) are extremely high, reaching up to some 10 ppm for CO and some 100 ppb for NO\(_x\) (= NO + NO\(_2\)) [Ward et al., 1992; Hobbs et al., 1996; Goode et al., 2000]. In this part of the plume, sunlight is the limiting factor for photochemistry.

In Figure 3.3 we present the horizontal average of the actinic flux over the plume center, \(\langle F\rangle_{pc}\) (\(\langle\rangle_{pc}\) denotes the horizontally averaging over the plume center) for the 3D_CON (=REF) and IPA_CON simulations at a SZA of 45° and wavelength of 400 nm. The averaging only considers grid boxes where the aerosol number concentration exceeds 80 000 particles cm\(^{-3}\) in the column above the fire defined by the rectangle with \(x = 4.8\) km to 5.1 km, \(y = 3.8\) km to 4.2 km (Box D in Figure 3.1a). For the conservative aerosol model (Figure 3.3a), \(\langle F_{(IPA\_CON)}\rangle_{pc}\) exceeds \(\langle F_{(3D\_CON)}\rangle_{pc}\) at nearly all altitudes. This can be explained by the horizontal photon transfer in the 3D_CON simulation which is not taken into account in the IPA simulation. Photons scattered horizontally by aerosol particles escape from
Figure 3.3: Horizontally averaged actinic flux (W m\(^{-2}\) nm\(^{-1}\)) at 400 nm calculated for a SZA of 45° for the (a) conservative and the (b) absorbing aerosol models. The average includes only grid boxes with aerosol number concentrations higher than 80 000 particles cm\(^{-3}\) in Box D (Figure 3.1a) close to the fire. Note the different scales on the abscissa.

the region of the smoke plume. In the IPA case, no horizontal loss or gain of photons is considered. The averaged difference between the 3D and the IPA simulations for this case is \(\Delta \langle F(\text{IPA}_\text{CON})\rangle_{pc} = -10.7\%\) (the bar represents the vertical average).

In Figure 3.3b, the horizontally averaged actinic fluxes within the center of the plume are shown for the case of the absorbing aerosol model, \(\langle F(3D_{\text{ABS}})\rangle_{pc}\) and \(\langle F(\text{IPA}_{\text{ABS}})\rangle_{pc}\). This is the more realistic case for a biomass burning plume although the absorption might be overestimated (see Section 2.7). For both cases the values are much lower than in the simulations using the conservative aerosol model. The differences between 3D_{ABS} and IPA_{ABS} are distinct: \(\langle F(3D_{\text{ABS}})\rangle_{pc}\) exceeds \(\langle F(\text{IPA}_{\text{ABS}})\rangle_{pc}\), especially in the lower part of the plume up to an altitude of about 350 m. While in the IPA_{ABS} simulation the actinic flux nearly goes down to zero below the plume (0.09 W m\(^{-2}\) at \(z = 200\) m), the 3D_{ABS} simulation gives a significant value for the actinic flux (0.55 W m\(^{-2}\) at \(z = 200\) m). This behavior can be explained by a net horizontal transport of photons into the plume center from regions with low aerosol loading which could not be taken into account in the IPA simulation. Two processes account for the horizontal transfer of photons: direct illumination of the plume center from the side and the scattering from regions with lower aerosol loading into the plume center. In the plume center, the optical depth and the absorption are very high (maximum: \(\tau_{\text{max}} = 13.2\), average: \(\tau_{\text{ave}} = 8.1\) at 400 nm) leading to the strong reduction of radiation in the plume center in the IPA_{ABS} simulation. In the 3D_{ABS} simulation, the direct solar beam is not attenuated by this large optical depth, but is affected by a much smaller optical depth along its way to the plume center, because of the lateral illumination. Additionally, Rayleigh scattering from regions outside the plume center into the plume enhances
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<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>320</th>
<th>400</th>
<th>550</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td>SZA 0°</td>
<td>−36.7</td>
<td>−39.5</td>
<td>−44.6</td>
<td>−44.3</td>
</tr>
<tr>
<td>SZA 30°</td>
<td>−27.7</td>
<td>−27.8</td>
<td>−31.0</td>
<td>−33.4</td>
</tr>
<tr>
<td>SZA 45°</td>
<td>−17.4</td>
<td>−10.7</td>
<td>−9.9</td>
<td>−14.5</td>
</tr>
<tr>
<td>SZA 60°</td>
<td>−7.1</td>
<td>14.2</td>
<td>32.7</td>
<td>26.9</td>
</tr>
<tr>
<td>SZA 70°</td>
<td>−6.9</td>
<td>37.5</td>
<td>91.7</td>
<td>95.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>320</th>
<th>400</th>
<th>550</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td>SZA 0°</td>
<td>142.6</td>
<td>68.9</td>
<td>8.6</td>
<td>−19.0</td>
</tr>
<tr>
<td>SZA 30°</td>
<td>199.8</td>
<td>120.2</td>
<td>41.7</td>
<td>−0.3</td>
</tr>
<tr>
<td>SZA 45°</td>
<td>293.1</td>
<td>216.2</td>
<td>112.5</td>
<td>38.3</td>
</tr>
<tr>
<td>SZA 60°</td>
<td>358.2</td>
<td>378.7</td>
<td>261.7</td>
<td>126.4</td>
</tr>
<tr>
<td>SZA 70°</td>
<td>350.0</td>
<td>509.6</td>
<td>473.2</td>
<td>285.3</td>
</tr>
</tbody>
</table>

Table 3.1: Relative difference (%) of the averaged actinic flux in the center of the plume (Box D in Figure 3.1a) between the 3D_CON (= REF) and the IPA_CON simulations, \( \Delta \langle F(\text{IPA_CON}) \rangle_{pc} \), and the 3D_ABS (= REF) and the IPA_ABS simulations, \( \Delta \langle F(\text{IPA_ABS}) \rangle_{pc} \), for different wavelengths and solar zenith angles.

the actinic flux. Although there is no spatial inhomogeneity in the distribution of molecules that are responsible for Rayleigh scattering, there is a net flux into the plume. This is because the number of photons is much larger outside the plume, leading to higher scattering into the plume center than out of it. The loss of photons from the plume center due to Mie scattering by the aerosol particles is comparably small because of the limited number of available photons. The averaged difference for this case, \( \Delta \langle F(\text{IPA_ABS}) \rangle_{pc} \) (REF = 3D_ABS), is +216%. In contrast to the conservative aerosol model, horizontal photon transport leads to an increase in the actinic flux in the plume center when aerosol absorption is taken into account. Only at the lowerest altitudes a similar effect is observed in the case of the conservative aerosol (Figure 3.3a).

3.3.3 Dependence on Solar Zenith Angle and Wavelength

In this section, the dependences of the 3D effects on the actinic flux in the plume center on solar zenith angle and wavelength are presented.
The vertically averaged differences for all performed calculations are presented in Table 3.1. In the case of overhead sun and conservative aerosol, the actinic flux resulting from the IPA simulation is larger than the 3D results ($\Delta \langle F(\text{IPA\_CON}) \rangle_{\text{pc}} < 0$) at all wavelengths, because of the possibility of horizontal escape of photons in the 3D simulations. There is a slight decrease in $\Delta \langle F(\text{IPA\_CON}) \rangle_{\text{pc}}$ with increasing wavelength. For overhead sun, only scattering contributes to the horizontal photon transfer. Rayleigh scattering is the responsible process for the photon transfer into the plume, while Rayleigh and Mie scattering are responsible for the horizontal transfer out of the plume. With increasing wavelength, the magnitude of Rayleigh scattering decreases faster than that of Mie scattering. This leads to larger relative differences in the actinic flux in the plume center at longer wavelengths, because the net horizontal transfer out of the plume center increases in the 3D\_CON simulation. Additionally, the mean free path of a photon increases at longer wavelengths, which enhances the likelihood that a scattered photon can escape from the plume before it undergoes further scattering.

For larger SZAs, the direct solar beam also contributes to the horizontal photon transfer in the 3D simulation and $\Delta \langle F(\text{IPA\_CON}) \rangle_{\text{pc}}$ increases at all wavelengths. The attenuation of the direct solar beam is less in the 3D simulations than in the IPA simulations, because the direct solar beam does not interact with the dense part of the plume above the fire but enters the plume center from the side. This effect is largest for wavelengths at which the direct solar beam has the highest contribution to the actinic flux. This is the case for the longer wavelengths that are not as much affected by Rayleigh scattering as the shorter wavelengths. At $\lambda = 320$ nm, the difference remains negative even at a SZA of 70° because of the fact that the actinic flux at this wavelength is almost fully determined by diffuse light, because of strong ozone absorption and Rayleigh scattering.

In the case of the absorbing aerosol model $A_{\text{ABS}}$, the values of $\Delta \langle F(\text{IPA\_ABS}) \rangle_{\text{pc}}$ are much larger than the corresponding values for $A_{\text{CON}}$ ($\Delta \langle F(\text{IPA\_CON}) \rangle_{\text{pc}}$), but the dependence on wavelengths and SZAs are similar. In almost all cases the values of $\Delta \langle F(\text{IPA\_ABS}) \rangle_{\text{pc}}$ are positive, representing a higher actinic flux in the 3D than in the IPA simulations. The reason for this underestimation of the actinic flux by the IPA simulation is the low actinic flux within the plume center, because of the high aerosol absorption. Horizontal photon loss from the plume center therefore is limited, and gain of photons due to side illumination and Rayleigh scattering makes up a significant contribution to the total number of photons in the plume. This contribution is neglected in the IPA simulations resulting in the reduced actinic flux. Only at a wavelength of 800 nm and a SZA of 0° and 30°, the horizontal photon transfer leads to a net loss, because the aerosol optical depth at $\lambda = 800$ nm is comparably small, leading to a comparable high number of photons in the plume.
As the effect of side illumination is zero ($\theta = 0^\circ$) or limited ($\theta = 30^\circ$), scattering processes result in net horizontal photon loss, due to the small contribution from Rayleigh scattering at this wavelength.

At larger SZAs, the contribution of the direct solar light in the plume center in the 3D_ABS simulation increases, because of the illumination of the lateral plume faces, and $\Delta\langle F\rangle_{pc}$ exceeding $+100\%$ at all wavelengths. In the case of absorbing aerosol $A_{ABS}$, the relative contribution of the direct light to the actinic flux is enhanced as compared to the conservative scattering aerosol $A_{CON}$, because multiple scattering within the plume is strongly reduced due to the aerosol absorption.

### 3.3.4 Possible Impact on Photochemistry

Photodissociation of atmospheric molecules primarily occurs at wavelengths shorter than 420 nm. For these wavelengths, the results show a strong variability of the effects of 3D radiative transfer simulations, depending on the solar zenith angle and the absorbing properties of the aerosol particles. In the nonabsorbing case, for most SZAs the actinic flux and therefore the photolysis frequencies are overestimated by IPA_CON simulations by $+10$ to $+40\%$ because of the neglect of horizontal photon loss. At larger SZAs, this effect is opposite due to solar side illumination. The magnitude of this effect is expected to depend strongly on the spatial dimensions of the plume considered. In the case of an absorbing aerosol, the available actinic flux for photodissociation is heavily underestimated by the IPA_ABS simulation in the cases considered here. It is not possible to give a general estimate of the error in the actinic flux due to the neglect of 3D radiative transfer effects, because the strong impact of aerosol absorption, which can lead to an overestimation as well as to an underestimation of the actinic flux in IPA simulations. It is clear, however, that the impact of neglecting the 3-dimensional nature of radiative transfer in cloud- and plume-resolving photochemical models will in many cases result in significant errors for the simulation of photolysis frequencies.

How these errors in the simulated photolysis frequencies transfer into the simulation of photochemical processes, e.g., the formation of ozone in the troposphere, needs further investigation. Again, a general statement even for the sign of the 3D impact is not possible, because photochemical ozone production strongly depends on the available NO$_x$ concentration. However, under the conditions of a biomass burning plume, i.e., absorbing aerosol and high concentrations of organic compounds and nitrogen oxides, the inclusion of 3D radiation effects would lead to enhanced photolysis frequencies and enhanced photochemical ozone formation. Three-dimensional radiation effects might contribute to the fast photochemistry appearing within these plumes. Also for the case of a convective cloud, 3D radiation effects might influence photochemistry. However, due to the conservative optical properties of the cloud
droplets, photolysis frequencies are expected to be reduced in the 3D case relative to the 1D case due to horizontal photon loss.

3.4 Impact on the Upward Irradiance

In the following section, three-dimensional effects on the upward irradiance over this finite biomass burning plume are investigated. The upward spectral irradiance, $E_{up}$, is defined as the integral of the radiance $L$ weighted with the cosine of the zenith angle, $\mu=\cos(\theta)$, over the lower hemisphere:

$$ E_{up}(\lambda, z) = \int_0^{2\pi} \int_{-1}^0 L(\lambda, z, \mu, \varphi) \mu \, d\mu \, d\varphi. $$

The irradiance is a key parameter for the atmospheric energy budget. Therefore, measurements as well as modeling of the atmospheric irradiance are of high interest in the atmospheric science [Valero et al., 1997; Wendisch and Kreid, 1999]. In the following, the impact of 3D effects on the upward irradiance, $E_{up}$, are investigated for the aerosol distribution used in this study.

In Figure 3.4, the vertical profiles of the upward irradiance at 550 nm at two grid points (marked X1 and X2 in Figure 3.1a) calculated with the 3D_CON and the IPA_CON simulations, $E_{up}(3D\_CON)$ and $E_{up}(IPA\_CON)$, respectively, are presented. Inside the plume as well as close to the plume top, the two simulations agree reasonably well. Above the plume, $E_{up}(3D\_CON)$ decreases, while $E_{up}(IPA\_CON)$ increases with altitude. The vertical decrease of $E_{up}(3D\_CON)$ is explained by the
limited horizontal extent of the smoke plume. With increasing distance from the plume, the solid angle of the plume decreases. Since the ground albedo is smaller than the albedo of the smoke aerosol, the reflectance of columns without aerosol is much smaller than that of the columns containing aerosol. In the IPA simulation, the effect of the limited extent of the smoke plume is not taken into account, because of the assumption of horizontal homogeneity.

In Figure 3.4b, representing conditions further downwind at $X_2$, the decrease of $E_{up}(3D\_CON)$ with altitude is similar to that in Figure 3.4a. But, between 450 m and 700 m altitude, $E_{up}(3D\_CON)$ exceeds $E_{up}(IPA\_CON)$. The reason for this underestimation of $E_{up}$ in the IPA simulation is the fact that the optical depth in this column is low ($\tau = 0.32$) compared to the surrounding columns (see Figure 3.1a). Enhanced reflectance from the surrounding columns leads to enhanced upward irradiance in the 3D simulation that cannot be reproduced by the IPA simulation. At higher altitudes, this effect decreases and $E_{up}(IPA\_CON)$ exceeds $E_{up}(3D\_CON)$ as in Figure 3.4a.

The magnitude of the reduction of $E_{up}$ with altitude is determined by the horizontal dimension of the aerosol plume and the altitude above the plume. There is no significant effect of the wavelength, SZA, or aerosol model. This investigation shows that 3D effects have to be taken into account when observed reflected irradiances over a finite plume or cloud are interpreted with radiative transfer models. For the interpretation of upward radiances, however, three-dimensional radiation effects are not expected to have a significant effect, because the viewing angle of the radiances is much smaller than that of the irradiances. Simulation of radiances with one-dimensional radiative transfer models are therefore not affected by the effect of the decreasing solid angle under which the plume is seen with increasing plume distance.

In the Sections 2.6 and 2.7, measurements of $E_{up}$ above the plume ($\sim 600$ m) from the Quinault fire were compared to model simulations using a 1D radiative transfer model. Using the aerosol optical depths generated from the ATHAM simulation, an underestimation of the simulated $E_{up}$ is found (see Section 2.6). However, increasing the aerosol optical depth improves the agreement between the observations and the simulations (see Figure 2.21d). From measurements of the zenith radiance above the plume, a lower limit for the single-scattering albedo of $\omega = 0.94$ in the visible wavelength region was derived in Section 2.7. Using this value of $\omega$ for the calculation of the upward irradiance, the one-dimensional model overestimates the observations by about 50% (Figure 2.24d). However, the overestimation of the simulated upward irradiance using a 1D radiative transfer model due to the neglect of the reduced solid angle of the plume, is in the same order of magnitude (see Figure 3.4). The use of a one-dimensional transfer model in Section 2.7 is therefore the most probable cause of the overestimation of the upward irradiance in Section 2.7.
3.5 Conclusions

The impact of three-dimensional (3D) radiative transfer effects on the actinic flux and the upward irradiance in the presence of an aerosol plume from a vegetation fire was investigated. In order to quantify this effect, three-dimensional model simulations were compared with one-dimensional simulations using the independent pixel approximation (IPA). Horizontal photon transport due to direct illumination as well as horizontal scattering which are not accounted for in the IPA simulations are responsible for the difference between these two simulations.

For the scenario investigated here, the three-dimensional effect on the actinic flux within the plume center ranges from $-40\%$ to more than $+200\%$, depending on the solar zenith angle and the absorbing properties of the aerosol. The magnitude of the difference indicates the importance of three-dimensional radiative effects for photochemical processes within biomass burning plumes and similar atmospheric phenomena, e.g., convective clouds. However, at present, 3D radiative transfer models are not included in atmospheric chemistry models because of their high computer time and memory requirements. The upward irradiance above the plume decreases with altitude in the 3D simulation because of the finite horizontal dimension of the plume. This effect cannot be reproduced with one-dimensional (1D) simulations, which suggests limitations in the interpretation of measurements of the upward irradiance with 1D radiative transfer models.

Further investigations of 3D radiation effects using both model simulations and measurements would be desirable. This study shows that 3D effects on the atmospheric radiation field and their potential impact on photochemistry need to be considered, and suitable parameterizations should be investigated.
Chapter 4

Simulation of Photochemical Processes in a young Biomass Burning Plume

Abstract. The photochemistry in young biomass burning plumes depends highly on the emissions from the fire. Chemical processes are strongly linked to the transport and dilution of the emissions. In the present study, a three-dimensional plume model is used to investigate the photochemical evolution of a biomass burning plume during the first tens of minutes after the fire emissions have been released into the atmosphere. The model results represent the evolution of the plume from the Quinault prescribed fire conducted during the Smoke, Cloud, and Radiation-C (SCAR-C) experiment. The modeled ozone concentrations of about 70 ppb are close to observations. The main nitrogen reservoir species downwind the fire are HNO$_3$ and peroxyacetyl nitrate (PAN), accounting for about $\sim$60% and $\sim$30% of the total nitrogen reservoir species, respectively. Photolysis of formaldehyde, which is emitted from the fire, is the primary source for radicals in the plume. Omitting the emissions of oxygenated volatile organic compounds in the modeled fire plume leads to unrealistically low ozone concentrations in the simulations. Additionally, neglecting these emissions changes the partitioning between the nitrogen reservoir species in favor of the formation of HNO$_3$. A non-absorbing aerosol as well as lower emission of NO$_x$ in the simulations enhance the radical concentration, photochemical ozone formation, and the oxidation efficiency. It is shown that the correlation between propene and CO, the enhancement ratio, can be used as a measure for the oxidation efficiency of individual biomass burning plumes. Further investigations of the atmospheric processes in young biomass burning plumes will increase our understanding of the interaction of transport and chemical processes not only in a biomass burning plume, but also in other convective systems.

\footnote{This chapter is in preparation for publication in the Journal of Geophysical Research, 2001, with M. O. Andreae and H.-F. Graf as coauthors.}
4.1 Introduction

Vegetation fires are a major source of several trace gases as well as aerosol particles [Crutzen and Andreae, 1990]. Large amounts of carbon- (e.g., CO, CH₄, C₂H₄, HCHO), nitrogen- (e.g., NO, NH₃), sulfur- (e.g., SO₂, COS), and halogen- (e.g., CH₃Cl) containing molecules are emitted into the atmosphere from fires [Andreae and Merlet, 2001]. Photochemical processing of these primary emissions leads to the formation of secondary pollutants, e.g., ozone. Several field studies show a large influence of primary emissions from biomass burning on the atmospheric composition and the formation of secondary pollutants in different regions, e.g., the Arctic Boundary Layer Experiment (ABLE-3B) [Harriss et al., 1994], the Southern Tropical Atlantic Region Experiment (STARE) [Andreae et al., 1996b], the Smoke, Clouds, and Radiation-Brazil experiment (SCAR-B) [Kaufman et al., 1998], and the Experiment for Regional Sources and Sinks of Oxidants (EXPRESSO) [Delmas et al., 1999]. Long-term satellite measurements provide evidence that vegetation fires influence the atmospheric composition regularly on a regional to global scale, especially in the tropics [Fishman et al., 1991; Fishman and Brackett, 1997; Thompson et al., 2001].

Several global atmospheric chemistry models include emissions from biomass burning and have been used to quantify the contribution of biomass burning emissions to the atmospheric concentration of several trace gases, e.g., CO and NOₓ (NOₓ = NO + NO₂). The impact of biomass burning on global tropospheric ozone concentrations were investigated in several studies because of the special role of ozone for atmospheric chemistry and climate [e.g., Lelieveld and Dentener, 2000; Marufu et al., 2000; Galanter et al., 2000; Granier et al., 2000]. All studies estimate the contribution of biomass burning to the global tropospheric ozone concentration in the order of 10%. Nevertheless, on a regional scale close to the source region, biomass burning contributes to a much larger extent to the ozone concentration [Marufu et al., 2000].

Regional and global models tend to underestimate ozone concentrations in tropical regions affected by biomass burning, although the concentrations of CO are reproduced reasonably well [Emmons et al., 2000]. Nitric acid concentrations are overestimated in these models, especially in biomass burning regions [Wang et al., 1998b; Hauglustaine et al., 1998; Lawrence et al., 1999]. A comparison of NO₂ satellite measurements with simulations from a global model revealed little deviations over the regions of burning, but showed an underestimation of the modeled NO₂ mixing ratio in areas downwind of the burning, e.g., the southern Atlantic [von Kuhlmann, 2001]. This suggests limitations in the representation of the chemical processes occurring in fire-affected areas.

Several observations give evidence that photochemical ozone production takes
place in very young biomass burning plumes, i.e., a few hours after the fire emis-
sions are released [Evans et al., 1974, 1977; Stith et al., 1981; Hobbs et al., 1996;
Goode et al., 2000]. Additionally, ozone production due to biomass burning occurs
on a regional scale and on a timescale of days. The ozone production in individ-
ual biomass burning plumes was found to be insignificant on the regional scale at
northern high latitudes, but significant for the tropical South Atlantic [Mauzerall
et al., 1996, 1998]. However, regional and global scale models cannot describe the
ozone production in individual plumes, because of their coarse grid compared to the
size of a fire. In these models, emissions from biomass burning are introduced into
an unrealistic large area. As photochemical ozone production is a highly nonlinear
process, depending on the concentrations of the emissions, this artificial dilution
might lead to an over- or underestimation of the ozone concentration, depending
on the concentrations and on the size of the model grid box [Chatfield and Delany,
1990; Poppe et al., 1998].

In order to study the chemical processes in biomass burning plumes, box model
studies have been performed by several groups [e.g., Jacob et al., 1992; Mauzerall
et al., 1998; Mason et al., 2001]. Due to the high initial concentrations in the model
simulations, dilution has to be taken into account to reach realistic concentrations
of hydrocarbons and nitrogen oxides. The amount of dilution is a very sensitive
parameter in these simulations, because the amount of background air mixed into the
fire-affected air parcel strongly influences the amount of ozone produced [Chatfield
and Delany, 1990; Poppe et al., 1998].

In the present investigation, the chemical evolution as well as the transport of
the biomass burning emissions are considered in detail. The goal of this study is to
investigate the chemical processes leading to the formation of ozone and nitrogen
reservoir species during the first tens of minutes after the fire emissions are released.
Understanding and quantifying these processes will help to improve the represen-
tation of vegetation fires in regional and global model studies. The framework for
this study is the active tracer high-resolution atmospheric model (ATHAM) [Herzog
et al., 1998; Oberhuber et al., 1998]. In Chapter 2, ATHAM was used to simulate
the transport of the aerosol particles from a prescribed fire, and the results showed
reasonable agreement with measurements. Here, these dynamical simulations are
extended to include chemical processes.

## 4.2 Model Description

In this section, an overview of the different modules of ATHAM is given.

The 3-dimensional nonhydrostatic plume model ATHAM was designed and has
been used for the study of volcanic plumes [Graf et al., 1999]. For a detailed de-
scription of ATHAM, the reader is referred to Herzog et al. [1998]; Oberhuber et al. [1998] and Textor [1999].

ATHAM is formulated with a highly modular structure that allows the inclusion of independent modules. Existing modules treat the dynamics, turbulence, transport, cloud microphysics, gas scavenging, radiation, emissions, and chemistry. In the present investigation, only the transport, turbulence, radiation, emission, and chemistry modules of ATHAM are used. The transport of chemical species is based on the method of Smolarkiewicz [1984]. The turbulent quantities are calculated using a modified Kolmogorov-Prandtl formulation. The solar radiation is calculated with the 2-stream practical improved flux method (PIFM) [Zdunkowski et al., 1982], including radiative effects of gases and aerosol particles. The chemical module and the fire emissions are described in more detail in the following sections.

4.2.1 Chemistry Module

Atmospheric chemistry in biomass burning plumes is dominated by the gaseous emissions from the fire. These include CO and other volatile organic compounds (VOCs), nitrogen oxides, as well as halogen-, and sulfur-containing compounds. In order to simulate the chemical processes in detail, a huge number of chemical reactions and species have to be taken into account. Although such detailed chemical mechanisms are available [e.g., Saunders et al., 1997], the possible number of chemical species and reactions to be considered in a 3-dimensional (3D) atmospheric model is limited by the available computer power and memory. Therefore, a selection of species and reactions is necessary for practical purposes. The appropriate selection of the included species depends on the scenario, the simulation time, and the target species as well as on the available computer resources. Several chemical mechanisms are available for regional and global scale modeling of atmospheric photochemistry [e.g., Lurmann et al., 1986; Stockwell et al., 1997; Brasseur et al., 1998; Horowitz et al., 1998; Zaveri and Peters, 1999; Pöschl et al., 2000]. While most of the regional-scale mechanisms focus on urban emissions and scenarios, the mechanisms used in global models include polluted as well as background chemistry. None of the available mechanisms is adequate for the simulation of the chemical processes occurring in a young biomass burning plume. Therefore, a selection of chemical reactions was performed to reproduce the chemical processes in a biomass burning plume during the first tens of minutes after the release of the emissions into the atmosphere.

The selection of reactions for the chemical mechanism was focused on the simulation of chemical processes leading to the formation of ozone and nitrogen reservoir species in a young biomass burning plume. Atmospheric chemistry occurring in biomass burning plumes is characterized by high concentrations of VOCs and nitro-
gen oxides. Photochemical ozone production in biomass burning plumes is driven by the oxidation of VOCs by the hydroxy radical (OH) in the presence of high concentrations of NO$_x$. One substantial difference between urban and biomass burning emissions is the large amount of oxygenated volatile organic compounds (OVOC) that are emitted by vegetation fires. The most important OVOCs emitted from biomass burning are HCHO, CH$_3$CHO, HCOOH, CH$_3$COOH, CH$_3$OH, CH$_3$COCH$_3$. All species included in the chemical mechanism are listed in Table A.1. The chemical mechanism is given in Table A.2.

The chemical mechanism includes the oxidation of the primary emissions from biomass burning: CO, CH$_4$, C$_2$H$_6$, C$_2$H$_4$, C$_3$H$_6$, HCHO, CH$_3$CHO, HCOOH, CH$_3$COOH, and CH$_3$COCH$_3$. Higher hydrocarbons are neglected because of their low emission ratios. Oxidation by OH is considered for all emitted species. Photolysis of aldehydes and acetone is included as well as ozonolysis of the alkenes. Oxidation of ethene is treated explicitly and includes reactions via the ethoxy radical on the basis of a recent laboratory study [Orlando et al., 1998]. The formation of alkyl nitrates from the reaction of the peroxy radicals with NO is not taken into account, because alkyl nitrates are believed to be formed only from peroxy radicals with more than 3 carbon atoms, which are not included [Atkinson, 2000]. Additionally, measurements of the nitrate formation from smaller peroxy radicals are rare and uncertain, often only upper limits are given for the nitrate yield [e.g., Tyndall et al., 2001]. The formation of HNO$_4$ and CH$_3$O$_2$NO$_2$ from the reactions of NO$_2$ with HO$_2$ and CH$_3$O$_2$ is included. Because of the high NO$_x$ concentrations, cross reactions between higher peroxy radicals are not important under the present conditions [Kirchner and Stockwell, 1996]. The dominant reaction partner of the peroxy radicals is NO, only the reaction with HO$_2$ is additionally taken into account for all peroxy radicals.

Two heterogeneous reactions on aerosol particles are included in the mechanism: reactions of NO$_2$ to yield HONO, and of N$_2$O$_5$ to yield HNO$_3$. Heterogeneous reaction rates are calculated as first-order rate constants using the simulated aerosol surface: $k_{het} = (1/4) \gamma c S$, where $\gamma$ is the uptake coefficient given in Table A.2, $c$ the mean molecular speed, and $S$ the aerosol surface per volume of air. The aerosol surface is calculated from the aerosol mass concentration using a surface area per particle of $1.6 \times 10^{-9}$ cm$^2$, derived from measurements of the aerosol size distribution (see Figure 2.3).

Photolysis frequencies, which include the effect of absorption and scattering by molecules and aerosol particles are calculated on-line [Landgraf and Crutzen, 1998]. The method of [Landgraf and Crutzen, 1998] requires precalculation of polynomial coefficients in order to reduce the number of necessary radiative transfer simulations for the calculation of the photolysis frequencies. However, for some species included
in the present mechanism, these coefficients were not available. The photolysis frequencies of these species were calculated from the linear correlation with a photolysis frequency of a compound with similar absorption cross section and quantum yield. The correlation coefficients were taken from different sources and are given in the notes of Table A.2.

Simulated concentrations from this set of reactions were compared to those from a more detailed chemical mechanism in photochemical box model studies. The agreement for simulations representing the first hours of a young biomass burning plume was very good.

The numerical solution of the differential equations for the chemical integration is performed using the kinetic preprocessor (KPP) [Damian-Iordache, 1996]. KPP allows easy combinations of chemical reaction mechanisms and numerical solvers for the differential equations. In the present work, a 2-stage Rosenbrock method (ROS2) was applied to solve the chemical differential equations [Verwer et al., 1997, 1999]. A comparison between ROS2 and the FACSIMILE package [Curtis and Sweetenham, 1987], which uses the Gear-method to solve the differential equations [Gear, 1971], showed excellent agreement, but the required computer time was much lower for the ROS2 solver [von Kuhlmann, 2001]. The performance of ROS2 was satisfactory up to timesteps of a few minutes. Within ATHAM the chemical timestep is in the order of seconds, so that no numerical errors are expected to be introduced by the use of ROS2.

The numerical solution of the different processes within ATHAM, e.g., transport, microphysics, chemistry, is based on the operator-splitting approach, i.e., all processes are calculated separately and sequentially. The splitting-error introduced from this technique depends on the timestep. For the timestep used in this study, the numerical splitting error is much smaller than other potential errors in the model [Berkvens et al., 2000; Müller, 2000].

4.2.2 Fire Emissions

The gaseous emissions from biomass burning include CO₂, CO, CH₄, nonmethane hydrocarbons (NMHCs), oxygenated volatile organic compounds (OVOCs) and nitrogen oxides, as well as aromatic compounds, nitrogen-containing compounds (NH₃, HCN, N₂O), methyl halogens, and sulfur-containing compounds (SO₂, COS) [Andreae and Merlet, 2001]. The emitted species is usually characterized by its emission factor or emission ratio [Andreae and Merlet, 2001]. The emission ratio relates the emission of the species of interest to that of a reference species, e.g., CO or CO₂.

The emission ratios used in the present study are listed in Table 4.1. The values were taken from laboratory studies, if available. The emission ratios of the carbon- and nitrogen-containing compounds depend on the phase of the fire (flaming or
4.2. MODEL DESCRIPTION

<table>
<thead>
<tr>
<th>compound</th>
<th>$\Delta X/\Delta CO$ (%)</th>
<th>note</th>
</tr>
</thead>
<tbody>
<tr>
<td>methane (CH$_4$)</td>
<td>9.1</td>
<td>1</td>
</tr>
<tr>
<td>acetic acid (CH$_3$COOH)</td>
<td>2.0</td>
<td>2</td>
</tr>
<tr>
<td>formaldehyde (HCHO)</td>
<td>2.0</td>
<td>3</td>
</tr>
<tr>
<td>ethene (C$_2$H$_4$)</td>
<td>1.2</td>
<td>1</td>
</tr>
<tr>
<td>acetaldehyde (CH$_3$CHO)</td>
<td>1.2</td>
<td>4</td>
</tr>
<tr>
<td>methanol (CH$_3$OH)</td>
<td>1.0</td>
<td>3</td>
</tr>
<tr>
<td>formic acid (HCOOH)</td>
<td>0.9</td>
<td>5</td>
</tr>
<tr>
<td>ethane (C$_2$H$_6$)</td>
<td>0.7</td>
<td>1</td>
</tr>
<tr>
<td>acetone (CH$_3$COCH$_3$)</td>
<td>0.5</td>
<td>4</td>
</tr>
<tr>
<td>propene (C$_3$H$_6$)</td>
<td>0.5</td>
<td>1</td>
</tr>
</tbody>
</table>

Notes are 1, emission ratio taken from Lobert et al. [1991]; 2, emission ratio derived from Yokelson et al. [1997] and Goode et al. [1999]; 3, emission ratio derived from Yokelson et al. [1997], Holzinger et al. [1999], and Goode et al. [1999]; 4, emission ratio taken from Holzinger et al. [1999]; 5, emission ratio taken from Yokelson et al. [1997].

Table 4.1: Emission ratios related to CO for the trace gases emitted by vegetation fires used in the present study. For CO and NO$_x$, the emission ratio related to CO$_2$ is given.

Smoldering). The $\Delta$NO$_x$/\Delta CO$_2$ value additionally depends on the nitrogen content of the fuel. Although the emission ratios for CO, CH$_4$ and other hydrocarbons are relatively well-known, measurements of the emission ratios of the oxygenated organic compounds are still uncertain and differ between different studies.

Measurements close to the fire of the initial NO/NO$_x$ ratio are very sparse; most of them point to values slightly less than 90% [Griffith et al., 1991; Delmas et al., 1995; Yokelson et al., 1996]. Theoretical considerations indicate that in the smoldering stage the NO/NO$_x$ ratio can decrease to 60% [Lobert and Warnatz, 1993]. In the following simulations, a value of 75% for the NO/NO$_x$ ratio is used.

The selection of emitted species is based on their importance for the present study, i.e., the photochemistry in a biomass burning plume during the first tens of minutes after the release into the atmosphere. Long-lived hydrocarbons, e.g., ethine, propane, and halocarbons, are neglected, because their reactivity with OH is low, resulting in a relatively long lifetime as compared to the simulation time. Shorter-
lived aromatic compounds, e.g., benzene, toluene, and furanes, are neglected because of their complex, unknown oxidation mechanisms. Inclusion of these species would have required additional chemical reactions, which are highly uncertain in terms of their products and rate coefficients [Atkinson, 2000]. However, these aromatic species have the potential to influence photochemistry in young biomass burning plumes [Koppmann et al., 1997; Mason et al., 2001]. Nevertheless, it will be shown that even when aromatic emissions are neglected, atmospheric photochemistry in a young biomass burning plume is simulated realistically.

Glycolaldehyde is omitted as a primary emission from biomass burning in our reference scenario, because its emission was reported so far only by one group using laboratory FTIR measurements [Yokelson et al., 1997]. A sensitivity study including the primary emission of glycolaldehyde did not show a significant dependency of the model results on its emission.

Emission of HNO$_3$ is not taken into account, because of contradicting results from laboratory studies [Lobert et al., 1991; Yokelson et al., 1997]. Additionally uncertainty in the simulations of HNO$_3$ arises from the potential scavenging of HNO$_3$ by the aerosol particles [Tabazadeh et al., 1998]. However, the lifetime of HNO$_3$ is comparably long, so that additional emissions will not have a substantial impact on atmospheric photochemistry during the first hours after emission.

4.3 Model Initialization

In this section, the scenario for the present model study will be presented. This includes the setup of ATHAM, the meteorological and chemical initial conditions as well as the emissions from the fire and the optical properties of the smoke aerosol.

In this study, ATHAM is used with a constant 3-dimensional field of the meteorological quantities (wind, temperature, pressure) produced by the ATHAM simulation presented in Chapter 2. The scenario in the previous study was shown to give a reasonably good representation of the plume from the Quinault prescribed fire on 21 September 1994. This 19.4 ha clearcut burn on the Pacific Coast of Washington State on the Olympic Peninsula and the resulting plume was intensively studied by remote sensing and in situ measurements during the Smoke, Cloud, and Radiation-C (SCAR-C) experiment [Kaufman et al., 1996; Hobbs et al., 1996; Martins et al., 1996; Tanré et al., 1997; Gassó and Hegg, 1998]. The simulated fields of the meteorological quantities were linearly interpolated on the new grid and kept constant over the simulated time of 90 min. The wind field was interpolated so that the resulting wind field is free of divergence. The advantage of this strategy is that the model domain can be kept small and focused on the region of interest. The neglect of a time-dependent wind field is expected to have a small effect on the
absolute values, but the overall description of the plume will not be affected by this assumption. The feedback from chemical processes on the dynamical evolution of the plume, e.g., through a change in atmospheric heating rates due to enhanced ozone concentrations, is negligible on the time scale considered here.

4.3.1 Model Setup

The 3-dimensional model domain \((x,y,z)\) of ATHAM was set to 20 km x 7 km x 900 m with a minimal grid spacing of 50 m x 50 m x 30 m in the central part of the model domain. The number of grid boxes in the \(x\), \(y\), and \(z\)-direction was 85, 66, and 25, respectively. The transport timestep was set to 3 s. Two chemical time steps of 0.6 s and 2.4 s were calculated during one transport time step. The solar zenith angle was computed for 47° N, September 21, representing the conditions during the Quinault fire. Model simulations were set to correspond to an ignition at 1100 LT (local time) and duration of 90 minutes.
Table 4.2: Cumulative fire emissions 90 min after the ignition. The aerosol mass considers only particles with a diameter smaller than 2.5 µm (PM2.5).

4.3.2 Meteorological Situation

In Figure 4.1, the temperature field and the wind vectors for a cross section at y = 100 m are shown. These 3-dimensional fields were derived from the previous simulation of the Quinault fire presented in Chapter 2 and represent the situation 90 min after the ignition are used in the present study. The temperature increase of about 10 K due to the fire is easily seen. This temperature anomaly above the fire leads to an upward wind that vertically transports the fire emissions into the atmosphere. The atmospheric conditions are determined by a strong temperature inversion between ∼300 m and 600 m that prevents the fire-induced convection from reaching higher altitudes. The fire emissions are transported with the prevailing horizontal wind of ∼3.5 m s$^{-1}$ to the west over the Pacific Ocean. Note that in the simulations, the x-axis is directed into the main wind direction. Therefore, the emissions are transported to the right in the model simulations.

4.3.3 Fire Emissions

Time-dependent fire emissions for the Quinault fire were obtained from the emission production model (EPM) [Sandberg and Peterson, 1984; Ferguson et al., 2000]. EPM takes the loading, consumption, and moisture of different fuel size classes and the duff into account. With these parameters, the time-dependent emissions of energy, particulate matter, and some trace gases (CO$_2$, CO, CH$_4$) are calculated, accounting for different phases of the fire (flaming and smoldering). The EPM-simulated heat and aerosol emissions were presented in Figure 2.4. The CO$_2$, CO, and CH$_4$ emissions used in the present study show the same temporal behavior with increasing emissions during the simulation time of 90 min. On the basis of the CO$_2$ and
Figure 4.2: Vertical profiles of (a) O$_3$ and CO and (b) NO$_x$, HNO$_3$, and PAN used for the initialization of the model.

CO emissions given by EPM, the emissions of the other compounds were calculated using the emission factors presented in Table 4.1. The cumulative fire emissions over the 90 min of simulation time for all emitted gaseous compounds as well as for the aerosol particles with diameter <2.5 µm (PM2.5) are given in Table 4.2.

CO, CH$_4$, and aerosol emissions are taken directly from the EPM. All other emissions are calculated using the emission factors. The spatial distribution of the fire emissions in ATHAM is identical to the one used in Chapter 2 (Figure 2.5).

4.3.4 Initialization of the Chemical Species

Initial vertical profiles for the background chemical species are taken from the model of atmospheric transport and chemistry (MATCH) [Lawrence et al., 1999; von Kuhlmann, 2001]. Monthly mean values for September at 47° N, 124° W were used. Figure 4.2 shows the initial profiles of O$_3$, CO, NO$_x$, HNO$_3$, and peroxyacetyl nitrate (PAN) used in the model simulation. Ozone mixing ratios in the range of 30 ppb are comparable to observations during the Quinault fire [Hobbs et al., 1996]. Carbon monoxide concentrations decrease with altitude. The same vertical gradient is reproduced for all VOCs. The NO$_x$ mixing ratio strongly decreases with altitude from 3.6 ppb at the ground to 0.1 ppb at an altitude of 900 m. The mixing ratios of HNO$_3$ and PAN do not show such a strong dependence on the altitude, although there is a small maximum of the HNO$_3$ concentration at 300 m, because of surface deposition. The initial surface values of the relevant chemical species are given in Table 4.3.
Table 4.3: Initial surface mixing ratios for the chemical compounds.

<table>
<thead>
<tr>
<th>species</th>
<th>mixing ratio</th>
<th>species</th>
<th>mixing ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₃</td>
<td>28.8 ppb</td>
<td>CH₃CHO</td>
<td>300 ppt</td>
</tr>
<tr>
<td>CO</td>
<td>154 ppb</td>
<td>HCOOH</td>
<td>68 ppt</td>
</tr>
<tr>
<td>CH₄</td>
<td>1.82 ppm</td>
<td>CH₃COOH</td>
<td>78 ppt</td>
</tr>
<tr>
<td>C₂H₆</td>
<td>800 ppt</td>
<td>H₂O₂</td>
<td>400 ppt</td>
</tr>
<tr>
<td>C₂H₄</td>
<td>500 ppt</td>
<td>CH₃OOH</td>
<td>300 ppt</td>
</tr>
<tr>
<td>C₃H₆</td>
<td>100 ppt</td>
<td>NOₓ</td>
<td>3.6 ppb</td>
</tr>
<tr>
<td>CH₃OH</td>
<td>3.6 ppb</td>
<td>HNO₃</td>
<td>500 ppt</td>
</tr>
<tr>
<td>CH₃COCH₃</td>
<td>2.7 ppb</td>
<td>PAN</td>
<td>400 ppt</td>
</tr>
<tr>
<td>HCHO</td>
<td>1.6 ppb</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.3.5 Calculation of the Photolysis Frequencies

For the calculation of the photolysis frequencies, the vertical extent of the model domain is increased up to 60 km. Inside the ATHAM model domain, i.e., up to an altitude of 900 m, temperature, pressure, as well as ozone and aerosol concentrations are taken from the simulations. Above 900 m, observations, supplemented by data from the standard atmosphere for midlatitude summer conditions are used as described in Section 2.4.2. No aerosol is considered above 900 m. The wavelength-independent surface albedo was assumed to be lambertian and set to 6%. This value is representative for vegetation as well as for the ocean surface in the wavelength region of interest [Briegleb et al., 1986].

The interaction of the smoke particles with the solar radiation is included in the calculation of the photolysis frequencies. The aerosol optical properties were calculated on the basis of measurements of the aerosol composition [Martins et al., 1996] and size distribution [Hobbs et al., 1996; Gassó and Hegg, 1998] from the Quinault fire as explained in Section 2.4.4. The reported black carbon (BC) aerosol mass content of 8% leads to a relatively high aerosol absorption. The single-scattering albedo at 400 nm is calculated to be \( \omega(400 \text{ nm}) = 0.86 \). Similar values of \( \omega \) are reported from in situ measurements of the single-scattering albedo from biomass burning aerosol [Hobbs et al., 1996; Reid et al., 1998]. The optical properties of the aerosol are linearly interpolated on the wavelength grid used for the calculation of the photolysis frequencies [Landgraf and Crutzen, 1998]. Photolysis frequencies were calculated at every transport time step (3 s) in order to account for the changing spatial distribution of the aerosol.

One-dimensional radiative transfer simulations were performed for every column of the model (independent pixel approximation (IPA) [Cahalan et al., 1994]). No
interaction between neighboring columns was considered, i.e., no horizontal photon transfer. The neglect of three-dimensional radiation effects has a large impact on the calculated photolysis frequencies, especially in the center of the plume above the fire. Because the concentration of trace gases is very high in this region, these effects might influence photochemical processes significantly as shown in Chapter 3. However, 3D radiative transfer simulations cannot be performed on-line within a 3D atmospheric transport model at the present, because of computational limitations. Nevertheless, their possible effects have to be kept in mind when interpreting the model results.

In the following sections, the results from the model simulations will be presented. Section 4.4.1 introduces the general appearance of the plume due to the transport of the emissions. The photolysis frequencies and the influence of the emitted aerosol particles and their optical properties on the photolysis frequencies are presented in Section 4.4.2. The simulation results for the trace gases that are involved in photochemical processes will be presented in Section 4.5 together with an evaluation of the model results by comparison with available measurements. In Section 4.6, the results from three sensitivity studies will be presented and compared to the results from the reference simulation.

### 4.4 General Model Results

The general appearance of the biomass burning plume is characterized by the concentration of passive tracers. The term ‘passive’ is used here to indicate that the atmospheric concentrations of these trace species are not significantly influenced by photochemistry on the timescale considered here. Their spatial distribution is identical in all model simulations, because their concentrations are only influenced by transport effects. The aerosol concentration has a significant impact on the photolysis frequencies in and around the plume. The photolysis frequencies are presented in Section 4.4.2 for two different aerosol optical properties.

In the following analysis, the extent of the plume is defined by the aerosol mass concentration. Every grid cell with an aerosol mass concentration exceeding the threshold of 10 µg m\(^{-3}\) is considered to be in the plume. Only those grid cells are considered when plume-averaged quantities are presented.

#### 4.4.1 Passive Tracers

As tracer transport in this study is performed with a constant wind field, the resulting spatial distribution of the passive tracers from the fire differs slightly from the simulation presented in Chapter 4.
In Figure 4.3, the simulated aerosol optical depth $\tau$ at 400 nm at 90 min is shown. Above the fire, $\tau$ exceeds 10, downwind it decreases to values between 0.2 and 1. Figure 4.3b shows the CO mixing ratio along the main plume axis, depicted as Section A in Figure 4.3a. Figure 4.3c presents the CO mixing ratio along Section B, and Figure 4.3d shows the values of the CO mixing ratio at an altitude of 500 m. CO and aerosol particles are emitted from the fire and transported up to an altitude of $\sim 700$ m. The horizontal transport takes place at altitudes between 350 m and 600 m in the planetary boundary layer. The maximum traveling distance within the 90-min simulation time is around 16 km. The simulated CO mixing ratio in the plume is much higher than the background mixing ratio. At a distance of 8.2 km from the fire, corresponding to a traveling time of $\sim 40$ min, the maximum and the average mixing ratio of CO in the plume are 5.9 ppm and 1.2 ppm, respectively.
### Table 4.4: Source and downwind volume mixing ratio (VMR) of the emitted trace gases.

The mixing ratio close to the fire is calculated as the average plume mixing ratio at \( z = 150 \text{ m} \). The downwind average is for the cross section at \( x = 8.2 \text{ km} \), also shown in Figure 4.3c.

<table>
<thead>
<tr>
<th>species</th>
<th>VMR (ppb)</th>
<th>species</th>
<th>VMR (ppb)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fire</td>
<td>downwind</td>
<td>fire</td>
</tr>
<tr>
<td>CO</td>
<td>18000</td>
<td>1200</td>
<td>HCHO</td>
</tr>
<tr>
<td>CH(_4)</td>
<td>2818</td>
<td>1877</td>
<td>CH(_3)CHO</td>
</tr>
<tr>
<td>C(_2)H(_6)</td>
<td>125.9</td>
<td>8.0</td>
<td>CH(_3)OH</td>
</tr>
<tr>
<td>C(_2)H(_4)</td>
<td>214.9</td>
<td>11.3</td>
<td>HCOOH</td>
</tr>
<tr>
<td>C(_3)H(_6)</td>
<td>89.3</td>
<td>3.3</td>
<td>CH(_3)COOH</td>
</tr>
<tr>
<td>CH(_3)COCH(_3)</td>
<td>92.0</td>
<td>7.2</td>
<td>NO(_x)</td>
</tr>
</tbody>
</table>

The average mixing ratios at the source, defined as the horizontal average at an altitude of 150 m above the fire, as well as the average mixing ratios across the plume at a distance of 8.2 km, Section B in Figure 4.3a, for all compounds emitted by the fire are presented in Table 4.4. The concentrations of C\(_2\)H\(_4\), C\(_3\)H\(_6\), HCHO, CH\(_3\)CHO, and NO\(_x\), are influenced by photochemical processes and are different in the different simulations. The values presented here are taken from the reference simulation.

The high concentrations of VOCs and NO\(_x\) in Table 4.4 as compared to the background concentrations (Table 4.3) demonstrate the strong impact of the fire on the chemical composition. The concentrations downwind the fire are smaller than those close to the fire, because of the mixing of the plume with background air and the increasing fire emissions as a function of time. Additionally, chemical processing influences the concentration of the nonpassive species during the simulation time of 90 min. By comparing the temporal and spatial evolution of the passive and nonpassive species, the chemical processes can be separated from the transport processes.

In Chapter 2, it was shown that the simulated aerosol mass concentration compares well with observations. No CO measurements from the Quinault fire are available for a comparison and evaluation of the model results. Measurements in an Alaskan biomass burning plume revealed CO concentrations between ~1 ppm and 15 ppm near the source (<18 km from the fire) and between ~1 ppm and 2 ppm downwind from the fire [Goode et al., 2000]. During the Southern African Fire-Atmosphere Research Initiative 92 (SAFARI 92) as well as during SCAR-B, CO concentrations between 1 ppm and 20 ppm were observed close to fires [Andreae et al., 1996c; Koppmann et al., 1997; Ferek et al., 1998]. Using a ground-based sam-
Figure 4.4: Vertical profiles of the NO$_2$ photolysis frequency at 4 locations along the main plume axis (Section A in Figure 4.3a) with different aerosol optical depths (τ) after 90 min of simulation for the (a) REF simulation and the (b) NO ABS simulation. The solar zenith angle is 48°. The aerosol plume is located between 350 m and 650 m altitude. Values for the aerosol optical depth (τ) are for λ = 400 nm. The locations of the profiles in the plume along the main axis are at x = 0.1 km (τ = 15), x = 1 km (τ = 2), and x = 3.5 km (τ = 0.75).

The emitted smoke aerosol strongly affects the solar radiation in the plume, leading to changes in the photolysis frequencies of the chemical species. The impact of the aerosol particles on the photolysis frequency, $J$, is only presented for NO$_2$, $J$(NO$_2$). However, all photolysis frequencies are similarly affected by the smoke aerosol. In the following, photolysis frequencies calculated with two different aerosol optical properties are presented. The reference simulation (REF) includes the absorbing aerosol model as described in Section 4.3.5. In order to investigate the effect of aerosol absorption on the photolysis frequency and photochemistry, the single-scattering...
albedo of the aerosol was set to unity at all wavelengths, representing a conservative, non-absorbing aerosol in a sensitivity study (NO ABS).

Figure 4.4 shows vertical profiles of the NO$_2$ photolysis frequency at 4 locations with different aerosol optical depths for the (a) REF and (b) NO ABS simulations. In the case of the absorbing aerosol (REF), the particles lead to a strong decrease of $J$(NO$_2$) below and a slight increase above the plume that is located between around 350 and 650 m (Figure 4.3b). The strongest decrease is observed above the fire where $J$(NO$_2$) locally drops to zero. The decrease of the photolysis frequency below the plume compared to clear-sky conditions is almost linear with optical depth and has a value of $-31\%$ for unity optical depth ($\tau = 1$). The enhancement of $J$(NO$_2$) above the plume due to the enhanced albedo of the smoke aerosol compared to the surface saturates at high optical depths. This saturation effect is linked to the absorbing properties of the aerosol. The relative difference for an optical depth of unity is $+13\%$.

In the case of the non-absorbing aerosol (NO ABS), the values of $J$(NO$_2$) are larger than those for the absorbing aerosol. The enhancement above the plume is $+27\%$ for unity aerosol optical depth. The decrease of $J$(NO$_2$) below the plume is $-6\%$ at $\tau = 1$. In the NO ABS simulation, $J$(NO$_2$) is larger than the clear-sky value in the upper part of the plume (between an altitude of $\sim 450$ and 650 m), because of multiple scattering of the aerosol particles. In the REF simulation, this enhancement is much smaller because of the strong aerosol absorption. As the concentrations of the chemical species are very high in this region, enhanced photolysis frequencies potentially strongly impact photochemical processes in the plume.

### 4.5 Photochemical Processes in a Biomass Burning Plume

In the following sections, results from the REF simulation for several trace gases are presented and compared to appropriate measurements. The focus is on compounds that are altered by chemical processes in the biomass burning plume. Especially the production of ozone and the formation of nitrogen reservoir species is investigated. Additionally, the oxidation efficiency in the plume is examined.

In order to interpret the results of such a three-dimensional model simulation, suitable quantities have to be defined that characterize the chemical processing and are good measures to compare different model simulations. For this purpose, three different types of quantities are used: absolute concentrations, correlations between different compounds, and photochemical reaction rates. While the first two quantities can be derived from measurements, the photochemical rates can only be extracted from model simulations.
To distinguish between dynamical and chemical processes, correlations between chemical compounds are regularly used in the analysis of measurements of plumes from biomass burning or other sources [e.g., Andreae et al., 1988, 1994, 2001; Parrish et al., 1993; Mauzerall et al., 1996, 1998; Reid et al., 1998; Ryerson et al., 1998; Goode et al., 2000]. In these analyses, simultaneous measurements of the mixing ratios of two compounds, X and Y, are used to perform a linear regression analysis. The slope of the regression line \( \frac{\Delta X}{\Delta Y} \) is the enhancement ratio within the polluted air mass relative to the background. In the present model study, the enhancement ratio between two species is calculated in the same way and can be compared to analyses based on observational data. For the investigation of biomass burning, enhancement ratios have been used to quantify the global emission of trace gases from vegetation fires from known emissions of CO and CO\(_2\) [e.g., Crutzen and Andreae, 1990; Andreae and Merlet, 2001]. They have also been employed in photochemical studies, e.g., to estimate the photochemical production of ozone. A common enhancement ratio used in photochemical investigations is the \( \frac{\Delta O_3}{\Delta CO} \) enhancement ratio that indicates the number of ozone molecules produced per emitted CO molecule [e.g., Andreae et al., 1988, 1994; Mauzerall et al., 1998].

From model simulations, photochemical reaction rates can be extracted. Two different quantities are used in the following sections. Averaged chemical reaction rates (molecule cm\(^{-3}\) s\(^{-1}\)) in the plume during the simulation time as well as temporal- and spatial-integrated rates are presented. The integrated rate gives the total number of molecules produced or destroyed by a specific chemical reaction in the plume during the simulation time of 90 min. From this quantity, the photochemical lifetime of a compound with respect to that reaction is derived by dividing its total emissions by its integrated chemical loss via this reaction.

### 4.5.1 Ozone

In this section, the simulated ozone concentration, the ozone enhancement ratio compared to CO, and the photochemical processes leading to the production of ozone are presented. In Figure 4.5, the simulated ozone mixing ratio after 90 min is shown for (a) one cross section along the main plume axis (Section A in Figure 4.3a), (b) one cross section across the plume (Section B in Figure 4.3a) and (c) one cross section at an altitude of 500 m. Above the fire, ozone is strongly depleted due to the fast reaction of ozone with NO, which is emitted from the fire. The NO\(_x\) mixing ratio above the fire exceeds the background O\(_3\) mixing ratio (compare Table 4.3 and Table 4.4), resulting in a complete titration of the available ozone into NO\(_2\).

Downwind the fire, the ozone concentration gradually increases due to photochemical processes. In Figure 4.5b, the simulated ozone mixing ratio across the plume after ~40 min of traveling is presented. The ozone concentrations within
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Figure 4.5: O$_3$ mixing ratio (color coding) for three cross sections through the model domain, at (a) the main plume axis, Section A, (b) $x = 8.2$ km, Section B, and (c) $z = 500$ m after 90 min of simulation time. The traveling time from the source to the cross section at a distance of 8.2 km is $\sim 40$ min. Contour lines represent the aerosol mass concentration ($\mu$g m$^{-3}$). (d) Plume-averaged O$_3$ mixing ratio and aerosol mass concentration with distance from the fire.

the plume are well above background level, with the maximum values being correlated with the highest aerosol concentrations. At the end of the plume, ozone concentrations drop, because of the dilution with the background air and reduced photochemical production.

Figure 4.5d shows the plume-averaged ozone mixing ratio along the plume, together with the plume-averaged aerosol mass concentration. The aerosol concentrations gradually decrease with distance due to the time dependent emission and atmospheric dilution. The averaged ozone concentration along the plume increases up to a value of 45 ppb because of photochemical processes that lead to photochemical ozone production. The maximum and the averaged simulated ozone mixing ratio within the plume are 70 ppb and 40 ppb, respectively.

Measurements in young biomass burning plumes regularly show reduced ozone
concentrations close to the fire and enhanced ozone concentrations downwind the fire. Observations during the Quinault fire revealed a minimum ozone mixing ratio of $\sim 5$ ppb above the fire, and a maximum of $\sim 80$ ppb downwind the fire (see Figure 66.14 of Hobbs et al. [1996]). Comparable downwind ozone concentrations between 60 ppb and $\sim 150$ ppb were observed in other biomass burning plumes [Evans et al., 1974, 1977; Stith et al., 1981; Goode et al., 2000]. The simulated ozone concentration in the REF simulation therefore seems to be a good representation of the ozone concentration in young biomass burning plumes.

In Figure 4.6, the simulated mixing ratios of CO and O$_3$ at two cross sections across the plume at (a) $x = 2$ km and (b) $x = 8.2$ km are displayed in scatter plots. At both distances, the resulting $R^2$ from the linear regression analysis is larger than 0.6; the regression line is shown in the figures. Close to the fire (Figure 4.6a) the CO and O$_3$ concentrations are anticorrelated due to the reaction of ozone with the emitted NO. The $\Delta$O$_3$/\DeltaCO enhancement ratio is here $-0.19\%$. Downwind the fire (Figure 4.6b) both species are positively correlated with an enhancement ratio of 0.66\%, because of the photochemical production of ozone.

The $\Delta$O$_3$/\DeltaCO enhancement ratio as a function of distance from the fire is presented in Figure 4.7. Close to the fire, ozone and CO are anticorrelated. With increasing distance from the fire, the $\Delta$O$_3$/\DeltaCO ratio increases, indicating photochemical ozone production during the transport of the emissions. At a distance of 12 km from the fire, the enhancement ratio is 0.75\%. Between 3 and 5 km, no linear correlation was found between CO and ozone.

Although the $\Delta$O$_3$/\DeltaCO enhancement ratio is often used as a measure for photo-
chemical ozone production from biomass burning \cite{Wofsy1992, Andreae1988, Andreae1994, Mauzerall1996, Mauzerall1998}, information about this quantity in young plumes is very limited. Measurements in Africa during the FOS/DECAFE91 (Fire of Savannas/Dynamique et Chimie de l’Atmosphère en Forêt Equatoriale 91) experiment yielded $\Delta O_3/\Delta CO$ enhancement ratios from 1.2% to 16% with an average of 4% for biomass burning plumes a few hours after emission \cite{Helas1995}. A $\Delta O_3/\Delta CO$ enhancement ratio of $15 \pm 37\%$ was derived from measurements within 4 fresh plumes (less than half-a-day old) observed during the Transport and Atmospheric Chemistry Near the Equator-Atlantic (TRACE-A) expedition \cite{Mauzerall1998}. The relatively large standard error indicates that at least in one plume a significantly lower enhancement ratio than the average was observed. Recently, a $\Delta O_3/\Delta CO$ enhancement ratio of $7.9 \pm 2.4\%$ was derived from measurements within an Alaskan biomass burning plume $\sim 2$ h traveling time downwind the fire \cite{Goode2000}. Within a second plume, no correlation between CO and O$_3$ was found, which was attributed to reduced UV radiation at the region of the sampling (300 m below the plume top).

The simulated value for the $\Delta O_3/\Delta CO$ enhancement ratio presented here ($\Delta O_3/\Delta CO = 0.75\%$), is smaller than all reported measurements so far. There are several possible reasons for the underestimation of the enhancement ratio by the model. These include different traveling times and different meteorological situations between the model scenario and the observations. Additionally, the averaged emission ratios or specific aerosol optical properties used in the simulations might be
Figure 4.8: Plume-averaged reaction rates for the dominant $O_x$-producing chemical reactions over the simulation time. Shown are the cumulative reaction rates. The solid line represents the total $O_x$-production rate from all considered reactions.

In order to quantify the simulated photochemical ozone production and to identify the main reactions in the model, the rates of the chemical reactions are analyzed. Ozone itself is produced and destroyed in numerous chemical reactions. Most of them are part of null cycles, without net production or destruction of ozone. In order to exclude these null cycles from budget analysis and to avoid numerical problems, the odd oxygen family, $O_x$, is often introduced in photochemical studies [e.g., Crutzen et al., 1999]. The odd oxygen family includes all chemical compounds that are converted to ozone in fast chemical reactions. Production, $P(O_x)$ of the $O_x$-family is therefore equivalent to ozone production. In the present study, the odd oxygen family is defined as $O_x = O_3 + O(^{1}D) + O(^{3}P) + NO_2 + 2 NO_3 + 3 N_2O_5 + HNO_3 + HNO_4 + PAN + CH_3O_2NO_2$.

Photochemical $O_x$-production is dominated by the reactions of peroxide radicals, e.g., HO$_2$, with NO leading to the formation of NO$_2$ that is included in the $O_x$-family. Besides the hydroperoxide radical, HO$_2$, the methylperoxy radical, CH$_3$O$_2$, the peroxycetyl radical, PA, the hydroxyethylperoxy radical, EO$_2$, and the hydroxypropylperoxy radical, PO$_2$, contribute to the ozone production. Figure 4.8 shows the responsible for the discrepancy. Limitations in the chemical reaction scheme might also be, in part, responsible for the underestimation of the $\Delta O_3/\Delta CO$ enhancement ratio by the model.
temporal development of the plume-averaged reaction rates for the $O_x$-production reactions. The relative contribution of each reaction to the $O_x$-production stays remarkably constant over time. The reactions of NO with HO$_2$ (69%), CH$_3$O$_2$ (10%), PA (7%), EO$_2$ (6%), and PO$_2$ (8%) account for nearly all of the photochemical ozone production. The contribution of the peroxy radicals from the alkenes, i.e., EO$_2$ and PO$_2$, to the total $O_x$-production exceeds the contribution of the methylperoxy radical, CH$_3$O$_2$. In the background atmosphere, only HO$_2$ and CH$_3$O$_2$ contribute significantly to the photochemical production of $O_x$ [Crutzen et al., 1999]. The average rate of $O_x$-production within the plume for the 90 min of simulation is $1.84 \times 10^8$ molecule cm$^{-3}$ s$^{-1}$ or $\sim 25$ ppb h$^{-1}$. The total number of photochemically produced $O_x$-molecules in the plume during the 90 min is $5.67 \times 10^{27}$. During the same time, $1.32 \times 10^{28}$ molecules of NO$_x$ are emitted from the fire (Table 4.2) yielding a photochemical production of $O_x$ per emitted NO$_x$ of 0.44 after 90 min.

It was shown that the model simulation realistically reproduces the ozone concentration in a young biomass burning plume. The simulated $\Delta O_3/\Delta CO$ enhancement ratio is slightly lower than observed in plumes from other fires. A significant amount of ozone is photochemically produced. This can be seen in the $\Delta O_3/\Delta CO$ enhancement ratio as well as in the analysis of the photochemical reaction rates.

### 4.5.2 Nitrogen Species

Nitrogen oxides (NO$_x$ = NO + NO$_2$) play a critical role in tropospheric ozone chemistry. The NO$_x$ concentration is the main determining factor if the oxidation of hydrocarbons produces or destroys ozone. The dependence of the photochemical ozone production on the NO$_x$ concentration is highly nonlinear and depends on the available organic compounds [Lin et al., 1988].

Atmospheric photochemical processing leads to the formation of nitrogen reservoir species NO$_2$ (NO$_2$ = HNO$_3$ + HNO$_4$ + HONO + PAN + CH$_3$O$_2$NO$_2$). These species are not directly linked to the formation of ozone, but act as a reservoir for nitrogen. Atmospheric transport of these reservoir species and subsequent release of the nitrogen, enhances the NO$_x$ concentration and therefore the photochemical ozone production at remote locations and on a larger scale. The relative contributions of the single compounds to NO$_2$ on the local scale is important for the regional impact of pollution, because of their different atmospheric residence times.

In Figure 4.9, the simulated mixing ratios of NO$_x$ as well as the most abundant NO$_2$ species, i.e., HNO$_3$, PAN, and HONO, are shown for the cross section along the plume. The NO$_x$ concentration highly exceeds the NO$_2$ concentration. Photochemical formation of NO$_2$ only slightly decreases the NO$_x$ concentration. As the nitrogen reservoir compounds are not emitted from the fire, their concentrations increase downwind the fire due to photochemical production in the plume.
The maximum HONO concentration occurs closer to the fire than the maximum mixing ratios of HNO$_3$ and PAN (Figure 4.9). Production of HONO mainly occurs via the reaction of NO with OH ($\sim$97% of the total HONO production). Photolysis is the main loss process of HONO. Close to the fire, the [NO]/[NO$_2$] ratio is larger than one, because of the high initial ratio from the fire emission. Downwind the fire, this ratio decreases, because of higher ozone concentrations. Therefore, production of HONO is reduced downwind the fire. Additionally, destruction of HONO due to photolysis increases downwind due to the lower aerosol optical depth. As the production of HNO$_3$ and PAN requires NO$_2$, their photochemical production increases downwind relative to the production of HONO. While PAN establishes a thermal equilibrium with NO$_2$, the loss of HNO$_3$ is dominated by reaction with OH. This reaction is slow on the considered timescale and leads to the high HNO$_3$ concentrations.

Figure 4.10a shows the plume-averaged NO$_x$ and NO$_2$ mixing ratios as a function
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Figure 4.10: (a) Plume-averaged mixing ratio of NO\textsubscript{x} and NO\textsubscript{y} with distance from the fire after 90 minutes of simulation. (b) Partitioning of NO\textsubscript{z} with distance from the fire, derived from linear correlations of HNO\textsubscript{3}, PAN, and HONO with NO\textsubscript{z}, respectively. (c) Scatter plot of the NO\textsubscript{y} and NO\textsubscript{z} mixing ratios at a distance of 8.2 km from the fire. Also included is the corresponding regression line with a slope of \(\Delta\text{NO}_x/\Delta\text{NO}_y = 14.2\%\). (d) Enhancement ratio of \(\Delta\text{NO}_z/\Delta\text{NO}_y\) with distance from the fire.

of distance from the fire. The maximum and average mixing ratios of NO\textsubscript{z} in the plume after 90 min of simulation are 19.3 ppb and 4.1 ppb, respectively. The most abundant NO\textsubscript{z} compound is HNO\textsubscript{3} with a simulated maximum mixing ratio of 12.3 ppb. The maximum mixing ratios of PAN, HONO, HNO\textsubscript{4}, and CH\textsubscript{3}O\textsubscript{2}NO\textsubscript{2} are 6.4 ppb, 2.4 ppb, 326.0 ppt and 6.5 ppt, respectively.

Figure 4.10 presents the partitioning of NO\textsubscript{z} between the most abundant individual compounds, HNO\textsubscript{3}, PAN, and HONO, as a function of distance. This figure is produced from linear correlation analysis between the individual species and the total NO\textsubscript{z} at different distances from the fire. The relatively high contribution of HONO close to the fire can also be seen in this figure. The most abundant NO\textsubscript{z} compound in all regions of the plume is HNO\textsubscript{3}. Its contribution to the total NO\textsubscript{z}
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increases from roughly 50% close to the fire, to around 70% at 12 km. The contribution of HONO with increasing distance decreases from around 25% at 1 km to less than 5% at a distance of 6 km. PAN contributes between 25% and 35% to the total NO\textsubscript{z}.

In Figure 4.10c, the linear regression between the sum of the mixing ratios of all nitrogen species, NO\textsubscript{y} (NO\textsubscript{y} = NO\textsubscript{x} + NO\textsubscript{z}), and the NO\textsubscript{z} mixing ratios at a distance of 8.2 km from the fire is presented. The slope of the regression line indicates that only 14.3% of the NO\textsubscript{y} was transferred from the active nitrogen species, NO\textsubscript{x}, into the reservoir species, NO\textsubscript{z}. The major part of NO\textsubscript{y} is still present in the form of NO\textsubscript{x}. This ∆NO\textsubscript{z}/∆NO\textsubscript{y} enhancement ratio can be used as a measure of the photochemical age of a plume or an air mass [Marion et al., 2001]. At the fire, NO\textsubscript{z} is close to zero and increases downwind the plume, when photochemistry converts NO\textsubscript{x} into NO\textsubscript{z}. This behavior is documented in Figure 4.10d, where the change of the simulated ∆NO\textsubscript{z}/∆NO\textsubscript{y} ratio with distance from the fire is shown. The contribution of NO\textsubscript{z} to the NO\textsubscript{y} mixing ratio increases steadily with distance from the fire reaching a value of 16% at 12 km downwind the fire.

Measurements of HNO\textsubscript{3}, PAN, or other compounds of the NO\textsubscript{z}-family in young biomass burning plumes are rare. Observations in plumes from three prescribed fires yielded mean mixing ratios for HNO\textsubscript{3} of 14.6±14.7 ppb, 40.7±34.1 ppb, and 44.6±33.1 ppb, respectively [LeBel et al., 1988, 1991], larger than the simulated maximum mixing ratio of 12.3 ppb. Those high concentrations and the good correlation with CO\textsubscript{2} in the observations indicate primary emission of HNO\textsubscript{3} from these fires, but this emission is neglected in the model simulations as explained in Section 4.2.2. During the Arctic Boundary Layer Experiment (ABLE-3B), a young biomass burning plume was found with mixing ratios of HNO\textsubscript{3} and PAN of ~700 ppt and ~300 ppt, respectively, at low altitude [Lefer et al., 1994; Singh et al., 1994]. Although the simulated mixing ratios are larger than these observations, the measured HNO\textsubscript{3}/PAN ratio of around 2.2 agrees fairly well with the modeled value of 1.9. From measurements performed during TRACE-A, a HNO\textsubscript{3}/PAN ratio of 0.3 for “fresh plumes” (younger than 12 hours) was calculated [Mauzerall et al., 1998]. As this analysis is based on measurements performed between 1 km and 4 km altitude, higher than the simulations, a comparison with the simulations is not straightforward. Processes during the vertical transport, e.g., scavenging of the HNO\textsubscript{3} by water droplets, as well as the colder temperatures at higher altitudes, might be responsible for the lower HNO\textsubscript{3}/PAN ratio in these observations. Overall one can conclude that there are not enough appropriate measurements to evaluate the model results for the nitrogen reservoir species. However, the few available measurements do not contradict the model results.

From the model simulations, the following values for the photochemical produc-
tion of NO\textsubscript{2} can be derived. The average net production rate of NO\textsubscript{2}, i.e., \( P(\text{NO}_2) - L(\text{NO}_2) \), in the plume is \( 2.82 \times 10^7 \) molecule cm\textsuperscript{-3} s\textsuperscript{-1}. In total, \( 8.42 \times 10^{26} \) molecules of NO\textsubscript{2} were netto photochemically produced within the plume during the simulation time of 90 min, with contributions from HNO\textsubscript{3}, PAN, and HONO of 61%, 29%, and 7%, respectively. Together with the number of photochemically produced O\textsubscript{x}-molecules presented in Section 4.5.1, the number of O\textsubscript{x}-molecules produced per number of NO\textsubscript{x}-molecules oxidized, i.e., per number of NO\textsubscript{2}-molecules formed, is calculated to 6.7. This value corresponds to the ozone production efficiency (OPE) that describes the number of produced ozone molecules per number of produced NO\textsubscript{2} molecules [Liu et al., 1987; Trainer et al., 2000; Marion et al., 2001]. The OPE depends mainly on the chemical composition, especially on the NO\textsubscript{x} concentration, of the air mass [Liu et al., 1987; Lin et al., 1988]. For the polluted boundary layer, OPE values range between 1 and 5, for rural conditions they are about 10, and increase to up to 100 in the remote boundary layer and free troposphere [Jenkin and Clemitshaw, 2000, and references therein]. The value of 6.7 is on the lower limit of the values reported from observations within the planetary boundary layer over Central Africa during the burning season (6.3 to 14.8) [Marion et al., 2001]. The simulated lifetime of NO\textsubscript{x} with respect to the formation of HNO\textsubscript{3} and PAN is 9.9 h. This lifetime compares well to observations in urban and in power plant plumes [Spicer, 1982; Ryerson et al., 1998; Sillman, 2000].

### 4.5.3 Oxidizing Efficiency

Radicals, e.g., OH, HO\textsubscript{2} and other peroxy radicals, are essential for atmospheric photochemistry. Atmospheric oxidation of organic molecules occurs mainly by reaction with the OH radical. As the OH radical is formed back in catalytic cycles, even a small concentration of OH in the order of \( 10^6 \) molecule cm\textsuperscript{-3} has a substantial impact on atmospheric chemistry [Crutzen et al., 1999]. Within these cycles, the peroxy radicals are responsible for the photochemical formation of ozone. Especially under the conditions of a biomass burning plume, i.e., high concentrations of NO\textsubscript{x} and organic compounds, these catalytic cycles are very effective.

In Figure 4.11 the mixing ratios of (a) OH, (b) HO\textsubscript{2}, (c) CH\textsubscript{3}O\textsubscript{2}, and (d) the sum of other peroxy radicals RO\textsubscript{2} along the plume are presented after a simulation time of 90 min. The concentration of RO\textsubscript{2} is dominated by the peroxy radicals from ethene and propene, EO\textsubscript{2} and PO\textsubscript{2}, respectively. Above the fire, the concentrations of all radicals are close to zero in the plume. Downwind, the OH, HO\textsubscript{2}, and CH\textsubscript{3}O\textsubscript{2} concentrations in the plume are smaller than outside the plume, whereas the RO\textsubscript{2} concentration reaches its maximum value inside the plume. High NO\textsubscript{x} concentrations are responsible for the enhanced photochemical removal of the radicals inside the plume, leading to the formation of several ppb of HNO\textsubscript{3}, PAN, and HONO.
Figure 4.11: Simulated mixing ratios of (a) OH, (b) HO$_2$, (c) CH$_3$O$_2$, and (d) the sum of other peroxy radicals RO$_2$, RO$_2 = PA + C_2H_4O_2 + EO_2 + PO_2 + ACETO_2$ after 90 min along the plume at y = 100 m. Contour lines represent the aerosol mass concentration ($\mu$g m$^{-3}$).

In the cases of OH, HO$_2$, and CH$_3$O$_2$, these enhanced losses compared to the background cannot be compensated by enhanced production. However, in the case of RO$_2$, the concentrations of the precursors, i.e., mainly ethene and propene, are highly elevated inside the plume. Additional photochemical production of RO$_2$ overcomes the enhanced photochemical destruction, and results in maximum concentrations of RO$_2$ inside the plume. The average mixing ratios of OH and HO$_2$ inside the plume after 90 min are 0.24 ppt and 4.92 ppt, respectively.

The oxidation efficiency is a quantity to describe the amount of atmospheric photochemical oxidation. In order to derive the oxidation efficiency from concentrations of species, transport and chemical processes have to be separated. This is performed by investigating the enhancement ratio between two compounds that are emitted from the fire. The reference compound should not be influenced by oxidation, and atmospheric dilution should be similar for both compounds. CO is well suited as
a reference compound on the timescale considered here. The concentration of the species of interest has to be significantly affected by the reaction with OH during the 90 min of simulation. Alkenes are well suited for this purpose, e.g., propene, because their lifetimes against reaction with OH is in the order of some hours in the boundary layer [Jenkin and Clemitshaw, 2000]. Significant oxidation of alkenes and the reduction of their concentration due to photochemistry is expected to occur during the simulation. The $\Delta C_3H_6/\Delta CO$ and $\Delta C_2H_4/\Delta CO$ emission ratios at the fire are 0.5% and 1.2%, respectively (Table 4.1). At the source, the emission ratio is identical to the enhancement ratio.

In Figure 4.12, the enhancement ratios between propene ($C_3H_6$) and CO, ethene ($C_2H_4$) and CO, and, for comparison, between acetone ($CH_3COCH_3$) and CO are presented. The enhancement ratio between acetone and CO stays roughly constant along the plume, pointing to relatively few photochemical processes that influence the concentrations of these compounds. The slight increase after a distance of 10 km is explained by different dilution efficiencies of CO and acetone, due to relatively high acetone background concentrations. In contrast, $\Delta C_2H_4/\Delta CO$ and $\Delta C_3H_6/\Delta CO$ decrease almost linearly with increasing distance from the fire. This change in the enhancement ratio represents the different reactivities of the alkenes against OH oxidation as compared to CO and can be used as a measure for the oxidation efficiency in the plume.

Observations during SCAR-B yielded a $\Delta C_3H_6/\Delta CO$ enhancement ratio in young smoke plumes (less than 4 minutes after emission) of 0.39% [Reid et al., 1998]. For
measurements in aged regional haze, this ratio decreased to a value of 0.028% [Reid et al., 1998]. During TRACE-A, the $\Delta C_3H_6/\Delta CO$ enhancement ratio could only be determined for fresh plumes (0.12%). In recent (<1 day old) plumes, however, no correlation between propene and CO was found [Mauzerall et al., 1998]. For ethene, the enhancement ratio compared to CO decreased from 0.69% in fresh plumes to 0.13% in recent plumes. In more aged biomass burning plumes, no correlation between ethene and CO was found. From measurements in a young Alaskan biomass burning plume, a slight reduction of $\Delta C_2H_4/\Delta CO$ from an initial value of 1.9% to a value of 1.6 ± 0.2% after ~2.2 hours of traveling was observed [Goode et al., 2000]. These observations support the simulation results showing a significant photochemical oxidation of alkenes in the plume on the timescale of hours. The reduction of the $\Delta C_2H_4/\Delta CO$ enhancement ratio observed in the Alaskan plume (reduction by ~15%) is comparable to the simulated reduction of ~16%. It can be concluded that oxidation of alkenes and therefore the oxidation capacity in the plume seems to be reasonably well described in the presented model simulation.

Within a model, different processes are much easier to separate than from observations, and the oxidation efficiency can be derived as the inverse of the lifetime of hydrocarbons against oxidation by OH [Lawrence et al., 2001]. In Table 4.5, the number of molecules oxidized by OH during the simulation time within the plume for selected NMHCs are presented. Additionally, their calculated lifetime against oxidation with OH is given. The total number of oxidized molecules reflects the concentration of the species, as well as its rate constant for the reaction with OH. Due to its high concentration, the total number of oxidized CO molecules exceeds the oxidation of the other hydrocarbons. However, compared to the total emission of CO, oxidation by OH is negligible. This can be seen in the relatively long lifetime of CO compared to the simulation time. For $C_2H_6$ the situation is similar. In the case of the alkenes, oxidation by OH removes a significant number of molecules as compared to the total emissions. The photochemical lifetimes of alkenes are of the same scale as the simulation time. Therefore, photochemistry affects alkene con-

<table>
<thead>
<tr>
<th>compound</th>
<th>total number (molecule)</th>
<th>lifetime</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>$9.98 \times 10^{26}$</td>
<td>16.8 d</td>
</tr>
<tr>
<td>$C_2H_6$</td>
<td>$7.15 \times 10^{24}$</td>
<td>16.4 d</td>
</tr>
<tr>
<td>$C_2H_4$</td>
<td>$3.62 \times 10^{26}$</td>
<td>13.4 h</td>
</tr>
<tr>
<td>$C_3H_6$</td>
<td>$4.61 \times 10^{26}$</td>
<td>4.4 h</td>
</tr>
</tbody>
</table>

Table 4.5: Integrated number of molecules oxidized by OH in the plume and lifetime against oxidation with OH during the simulation time of 90 min.
centation in the plume, as already shown in the previous paragraph. Compared to ‘typical lifetimes’ [Jenkin and Clemitshaw, 2000], the lifetimes presented here are shorter, because the OH concentrations used in the general calculations are diurnaly averaged values, which are generally lower than the instantaneous value used here. These lifetimes are good quantitative indicators for the photochemical activity and will be used for a comparison of the different sensitivity simulations in the next sections.

In the following, the main sources and sinks of the radicals will be investigated. For this purpose, the HO\textsubscript{x}-family is defined in order to exclude the fast chemical reactions involved in null cycles: \( \text{HO}_x = \text{OH} + \text{HO}_2 + \text{CH}_3\text{O}_2 + \text{C}_2\text{H}_6\text{O}_2 + \text{EO}_2 + \text{EO} + \text{PO}_2 + \text{CH}_3\text{COCH}_2\text{O}_2 + \text{PA} + \text{GCO}_3 + \text{HNO}_4 + \text{HONO} + \text{CH}_3\text{O}_2\text{NO}_2 + \text{PAN} \). For the definition of EO\_2, EO, PO\_2, PA, and GCO3 the reader is referred to table A.1. Besides the radicals, also some compounds of the NO\_x-family are included. Under boundary-layer conditions, these compounds (e.g., PAN, HNO\_4, HONO, and CH\_3O\_2NO\_2) do not act as a permanent sink for the radicals.

The photochemical production of the HO\textsubscript{x}-family, \( P(\text{HO}_x) \), in the plume is dominated by the photolysis of formaldehyde, which accounts for 83.1\% of the total HO\textsubscript{x}-production. Additional contributions come from the photolysis of acetaldehyde (7.9\%), the reaction \( \text{O}(^1\text{D}) + \text{H}_2\text{O} \) (4.7\%), and the ozonolysis of propene (2.4\%). On a global scale, the reaction of \( \text{O}(^1\text{D}) \) with \( \text{H}_2\text{O} \) dominates the HO\textsubscript{x}-production, accounting for roughly 50\% of the HO\textsubscript{x} production [Crutzen \textit{et al.}, 1999]. However, photolysis of HCHO and other aldehydes can be the most important source for HO\textsubscript{x} radicals, also under urban-polluted conditions [Jenkin and Clemitshaw, 2000].

The photochemical loss of HO\textsubscript{x}, \( L(\text{HO}_x) \), under the conditions of a biomass burning plume is dominated by the reaction of OH with NO\_2 which accounts for 97.9\% of the total HO\textsubscript{x} loss. Because PAN is included in the HO\textsubscript{x}-family in the present investigation, its formation is no loss of HO\textsubscript{x}. The self reaction of HO\_2 and the reaction of HO\_2 with CH\_3O\_2, which are significant in the global atmosphere, are only of minor importance under these conditions. No enhanced concentrations of hydroperoxides are found in the simulations.

Direct emission of HCHO from the fire is the dominant source of HCHO, accounting for 1.21\times10\textsuperscript{28} molecules (Table 4.2). Secondary formation of formaldehyde due to the oxidation of hydrocarbons accounts for an additional 1.65\times10\textsuperscript{27} molecules of HCHO (12\% of the total) in the plume. The dominant reactions that account for this secondary production of formaldehyde are \( \text{CH}_3\text{O}_2 + \text{NO} \) (32\%), \( \text{EO}_2 + \text{NO} \) (11\%), \( \text{EO} + \text{NO} \) (24\%), and \( \text{PO}_2 + \text{NO} \) (28\%). As for the photochemical ozone production presented in Section 4.5.1, the important role of the alkenes for the photochemistry in young biomass burning plumes is also reflected in their large contribution to secondary HCHO formation.
In the previous sections, the concentrations of ozone, nitrogen oxides, radicals, and enhancement ratios of hydrocarbons from the REF simulation were presented and compared with appropriate observations. Although measurements for comparison are rare, the model results seem to be a realistic description of the chemical processes in a young biomass burning plume. The photochemical ozone production and the formation of reactive nitrogen species were quantified for the presented scenario. The oxidation efficiency was estimated by the lifetime of hydrocarbons and the importance of formaldehyde as the major source of radicals was pointed out.

4.6 Sensitivity Studies

In this section, three sensitivity studies are presented and their results are compared to the results from the reference simulation.

In the NO OVOC model simulation, the emission of oxygenated volatile organic compounds (OVOC), i.e., HCHO, CH$_3$CHO, CH$_3$OH, HCOOH, CH$_3$COOH, and CH$_3$COCH$_3$, have been omitted. This scenario considers the fact, that emission of these compounds was only recently found in laboratory experiments as well as in field observations [e.g. Andreae et al., 1996a; Yokelson et al., 1997; Koppmann et al., 1997; Yokelson et al., 1999; Holzinger et al., 1999; Goode et al., 2000; Friedli et al., 2001]. The values of their emission factors are still uncertain. Emission of these compounds from biomass burning was included only recently in global model simulations [Wang et al., 1998a; von Kuhlmann, 2001]. A recent box model study showed the importance and complex effects on ozone production of the oxygenated compounds in a biomass burning plume [Mason et al., 2001].

The LOW NOX scenario investigates the impact of a different $\Delta$NO$_x$/$\Delta$CO$_2$ emission ratio. Because the nitrogen emission ratio depends on the nitrogen content of the fuel, the emissions vary between different ecosystems. The emission factors for fires in savanna and tropical forest differ by more than a factor of 2 [Andreae and Merlet, 2001]. These differences have a potential impact on the photochemistry occurring in biomass burning plumes. For the LOW NOX simulation, the $\Delta$NO$_x$/$\Delta$CO$_2$ emission ratio was reduced from 0.2% used in the REF simulation to 0.15%.

The NO ABS scenario investigates the impact of aerosol absorption on the photochemical processes in a biomass burning plume. Aerosol absorption is one of the major uncertainties in the characterization of the atmospheric aerosol, especially as measurements are rare and uncertain [Heintzenberg et al., 1997]. Previous studies already presented the impact of aerosol absorption and scattering on the ozone production in different scenarios [Dickerson et al., 1997; He and Carmichael, 1999]. In the NO ABS simulation, the single-scattering albedo of the aerosol was set to unity.
at all wavelengths, resulting in a conservative, non-absorbing aerosol. The use of conservative scattering might not be appropriate for dry biomass burning aerosol. However, considerable uncertainty exists for the single-scattering albedo of biomass burning aerosol as shown in section 2.7. Additionally, the optical properties of clouds, which are often formed above vegetation fires, are much better characterized by conservative scattering than by the relative high absorption of the dry aerosol used in the REF simulation.

In the following sections, the results of the simulation of ozone, nitrogen oxides and the oxidation efficiency from the different simulations will be shown. The discussion of these results will be presented in a separate section.

### 4.6.1 Ozone

In this section, the simulated ozone concentrations and the photochemical production rates in the different scenarios will be presented.

Figures 4.13a–c display the ozone mixing ratios for the three sensitivity studies along the main plume axis. In the NO OVOC simulation (Figure 4.13a), the simulated ozone concentration in the plume stays below background level at all distances from the fire, although a slight increase with distance from the fire is simulated. The ozone concentration of the LOW NOX (Figure 4.13b) and NO ABS (Figure 4.13c) simulations show highly elevated ozone concentrations inside the plume as compared to the background. The ozone mixing ratios also exceed the results from the REF simulation. This is more clearly seen in Figure 4.13d, where the plume averaged ozone mixing ratio along the plume is shown for the REF and the three sensitivity simulations. The NO OVOC simulation lies well below all other model runs while the results from the NO ABS and LOW NOX simulations exceed the reference simulation at all distances from the fire. Close to the fire, the NO ABS simulation results in the highest averaged ozone concentration whereas downwind of 6 km the LOW NOX scenario simulates the highest ozone values.

The results of the different simulations for ozone are summarized in Table 4.6. Here, the maximum and the plume-averaged ozone mixing ratios, the average $O_x$-production rate as well as the total number of photochemically produced $O_x$-molecules are presented. In the NO OVOC simulation, $P(O_x)_{ave}$ is nearly an order of magnitude smaller than in the other simulations resulting in a $\sim 30\%$ smaller ozone concentration. In the LOW NOX and NO ABS simulation the photochemical ozone production is larger than in the REF simulation, leading to $\sim 10\%$ higher ozone concentrations. Although the production of $O_x$ is $\sim 20\%$ larger in the NO ABS than in the LOW NOX simulation, the averaged ozone concentrations are very similar.

From the previous analysis, the following can be concluded: The emissions of
Figure 4.13: O$_3$ mixing ratio (color coding) for three sensitivity simulations for the cross section along the main plume axis (Section A in Figure 4.3a). (a) NO OVOC, (b) LOW NOX, (c) NO ABS. Note that the color scale is extended compared to the one used in Figure 4.3a. Contour lines represent the aerosol mass concentration (µg m$^{-3}$). (d) Plume-averaged O$_3$ mixing ratios for the reference and the sensitivity simulations with distance from the plume.

<table>
<thead>
<tr>
<th></th>
<th>[O$<em>3$]$</em>{\text{ave}}$</th>
<th>[O$<em>3$]$</em>{\text{max}}$</th>
<th>$P(O_x)_{\text{ave}}$</th>
<th>$P(O_x)_{\text{tot}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF</td>
<td>39.4</td>
<td>70.4</td>
<td>$1.84 \times 10^8$</td>
<td>$5.67 \times 10^{27}$</td>
</tr>
<tr>
<td>NO OVOC</td>
<td>28.0</td>
<td>59.1</td>
<td>$2.70 \times 10^7$</td>
<td>$7.52 \times 10^{26}$</td>
</tr>
<tr>
<td>LOW NOX</td>
<td>43.4</td>
<td>91.4</td>
<td>$2.01 \times 10^8$</td>
<td>$6.13 \times 10^{27}$</td>
</tr>
<tr>
<td>NO ABS</td>
<td>43.6</td>
<td>92.3</td>
<td>$2.40 \times 10^8$</td>
<td>$7.51 \times 10^{27}$</td>
</tr>
</tbody>
</table>

Table 4.6: Averaged and maximum value for the O$_3$ mixing ratio from the 4 simulations. Additionally the plume-averaged $O_x$-production rate and the total number of $O_x$ produced within the 90 minutes of simulation are shown.
OVOCs have significant impact on the simulation of the ozone concentration in a young biomass burning plume. Neglecting their emission leads to unrealistically low ozone concentrations due to an underestimation of the photochemical ozone production. Reduced NO\textsubscript{x} emissions lead to an increased photochemical O\textsubscript{3}-production and ozone concentrations. The absorbing properties of the aerosol have a substantial effect on the simulated ozone concentration, leading to enhanced concentrations for the case of a non-absorbing aerosol. Especially close to the fire, at high aerosol and NO\textsubscript{x} concentrations, multiple scattering enhances photolysis frequencies, photochemical ozone production, and ozone concentrations.

4.6.2 Nitrogen Species

In this section, results for the nitrogen reservoir species, NO\textsubscript{2}, from the sensitivity studies are presented and compared to the REF simulation.

The sums of the mixing ratios of the NO\textsubscript{2}-compounds for the three sensitivity studies are displayed in Figures 4.14a–c for the cross section along the main plume axis. Additionally, Figure 4.14d shows the plume-averaged mixing ratios along the distance from the fire for all 4 simulations. In the NO OVOC simulation, Figure 4.14a, only a small enhancement of NO\textsubscript{2} compared to the background is observed downwind of the fire. The highest NO\textsubscript{2} mixing ratio is observed in the NO ABS simulation, Figure 4.14c, with a maximum value inside the plume of 24.4 ppb. The increase of the NO\textsubscript{2} concentration inside of the plume begins much closer to the fire in the NO ABS than in all other simulations. This is especially obvious in the averaged mixing ratio shown in Figure 4.14d. The NO\textsubscript{2} mixing ratios calculated in the LOW NOX and the REF simulations show very close agreement; the values from the LOW NOX simulations slightly exceed the REF simulation.

The results for the nitrogen reservoir species are summarized in Table 4.7. The maximum and the average NO\textsubscript{2} mixing ratios are presented, reflecting the results shown in Figure 4.14d with low values in the NO OVOC simulation and the highest values in the NO ABS simulation. The same trend is reflected in the photochemical production of NO\textsubscript{2}, \(P(\text{NO}_2)\). Note, that \(P(\text{NO}_2)\) denotes the net production of NO\textsubscript{2}. The relative contribution of \(P(\text{HNO}_3)\) to \(P(\text{NO}_2)\) differs between the scenarios. The highest relative contribution of HNO\textsubscript{3} is simulated in the NO OVOC calculation, however the total amount of NO\textsubscript{2} is very small. The partitioning of NO\textsubscript{2} in the REF and NO ABS simulation is similar, although the absolute value of NO\textsubscript{2} differs by roughly 20%. In the case of the LOW NOX simulation, the mixing ratio of NO\textsubscript{2} is close to that of the REF simulation, but the contribution of HNO\textsubscript{3} is lower. The photochemical lifetime of NO\textsubscript{x} against formation of HNO\textsubscript{3} and PAN, is strongly enhanced when OVOC emissions from the fire are neglected. Lower NO\textsubscript{x} emission and higher photolysis frequencies lead to a slight reduction in the photochemical lifetime of NO\textsubscript{x}.
Figure 4.14: NO\textsubscript{2} mixing ratio (color coding) for three sensitivity simulations for the same cross section along the main plume axis, Section A in Fig. 4.3a, (a) NO OVOC, (b) LOW NOX, (c) NO ABS. Note that the color scale changes from plot to plot. Contour lines represent the aerosol mass concentration (µg m\textsuperscript{-3}). (d) Plume-averaged NO\textsubscript{2} mixing ratios for the reference and the sensitivity simulations with distance from the plume.

Table 4.7: Average and maximum value for the NO\textsubscript{2} mixing ratio from the 4 simulations. Additionally the average rates of the net production of NO\textsubscript{2} in the plume, \( P(\text{NO}_2) \), during the 90 min of simulation are presented. The contribution of the net production of HNO\textsubscript{3}, \( P(\text{HNO}_3) \), to \( P(\text{NO}_2) \) and the lifetime of NO\textsubscript{2} against formation of HNO\textsubscript{3} and PAN are presented.
4.6. Sensitivity Studies

Figure 4.15: OH mixing ratio (color coding) for three sensitivity simulations along the main plume axis, Section A in Figure 4.3a. (a) NO OVOC, (b) LOW NOX, (c) NO ABS. Contour lines represent the aerosol mass concentration (µg m\(^{-3}\)). Note the extended scale in (c). (d) Plume-averaged OH mixing ratios for the reference and the sensitivity simulations as a function of distance from the plume.

4.6.3 Oxidizing Efficiency

In the following section, the model results for the oxidizing efficiency are presented. In Figures 4.15a–c, the OH mixing ratios along the main plume axis are displayed for the three sensitivity studies. Figure 4.15d presents the plume-averaged OH mixing ratios for all four simulations as a function of distance. The OH concentration in the NO OVOC simulation is significantly lower than that in all other simulations. The results from the NO ABS and the LOW NOX simulation exceed the REF simulation. The average OH mixing ratio from the LOW NOX simulation follows the REF simulation along the plume at a higher level. The NO ABS simulation is significantly larger close to the fire and decreases to the value of the REF simulation at a distance of 14 km from the fire.

In order to compare the different oxidizing efficiencies of the plume in the different
simulations, the $\Delta C_3H_6/\Delta CO$ enhancement ratio along the plume is displayed in Figure 4.16 for the 4 simulations. In the NO OVOC case, the oxidation of propene is much less effective than in all other simulations as can be seen in the only slight reduction of the $\Delta C_3H_6/\Delta CO$ enhancement ratio as a function of distance from the fire. The $\Delta C_3H_6/\Delta CO$ enhancement ratio of the LOW NOX simulation is smaller than in the REF simulation, the difference increases with distance from the fire. The smallest enhancement ratio, pointing to the most effective atmospheric oxidation, is simulated in the NO ABS simulation.

In Tables 4.8 and 4.9, the relevant results from the 4 simulations for the oxidation efficiency of the plume are given. The plume-averaged OH concentrations in the LOW NOX and NO ABS are only slightly higher than in the REF simulation, $\sim 12\%$. However, in the NO OVOC scenario, the average OH concentrations are significantly lower than in the REF scenario. The largest maximum OH and HO$_2$ concentrations are observed in the NO OVOC scenario.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$[OH]<em>{ave}$, $[OH]</em>{max}$ (ppt)</th>
<th>$[HO_2]<em>{ave}$, $[HO_2]</em>{max}$ (ppt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF</td>
<td>0.24, 0.83</td>
<td>4.92, 12.32</td>
</tr>
<tr>
<td>NO OVOC</td>
<td>0.11, 1.04</td>
<td>1.24, 10.58</td>
</tr>
<tr>
<td>LOW NOX</td>
<td>0.27, 0.77</td>
<td>7.67, 15.75</td>
</tr>
<tr>
<td>NO ABS</td>
<td>0.27, 1.30</td>
<td>5.55, 18.41</td>
</tr>
</tbody>
</table>

Table 4.8: Average and maximum value for the OH and HO$_2$ mixing ratios from the 4 simulations after 90 minutes.
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<table>
<thead>
<tr>
<th></th>
<th>$P(\text{HO}_x)$ (molecule cm$^{-3}$ s$^{-1}$)</th>
<th>J(HCHO) % of $P(\text{HO}_x)$</th>
<th>$\tau(\text{C}_3\text{H}_6)$ (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF</td>
<td>$2.80 \times 10^7$</td>
<td>83.1</td>
<td>4.4</td>
</tr>
<tr>
<td>NO OVOC</td>
<td>$3.74 \times 10^6$</td>
<td>46.4</td>
<td>19.8</td>
</tr>
<tr>
<td>LOW NOX</td>
<td>$2.82 \times 10^7$</td>
<td>82.6</td>
<td>4.0</td>
</tr>
<tr>
<td>NO ABS</td>
<td>$3.55 \times 10^7$</td>
<td>83.9</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Table 4.9: Average HO$_x$-production rates in the plume as well as the relative contribution of HCHO photolysis are presented. The last column lists the calculated lifetime of propene.

mixing ratios are simulated in the NO ABS simulation, close to the fire. However, the largest averaged HO$_2$ mixing ratio is simulated by the LOW NOX scenario. The averaged photochemical production rate of HO$_x$ is nearly identical in the REF and LOW NOX simulation, while it is much smaller in the NO OVOC simulation. The highest value of $P(\text{HO}_x)$ is found in the NO ABS simulation due to the enhanced photolysis frequencies (Figure 4.4). In all cases, the photolysis of HCHO is the main individual source of HO$_x$, with a contribution of more than 80% in the scenarios that include primary HCHO emission. Even in the NO OVOC scenario, where primary HCHO emissions are neglected, HCHO photolysis accounts for 46% of the HO$_x$-production. The second important reaction in this scenario, is the reaction of O($^1\text{D}$) with H$_2$O that accounts for 30% of the HO$_x$-production rate. In the last column of Table 4.9, the lifetimes of propene from the different scenarios are presented. Although the average OH concentration is the same, the calculated propene lifetimes differ significantly between the LOW NOX and the NO ABS simulations.

In the following section, the results from the sensitivity studies will be discussed and a general picture of the chemistry in young biomass burning plumes will be presented.

### 4.6.4 Discussion

From the results presented, the following conclusions concerning the photochemical processes occurring in a young biomass burning plume can be derived.

Plume chemistry is highly dominated by the direct emission of trace gases and aerosol particles from the fire. Due to the extremely high concentration of nitrogen oxides, photochemical production of ozone occurs in all investigated scenarios. However, the absolute amount of produced ozone and the resulting ozone concentration strongly depend on the fire emissions and the optical properties of the emitted aerosol. In all presented scenarios, radical loss occurs almost exclusively via the reaction of OH with NO$_2$. The reactions between radicals, e.g., the self reaction
of HO₂, are only of very minor importance. This dominance of the radical loss via NO₂ is an indication that ozone production occurs in the hydrocarbon limited regime [Kleinmann et al., 1997]. The VOC sensitivity of the ozone production in a biomass burning plume during the first hours was also found in a box model study [Mason et al., 2001].

Neglect of the primary emission of OVOCs from the fire leads to significant changes in photochemistry, resulting in ozone concentrations in the plume that are significantly lower than observed. Photochemical ozone production is strongly decreased in the NO OVOC scenario. Ozone production in the NO OVOC simulation is limited by the availability of peroxy radicals. Their average concentrations are extremely low compared to the REF simulation, (Table 4.8) because emission of HCHO that serves as the dominant precursor for radicals in the plume is not taken into account. However, even without primary HCHO emission, the photolysis of HCHO is the largest single source of radicals in the NO OVOC simulation, because HCHO is secondarily produced from the oxidations of hydrocarbons. The reduced concentrations of radicals are also responsible for the relatively small formation of NOₓ compounds, and the increased lifetime of NOₓ (Table 4.7) as well as the long lifetime of propene, resulting in a low oxidation efficiency. The enhanced contribution of HNO₃ to the concentration of NOₓ as compared to the other simulations is explained by the neglect of the emissions of acetaldehyde, which is the main precursor of PAN.

A reduction of the NOₓ emission leads to enhanced photochemical ozone production through reactions of NO with peroxy radicals. The lower NO concentration in the LOW NOX scenario is counteracted by enhanced radical concentrations (Table 4.8), because of a reduced radical loss. Additionally, the partitioning between OH and the peroxy radicals changes under lower NOₓ mixing ratios, leading to a larger contribution of the peroxy radicals to the total radical concentration. Lower NOₓ mixing ratios reduce the loss of OH through formation of HNO₃, although the OH mixing ratio slightly increases. The higher concentration of peroxy radicals, especially that of the peroxyacetyl radical (PA), can compensate for the reduced NOₓ concentration leading to enhanced formation of PAN as compared to HNO₃ (Table 4.7). This effect was also observed in the model study by [Mason et al.] [2001]. The close agreement between the REF and the LOW NOX simulation in the production rate of NOₓ is incidental.

The oxidation efficiency is enhanced in the LOW NOX simulation as compared to the REF case. This can be seen in the lifetime of propene (Table 4.3) and the lower enhancement ratio between C₃H₆ and CO (Figure 4.16). The decrease in τ(C₃H₆) is in the same order of magnitude as the increase of the average OH concentration (~10%).
The change in the absorbing properties of the emitted aerosol particles has the largest effect on atmospheric photochemistry for the considered sensitivity studies. Due to enhanced photolysis in the plume, especially that of HCHO, radical production is highly enhanced. Especially close to the fire, the OH mixing ratio from the NO ABS simulation exceeds the results from the other scenarios (Figure 4.15), because in this region the concentrations of the main HO$_x$ precursor, HCHO, and the aerosol particles are highest. Photochemical ozone production for this scenario is highly enhanced compared to the other studies.

The total amount of photochemically produced NO$_x$ is also highest in the NO ABS simulation, although the average concentration of OH and HO$_2$ are smaller or identical to the LOW NOX simulation. However, high radical concentrations are present in the NO ABS simulations close to the fire (Figure 4.13 for OH) where also the NO$_x$ concentration is largest. In this region, most of the NO$_x$ production occurs in the NO ABS case, leading to highly elevated NO$_x$ concentrations in this simulation close to the fire (Figure 4.14). The misleading character of the averaged OH mixing ratio is also seen in the comparison of the propene lifetime between the LOW NOX and the NO ABS simulations. Although the averaged OH mixing ratio is identical in both scenarios, the propene lifetime differs by $\sim$ 18%. The reason for the shorter lifetime in the NO ABS simulation are the different spatial distributions of the OH concentration in the two scenarios. While in the LOW NOX case, the highest average value is found downwind the plume, the OH mixing ratio in the NO ABS simulation maximizes above the fire. As the removal of propene is much more effective close to the fire, because of its high concentration, the lifetime of propene is shorter in the NO ABS scenario. The reduced propene lifetime in the NO ABS simulation is also visible in the $\Delta$C$_3$H$_6$/ΔCO enhancement ratios from the different scenarios (Figure 4.16). A similar problem exists when mean OH concentrations from global models are compared [Lawrence et al., 2001].

Overall it can be concluded that atmospheric photochemistry in a young biomass burning plume depends strongly on the availability of radicals. Formaldehyde is the primary precursor for radicals under these conditions. Neglecting its direct emission from the fire leads to unrealistically low ozone concentrations. Lower NO$_x$ emissions lead to higher ozone production due to higher radical concentrations. The absorbing properties of the emitted aerosol particles strongly impact ozone production, leading to higher ozone production at lower absorption. Measurements of the $\Delta$C$_3$H$_6$/ΔCO enhancement ratios at different distances can serve as an indicator for the oxidation efficiency in an individual biomass burning plume.
4.7 Conclusions

In the present study, the photochemical processes in a young biomass burning plume were investigated with a three-dimensional (3D) chemical transport model. Meteorological conditions were taken from a previous simulation representing the situation of the plume from the Quinault fire. A chemical mechanism describing the oxidation of volatile organic compounds (VOCs) for the use in 3D atmospheric transport models under the conditions of a biomass burning plume was presented. The modeled concentration of CO and other primary emittants are in the range of observations.

Close to the fire, the ozone in the plume is highly depleted compared to background concentrations due to reaction of ozone with the emitted NO. Photochemical ozone production occurs in the plume at a rate of $\sim 25$ ppb h$^{-1}$ and the downwind ozone concentration increases above background level. The simulated maximum value of 70 ppb ozone is reasonably close to observations in the plume from the Quinault fire and from other biomass burning plumes. The simulated $\Delta$O$_3$/ΔCO enhancement ratio (0.75%) is smaller than the ones reported from measurements. However, measurements from the Quinault fire are not available, and other appropriate observations are very limited. Photochemical ozone production is dominated by the reaction of HO$_2$ with NO ($\sim 69\%$). Peroxy radicals from the alkenes also contribute significantly to the ozone production. Formation of nitrogen reservoir species, NO$_x$, is dominated by HNO$_3$, which accounts for $\sim 60\%$ of the NO$_x$ production. The second most important nitrogen reservoir species under the conditions presented is peroxyacetyl nitrate (PAN). The role of HONO as a nitrogen reservoir is limited to the regions close to the fire. The partitioning of the inactive nitrogen species is important for the regional effect of biomass burning. Significant atmospheric oxidation of alkenes occurs within the first tens of minutes after their release into the atmosphere. Photochemistry in biomass burning plumes is limited by the availability of radicals. Their photochemical production occurs mainly from the photolysis of formaldehyde, which is emitted from the fire. Secondary production from the oxidation of VOCs accounts for $\sim 12\%$ of the HCHO concentration.

In the sensitivity studies, the importance of the oxygenated volatile organic compounds (OVOCs), the emission ratio of NO$_x$, and the single-scattering albedo of the aerosol for the simulation of the ozone concentration were shown. The neglect of the primary emissions of OVOCs leads to unrealistic low ozone concentrations. A reduced emission ratio of NO$_x$ as well as a non-absorbing aerosol enhance the ozone concentration within the range of the observations. The production of radicals through the photolysis of HCHO is crucially important for the formation of ozone and nitrogen reservoir species, and the oxidation of alkenes. Any change in this source of radicals, e.g., through the neglect of primary HCHO emissions or through enhanced photolysis due to less aerosol absorption, has a significant effect on pho-
tochemistry. Enhanced radical production leads to enhanced ozone production, enhanced formation of nitrogen reservoir species, and a higher oxidation efficiency. The partitioning of the nitrogen reservoir species is affected by the neglect of acetaldehyde emissions as well as by lower NO\textsubscript{x} emissions. In both cases, the contribution of PAN to NO\textsubscript{2} increases; however, the effect of the omission of acetaldehyde emissions is much larger than that of reduced NO\textsubscript{x} emission. The oxidation efficiency in the plume is not only linked to the average concentration of the OH radical, but additionally to the spatial distribution of its concentration. The enhancement ratio between propene and CO is a good indicator for the oxidation efficiency in a biomass burning plume.

The results from this study show that ATHAM is a valuable tool to investigate photochemical processes in young biomass burning plumes. Future studies will focus on the simulation of vegetation fires in different regions, e.g., the boreal forest, or the tropical savanna. The potential formation of a convective cloud from the fire-induced convection allows the investigation of several other atmospheric processes, e.g., scavenging of gas phase species into water droplets and ice particles, aerosol-cloud interaction, and the formation of ice. As ATHAM includes all the required modules, it is an excellent tool for further studies on the atmospheric processes in young biomass burning plumes.
Chapter 5

Conclusions and Outlook

5.1 Conclusions

The primary goal of this study was to improve the understanding of the atmospheric processes that occur in individual biomass burning plumes during the first tens of minutes after the release of the emissions into the atmosphere. For this purpose, the plume model ATHAM was used and extended by a module to simulate the atmospheric photochemical processes. It was shown that ATHAM is capable of simulating the convection induced by a prescribed fire using an external heat flux. For the case of the Quinault fire, a prescribed fire conducted on the US Pacific Coast, September 1994, the simulated atmospheric concentrations of the emitted aerosol particles compare well with the observations. Remaining differences between the model results and the measurements are attributed to limited meteorological and fire emission information. The aerosol absorption derived from in situ measurements is inconsistent with remote sensing observations of the radiance. While in situ measurements indicate a single-scattering albedo at 550 nm of 0.85, the measured upwelling radiance implies a lower limit of 0.94 for the single-scattering albedo.

Observations of the upward irradiance above the plume are influenced by the finite dimensions of the plume leading to its overestimation in one-dimensional radiative transfer models. The impact of three-dimensional radiation effects on the actinic flux in the plume is significant and depends on the absorbing properties of the aerosol. In the case of a strongly absorbing aerosol, the horizontal photon transport enhances the actinic flux in the plume center by more than +200%, while it changes the actinic flux in the case of a non-absorbing aerosol by around −40%. The magnitude of the three-dimensional radiation effects make them potentially important for the photochemistry in biomass burning plumes and phenomena of similar dimensions, e.g., convective clouds. However, at the present, it is not possible to incorporate three-dimensional solar radiation transfer models in chemical transport
models because of limited computer power.

Photochemical processes in young biomass burning plumes depend highly on the emissions from the fire. Oxidation of the emitted volatile organic compounds in the presence of nitrogen oxides leads to the production of ozone. Model simulations result in maximum ozone mixing ratios in the plume of about 70 ppb for the Quinault fire comparable to observations. Above the fire, ozone concentrations in the plume show a local minimum due to the fast reaction of ozone with the emitted NO. Significant amounts of nitrogen reservoir species, NO$_2$, are formed in the plume during the first 90 min after the emissions have been released. HNO$_3$ and peroxyacetyl nitrate (PAN) are the dominant NO$_2$ species accounting for $\sim60\%$ and $\sim30\%$, respectively. Oxidation of alkenes, especially that of propene, occurs in young biomass burning plumes as shown in a change in the enhancement ratio between the alkenes and CO as a function of distance from the fire.

The analysis of the simulations shows that the ozone production, the formation of nitrogen reservoir species, and the oxidation of organic compounds are highly limited by the availability of radicals in the plume. Production of radicals is dominated by the photolysis of formaldehyde ($\sim80\%$ of the total radical production) that is primary emitted by the fire. Neglecting these primary emissions leads to unrealistic low ozone concentrations in the simulations. The relative contributions of HNO$_3$ and PAN to the nitrogen reservoir species depend on primary emissions of acetaldehyde and slightly on NO$_x$ emissions. The absorbing properties of the emitted aerosol have a significant impact on the photolysis frequencies and on the ozone concentration in the plume. A non-absorbing aerosol leads to enhanced ozone production and ozone concentrations compared to an absorbing aerosol.

Overall, it was shown that young biomass burning plumes are an excellent example to study several aspects of atmospheric science and that ATHAM is a suitable tool for further investigations of processes in these plumes.

### 5.2 Outlook

Based on the results of this work, future research activities are expected to further increase our understanding of the processes in biomass burning plumes and to improve their representation in atmospheric chemical transport models. As several general atmospheric processes are involved in the evolution of a biomass burning plume, e.g., convective dynamics, transport, formation of hydrometeores, aerosol optics, photochemical processing, improved understanding of the processes in biomass burning plumes also improves our understanding of similar atmospheric features, e.g., convective clouds.

The aerosol absorption was shown to be a very sensitive parameter for the pho-
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tochemistry in biomass burning plumes. As it is additionally one of the largest uncertainties in the direct radiative forcing of aerosol particles, especially those from biomass burning [Penner et al., 2001], future studies should try to reduce its uncertainty. As shown in this work and in other studies [Remer et al., 1998; Kaufman et al., 2001], there might be a discrepancy between remote sensing and in situ measurements of the single-scattering albedo. There are indications, that in situ measurements based on the sampling of the aerosol on filters might overestimate the absorption [Bond et al., 1999]. A promising alternative seems to be the use of a photoacoustic spectrometer, which has the ability to measure aerosol absorption without disturbing the aerosol [Petzold and Niessner, 1996; Arnott et al., 1999]. Besides different in situ measurement techniques, remote sensing observations should also be incorporated in studies of the aerosol absorption, especially as they more directly measure the climate related effect, i.e., the backscattered radiation, of the aerosol. As a third component in the investigation of the aerosol absorption, measurements of the physical and chemical properties of the aerosol should be performed, in order to calculate the aerosol absorption. For this purpose, the state of mixing, the density and the refractive index of the components have to be determined. Depending on the morphology of the particles, Mie theory might not be appropriate for the calculation of the optical properties of the particles, but more complex methods might be necessary, e.g., the discrete dipole approximation [Draine and Flatau, 1994; Martins et al., 1998].

For the interpretation of measurements above finite plumes and clouds, and for the use in small-scale chemical transport models, three-dimensional radiation effects should be taken into account. Because of their high requirements of computer power, three-dimensional radiative transfer models cannot be incorporated on a regular basis in atmospheric transport models. However, further case studies using simulated three-dimensional fields of aerosol particles or cloud droplets might give important insights into three-dimensional radiative effects. A promising attempt to incorporate 3D radiative effects into chemical transport models might be the tilted independent pixel approximation (TIPA) [Várnai and Davis, 1999]. However, this method only treats horizontal transport of photons for the direct solar beam. Loss of photons from the plume due to scattering processes as shown in Chapter 4 for the case of the non-absorbing aerosol, cannot be taken into account. The 3D radiation effect on the zenith radiance is expected to be small. A slight wavelength dependence of the 3D effect might be present leading to an underestimation of the retrieved aerosol size distribution from remote sensing [Tanré et al., 1997]. However, this effect has not yet been quantified.

For the photochemical simulations, the incorporation of a flexible tool for the calculation of the optical properties of the aerosol would be desirable. For this
purpose, the parameterization derived by Grant et al. [1999] seems to be well suited. It describes the dependence of the aerosol optical properties on the black carbon content and on the relative humidity.

There are a number of open questions for further investigations of the photochemistry in young biomass burning plumes. Further improvements of the representation of the atmospheric chemistry should be performed by including the oxidation of higher volatile organic compounds and aromatic compounds in the plume. Although their emission ratios per molecule are comparable low, their emission ratios per carbon atom and their impact on photochemistry might be significant [Koppmann et al., 1997]. However, their oxidation chain is highly complex and still rather uncertain. There is a recent attempt to include oxidation of aromatic compounds into a reduced mechanism of tropospheric chemistry [Zaveri and Peters, 1999]. However, due to the highly optimized treatment in this approach, the transfer of this mechanism into the one developed in this thesis is not straightforward.

Another step to improve the model performance would be an improved treatment of heterogeneous reactions. The interaction of species in the gas phase with the surface of the aerosol particles and hydrometeors might significantly affect their gas phase concentration. There are indications for an uptake of nitric acid, HNO₃, by biomass burning aerosol [Tabazadeh et al., 1998] and of ozone by liquid unsaturated organic compounds [de Gouw and Lovejoy, 1998]. In the presence of water droplets, effective scavenging of soluble compounds, e.g., nitric acids, will take place [Mari et al., 2000]. The formation of ice particles changes the scavenging efficiencies significantly [Mari et al., 2000; Barth et al., 2001]. These complex interactions point to the need for a detailed description of these processes. The formation of water and ice droplets is already included in ATHAM [Textor, 1999]. The inclusion of heterogeneous reactions on these hydrometeores therefore seems to be straightforward. However, for a more realistic representation, the incorporation of chemical reactions in the hydrometeores would also be required. A more detailed treatment of the interaction of the aerosol particles with the gas phase compounds should be incorporated in ATHAM, including information on the chemical composition of the aerosol. However, only little is known about the chemical properties of the biomass burning aerosol. Some modules are already available, that treat the gas-aerosol interaction [e.g., Nenes et al., 1999; Capaldo et al., 2000] and might be helpful for further investigation of the processes in young biomass burning plumes.

For the evaluation of future model simulations, more measurements of young biomass burning plumes are highly required. For model evaluation, not only observations from the resulting plume, but additionally from the fire, i.e., the heat emissions and the amount of burned biomass, have to be performed. Also a good characterization of the atmospheric conditions, i.e., the temperature and humidity
profiles as well as the wind speed and direction, is of importance for the dynamical simulation. For the model evaluation, remote sensing and in situ measurements would be desirable. While from the remote sensing observations, the general appearance of the plume can be determined, in situ measurements can be used for a more quantitative evaluation of the model results. Quantities to be measured include the aerosol mass concentration, or a quantity that is closely related to that, e.g., the scattering coefficient, and the CO concentration as passive tracers. For photochemical studies, observations of ozone, nitrogen oxides, nitrogen reservoir species, alkenes, and the individual contributions of HNO$_3$ and PAN to the nitrogen reservoir species would be desirable.

With the help of evaluated model simulations, the representation of vegetation fires in regional and global models can be improved. Therefore, simulations of vegetation fires should be performed under different meteorological situations and fire emissions. These should include typical situations for fires in different ecosystems. These simulations might result in a parameterization of the injection height of the fire emissions using parameters available from regional and global models, e.g., the temperature profile and the horizontal wind speed. Available parameterizations depend only on the maximum energy release of the fire [Manis, 1985]. The problems of global models to resolve the photochemical processes at the fires might be addressed with the help of effective emission indices as it is performed for the case of aircraft emissions [Petry et al., 1998]. Other promising approaches might be the method proposed by Sillman et al. [1990] or the concept of the intensity of segregation [Krol et al., 2000]. These investigations could result in an improved version of the database for biomass burning emissions presented in Figure 1.1 for the use in global models.

Overall it appears that young biomass burning plumes are an emerging field of research for several disciplines in the atmospheric science community.
Appendix A

Chemical Mechanism

The following tables present the chemical mechanism. Table A.1 lists the considered chemical species, Table A.2 the chemical reactions included in the chemical mechanism together with the used rate coefficients and the references. Most of the reaction rates were taken from evaluations: Tyndall et al. [2001], Sander et al. [2000], DeMore et al. [1997], Atkinson et al. [1997], and Atkinson et al. [2000].

Table A.1: List of species included in the chemical mechanism.

<table>
<thead>
<tr>
<th>Species</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ozone</td>
<td>O₃</td>
</tr>
<tr>
<td>Excited-state oxygen atom</td>
<td>O(¹D)</td>
</tr>
<tr>
<td>Hydroxyl radical</td>
<td>OH</td>
</tr>
<tr>
<td>Hydroperoxyl radical</td>
<td>HO₂</td>
</tr>
<tr>
<td>Hydrogen peroxide</td>
<td>H₂O₂</td>
</tr>
<tr>
<td>Nitric oxide</td>
<td>NO</td>
</tr>
<tr>
<td>Nitrogen dioxide</td>
<td>NO₂</td>
</tr>
<tr>
<td>Nitrate radical</td>
<td>NO₃</td>
</tr>
<tr>
<td>Nitrogen pentoxide</td>
<td>N₂O₅</td>
</tr>
<tr>
<td>Nitrous acid</td>
<td>HONO</td>
</tr>
<tr>
<td>Nitric acid</td>
<td>HNO₃</td>
</tr>
<tr>
<td>Pernitric acid</td>
<td>HNO₄</td>
</tr>
<tr>
<td>Carbon monoxide</td>
<td>CO</td>
</tr>
<tr>
<td>Methane</td>
<td>CH₄</td>
</tr>
<tr>
<td>Methylperoxy radical</td>
<td>CH₃O₂</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Species</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methyl hydrogen peroxide</td>
<td>CH$_3$OOH</td>
</tr>
<tr>
<td>Formaldehyde</td>
<td>HCHO</td>
</tr>
<tr>
<td>Methanol</td>
<td>CH$_3$OH</td>
</tr>
<tr>
<td>Ethane</td>
<td>C$_2$H$_6$</td>
</tr>
<tr>
<td>Ethylperoxy radical</td>
<td>C$_2$H$_5$O$_2$</td>
</tr>
<tr>
<td>Ethyl hydrogen peroxide</td>
<td>C$_2$H$_5$OOH</td>
</tr>
<tr>
<td>Acetaldehyde</td>
<td>CH$_3$CHO</td>
</tr>
<tr>
<td>Peroxyacetyl nitrate</td>
<td>PAN</td>
</tr>
<tr>
<td>Peroxyacetyl radical</td>
<td>PA</td>
</tr>
<tr>
<td>Peroxyacetic acid</td>
<td>PAA</td>
</tr>
<tr>
<td>Formic acid</td>
<td>HCOOH</td>
</tr>
<tr>
<td>Acetic acid</td>
<td>CH$_3$COOH</td>
</tr>
<tr>
<td>Ethene</td>
<td>C$_2$H$_4$</td>
</tr>
<tr>
<td>Hydroxyethylperoxy radical</td>
<td>EO$_2$</td>
</tr>
<tr>
<td>Hydroxyethyloxy radical</td>
<td>EO</td>
</tr>
<tr>
<td>Hydroxyethyl hydro peroxide</td>
<td>EO$_2$OH</td>
</tr>
<tr>
<td>Glycolaldehyde</td>
<td>HOCH$_2$CHO</td>
</tr>
<tr>
<td>Hydroxyperoxyacetyl radical</td>
<td>GCO$_3$</td>
</tr>
<tr>
<td>Acetone</td>
<td>CH$_3$COCH$_3$</td>
</tr>
<tr>
<td>Acetonylperoxy radical</td>
<td>ACETO$_2$</td>
</tr>
<tr>
<td>Acetonylhydroperoxide</td>
<td>ACETO$_2$OH</td>
</tr>
<tr>
<td>Propene</td>
<td>C$_3$H$_6$</td>
</tr>
<tr>
<td>Hydroxypropylperoxy radical</td>
<td>PO$_2$</td>
</tr>
<tr>
<td>Hydroxypropylen hydro peroxide</td>
<td>POOH</td>
</tr>
</tbody>
</table>
Table A.2: List of chemical reactions and rate constants included in the mechanism. The units for rate constants $k$ of first-order reactions are s$^{-1}$; of second-order reactions, cm$^3$ s$^{-1}$; and for third-order reactions, cm$^6$ s$^{-1}$

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Reaction</th>
<th>Rate Constant, $k$</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$O_3 + h\nu \rightarrow O^{1}(D) + O_2$</td>
<td>$J(O^{1}(D))$</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>$O^{1}(D) + O_2 \rightarrow O_3$</td>
<td>$3.2 \times 10^{-11} \exp(70/T)$</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>$O^{1}(D) + N_2 \rightarrow O_3$</td>
<td>$1.8 \times 10^{-11} \exp(110/T)$</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>$O^{1}(D) + H_2O \rightarrow 2 OH$</td>
<td>$2.2 \times 10^{-10}$</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>$O^{1}(D) + H_2 \rightarrow OH + HO_2$</td>
<td>$5.8 \times 10^{-7}$</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>$O^{1}(D) + CH_4 \rightarrow 0.75 CH_3O_2 + 0.75 OH$</td>
<td>$1.5 \times 10^{-10}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>+0.25 HCHO + 0.4 HO_2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$O_3 + OH \rightarrow HO_2$</td>
<td>$1.5 \times 10^{-12} \exp(-880/T)$</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>$O_3 + HO_2 \rightarrow OH$</td>
<td>$2.0 \times 10^{-14} \exp(-680/T)$</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>$HO_2 + OH \rightarrow OH$</td>
<td>$4.8 \times 10^{-11} \exp(250/T)$</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>$2 HO_2 \rightarrow H_2O_2$</td>
<td>$(k_a+k_b)(1+k_c)$</td>
<td>1,19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k_a= 2.3 \times 10^{-13} \exp(600/T)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k_b= 1.7 \times 10^{-33} \exp(1000/T)$ [M]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k_c= 1.4 \times 10^{-21} \exp(2200/T)$ [H_2O]</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>$H_2O_2 + h\nu \rightarrow 2 OH$</td>
<td>$J(H_2O_2)$</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>$OH + H_2O_2 \rightarrow HO_2$</td>
<td>$2.9 \times 10^{-12} \exp(-160/T)$</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>$OH + CO \rightarrow HO_2$</td>
<td>$1.5 \times 10^{-13} (1+0.6 P_{atm})$</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>$CH_4 + OH \rightarrow CH_3O_2 + H_2O$</td>
<td>$2.8 \times 10^{-14} T^{2/3} \exp(-1575/T)$</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>$CH_3O_2 + HO_2 \rightarrow CH_3OOH$</td>
<td>$4.15 \times 10^{-13} \exp(750/T)$</td>
<td>3</td>
</tr>
<tr>
<td>Nr.</td>
<td>Reaction</td>
<td>Rate Constant, $k$</td>
<td>Note</td>
</tr>
<tr>
<td>-----</td>
<td>------------------------------</td>
<td>---------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>16</td>
<td>$\text{CH}_3\text{O}_2 + \text{NO} \rightarrow \text{HCHO} + \text{HO}_2 + \text{NO}_2$</td>
<td>$2.8 \times 10^{-12} \exp(300/T)$</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>$\text{CH}_3\text{O}_2 + \text{NO}_3 \rightarrow \text{HCHO} + \text{HO}_2 + \text{NO}_2$</td>
<td>$1.3 \times 10^{-12}$</td>
<td>4</td>
</tr>
<tr>
<td>18</td>
<td>$\text{CH}_3\text{O}_2 + \text{CH}_3\text{O}_2 \rightarrow \text{HCHO} + \text{CH}_3\text{OH}$</td>
<td>$9.5 \times 10^{-14} \exp(390/T)$ / $\exp(-1130/T)$</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>$\text{CH}_3\text{O}_2 + \text{CH}_3\text{O}_2 \rightarrow 2\text{HCHO} + 2\text{HO}_2$</td>
<td>$9.5 \times 10^{-14} \exp(390/T)$ / $\exp(1130/T)$</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>$\text{CH}_3\text{OH} + \text{OH} \rightarrow \text{HCHO} + \text{HO}_2$</td>
<td>$6.7 \times 10^{-12} \exp(-600/T)$</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>$\text{CH}_3\text{OOH} + \nu \rightarrow \text{HCHO} + \text{HO}_2 + \text{OH}$</td>
<td>$J(\text{CH}_3\text{OOH})$</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>$\text{CH}_3\text{OOH} + \text{OH} \rightarrow 0.7\text{CH}_3\text{O}_2 + 0.3\text{HCHO} + 0.3\text{OH}$</td>
<td>$3.8 \times 10^{-12} \exp(200/T)$</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>$\text{HCHO} + \nu \rightarrow \text{CO} + 2\text{HO}_2$</td>
<td>$J(\text{HCHO})_a$</td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>$\text{HCHO} + \nu \rightarrow \text{CO}$</td>
<td>$J(\text{HCHO})_b$</td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>$\text{HCHO} + \text{OH} \rightarrow \text{CO} + \text{HO}_2$</td>
<td>$1.0 \times 10^{-11}$</td>
<td>1</td>
</tr>
<tr>
<td>26</td>
<td>$\text{HCHO} + \text{NO}_3 \rightarrow \text{HNO}_3 + \text{CO} + \text{HO}_2$</td>
<td>$3.4 \times 10^{-13} \exp(-1900/T)$</td>
<td>5</td>
</tr>
<tr>
<td>27</td>
<td>$\text{NO} + \text{O}_3 \rightarrow \text{NO}_2$</td>
<td>$3.0 \times 10^{-13} \exp(-1500/T)$</td>
<td>2</td>
</tr>
<tr>
<td>28</td>
<td>$\text{NO} + \text{OH} \rightarrow \text{HONO}$</td>
<td>$F(7.0(-31),2.6,3.6(-11),0.1,0.6)$</td>
<td>1,20</td>
</tr>
<tr>
<td>29</td>
<td>$\text{NO} + \text{HO}_2 \rightarrow \text{NO}_2 + \text{OH}$</td>
<td>$3.5 \times 10^{-12} \exp(250/T)$</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>$\text{NO} + \text{NO} + \text{O}_2 \rightarrow 2\text{NO}_2$</td>
<td>$3.3 \times 10^{-39} \exp(530/T)$</td>
<td>6</td>
</tr>
<tr>
<td>31</td>
<td>$\text{NO}_2 + \nu \rightarrow \text{NO} + \text{O}_3$</td>
<td>$J(\text{NO}_2)$</td>
<td>1</td>
</tr>
<tr>
<td>32</td>
<td>$\text{NO}_2 + \text{O}_3 \rightarrow \text{NO}_3$</td>
<td>$1.2 \times 10^{-13} \exp(-2450/T)$</td>
<td>1</td>
</tr>
<tr>
<td>33</td>
<td>$\text{NO}_2 + \text{OH} \rightarrow \text{HNO}_3$</td>
<td>$k_{\text{NO}_2+\text{OH}}$</td>
<td>7</td>
</tr>
<tr>
<td>34</td>
<td>$\text{NO}_2 + \text{HO}_2 \rightarrow \text{HNO}_4$</td>
<td>$F(1.8(-31),3.2,4.7(-12),1.4,0.6)$</td>
<td>1,20</td>
</tr>
</tbody>
</table>
Table A.2: continued

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Reaction</th>
<th>Rate Constant, $k$</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>$\text{NO}_2 + \text{CH}_3\text{O}_2 \longrightarrow \text{CH}_3\text{O}_2\text{NO}_2$</td>
<td>$F(1.3(-30),4.0,7.6(-12),2.0,0.6)$</td>
<td>3,20</td>
</tr>
<tr>
<td>36</td>
<td>$\text{NO}_2 \longrightarrow 0.5\text{HONO}$</td>
<td>$\gamma=1.0\times10^{-6}$</td>
<td>8</td>
</tr>
<tr>
<td>37</td>
<td>$\text{NO}_3 + h\nu \longrightarrow \text{NO}_2 + \text{O}_3$</td>
<td>$J(\text{NO}_3)_a$</td>
<td>1</td>
</tr>
<tr>
<td>38</td>
<td>$\text{NO}_3 + h\nu \longrightarrow \text{NO}$</td>
<td>$J(\text{NO}_3)_b$</td>
<td>1</td>
</tr>
<tr>
<td>39</td>
<td>$\text{NO}_3 + \text{NO} \longrightarrow 2\text{NO}_2$</td>
<td>$1.5\times10^{-11} \exp(170/T)$</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>$\text{NO}_3 + \text{NO}_2 \longrightarrow \text{N}_2\text{O}_5$</td>
<td>$F(2.0(-30),4.4,1.4(-12),0.7,0.6)$</td>
<td>1,20</td>
</tr>
<tr>
<td>41</td>
<td>$\text{NO}_3 + \text{OH} \longrightarrow \text{NO}_2 + \text{HO}_2$</td>
<td>$2.2\times10^{-11}$</td>
<td>1</td>
</tr>
<tr>
<td>42</td>
<td>$\text{NO}_3 + \text{HO}_2 \longrightarrow 0.8\text{OH} + 0.8\text{NO}_2$</td>
<td>$3.5\times10^{-12}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>+0.2$\text{HNO}_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>$\text{HONO} + h\nu \longrightarrow \text{NO} + \text{OH}$</td>
<td>$0.23\times J(\text{NO}_2)$</td>
<td>9</td>
</tr>
<tr>
<td>44</td>
<td>$\text{HONO} + \text{OH} \longrightarrow \text{NO}_2$</td>
<td>$1.1\times10^{-11} \exp(-390/T)$</td>
<td>1</td>
</tr>
<tr>
<td>45</td>
<td>$\text{HNO}_3 + h\nu \longrightarrow \text{OH} + \text{NO}_2$</td>
<td>$J(\text{HNO}_3)$</td>
<td>1</td>
</tr>
<tr>
<td>46</td>
<td>$\text{HNO}_3 + \text{OH} \longrightarrow \text{NO}_3$</td>
<td>$k_d+k_f/(1+k_f/k_c)$</td>
<td>2,19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k_d=2.41\times10^{-14} \exp(460/T)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k_c=2.69\times10^{-17} \exp(2199/T)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k_f=6.51\times10^{-34} \exp(1335/T)$ [M]</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>$\text{HNO}_4 + h\nu \longrightarrow 0.39\text{NO}_3 + 0.39\text{OH}$</td>
<td>$J(\text{HNO}_4)$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>+0.61$\text{NO}_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>$\text{HNO}_4 + \text{OH} \longrightarrow \text{NO}_2$</td>
<td>$1.3\times10^{-12} \exp(380/T)$</td>
<td>1</td>
</tr>
<tr>
<td>49</td>
<td>$\text{HNO}_4 \xrightarrow{M} \text{HO}_2 + \text{NO}_2$</td>
<td>$k_{\text{NO}_2+\text{HO}_2}/(2.1\times10^{-27} \exp(10900/T))$</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>$\text{CH}_3\text{O}_2\text{NO}_2 + h\nu \longrightarrow \text{CH}_3\text{O}_2 + \text{NO}_2$</td>
<td>$4.66\times10^{-3}\times J(\text{O}(^{1}\text{D}))$</td>
<td>6, 10</td>
</tr>
<tr>
<td>51</td>
<td>$\text{CH}_3\text{O}_2\text{NO}_2 \xrightarrow{M} \text{CH}_3\text{O}_2 + \text{NO}_2$</td>
<td>$k_{\text{NO}_2+\text{CH}_3\text{O}_2}/(1.3\times10^{-28} \exp(11200/T))$</td>
<td>1</td>
</tr>
<tr>
<td>Nr.</td>
<td>Reaction</td>
<td>Rate Constant, $k$</td>
<td>Note</td>
</tr>
<tr>
<td>-----</td>
<td>----------</td>
<td>-------------------</td>
<td>------</td>
</tr>
<tr>
<td>52</td>
<td>$N_2O_5 + h\nu \rightarrow NO_3 + NO_2$</td>
<td>$J(N_2O_5)$</td>
<td>1</td>
</tr>
<tr>
<td>53</td>
<td>$N_2O_5 \xrightarrow{M} NO_3 + NO_2$</td>
<td>$k_{NO_3+NO_2}/(3.0 \times 10^{-27} \exp(10991/T))$</td>
<td>2</td>
</tr>
<tr>
<td>54</td>
<td>$N_2O_5 \rightarrow 2 HNO_3$</td>
<td>$\gamma=0.1$</td>
<td>1</td>
</tr>
<tr>
<td>55</td>
<td>$N_2O_5 + H_2O \rightarrow 2HNO_3$</td>
<td>$2.5 \times 10^{-22} + 1.8 \times 10^{-39} [H_2O]$</td>
<td>11,19</td>
</tr>
<tr>
<td>56</td>
<td>$C_2H_6 + OH \rightarrow C_2H_5O_2$</td>
<td>$1.51 \times 10^{-17} T^2 \exp(-492/T)$</td>
<td>4</td>
</tr>
<tr>
<td>57</td>
<td>$C_2H_5O_2 + HO_2 \rightarrow C_2H_5OOH$</td>
<td>$7.4 \times 10^{-13} \exp(700/T)$</td>
<td>4</td>
</tr>
<tr>
<td>58</td>
<td>$C_2H_5O_2 + NO \rightarrow CH_3CHO + HO_2$</td>
<td>$2.7 \times 10^{-12} \exp(350/T)$</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$+NO_2$</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>$C_2H_5OOH + h\nu \rightarrow CH_3CHO + HO_2$</td>
<td>$J(CH_3OOH)$</td>
<td>1,21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$+OH$</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>$C_2H_5OOH + OH \rightarrow 0.7 C_2H_5O_2$</td>
<td>$3.8 \times 10^{-12} \exp(200/T)$</td>
<td>1,21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$+0.3 CH_3CHO + 0.3 OH$</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>$CH_3CHO + h\nu \rightarrow CH_3O_2 + HO_2 + CO$</td>
<td>$J(CH_3CHO)$</td>
<td>1</td>
</tr>
<tr>
<td>62</td>
<td>$CH_3CHO + OH \rightarrow PA$</td>
<td>$5.6 \times 10^{-12} \exp(270/T)$</td>
<td>1</td>
</tr>
<tr>
<td>63</td>
<td>$PA + HO_2 \rightarrow PAA$</td>
<td>$4.3 \times 10^{-15} \exp(1040/T) / (1+1/37 \exp(660/T))$</td>
<td>3</td>
</tr>
<tr>
<td>64</td>
<td>$PA + HO_2 \rightarrow CH_3COOH + O_3$</td>
<td>$4.3 \times 10^{-15} \exp(1040/T) / (1+37 \exp(-660/T))$</td>
<td>3</td>
</tr>
<tr>
<td>65</td>
<td>$PA + CH_3O_2 \rightarrow HCHO + 0.9 HO_2$</td>
<td>$2.0 \times 10^{-12} \exp(500/T)$</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$+0.9 CH_3O_2 + 0.1 CH_3COOH$</td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>$PA + NO \rightarrow CH_3O_2 + NO_2$</td>
<td>$8.1 \times 10^{-12} \exp(270/T)$</td>
<td>3</td>
</tr>
<tr>
<td>Nr.</td>
<td>Reaction</td>
<td>Rate Constant, $k$</td>
<td>Note</td>
</tr>
<tr>
<td>-----</td>
<td>----------</td>
<td>-------------------</td>
<td>------</td>
</tr>
<tr>
<td>67</td>
<td>PA + NO$_2$ $\rightarrow$ PAN</td>
<td>$F(8.5(-29),6.5,1.1(-11),1.0,0.6)$</td>
<td>3,20</td>
</tr>
<tr>
<td>68</td>
<td>PA + NO$_3$ $\rightarrow$ CH$_3$O$_2$ + NO$_2$</td>
<td>$4.0 \times 10^{-12}$</td>
<td>5</td>
</tr>
<tr>
<td>69</td>
<td>PAA + h$\nu$ $\rightarrow$ CH$_3$O$_2$</td>
<td>$0.025 \times J$(HCHO)$_a$</td>
<td>10</td>
</tr>
<tr>
<td>70</td>
<td>PAA + OH $\rightarrow$ 0.7 PA + 0.3 HCHO + 0.3 OH</td>
<td>$3.8 \times 10^{-12} \exp(200/T)$</td>
<td>1,21</td>
</tr>
<tr>
<td>71</td>
<td>PAN + h$\nu$ $\rightarrow$ 0.8 PA + 0.8 NO$_2$ + 0.2 CH$_3$O$_2$ + 0.2 NO$_3$</td>
<td>$J$(PAN)</td>
<td>1</td>
</tr>
<tr>
<td>72</td>
<td>PAN $\xrightarrow{M}$ PA + NO$_2$</td>
<td>$k_{PA+NO2}/(9.3 \times 10^{-29} \exp(-14000/T))$</td>
<td>3</td>
</tr>
<tr>
<td>73</td>
<td>HCOOH + OH $\rightarrow$ HO$_2$ + H$_2$O</td>
<td>$4.0 \times 10^{-13}$</td>
<td>1</td>
</tr>
<tr>
<td>74</td>
<td>CH$_3$COOH + OH $\rightarrow$ CH$_3$O$_2$</td>
<td>$4.0 \times 10^{-13} \exp(200/T)$</td>
<td>1</td>
</tr>
<tr>
<td>75</td>
<td>C$_2$H$_4$ + OH $\rightarrow$ EO$_2$</td>
<td>$F(1.0(-28),0.8,8.8(-12),0.0,0.6)$</td>
<td>1,20</td>
</tr>
<tr>
<td>76</td>
<td>EO$_2$ + NO $\rightarrow$ 0.75 EO + 0.5 HCHO + 0.25 HO$_2$ + NO$_2$</td>
<td>$9.0 \times 10^{-12}$</td>
<td>6, 12</td>
</tr>
<tr>
<td>77</td>
<td>EO$_2$ + HO$_2$ $\rightarrow$ EOOH</td>
<td>$1.0 \times 10^{-11}$</td>
<td>6</td>
</tr>
<tr>
<td>78</td>
<td>EO$_2$ + NO$_3$ $\rightarrow$ EO + NO$_2$</td>
<td>$1.2 \times 10^{-12}$</td>
<td>5</td>
</tr>
<tr>
<td>79</td>
<td>EO $\rightarrow$ HO$_2$ + 2 HCHO</td>
<td>$1.2 \times 10^{+12} \exp(-4750/T)$</td>
<td>12</td>
</tr>
<tr>
<td>80</td>
<td>EO + O$_2$ $\rightarrow$ HO$_2$ + HOCH$_2$CHO</td>
<td>$6.0 \times 10^{-14} \exp(-550/T)$</td>
<td>12</td>
</tr>
<tr>
<td>81</td>
<td>HOCH$_2$CHO + h$\nu$ $\rightarrow$ CO + 0.8 HCHO + 1.6 HO$_2$ + 0.2 CH$_3$OH</td>
<td>$2.5 \times J$(CH$_3$COCH$_3$)</td>
<td>13</td>
</tr>
<tr>
<td>82</td>
<td>HOCH$_2$CHO + OH $\rightarrow$ GCO$_3$</td>
<td>$1.0 \times 10^{-11}$</td>
<td>6</td>
</tr>
<tr>
<td>83</td>
<td>EOOH + h$\nu$ $\rightarrow$ EO + OH</td>
<td>$J$(CH$_3$OOH)</td>
<td>1,21</td>
</tr>
<tr>
<td>Nr.</td>
<td>Reaction</td>
<td>Rate Constant, $k$</td>
<td>Note</td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------------------------------------------------------</td>
<td>--------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>84</td>
<td>EOOH + OH $\rightarrow$ 0.7EO₂ + 0.3 OH + 0.3HOCH₂CHO</td>
<td>3.80×10⁻¹² exp(200/T)</td>
<td>1,21</td>
</tr>
<tr>
<td>85</td>
<td>GCO₃ + HO₂ $\rightarrow$ PAA</td>
<td>4.3×10⁻¹³ exp(1040/T) / (1+1/37 exp(660/T))</td>
<td>3,22</td>
</tr>
<tr>
<td>86</td>
<td>GCO₃ + HO₂ $\rightarrow$ CH₃COOH + O₃</td>
<td>4.3×10⁻¹³ exp(1040/T) / (1+37 exp(−660/T))</td>
<td>3,22</td>
</tr>
<tr>
<td>87</td>
<td>GCO₃ + NO $\rightarrow$ NO₂ + HO₂ + HCHO</td>
<td>8.1×10⁻¹² exp(270/T)</td>
<td>3,22</td>
</tr>
<tr>
<td>88</td>
<td>GCO₃ + NO₂ $\rightarrow$ PAN</td>
<td>1.1×10⁻¹¹ (T/298)⁻¹.0</td>
<td>3,22</td>
</tr>
<tr>
<td>89</td>
<td>C₂H₄ + O₃ $\rightarrow$ HCHO + 0.22 HO₂ + 0.12 OH + 0.24 CO + 0.52 HCOOH</td>
<td>1.2×10⁻¹⁴ exp(−2630/T)</td>
<td>1, 14</td>
</tr>
<tr>
<td>90</td>
<td>CH₃COCH₃ + hν $\rightarrow$ PA + CH₃O₂</td>
<td>$J$(CH₃COCH₃)</td>
<td>15</td>
</tr>
<tr>
<td>91</td>
<td>CH₃COCH₃ + OH $\rightarrow$ ACETO₂</td>
<td>8.8×10⁻¹² exp(−1320/T)</td>
<td>16</td>
</tr>
<tr>
<td>92</td>
<td>CH₃COCH₃ + OH $\rightarrow$ CH₃COOH</td>
<td>1.7×10⁻¹⁴ exp(423/T)</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>+CH₃O₂</td>
<td></td>
<td></td>
</tr>
<tr>
<td>93</td>
<td>ACETO₂ + HO₂ $\rightarrow$ ACETOOH</td>
<td>8.6×10⁻¹³ exp(700/T)</td>
<td>3</td>
</tr>
<tr>
<td>94</td>
<td>ACETO₂ + NO $\rightarrow$ NO₂ + PA + HCHO</td>
<td>2.8×10⁻¹² exp(300/T)</td>
<td>3</td>
</tr>
<tr>
<td>95</td>
<td>ACETOOH + hν $\rightarrow$ PA + HCHO + O₂</td>
<td>$J$(CH₃OOH)</td>
<td>1,21</td>
</tr>
<tr>
<td>96</td>
<td>ACETOOH + OH $\rightarrow$ 0.7ACETO₂ + 0.3 OH</td>
<td>3.8×10⁻¹² exp(200/T)</td>
<td>1,21</td>
</tr>
<tr>
<td>97</td>
<td>C₃H₆ + OH $\rightarrow$ PO₂</td>
<td>F(8.0(−27),3.5,3.0(−11),0.0,0.5)</td>
<td>6,20</td>
</tr>
<tr>
<td>98</td>
<td>PO₂ + HO₂ $\rightarrow$ POOH</td>
<td>3.5×10⁻¹³ exp(1000/T)</td>
<td>17</td>
</tr>
<tr>
<td>99</td>
<td>PO₂ + NO $\rightarrow$ NO₂ + HCHO + HO₂ + CH₃CHO</td>
<td>4.9×10⁻¹² exp(180/T)</td>
<td>17</td>
</tr>
</tbody>
</table>
Table A.2: continued

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Reaction</th>
<th>Rate Constant, ( k )</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>( \text{POOH} + h\nu \rightarrow \text{OH} + \text{HO}_2 + \text{HCHO} ) + ( \text{CH}_3\text{CHO} )</td>
<td>( J(\text{CH}_3\text{OOH}) )</td>
<td>1,21</td>
</tr>
<tr>
<td>101</td>
<td>( \text{POOH} + \text{OH} \rightarrow 0.7\text{PO}_2 + 0.3\text{OH} )</td>
<td>( 3.8\times10^{-12}\ \exp(200/T) )</td>
<td>1,21</td>
</tr>
<tr>
<td>102</td>
<td>( \text{C}_3\text{H}_6 + \text{O}_3 \rightarrow 0.148\text{HCOOH} ) + 0.09( \text{CH}_3\text{COOH} ) + 0.71( \text{CO} ) + 0.372( \text{OH} ) + 0.252( \text{HO}_2 ) + 0.324( \text{CH}_2\text{O}_2 ) + 0.084( \text{CH}_4 ) + 0.702( \text{HCHO} ) + 0.4( \text{CH}_3\text{CHO} )</td>
<td>( 6.5\times10^{-15}\ \exp(-1900/T) )</td>
<td>1, 18</td>
</tr>
</tbody>
</table>

Notes are: 1, Rate constant, absorption cross section, quantum yield, and uptake coefficient from DeMore et al. [1997]; Photolysis frequencies, \( J \), are calculated using the method of Landgraf and Crutzen [1998]; 2, Rate constant, absorption cross section and quantum yield from Sander et al. [2000]; 3, Rate constant from Tyndall et al. [2001]; 4, Rate constant from Atkinson et al. [2000]; 5, Rate constant from Stockwell et al. [1997]; 6, Rate constant from Atkinson et al. [1997]; 7, Temperature and pressure dependent rate constant from Dransfield et al. [1999]; 8, Uptake coefficient from Kleffmann et al. [1998]; 9, Correlation taken from the Master Chemical Mechanism (MCM) [Saunders et al., 1997], available at http://cast.nerc.ac.uk/LIBRARY/MCM2/FRMCMindx.htm; 10, Correlation calculated from R. von Kuhlmann [von Kuhlmann, 2001, and pers. comm.]; 11, Rate constant from Wahner et al. [1998]; 12, Rate constant and branching ratio from Orlando et al. [1998]; 13, Correlation coefficient taken from Bacher et al. [2001]; 14, Products taken from Zaveri and Peters [1999]; 15, Absorption cross sections and quantum yields taken from Gierczak et al. [1998]; 16, Rate constants taken from Wollenhaupt et al. [2000]; Wollenhaupt and Crowley [2000]; 17, General recommendation from Atkinson [1994]; 18, The branching ratio for the two channels was set to 4:6, according to Stockwell et al. [1997], decomposition of the Criegee radicals was taken from Atkinson et al. [1997], stabilized \( \text{CH}_2\text{OO} \) was assumed to be \( \text{HCOOH} \); 19, \( [M] \) is the air and \( [\text{H}_2\text{O}] \) is the water vapor concentration, both in molecule cm\(^{-3}\); 20, Troe expression function \( F(k^0, n, k^\infty, m, F_c) \), numbers of the form \( 7.0(-31) \) are to be read as \( 7.0\times10^{-31} \); 21, Reaction rates for oxidation and photolysis for higher hydroperoxides were taken identically to \( \text{CH}_3\text{OOH} \); 22, Reaction rates for \( \text{GCO}_3 \) were assumed to be identical to the ones from PA.
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