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Introduction

TOPICS IN THREE-DIMENSIONAL DESCENT THEORY

Structures satisfying a property only up to a distinguished natural coherence isomorphism appear frequently in mathematics and physics. Category theory provides a formal framework, in which to speak and reason about these structures. In particular, since many constructions are much easier carried out in the strict situation where the coherence isomorphisms are trivial, one wishes to know if any such structure is equivalent to a strict one. This is the concept of strictification. On the other hand, the definition of weak notions of higher categories and their homomorphisms is a rich source of examples for these situations. This is because the definition of weak higher categories involves categorification, the process where axioms and more generally equations are replaced by new coherence isomorphisms subject to new axioms. It is a highly nontrivial task to identify which equations have to be replaced, and what kind of and how many axioms have to be enforced in order to allow for strictification. In this thesis we are concerned with the concept of strictification in three-dimensional category theory. Specifically, our interest concerns strictification for the higher cells of weak 3-categories and is driven by fundamental questions in three-dimensional category theory arising from the construction of bundle gerbes in terms of descent [61], which was motivated by Mathematical Physics.

A strict 3-category can be defined as a category enriched in the symmetric monoidal closed category of small 2-categories equipped with the cartesian product and a suitable internal hom. The weak concept of a 3-category is the concept of a tricategory introduced by Gordon, Power, and Street [21]. In contrast to monoidal categories, and more generally bicategories, not every tricategory is triequivalent to a strict 3-category. For example, just as a monoidal category gives rise to a bicategory with one object, a braided monoidal category gives rise to a tricategory with one object and one 1-cell. If this tricategory were equivalent to a strict 3-category, every braided monoidal category would have to be strictly symmetric cf. [21, Rem. 8.8]. Rather, any tricategory is equivalent to a semi-strict 3-category: a Gray-category [21]. A Gray-category is a category enriched in the symmetric monoidal closed category Gray of small 2-categories and strict functors equipped with the strong Gray product [22] of 2-categories and a suitable internal hom cf. Section 1.1.3. The semi-strictness of Gray-categories has its roots in the definition of the monoidal structure of Gray: The Gray product encodes the non-trivial interchange corresponding to the braiding of a monoidal category. The other side of the story is that
the closed structure of $\text{Gray}$ is given by pseudonatural transformations and modifications of strict functors of 2-categories, but there are two possibilities to compose pseudonatural transformations, which coincide only up to an invertible interchange modification. While the question of strictification for a tricategory has basically been answered by the coherence theorem of Gordon, Power, and Street, and later by Gurski [24] using free constructions with coherence theorems in the form of commuting diagrams and the explicit construction of a strictification $\text{Gr}T$, a $\text{Gray}$-category, for a tricategory $T$, much less is known about the higher cells of tricategories.

In enriched category theory the basic object of interest is a category enriched in a monoidal category. For enriched categories $\mathcal{A}$ and $\mathcal{B}$, there are two basic notions of cells between them: that of a functor $F: \mathcal{A} \to \mathcal{B}$, and that of an enriched natural transformation between two such functors. Under suitable assumptions, these organize into an enriched category themselves: the enriched functor category $[\mathcal{A}, \mathcal{B}]$. Its underlying category has objects the enriched functors between $\mathcal{A}$ and $\mathcal{B}$ and morphisms the enriched natural transformations. For example, for enrichment in the category $\text{Set}$ of small sets with the cartesian product, an enriched category is a locally small ordinary category, and the functor category consists exactly of the ordinary functors between such categories and natural transformations. Hence, in three-dimensional category theory, there is the well-understood concept of the functor $\text{Gray}$-category $[\mathcal{A}, \mathcal{B}]$ between $\text{Gray}$-categories $\mathcal{A}$ and $\mathcal{B}$. By the definition of an enriched category, for two objects $F, G$ in $[\mathcal{A}, \mathcal{B}]$, that is, two $\text{Gray}$-functors $F, G: \mathcal{A} \to \mathcal{B}$, we have a hom object $[\mathcal{A}, \mathcal{B}](F, G)$ in the category of enrichment $\text{Gray}$. Thus, $[\mathcal{A}, \mathcal{B}](F, G)$ is a 2-category with objects the $\text{Gray}$-natural transformations between $F$ and $G$, but there are also 1- and 2-cells in this 2-category, and these constitute the higher cells between $\text{Gray}$-categories. By the definition of the hom object of the enriched functor $\text{Gray}$-category in terms of an end—a basic form of a limit in enriched category theory—each of these higher cells will consist of component cells in the target $\text{Gray}$-category $\mathcal{B}$ and each of them will be subject to a naturality condition in the form of an equation of cells in the target $\mathcal{B}$ cf. Corollary 1.5.

The weak notions of cells between $\text{Gray}$-categories arise if axioms are only enforced on cells of the highest dimension, that is, on 2-cells in the hom 2-categories of the target, which we call the 3-cells of the target $\text{Gray}$-category. We are in particular interested in the case, where an equation of each kind of cell is replaced by the appropriate notion of 'equivalence' between such cells and where axioms are only allowed for 3-cells. Since 3-cells between two fixed 2-cells form a set, the only notion of 'equivalence' is equality. Hence, 3-cells will be subject to axioms. The higher cells between two fixed 1-cells form a category, in which the appropriate notion of 'equivalence' is an isomorphism. Finally, the higher cells between two fixed objects form a 2-category—the hom object of the category enriched in $\text{Gray}$. The notion of equivalence in a 2-category that we use is that of an adjoint equivalence. Hence, an equation of 2-cells is replaced by an invertible 3-cell subject to new axioms that have to be specified. An equation of 1-cells is replaced by an adjoint equivalence 2-cell, but since equations of 2-cells are not allowed, further data in the form of invertible 3-cells subject to yet new axioms has to be specified. If the axioms of a $\text{Gray}$-category are themselves replaced in this fashion, one recovers the notion of a cubical tricategory.
On the other hand, we have the definitions of weak higher cells between two tricategories $T$ and $S$. These are trihomomorphisms, tritransformations, trimodifications and perturbations, which are defined in a similar fashion involving bicategories, pseudofunctors, and the cartesian product instead of 2-categories, strict functors, and the Gray product. One expects that these organize into a functor tricategory $\text{Tricat}(T, S)$, but in fact, the precise structure of this tricategory has yet only been described in special cases. For example, Gurski [27, Th. 9.4] has shown that $\text{Tricat}(T, S)$ forms a $\text{Gray}$-category if the target $S$ is a $\text{Gray}$-category. The question how this $\text{Gray}$-category compares to the functor $\text{Gray}$-category if also $T$ is a $\text{Gray}$-category is the content of the first chapter of this thesis. In fact, even if $T$ and $S$ are $\text{Gray}$-categories, $\text{Tricat}(T, S)$ is not the $\text{Gray}$-category that one obtains by weakening the concept of the functor $\text{Gray}$-category as described above. Rather, just as a weak $\text{Gray}$-category corresponds to a cubical tricategory, a weak functor of $\text{Gray}$-categories or Gray homomorphism as we call it in Chapter 1, corresponds to a cubical trihomomorphism. The only difference between these two notions of trihomomorphisms is that a Gray homomorphism $A : T \to S$ has as its basic data, just as a $\text{Gray}$-functor, a function on objects $t \mapsto At$, and strict hom functors $A_{t'} : T(t, t') \to S(At, At')$, where $t, t' \in \text{ob} T$; while for a trihomomorphism the hom functors are allowed to be non-strict i.e. honest pseudofunctors. Apart from this difference in objects, the weak notions of higher cells between $\text{Gray}$-categories coincide with the tricategorical ones and thus form a full sub-$\text{Gray}$-category of $\text{Tricat}(T, S)$ as we will show in Chapter 1.

However, it is well-known [46] that not every pseudofunctor is equivalent to a strict functor as we also show in the Example 0.1 in this introduction. This basic example can in fact be extended to show that not every trihomomorphism is biequivalent to a locally strict trihomomorphism cf. Ex. 2.2. Hence, even up to triequivalence, the $\text{Gray}$-categorical notions fail to capture all of the functor tricategory $\text{Tricat}(T, S)$. Since the replacement of a tricategory by a triequivalent $\text{Gray}$-category is a basic form of reasoning in three-dimensional category theory, the question arose whether this failure might severely limit the applicability of this strategy. On the other hand, whenever there is a comparison with an enriched context in higher-dimensional category theory, one can often transport the enriched Yoneda lemma through the comparison to prove a higher-categorical Yoneda lemma. Since the Yoneda lemma is a basic tool in category theory, one wonders whether the comparison of the functor tricategory with the $\text{Gray}$-categorical notions is, in spite of its shortcomings, good enough to allow for a proof of a Yoneda lemma for tricategories. This is the ultimate goal of Chapter 2 of this thesis.

The final third Chapter is concerned with an application of the theory of Chapters 1 and 2 and was motivated by the desire to find a reformulation of the descent construction of bundle gerbes from Nikolaus and Schweigert [61] in three-dimensional category theory. To explain this desire a word on bundle gerbes and their physical motivation seems in order.
PHYSICAL MOTIVATION

Hermitian line bundles with connection are a well-established mathematical formalization for ordinary abelian gauge theories, in which the gauge field is described locally by a 1-form. String theory and, more generally, two-dimensional sigma models lead to gauge theories which involve locally defined 2-forms. The Kalb-Ramond field in string theory is an example of such a 2-form. An interesting class of two-dimensional quantum field theories or more specifically two-dimensional conformal field theories is given by non-linear sigma models with Wess-Zumino term. The topological term in the action has the mathematical interpretation of a surface holonomy assigned to a field $\Sigma \to M$ of the sigma model on a target manifold $M$. The appropriate and intrinsically local geometric framework for this is given by bundle gerbes. These were introduced by Murray [58] as an alternative geometric realization of classes in third integral cohomology $H^3(M, \mathbb{Z})$.

Bundles over a manifold $M$ naturally form a category – morphisms are local gauge transformations. Bundle gerbes turn out to be objects of a higher category, a bicategory. In physical terms, 2-cells have been called gauge transformations of gauge transformations. In fact, whether bundle gerbes over a manifold form a 2-category or a bicategory depends very much on their precise construction. This is where strictification enters the picture. As we will see below, this has to do with the fact that transition functions provide a strictification of the higher categorical structures borne by abelian principal bundles.

Bundle gerbes, as objects in a higher category, are not in one-to-one correspondence to classes in $H^3(M, \mathbb{Z})$: rather their bicategorical equivalence classes are classified by such cohomology classes. The fact that $H^3(M, \mathbb{Z})$ is an abelian group, suggests that bundle gerbes have even more structure than the one of a bicategory. Indeed, there is a tensor product of bundle gerbes, and there is a dual bundle gerbe with respect to this tensor product. One can rephrase this by saying that bundle gerbes over a manifold $M$ form a symmetric monoidal bicategory [29] with duality.

The theory of the final Chapter 3 of this thesis is concerned with the question how the bicategorical structure of bundle gerbes arises locally. Locally means, in mathematical terms, by descent. A proper understanding of locality by descent techniques requires much more than the knowledge of the equivalence classes of objects. One needs a firm control over the whole of the bicategorical structure of bundle gerbes and the way in which this structure varies over different base manifolds. This is illustrated by examples from physics, where 1- and 2-cells of bundle gerbes explicitly turn up.

- 1-cells play an explicit role for $D$-branes i.e. for sigma models on surfaces with boundary. Here, one needs the structure of a bundle gerbe $G$-module. This is an equivalence 1-cell with a trivial bundle gerbe on the submanifold of the $D$-brane, see [15].

- In fact, bundle gerbe modules were introduced to define a notion of bundle gerbe $K$-theory, which is intimately linked to twisted $K$-theory with its various applications in string theory (for example for $D$-brane charges), see [9].
• 2-cells play an explicit role for unoriented surface holonomy. On the geometric side, a Jandl structure on the bundle gerbe is needed. The definition of such a Jandl structure includes a 2-cell isomorphism, see [76].

Initially, it took some efforts to unravel the right notion of equivalence of bundle gerbes. The notion in [58] was too restrictive; it did not lead to a classification of equivalence classes of bundle gerbes by $H^3(X,\mathbb{Z})$. This was achieved with the notion of stable isomorphism in [59], but only with the drawback that composition of such isomorphisms was very cumbersome [71, p. 31-33].

The notions introduced in [77] and finally in [61], although giving rise to more 1-cells, achieve the desired classification of equivalence classes, while horizontal composition of 1-cells is transparent. In particular, the construction in [61] also shows that bundle gerbes naturally form a higher categorical stack in the way in which they arise: Informally, bundle gerbes may be glued together just as principal bundles may be glued together from suitable local data. This ensures the local character of bundle gerbes as geometric objects and, in applications to physics, locality of target space geometries.

To show that bundle gerbes are closed under descent, one needs control over the bicategorical structure and in particular over the way in which this structure varies with respect to maps of manifolds: Just as bundles may be pulled back, so there is a pullback operation for bundle gerbes. More precisely, the construction of bundle gerbes is a contravariant assignment of a bicategory to a manifold $M$. This is where three-dimensional category theory enters the picture because such a structure corresponds to a trihomomorphism into the tricategory of bicategories. The stack property of bundle gerbes is formulated as a property of this trihomomorphism with respect to some class of coverings of manifolds—such as for example open coverings. The construction of bundle gerbes in terms of descent resembles the construction of a bundle from transition functions in a higher categorical sense. Transition functions involve a cocycle condition cf. (0.22). For bundle gerbes, which are of a higher categorical nature, the transition functions are replaced by (adjoint) equivalences in a bicategory and the cocycle condition is replaced by an invertible 2-cell subject to a new axiom cf. Lem. 3.5. At this point, it becomes more complicate as coherence isomorphisms turn up. In fact, these make it much harder to show that the resulting structures form a bicategory again and even more so that they form a trihomomorphism into the tricategory of bicategories. Coherence isomorphisms in particular have to be considered if bundle gerbes are defined with respect to more general coverings than open coverings, namely surjective submersions. These appear in important examples such as lifting bundle gerbes [58], [60] and the bundle gerbes over compact connected simple Lie groups [20], [56]. However, pullback and fiber product of surjective submersions as limits are necessarily non-strict. The fiber product, for example, is just as non-associative and non-unital as the cartesian product is.

This was the starting point for the idea to tackle the problem from another direction by searching for a genuinely three-dimensional construction, which builds in coherence isomorphisms automatically, and which manifestly gives rise to a trihomomorphism again. The basic idea for this is to replace the bicategories of explicit descent data by bicategories of tritransformations as we do in Chapter 3. In hindsight, it was noticed that this also makes contact to Street’s approach to descent [75]. The central question ad-
dressed in Chapter 3 is how these bicategories of tritransformations behave under the
strictification from Chapters 1 and 3. We now take a step back to illustrate the concept
of strictification in a simpler setting.

THE CONCEPT OF STRICTIFICATION

A particularly rich source of examples for coherence isomorphisms is given by struc-
tures that arise from a universal property. For example, the cartesian product
\( X \times Y \) of
two sets \( X \) and \( Y \) satisfies the universal property that for any set \( Z \) and any two functions
\( f : Z \to X \) and \( g : Z \to Y \), there is a unique function \( h : Z \to X \times Y \) such that \( \pi_1 h = f \)
and \( \pi_2 h = g \), where \( \pi_1 : X \times Y \to X \) and \( \pi_2 : Y \times Y \to Y \) are the cartesian projections and
where composition is denoted by juxtaposition. From the uniqueness in the universal
property, one deduces that given three sets \( X, Y, Z \), there must be an isomorphism

\[
(X \times Y) \times Z \cong X \times (Y \times Z)
\]  
(0.1)

and that this isomorphism must be natural in \( X, Y, \) and \( Z \). In this sense, the cartesian
product is associative up to the natural coherence isomorphism (0.1).

Many mathematical objects have an underlying set, and it is frequently the case that
the cartesian product of the underlying sets gives rise to a mathematical object of the
same kind and which fulfills a similar universal property in the given context. Sets and
functions organize into a category \( \text{Set} \), and this phenomenon can often be described by
the existence of a forgetful functor

\[
U : C \to \text{Set}
\]  
(0.2)

sending an object in the category \( C \) to its underlying set and which has the property
that it preserves products. A product in a category \( C \) is an example of the concept of a
limit, which is characterized by a universal property as above.

Limits are preserved by right adjoints, and it is indeed often the case that the forgetful
functor (0.2) has a left adjoint, which associates the 'free' object in \( C \) to a set \( X \). For
example, this is the case when the category \( C \) is monadic over \( \text{Set} \). In particular, the
monadicity ensures the existence of finite limits and thus for example of finite products.
Now in a category \( C \) with finite products the binary product is associative up to natural
isomorphism as in (0.1) as follows by an analogous argument. Thus the cartesian product
of sets underlies many mathematical contexts, in which natural coherence isomorphisms
as in (0.1) arise. Further well-known examples are given by the associativity and unitality
of the tensor product of vector spaces up to natural isomorphism and the tensor product
of principal bundles with abelian structure group, which takes a special, guiding position
for this thesis.

The idea that one could get rid of coherence isomorphisms by passing over to isomo-
orphism classes turns out to be a tempting misconception. The relevant categorical
notion to pass to isomorphism classes is that of a skeleton of a category, which is a
full subcategory containing exactly one object in each isomorphism class\(^1\). Now by an argument attributed to Isbell, the skeleton \(\mathbf{Set}_0\) of the category of small sets does not have a strictly associative product, as we will now explain in more detail cf. MacLane [55, VII.1., p. 160]. In fact, to get slightly ahead of our narrative, \(\mathbf{Set}_0\) cannot be given the structure of a strict monoidal category such that the inclusion into \(\mathbf{Set}\) is a monoidal equivalence. First, \(\mathbf{Set}_0\) has a unique product\(^2\) induced from the one in \(\mathbf{Set}\). Now the denumerable set \(D\) in \(\mathbf{Set}_0\) i.e. the set in the isomorphism class of the set of natural numbers \(\mathbf{N}\) gives an example for which the natural coherence isomorphism

\[
a_{D,D,D} : (D \times D) \times D \cong D \times (D \times D)
\]  

(0.3)

cannot be an identity in \(\mathbf{Set}_0\). To see this, recall that there is an isomorphism \(\mathbf{N} \times \mathbf{N} \cong \mathbf{N}\) of sets. In terms of the cartesian product, such an isomorphism is provided by the Cantor pairing function \(\pi : \mathbf{N} \times \mathbf{N} \rightarrow \mathbf{N}\) defined by

\[
\pi(n, m) = \frac{1}{2}(n + m)(n + m + 1) + n .
\]  

(0.4)

By the definition of a skeleton, we must have

\[
D \times D = D
\]  

(0.5)

in \(\mathbf{Set}_0\). By the universal property of a product, there is a unique morphism \(g : D \rightarrow D\) such that

\[
\pi_1 g = 1_D \quad \text{and} \quad \pi_2 g = 1_D
\]  

(0.6)

where \(\pi_1 : D \rightarrow D\) and \(\pi_2 : D \rightarrow D\) are the two projections of the product (0.5) in the category \(\mathbf{Set}_0\). The naturality of the coherence isomorphisms (0.3) in particular requires that for three arbitrary morphisms \(f, g, h : D \rightarrow D\) the following naturality condition holds.

\[
a_{D,D,D}((f \times g) \times h) = (f \times (g \times h))a_{D,D,D} .
\]  

(0.7)

Assuming that \(a_{D,D,D}\) is the identity thus implies that

\[
(f \times g) \times h = f \times (g \times h) .
\]  

(0.8)

Now there clearly exist two functions \(j, k : \mathbf{N} \rightarrow \mathbf{N}\) such that \(j \neq k\). Since \(\mathbf{Set}_0\) is a full subcategory of \(\mathbf{Set}\), this means that there are two morphisms \(j', k' : D \rightarrow D\) in \(\mathbf{Set}_0\) such that \(j' \neq k'\). On the other hand, by definition of the product of morphisms and the equality (0.8),

\[
j' \pi_1 = \pi_1(j' \times (k' \times 1_D)) = \pi_1((j' \times k') \times 1_D) = (j' \times k')\pi_1
\]  

(0.9)

\(^1\)Being a full subcategory, a skeleton still contains all automorphisms of its objects.

\(^2\)Here we mean a binary product in the sense of category theory. If \(\mathbf{Set}_0\) is to be monoidally equivalent to \(\mathbf{Set}\), we have to define the tensor product in \(\mathbf{Set}_0\) to be this product induced from \(\mathbf{Set}\).
and

\[(j' \times k')\pi_2 = \pi_2(1_D \times (j' \times k')) = \pi_2((1_D \times j') \times k') = k'\pi_1 \ . \tag{0.10}\]

Yet, together with (0.6) these equalities imply that \(j' = j' \times k' = k'\), which is a contradiction.

**MONOIDAL CATEGORIES**

It follows that the notion of a skeleton gives no justification for ignoring the natural isomorphisms (0.1) arising from binary cartesian products. Rather, the practice of ignoring such natural isomorphisms is justified by suitable coherence theorems. One way of stating such a result is the assertion that the structure satisfying a property up to a distinguished natural isomorphism is 'equivalent' to a structure where this property holds strictly. To make this more precise, one has to give a framework formalizing the appearance of such structures and giving a means to define an equivalence of these. One such framework is provided by the concept of a monoidal category.

A monoidal category is a category \(\textbf{M}\) together with a functor

\[\otimes: \textbf{M} \times \textbf{M} \rightarrow \textbf{M} \tag{0.11}\]

on the cartesian product of \(\textbf{M}\) with itself—called the tensor product—an object \(I \in \textbf{M}\)—called the unit—and three natural transformations \(\alpha_{XYZ}, l_X, r_X\)—called the associators and unitors—which are subject to the pentagon identity

\[
\begin{align*}
\begin{array}{ccc}
((W \otimes X) \otimes Y) \otimes Z & \xrightarrow{\alpha_{WXY}} & (W \otimes (X \otimes Y)) \otimes Z & \\
& & & 1_{8\otimes 1} \downarrow \\
(W \otimes (X \otimes Y)) \otimes Z & \xrightarrow{a} & W \otimes ((X \otimes Y) \otimes Z) & \\
& & & \leftarrow 1_{8\otimes 1}
\end{array}
\end{align*}
\tag{0.12}
\]

and the triangle identity

\[
\begin{align*}
(W \otimes X) \otimes Y \xrightarrow{a} & X \otimes (I \otimes Y) \\
& \downarrow r_{\otimes I} \\
X \otimes Y & ,
\end{align*}
\tag{0.13}
\]

which we have here expressed as commutative diagrams. A monoidal category is said to be strict if the natural transformations \(\alpha, l,\) and \(r\) are identity natural transformations.

To give a notion of equivalence of monoidal categories, one first needs a means to compare monoidal categories: A (strong) monoidal functor \(F: \textbf{A} \rightarrow \textbf{B}\) between monoidal
categories $A$ and $B$ is given by a functor of the underlying categories and natural iso-
morphisms with components

$$F_{a,a'}: Fa \otimes_B Fa' \to F(a \otimes_A a') \quad (0.14)$$

and

$$F_*: I_B \to F(I_A), \quad (0.15)$$

which have to be appropriately compatible with associators and unitors. The isomor-
pisms in (0.14) and (0.15) are called the composition and unit constraints or coherence
isomorphisms of $F$ respectively. The monoidal functor is said to be strict if the com-
position and unit constraints are given by identities.

Finally, there is the notion of a monoidal transformation $\sigma: F \Rightarrow G: A \to B$ between
monoidal functors $F$ and $G$. This consists of a natural transformation of the underlying
functors such that the components are compatible with the constraints (0.14) and (0.15).

A monoidal equivalence between monoidal categories $A$ and $B$ is given by monoidal
functors $F: A \to B, G: B \to A$ and invertible monoidal transformations $FG \Rightarrow 1_B$ and
$1_A \Rightarrow GF$.

The definition of a weak 2-category as introduced by Bénabou [2] with the notion of
a bicategory is a generalization of the concept of a monoidal category. A bicategory
is given by a set of objects and hom categories between pairs of such objects with
composition functors which resemble the tensor product (0.11) of a monoidal category.
In particular, a bicategory with one object is exactly a monoidal category. A monoidal
functor precisely corresponds to the notion of a pseudofunctor between bicategories, but
a monoidal transformation is a special kind of pseudonatural transformation: an icon
[48].

A strict bicategory, where all the coherence isomorphisms are identities, is called
a 2-category and corresponds to a category enriched the category $\textbf{Cat}$ of small cate-
gories equipped with the cartesian product and the functor category as its internal hom.
Monoidal categories themselves form a 2-category $\textbf{MonCat}$ with 1-cells functors and
2-cells monoidal transformations.

**STRUCTIFICATION OF MONOIDAL CATEGORIES**

A choice of binary and nullary cartesian products in a category $C$ with finite limits gives
rise to the structure of a monoidal category on $C$. Since the composite products are
again finite products, these satisfy associativity and unitality up to the unique isomor-
phisms determined by the universal property. In fact, by uniqueness, these isomorphisms
must be natural—they form the components of natural transformations, and again by
uniqueness, they satisfy the pentagon and triangle identity, and in fact any identity built
from them. This is a general phenomenon for monoidal categories: the pentagon and
triangle identity (0.12) and (0.13) are enough\(^3\) to ensure that any diagram of coherence isomorphisms i.e. a diagram built solely from associators and unitors commutes. This is one form of MacLane’s famous coherence theorem for monoidal categories [54].

The other, closely related form of the coherence theorem is that any monoidal category is monoidally equivalent to a strict monoidal category, cf. MacLane [55]. This general strictification can be explicitly constructed, and as a concept it is opposite to the concept of a skeleton. Instead of having possibly less objects, new objects are added in the process of strictification, and in contrast to the skeleton, which is a full subcategory, \(M\) is 'embedded' in its strictification \(\text{st}M\).

The strictification [32] \(\text{st}M\) of a monoidal category \(M\) is a strict monoidal category with two monoidal functors \(e: \text{st}M \to M\) and \(f: M \to \text{st}M\) giving rise to a monoidal equivalence such that

\[
e f = 1_M .
\]

(0.16)

An object of the monoidal category \(\text{st}M\) is a string of objects in \(M\). The monoidal functor \(e\) sends a string \(g_m \cdot g_{m-1} \cdot \ldots \cdot g_1\) to the tensor product \((g_m \otimes g_{m-1}) \otimes \ldots \otimes g_1\) and the empty string \(\emptyset\) to the unit \(I\). The set of morphisms between strings \(g\) and \(h\) is defined by the set of morphisms \(M(e(g), e(h))\) and \(e\) sends such a morphism to the morphism of the same name between \(e(g)\) and \(e(h)\) in \(M\). Composition of morphisms is defined via composition in \(M\). The tensor product is defined on objects by string concatenation. On morphisms \(\alpha: h \to h'\) and \(\beta: g \to g'\) in \(\text{st}M\), the tensor product is defined by use of the unique coherence isomorphisms arising from the coherence theorem:

\[
e(hg) \cong e(h) \circ e(g) \xrightarrow{\alpha \beta} e(h') \circ e(g') \cong e(h'g') .
\]

(0.17)

Uniqueness of the coherence isomorphisms implies that this prescription is suitably functorial to give a monoidal structure, and the coherence isomorphisms give \(e\) the structure of a monoidal functor as required. The monoidal functor \(f: M \to \text{st}M\) is defined by including objects as length one strings and by sending a morphism to the morphism of the same name in \(\text{st}M\). The constraints of this functor are represented by identity morphisms in \(M\), but they are not identity cells in \(\text{st}M\) since source and target do not coincide. The strictification of a monoidal category has an obvious extension to bicategories [27, 2.3].

**Strictification of Functors**

MacLane’s coherence theorem alone is not justification enough to just forget about coherence isomorphisms at all. This becomes more evident when considering the strictification of a monoidal functor. Notice that a monoidal functor can be strict even if the monoidal

\(^3\) In fact, MacLane [54] first came up with a redundant amount of axioms for a monoidal category as Kelly [33] later showed when he determined the minimal amount of coherent axioms i.e. such that MacLane’s coherence theorem still holds. A similar thing happens for trihomomorphisms, which are subject to only two axioms corresponding to the pentagon and the triangle identity for a monoidal category. This will be of importance in Chapter 1.
categories in the domain and codomain are not strict. Hence, the question arises whether a monoidal functor between monoidal categories $A$ and $B$ is isomorphic by an invertible monoidal transformation to a strict monoidal functor between $A$ and $B$.

However, this is not true even if source and target are strict monoidal categories as we show in the following elementary example.

**Example 0.1.** Let $I$ be the $2$-category with one object $x$, a single nontrivial idempotent endo-$1$-cell $g$ of $x$, and only identity $2$-cells: $1_g$ and $1_1$. Equivalently, this can be considered as a strict monoidal category with two objects: the unit object $1$, and $g$ such that $g \cdot g = g$. The monoidal functor $f$: $I \rightarrow \text{st}I$ is clearly not isomorphic to a strict monoidal functor: Indeed, the only idempotent in $\text{st}I$ is the empty string, which thus has to be the image of $g$ under a strict monoidal functor $f'$: $I \rightarrow \text{st}I$. However, there is no $2$-cell in $\text{st}I$ between the empty string $\emptyset$ and the one-letter string $f(g)$ as there is no $2$-cell between $1 = e(\emptyset)$ and $e = e(f(g))$ in $I$. Hence, there can be no natural transformation between $f$ and $f'$ and thus certainly no monoidal isomorphism. Consequently, $f$: $I \rightarrow \text{st}I$ is an example of a monoidal functor between strict monoidal categories that is not (monoidally) isomorphic to a strict monoidal functor.

Moreover, $f$ is in fact also an example of a pseudofunctor of $2$-categories that is not equivalent to a strict functor i.e. a $2$-functor $f'$: $I \rightarrow \text{st}I$. Again, $f'$ has to send $g$ to the empty string $\emptyset$. In this context, however, there are pseudonatural transformations $\sigma$: $f \Rightarrow f'$ with component $g$ (or any string $g \cdot g \cdot \ldots \cdot g$ of length greater or equal $1$) and a nontrivial naturality $2$-cell $g \cdot g \Rightarrow g$ represented by the identity $e(g \cdot g) = g = e(g)$ in $I$. It is indeed not hard to see that this defines a pseudonatural transformation: The naturality $2$-cell at $1_1$ is determined by respect for units$^4$ to be the identity. Since there are only identity $2$-cells in $I$, naturality is trivial. Respect for composition is easily seen to hold since $I$ is a $2$-category—thus has trivial constraints—and since the condition involves only identity $2$-cells in $I$. Similarly, there are pseudonatural transformations $\sigma'$: $f' \Rightarrow f$, but for any two such transformations, there can be no modifications $\sigma' \cdot \sigma \Rightarrow 1_f$, $1_f \Rightarrow \sigma' \cdot \sigma$, $\sigma \cdot \sigma' \Rightarrow 1_{f'}$, and $1_{f'} \Rightarrow \sigma \cdot \sigma'$ since these would all have to have components $2$-cells $g \cdot g \cdot \ldots \cdot g \Rightarrow \emptyset$ or $\emptyset \Rightarrow g \cdot g \cdot \ldots \cdot g$ for strings of length greater or equal $2$, but there are no $2$-cells $e(g \cdot g \cdot \ldots \cdot g) = g \Rightarrow 1_1 = e(\emptyset)$ in $I$ and thus no such $2$-cells in $\text{st}I$. Consequently, $f$ cannot be equivalent to a $2$-functor.

The $2$-category $I$ considered here is also given as an example of a $2$-category that is not strictly biequivalent to any $2$-category of the form $\text{st}B$ in Gurski [27, Rem. 8.22].

On the other hand, it is true that any diagram in the target built from constraints of the source, the target, and the monoidal functor commutes [32]. This corresponds to the result that a monoidal functor can be meaningfully replaced by a strict monoidal functor between the strictifications of the source and target monoidal categories cf. Joyal and Street [32]. Namely, for a functor $F$: $A \rightarrow B$ as above, there is a strict monoidal functor

---

$^4$We refer to the axioms of a pseudonatural transformation as naturality, respect for composition, and respect for units.
st\(F\): st\(A\) \(\to\) st\(B\) between the strictifications of \(A\) and \(B\) and there are two diagrams

\[
\begin{array}{c}
stA \\ \downarrow f_A \\ A
\end{array}
\begin{array}{c}
stB \\ \downarrow f_B \\ B
\end{array}
\quad \text{and} \quad
\begin{array}{c}
stA \\ \downarrow e_A \\ A
\end{array}
\begin{array}{c}
stB \\ \downarrow \downarrow \omega \\ \Downarrow e_B \\ B
\end{array}
\]

\[
\text{(0.18)}
\]

such that the left hand diagram commutes, and the right hand diagram commutes up to an invertible monoidal transformation \(\omega\).

The strictification \(stF\): st\(A\) \(\to\) st of the monoidal functor \(F\) is defined on a length 1-string in an object \(g\) of \(A\) by \(stF(f(g)) = f(F(g))\). This definition is extended to arbitrary strings by strictness. On a morphism \(\alpha\): \(g \to h\) in st\(A\), st\(F\) is defined by use of the unique coherence isomorphisms arising from the coherence theorem for monoidal functors:

\[
e(F(g)) \equiv F(e(g)) \xrightarrow{F(e(\alpha))} F(e(h)) \equiv e(F(h)) \quad .
\]

\[
\text{(0.19)}
\]

It is easy to see that st is functorial on monoidal functors.

Finally, given a monoidal transformation \(\sigma\): \(F \Rightarrow G\): \(A \to B\), one constructs a monoidal transformation \(st\sigma\): st\(F\) \(\Rightarrow\) st\(G\): st\(A\) \(\to\) st\(B\) as follows. The component of \(st\sigma\) at a string of objects \(g\) in st\(A\) is defined by use of the unique coherence isomorphisms arising from coherence for \(F\) and \(G\):

\[
(st\sigma)_g: e(stF(g)) \equiv F(e(g)) \xrightarrow{\sigma_{e(g)}} G(e(g)) \equiv e(stG(g)) \quad .
\]

\[
\text{(0.20)}
\]

The strictification st\(A\) of a monoidal category also has another strictification property. Any monoidal functor \(F\): st\(A\) \(\to\) \(B\) with \(B\) strict monoidal category is isomorphic by an invertible monoidal transformation to a strict functor \(F':\) st\(A\) \(\to\) \(B\). One can again easily give an explicit definition of \(F'\), but its existence also follows from (0.18), the obvious fact that \(e_B\) is a strict monoidal functor if \(B\) is strict, and (0.16). In fact one can show that strictification provides a left 2-adjoint to the inclusion of the 2-category of strict monoidal categories into the 2-category of monoidal categories and (0.16) corresponds exactly to a triangle identity [28, 4.]. On the other hand, there is the notion of a free strict monoidal category \(FsC\) on a category \(C\). The strict monoidal category \(FsC\) has again objects given by strings of objects in \(C\) and the morphisms are given by the corresponding strings of morphisms in \(C\). It is easy to see that the strict monoidal functor \(e\): \(stF_sC \to FsC\) has strict monoidal equivalence-inverse. Note that this implies by the above that any monoidal functor on a free strict monoidal category and with target a strict monoidal category is isomorphic to a strict monoidal functor.

This is much like the strictification that we study in Chapter 2, where we show that the codescent object of a free algebra—which corresponds to the strictification—is strictly biequivalent to the free algebra itself.

We now want to give a short account of how one is naturally led to consider the question of coherence for trihomomorphisms starting from the problem of coherence for monoidal categories.
THE MONOIDAL CATEGORY OF ABELIAN PRINCIPAL BUNDLES

The monoidal category $\textbf{Bun}_A(M)$ of principal bundles over some fixed manifold $M$ for an abelian structure group $A$ is central for the definition of bundle gerbes. With respect to strictification, it has in fact quite unusual properties. The morphisms of this category are bundle maps, and the tensor product is given by the tensor product of principal $A$-bundles. We shortly recall the definition of the contracted product and tensor product of principal $A$-bundles:

**Definition 0.1.** Let $P$ and $P'$ be two principal smooth $A$-bundles over a smooth manifold $M$. The contracted product $P \times_A P'$ of $P$ and $P'$ is defined to be the cartesian product $P \times P'$ modulo the equivalence relation

$$(a, p, p') \sim (p, a, p')$$

(0.21)

where $a \in A$ and $p, p' \in P, P'$. It is straightforward to prove that the contracted product $P \times_A P'$ is locally trivial and gives rise to principal $A$-bundle again.

The tensor product $P \otimes P'$ of $P$ and $P'$ is defined as the pullback of $P \times_A P'$ with respect to the diagonal $d : M \to M \times M$.

Given choices of local trivializations, there is a monoidal equivalence from $\textbf{Bun}_A(M)$ to the strict monoidal category $\textbf{Bun}'_A(M)$ of principal $A$-bundles in terms of open coverings and transition functions, which we now describe in more detail. An object of the category $\textbf{Bun}'_A(M)$ is a principal $A$-bundle over $M$ in terms of open coverings and transition functions, which consists of an open covering $(U_i)$ of the manifold $M$ and smooth functions $\tau_{ij} : U_{ij} \to A$ on two-fold intersections $U_{ij} = U_i \cap U_j$ that satisfy the cocycle condition on three fold intersections $U_{ijk}$,

$$\tau_{ik} = \tau_{jk} \tau_{ij},$$

(0.22)

and where $\tau_{ij}$ is the constant function at the identity.

A morphism in $\textbf{Bun}'_A(M)$ is given by a common refinement $(V_k)$ and smooth functions $f_k : V_K \to A$ into the structure group that are compatible with the transition functions on intersections. The composition of two such morphisms is given by the intersection of the refinements and point-wise multiplication in the structure group. It is to be observed that this composition is strictly associative and unital because so is intersection of open coverings and multiplication in the structure group. Hence, principal bundles in terms of open coverings and transition functions form a category.

In terms of open coverings and transition functions, the tensor product of two such abelian principal bundles is given by the intersection of open coverings and the pointwise product of transition functions in the structure group. For the definition of the tensor product on morphisms note that the intersection $(W_j \cap W_m)$ of refinements $(W_j)$ and $(W'_m)$ of open coverings $(U_j)$, $(V_k)$ and $(U'_j)$, $(V'_n)$ is a refinement of the intersections $(U_i \cap U'_i)$ and $(V_k \cap V'_n)$. For the same reasons as for the composition of morphisms, the tensor product is strictly associative and unital.
It is well-known how to construct an ordinary principal $A$-bundle from one in terms of transition functions as a quotient of the disjoint union
\[ \Sigma_i U_i \times A \] (0.23)
with an equivalence relation determined by the transition functions. Moreover, a morphism in $\text{Bun}_A'(M)$ gives rise to a bundle map between the principal bundles arising from (0.23) and in fact gives rise to a strong monoidal functor
\[ \text{Bun}_A'(M) \rightarrow \text{Bun}_A(M) \] (0.24)
as is easily verified from the construction (0.23) and the definition of the tensor products of $\text{Bun}_A'(M)$ and $\text{Bun}_A(M)$.

On the other hand, by choosing a local trivialization, an ordinary principal $A$-bundle gives rise to one in terms of an open covering and transition functions. Moreover, a bundle map between principal $A$-bundles with chosen local trivializations gives rise to a morphism in $\text{Bun}_A'(M)$. Under the assumption that a local trivialization for any principal $A$-bundle has been chosen, this process has the structure of a monoidal functor
\[ \text{Bun}_A(M) \rightarrow \text{Bun}_A'(M) . \] (0.25)
The two functors (0.24) and (0.25) constitute a monoidal equivalence between $\text{Bun}_A(M)$ and $\text{Bun}_A'(M)$. Thus, transition function give rise to an explicit strictification $\text{Bun}_A'(M)$ of the monoidal category of principal $A$-bundles, which is in fact quite close to the original category. It shares some similarity with the general strictification of a monoidal category insofar as there are again more objects than in the original monoidal category of principal bundles. In fact, principal bundles with abelian structure group are a symmetric monoidal category and the above gives a symmetric monoidal equivalence with a strictly symmetric strict monoidal category. This is an unusual property since a symmetric monoidal category is in general not equivalent to a strictly symmetric strict monoidal category [64, Ex. 7.4].

**THE PRESHEAF OF ABELIAN PRINCIPAL BUNDLES**

Up to now the base of the bundles has been fixed. In fact, by pullback, principal bundles give rise to a contravariant assignment of a monoidal category to a manifold. However, since the pullback is only determined up to isomorphism, this does not give rise to an ordinary functor $\text{Man}^{\text{op}} \rightarrow \text{MonCat}$. Instead, monoidal transformations have to be taken into account, which makes principal bundles into a pseudofunctor
\[ \text{Bun}_A : \text{Man}^{\text{op}} \rightarrow \text{MonCat} \] (0.26)
of 2-categories, where the category $\text{Man}$ is considered as a locally discrete 2-category\(^5\). On the other hand, open coverings and transition functions provide a pseudonatural

\(^5\)Here and in the following, a 'local' property means a property of all hom objects. Hence, locally discrete means that all hom categories of the 2-category are discrete categories. In other words, $\text{Man}$ has only trivial 2-cells.
transformation to a strict functor

$$\text{Bun}'_A : \text{Man}^{\text{op}} \to \text{MonCat}.$$  \hfill (0.27)

Since the components of this pseudonatural transformation are equivalences, this is in fact an equivalence with a strict functor in the 2-category

$$\text{Bicat}(\text{Man}^{\text{op}}, \text{MonCat})$$  \hfill (0.28)

of pseudofunctors from the 2-category $\text{Man}^{\text{op}}$ to the 2-category $\text{MonCat}$, pseudonatural transformations of such functors, and modifications of such transformations. Recall from Ex. 0.1 that such a strictification does in general not exist.

**TWO-DIMENSIONAL MONAD THEORY**

However, if we restrict to a small subcategory of $\text{Man}$, this fits into a coherence result from two-dimensional monad theory proving that an arbitrary non-strict functor between a small 2-category $P$ and a cocomplete 2-category $L$ is equivalent to a 2-functor cf. Power [63]. In particular, higher dimensional monad theory provides a well-developed general framework, in which to address the question of strictification.

A 2-monad on a 2-category $M$, just as an ordinary monad, is given by a 2-functor $T : M \to M$ and two 2-natural transformations $\mu : T^2 \Rightarrow T$ and $\eta : 1_M \Rightarrow T$ subject to the following axioms in terms of commutative diagrams:

$$\begin{align*}
T^3 & \xrightarrow{T\mu} T^2 \\
\mu T & \Downarrow \Downarrow \mu \\
T^2 & \xrightarrow{\mu} T
\end{align*} \quad \begin{align*}
T & \xrightarrow{\eta T} T^2 \\
\eta T & \Downarrow \Downarrow \eta T \\
T & \xrightarrow{\mu} T.
\end{align*} \hfill (0.29)$$

An algebra for a 2-monad is given by an object $A$ of $M$ and a 1-cell $a : TA \to A$ such that the following equations of 1-cells hold:

$$aTa = a\mu_A : T^2 A \to A \quad \text{and} \quad a\eta_A = 1_A : A \to A.$$  \hfill (0.30)

Similarly, there are the notions of 1- and 2-cells between such algebras involving 1- and 2-cells in $M$ subject to axioms on 1- and 2-cells respectively. Indeed, algebras for $T$ organize into a 2-category $T\text{-Alg}$ with a forgetful functor

$$U : T\text{-Alg} \to M.$$  \hfill (0.31)

However, in a 2-category we can replace the axioms (0.30) for algebras and 1-cells by invertible 2-cells subject to new coherence axioms cf. [44]. The resulting notions of pseudo algebras and pseudo algebra 1-cells give rise to a 2-category $T\text{-Alg}$ and an inclusion

$$i : T\text{-Alg} \to T\text{-Alg}.$$  \hfill (0.32)
The idea to study coherence and strictification in terms of the 2-categorical properties of this inclusion has been championed in [4]. In particular, one asks under which conditions there exists a left 2-adjoint

\[ L: T\text{-Alg} \to T\text{-Alg} \]

(0.33)

to the inclusion (0.32) and if so whether the unit of the adjunction is an equivalence.

Lack [44] has given an elegant treatment of this situation using the concept of a codescent object, which is a certain 2-categorical limit. Under suitable assumptions on the existence of these colimits and their preservation, the codescent object gives rise to a left adjoint as in (0.32).

For example, this applies to monoidal categories as we have illustrated above. On the other hand, for a small 2-category \( P \) and a cocomplete 2-category \( L \), the functor 2-category \( [P, L] \) is the 2-category of algebras for a 2-monad, and \( T\text{-Alg} \) corresponds to the 2-category \( \text{Bicat}(P, L) \) of pseudoendofunctors, pseudonatural transformations, and modifications. In this case the left adjoint \( L \) exists and the unit of the adjunction is an equivalence. In Chapter 1, we analyze the three-dimensional counterpart of this situation.

### THREE-DIMENSIONAL MONAD THEORY

Three-dimensional monad theory is the study of \( \text{Gray} \)-monads and their different kinds of algebras. The general coherence theory of \( \text{Gray} \)-monads has been developed by Power [65]. Pseudo algebras and codescent objects in the three-dimensional context have later been introduced by Gurski [27, III] leading to a similar coherence theorem as the one proved by Lack [44] in the 2-dimensional context.

The concept of a codescent object and the resulting coherence theorem underlie the first Chapter of this thesis. As a consequence of the general theory of enriched monad theory, the \( \text{Gray} \)-functor category \( [P, L] \) is the category of algebras for a \( \text{Gray} \)-monad over \( [\text{ob}P, L] \). In the first Chapter, we identify the \( \text{Gray} \)-category of pseudo algebras for this \( \text{Gray} \)-monad with the \( \text{Gray} \)-category of locally strict trihomomorphisms \( \text{Tricat}_l(P, L) \). The concept of a codescent object turns up again in Chapter 2, where we concentrate on the special case of the codescent object of a strict codescent diagram to analyze the codescent object of a free algebra for a \( \text{Gray} \)-monad. Finally, in Chapter 3, we analyze the codescent object of the weight of the three-dimensional descent construction introduced ibidem.

We end this introduction with a word on the general strategy that we adopt with regards to the application of three-dimensional monad theory to the theory of tricategories. The identification of the \( \text{Gray} \)-category \( \text{Ps-}T\text{-Alg} \) that we present in Chapter 1 is an explicit identification of pseudo algebras, their cells, and the \( \text{Gray} \)-category structure rather than the application of a recognition theorem such as Beck’s monadicity theorem. On the one hand, the reason for this is that we do not have at hand a recognition theorem in three-dimensional monad theory, which would allow to identify the \( \text{Gray} \)-category of pseudo algebras. In two-dimensional monad theory a recognition theorem going into
this direction has been provided by Bourke [8, Th. 25], though it only applies to strict algebras. However, the extension to $\text{Gray}$-monads and pseudo algebras seems nontrivial.

On the other hand, to apply a recognition theorem, one certainly will have to verify properties of the forgetful $\text{Gray}$-functor

$$\text{Tricat}_k(\mathcal{P}, \mathcal{L}) \to [\text{ob}\mathcal{P}, \mathcal{L}]$$ (0.34)

such as the question if it reflects internal biequivalences. However, the verification of such properties is usually nontrivial in the three-dimensional context. For example, the reflection of internal biequivalences in (0.34) means that a tritransformation of locally strict trihomomorphisms $\mathcal{P} \to \mathcal{L}$ is a biequivalence in $\text{Tricat}_k(\mathcal{P}, \mathcal{L})$ if its components are biequivalences in $\mathcal{L}$. Since there is no coherence theorem for tritransformations, the verification of such properties quickly becomes cumbersome.

Our explicit identification of the $\text{Gray}$-category $\text{Ps-TAlg}$ with $\text{Tricat}_k(\mathcal{P}, \mathcal{L})$ allows us to deduce such properties from three-dimensional monad theory. Namely, for a $\text{Gray}$-monad $T$ on $\mathcal{K}$, the forgetful functor

$$U: \text{Ps-TAlg} \to \mathcal{K},$$ (0.35)

reflects internal biequivalences cf. Gurski [27, Lem. 15.11], and hence so must (0.34). We use this property in Proposition A.16 to extend this result to the full functor $\text{Gray}$-category $\text{Tricat}(\mathcal{P}, \mathcal{L})$.

Similarly, in 2.2, we prove a Yoneda lemma for $\text{Gray}$-categories and locally strict trihomomorphisms via the identification of pseudo algebras from Chapter 1 and the $\text{Gray}$-enriched Yoneda lemma.

We now give a summary of the results, and a detailed outline of each of the three chapters and the appendix afterwards.
In Chapter 1, we introduce new notions of homomorphisms between Gray-categories \( \text{Gray} \)-categories cf. (1.5.1). Conceptually, they can be described as functors between categories enriched in the monoidal tricategory \( \text{Gray} \) i.e. between cubical tricategories restricted to the case that the domain \( P \) and the codomain \( L \) are \( \text{Gray} \)-categories. For small \( P \) and cocomplete \( L \), we show that the resulting \( \text{Gray} \)-category \( \text{Gray}(P, L) \) can be identified with the \( \text{Gray} \)-category \( \text{Ps-T-Alg} \) of pseudo algebras for the \( \text{Gray} \)-monad \( T \) on \( \text{ob} P \times \text{L} \) given by left Kan extension on the one hand, and with the \( \text{Gray} \)-category \( \text{Tricat}_{ls}(P, L) \) of locally-strict trihomomorphisms on the other hand. This comparison depends on two purely enriched identities for tensor products that we prove in Lemmata 1.11 and 1.12 in 1.3.3; and the observation that two axioms in the definition of a pseudo algebra for a \( \text{Gray} \)-monad are redundant cf. Proposition 1.3, which is reminiscent of Kelly’s proof that two axioms in the definition of a monoidal category [33] are redundant. We then employ the coherence theory of three-dimensional monad theory, to prove the existence of a left \( \text{Gray} \)-adjoint to the inclusion \( \text{Tricat}_{ls}(P, L) \to \text{Tricat}(P, L) \) into the \( \text{Gray} \)-category of locally strict trihomomorphisms, tritransformations, trimodifications, and perturbations such that the components of the unit of this adjunction are internal biequivalences. As an application, we prove that a locally strict trihomomorphism from a small \( \text{Gray} \)-monad are redundant cf. Proposition 1.3, which is reminiscent of Kelly’s proof that two axioms in the definition of a monoidal category [33] are redundant. The intermediate results are of independent interest and include Theorem 2.1 about the preservation of free algebras up to strict biequivalence under the left adjoint \( L \) given on pseudo algebras by taking the codescent object of the associated codescent diagram; a Yoneda lemma for \( \text{Gray} \)-categories and locally strict trihomomorphisms proved in Theorem 2.3 in 2.3; Theorem 2.5 in 2.3 about invariance of trihomomorphisms between \( \text{Gray} \)-categories under change of local functors; and Theorems 2.7-2.11 in 2.4 and 2.5, where we prove a comparison of representables under pseudo-icon biequivalences of tricategories and under ‘change of base’ with respect to the strictification functor \( \text{st} : \text{Bicat} \to \text{Gray} \).

In Chapter 3, we introduce a new three-dimensional descent construction as a simple tricategorical limit. We show that this construction is equivalent under strictification to the descent construction given in [61]. To do so, we have to identify the latter with a \( \text{Gray} \)-enriched limit given by 2-categories of \( \text{Gray} \)-natural transformations. We then identify the weight of this simple limit as the codescent object of the weight of the tricategorical limit.

Finally, new results on functor tricategories are collected in Appendix A. In particular, we give an account of whiskering on the right in case that the target is a \( \text{Gray} \)-category and some partial results about whiskering on the left, which allow to give the bicategory enriched graph \( \text{Tricat}(T, \text{Bicat}) \) the structure of a tricategory via transport of structure.
cf. Theorem A.4. Specifically, we show in Theorem A.9 that whiskering on the right with a trihomomorphism that is part of a triequivalence gives rise to a triequivalence of functor tricategories.

**OUTLINE**

**Chapter 1: Trihomomorphisms as pseudo algebras.**

In the first chapter we show how under suitable conditions on domain and codomain the locally strict trihomomorphisms between \textit{Gray}-categories \( P \) and \( L \) correspond to pseudo algebras for a \textit{Gray}-category \([\text{ob}\, P, L]\), where \text{ob}\,\, P is considered as a discrete \textit{Gray}-category. The conditions are that the domain \( P \) is a small and that the codomain \( L \) is a cocomplete \textit{Gray}-category. In fact, we prove that the \textit{Gray}-categories \( \text{Ps}-T\text{-Alg} \) and \( \text{Tricat}_\text{ls}(P, L) \) are isomorphic as \textit{Gray}-categories, which extends the local result mentioned in [65, Ex. 3.5]. On the other hand, the Eilenberg-Moore object \([\text{ob}\, P, L]\) for this monad is given by the functor \textit{Gray}-category \([P, L]\), and there is an obvious inclusion of \([P, L]\) into \( \text{Ps}-T\text{-Alg} \). The relation of these two \textit{Gray}-categories was studied locally by Power [65] and by Gurski using codescent objects [27]. We readily show that a corollary of Gurski’s central coherence theorem [27, Th. 15.13] applies to the \textit{Gray}-monad on \([\text{ob}\, P, L]\): The inclusion of the Eilenberg-Moore object \([\text{ob}\, P, L]\) into the \textit{Gray}-category \( \text{Ps}-T\text{-Alg} \) of pseudo \( T \)-algebras has a left adjoint such that the components of the unit of this adjunction are internal biequivalences.

The unique \textit{Gray}-functor \( H: \text{ob}\, P \to P \) which is the identity on objects, induces a \textit{Gray}-functor \([H, 1]: [P, L] \to [\text{ob}\, P, L]\) of functor \textit{Gray}-categories, which is given on objects by precomposition with \( H \). This functor sends any cell of \([P, L]\) such as a \textit{Gray}-functor or a \textit{Gray}-natural transformation to its family of values and components in \( L \) respectively. By the theorem of Kan adjoints, left Kan extension \( \text{Lan}_H \) along \( H \) provides a left adjoint to \([H, 1]\), and \( T \) is the \textit{Gray}-monad corresponding to this adjunction. This is all as in the 2-dimensional context, and the story is then usually told as follows: The enriched Beck’s monadicity theorem shows that \([H, 1]: [P, L] \to [\text{ob}\, P, L]\) is strictly monadic. That is, the Eilenberg-Moore object \([\text{ob}\, P, L]\) is isomorphic to the functor category \([P, L]\) such that the forgetful functor factorizes through this isomorphism and \([H, 1]\). On the other hand, the monad has an obvious explicit description. Namely, by the description of the left Kan extension in terms of tensor products and coends we must have:

\[
(TA)Q = \int^{\text{Peob}\, P} P(P, Q) \otimes AP
\]  

(0.36)

where \( A \) is a \textit{Gray}-functor \( \text{ob}\, P \to L \) and where \( Q \) is an object of \( P \). The tensor product is a simple weighted colimit. For enrichment in a general symmetric monoidal closed category \( \mathcal{V} \), it is characterized by an appropriately natural isomorphism in \( \mathcal{V} \):

\[
\mathcal{L}(P(P, Q) \otimes AP, AQ) \cong [P(P, Q), \mathcal{L}(AP, AQ)] ,
\]  

(0.37)
where \([-,-]\) denotes the internal hom of \(\mathcal{V}\). Thus, in the case of enrichment in \(\text{Gray}\), (0.37) is an isomorphism of 2-categories. In fact, the tensor product gives rise to a \(\text{Gray}\)-adjunction, and its hom \(\text{Gray}\)-adjunction is given by (0.37).

To achieve the promised identification of \(\text{Ps-T-Alg}\) with \(\text{Tricat}_{\text{ls}}(\mathbb{P}, L)\), we have to determine how the data and \(\text{Gray}\)-category structure of \(\text{Ps-T-Alg}\) transforms under the adjunction of the tensor product. Doing so, one notices that the identification of the Eilenberg-Moore object with the functor \(\text{Gray}\)-category is a mere byproduct. For example, an object of \([\text{ob}\mathbb{P}, L]^\mathbb{V}\) is an algebra for the monad \(T\). The definition of such an algebra is just as for an ordinary monad. Thus, it consists of a 1-cell \(a: TA \to A\) subject to two algebra axioms. According to the expression (0.36), the \(\text{Gray}\)-natural transformation \(a\) is determined by components \(a_{PQ}: \mathbb{P}(P, Q) \otimes AP \to AQ\). These are objects in the 2-category \(L(\mathbb{P}(P, Q) \otimes AP, AQ)\). The internal hom of \(\text{Gray}\) is given by the 2-category of strict functors, pseudonatural transformations, and modifications. Thus \(a_{PQ}\) corresponds under the hom adjunction (0.37) to a strict functor \(A_{PQ}: \mathbb{P}(P, Q) \to L(AP, AQ)\), and the axioms of an algebra imply that this gives \(A\) the structure of a \(\text{Gray}\)-functor \(\mathbb{P} \to L\).

Given a \(\text{Gray}\)-monad on a \(\text{Gray}\)-category \(\mathcal{K}\), the notions of pseudo algebras, pseudo functors, transformations, and modifications are all given by cell data of the \(\text{Gray}\)-category \(\mathcal{K}\). In the case that \(\mathcal{K} = [\text{ob}\mathbb{P}, L]\), this means that the data consists of families of cells in the target \(L\). Parts of these data transform under the adjunction of the tensor product into families of cells in the internal hom, that is, families of strict functors of 2-categories, pseudonatural transformations of those, and modifications of those. This already shows that we only have a chance to recover locally strict trihomomorphisms from pseudo algebras because a general trihomomorphism might consist of nonstrict functors of 2-categories, which is in contrast to the two-dimensional context where pseudo algebras correspond precisely to pseudofunctors of 2-categories.

We now give a short overview of how Chapter 1 is organized. In Section 1.1, we describe the symmetric monoidal closed category \(\text{Gray}\) and extend some elementary results on the correspondence of cubical functors and strict functors on \(\text{Gray}\) products.

In Section 1.2, we reproduce Gurski’s definition of \(\text{Ps-T-Alg}\) and prove that two lax algebra axioms are redundant for a pseudo algebra.

In Section 1.3, we introduce the monad \(T\) on \([\text{ob}\mathbb{P}, L]\) in 1.3.1 and describe it explicitly in 1.3.2. In 1.3.3 we expand on tensor products and derive the two technical Lemmata 1.11 and 1.12, which play a critical role in the bulk of our calculations.

In Section 1.4, we explicitly identify the Eilenberg-Moore object \([\text{ob}\mathbb{P}, L]^\mathbb{V}\) in the general situation where \(\mathcal{V}\) is a complete and cocomplete locally small symmetric monoidal closed category. Instead of appealing to Beck’s enriched monadicity theorem, we provide an explicit identification in accordance with the general strategy adopted in Chapter 1.

In Section 1.5, we establish the identification of \(\text{Ps-T-Alg}\) and \(\text{Tricat}_{\text{ls}}(\mathbb{P}, L)\), on which we now comment in more detail. To characterize how \(\text{Ps-T-Alg}\) transforms under the adjunction of the tensor product, in 1.5.1 we introduce the notion of homomorphisms of \(\text{Gray}\)-categories, Gray transformations, Gray modifications, and Gray perturbations. With the help of Lemmata 1.11 and 1.12 from 1.3.3, these are seen to be exactly the transforms of pseudo algebras, pseudo functors, transformations, and modifications re-
spective. This also equips the Gray data with the structure of a \( \text{Gray} \)-category.

Elementary observations in 1.5.3 then give that a homomorphism of \( \text{Gray} \)-categories is the same thing as a locally strict trihomomorphism, much like a \( \text{Gray} \)-category is the same thing as a strict, cubical tricategory. Similarly, the notion of a Gray transformation corresponds exactly to a tritransformation between locally strict functors, and Gray modifications and perturbations correspond exactly to trimodifications and perturbations of those. This follows from the general correspondence, mediated by Theorem 1.2 from 1.1.4, of data for the cubical composition functor and the cartesian product on the one hand and data for the composition law of the \( \text{Gray} \)-category and the Gray product on the other hand. The only thing left to check is that the axioms correspond to each other. Namely, the Gray notions being the transforms of the pseudo notions of three-dimensional monad theory, the axioms are equations of modifications, while the axioms for the tricategorical constructions are equations involving the components of modifications. That these coincide is mostly straightforward, less transparent is only the comparison of interchange cells. Gurski’s coherence theorem then gives that the inclusion of the full sub-\( \text{Gray} \)-category of \( \text{Tricat}(P, L) \) determined by the locally strict functors, denoted by \( \text{Tricat}_0(P, L) \), into the functor \( \text{Gray} \)-category \([P, L] \) has a left adjoint and the components of the unit of this adjunction are internal biequivalences. As a corollary, we show that in this situation any locally strict trihomomorphism \( P \to L \) is biequivalent to a \( \text{Gray} \)-functor in \( \text{Tricat}_0(P, L) \). Finally, in Example 1.1, we show that the latter assertion is not true if one drops the assumption of local strictness: In the case of \( L = \text{Gray} \), we provide a counterexample with a small \( \text{Gray} \)-category \( D \) and a trihomomorphism \( D \to \text{Gray} \) that is not locally strict and that is not biequivalent to a \( \text{Gray} \)-functor \( D \to \text{Gray} \).

Chapter 2: A Yoneda lemma for tricategories.

In the second chapter we provide a proof of a Yoneda lemma for tricategories via the \( \text{Gray} \)-enriched Yoneda lemma and strictification of the \( \text{Gray} \)-category of locally strict trihomomorphisms as developed in Chapter 1. Given a trihomomorphism \( P^{op} \to \text{Bicat} \) on a tricategory \( P \), the Yoneda lemma for tricategories states that there are natural biequivalences:

\[
\text{Tricat}(P^{op}, \text{Bicat})(P(-, P), A-) \cong AP .
\] (0.38)

It is well known that we can replace a tricategory \( P \) by a triequivalent \( \text{Gray} \)-category, and \( \text{Bicat} \) is triequivalent to a full sub-\( \text{Gray} \)-category \( \text{Gray}' \) of \( \text{Gray} \) via strictification \( \text{st}: \text{Bicat} \to \text{Gray}[27], [46, Rem. 3] \). These replacements give rise to triequivalences of functor tricategories as we show in Appendix A. To apply the \( \text{Gray} \)-enriched Yoneda lemma, we first have to show that the transform of the representable \( P(-, P) \) under the replacements is suitably biequivalent to a representable of \( P' \). Second, we have to show that the transform of \( A \) is suitably biequivalent to a \( \text{Gray} \)-functor.

The latter leads us to the first obstacle on the path of a proof of the Yoneda lemma: our coherence result from three-dimensional monad theory only applies to locally strict trihomomorphisms. We show that the transform of \( A \) is biequivalent to a locally strict
trihomomorphism if the correct replacement $P'$ of $P$ is chosen: this is the $\text{Gray}$-category obtained by first replacing $P$ by the cubical tricategory $\text{st}P$ which is locally given by the strictification of bicategories [27], and then by the image of $\text{st}P$ under the cubical Yoneda embedding [27], which is locally strict with locally strict triequivalence-inverse. Since the strictification of bicategories is left adjoint to the inclusion, the resulting local functors on $\text{st}P$ are equivalent to strict functors. Since the cubical Yoneda embedding and its inverse on its image are locally strict, we are given a trihomomorphism between $\text{Gray}$-categories for which each local functor is equivalent to a strict functor. By general principles, the definition of a trihomomorphism should be invariant under change of local functors. We present a proof of this in the given situation that domain and codomain are $\text{Gray}$-categories. Thus the given trihomomorphism can be replaced by a biequivalent locally strict trihomomorphism, which since the unit of the adjunction $L \dashv i$ from Chapter 1 is a biequivalence, can in turn be replaced by a biequivalent $\text{Gray}$-functor.

The comparison of the representables of $P$ and $P'$ is of a different nature. Conceptually, this involves two results about enrichment in monoidal tricategories. First a comparison of representables under change of base with respect to the monoidal strictification functor $\text{st}: \text{Bicat} \to \text{Gray}$, and a comparison of representables under the triequivalences corresponding to the enrichment. We give proofs of these results in the specific situation. The comparison under change of base with respect to the strictification $\text{st}$ can be proved by reference to coherence for the tricategory $P$ although this necessarily involves some deeper analysis of functor tricategories cf. Appendix A. The comparison of representables under the triequivalence induced from the cubical Yoneda embedding $y$, proceeds mainly by reference to coherence for the weak inverse $w$ of $y$. However, to make this comparison sufficiently natural by a coherence argument, we would have to refer to coherence for the triequivalence. Conceptually, this would follow from coherence for a tetrahomomorphism. Yet, since the cubical Yoneda embedding is bijective-on-objects, the resulting triequivalence is actually a biequivalence in the tricategory $\text{Tricat}_c^3$ of cubical tricategories [18], and one can prove naturality in this situation by substantial calculation. Finally, we are in the situation to apply the hom $\text{Gray}$-adjunction from Chapter 1, but before the $\text{Gray}$-enriched Yoneda lemma can be applied, we have to compare $LP(\cdot, P)$ with a representable. Since the representable $P'(\cdot, P)$ is in fact a free algebra for the monad on $[\text{ob}P'^{\text{op}}, \text{Gray}]$, we appeal to the following result established in Chapter 2: Given a $\text{Gray}$-monad $T$ on a $\text{Gray}$-category $K$ and $A \in \text{ob}K$, the codescent object of the codescent diagram associated to the free algebra $TA$ is biequivalent to $TA$ itself.

Chapter 2 is organized as follows.

In Section 2.1 we introduce the codescent object of a strict codescent diagram. In Section 2.1.1 we prove that the codescent object preserves free algebras up to strict biequivalence.

In Section 2.2 we provide a Yoneda lemma for $\text{Gray}$-categories and locally strict trihomomorphisms.

In Section 2.3 we prove the change of local functors theorem.

In Sections 2.4-2.5 we provide the comparisons of representables.

Finally, in Section 2.6 we state and prove the Yoneda lemma for tricategories.
Chapter 3: A three-dimensional descent construction.

In the third chapter we give a new definition of the descent construction for a trihomomorphism

\[ x: C^{\text{op}} \to \text{Bicat}, \]  

(0.39)

where \( C \) is a small category considered as a locally discrete tricategory, and where \( \text{Bicat} \) is the tricategory of bicategories. Such a trihomomorphism has been called a presheaf in bicategories in Nikolaus and Schweigert [61]. The descent construction for \( x \) is another such trihomomorphism

\[ \text{Desc}(x): [\Delta_0^{\text{op}}, C]^{\text{op}} \to \text{Gray}. \]  

(0.40)

Rather than by an explicit definition in terms of descent data, we define (0.40) by a tricategorical limit given by bicategories of tritransformations. The main question that we are then concerned with is how this new definition relates to the descent construction from Nikolaus and Schweigert [61]. This requires an analysis of the codescent object of the weight of the tricategorical limit. In the end, we are able to identify the strictification of the three-dimensional descent construction with the one from Nikolaus and Schweigert [61]. Chapter 3 is organized as follows.

In Section 3, we introduce the three-dimensional descent construction in Definition 3.1.

In Section 3.1 we analyze how the descent construction behaves under strictification and thus propose a descent construction for \( \text{Gray} \)-functors.

Section 3.3 contains the central result of Chapter 3: in Theorem 3.1 we explicitly identify the weight of the descent construction for \( \text{Gray} \)-functors with the codescent object of the weight for the general descent construction.

In Section 3.4, we can then easily identify the descent construction for \( \text{Gray} \)-functors with the descent construction from Nikolaus and Schweigert [61].

Finally, in Section 3.5, we give an outlook on how one might use these results to construct the stackification of a trihomomorphism with values in bicategories.
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The thesis, in particular the first chapter, is based on the following preprint:

Chapter 1
Homomorphisms of
Gray-categories as pseudo
algebras

1.1 Preliminaries

We assume familiarity with enriched category theory. Regarding enriched category theory, we stay notationally close to Kelly’s book [38], from which we shall cite freely. We also assume a fair amount of bicategory theory, see for example [2] or the short [51]. The appropriate references for tricategories are the memoir by Gordon, Power, and Street [21], Gurski’s thesis [24], and his later book [27]. Since this is also our primary reference for three-dimensional monad theory, we will usually cite from [27]. In particular, we use the same letters as in [27] to denote the adjoint equivalences and invertible modifications of the tricategorical definitions. The tricategories considered in the first chapter are all Gray-categories, and we will describe them in terms of enriched notions to the extent possible. We do supply definitions in terms of enriched notions that correspond precisely to locally strict trihomomorphisms, tritransformations, trimodifications, and perturbations, but in describing this correspondence we assume knowledge of the tricategorical definitions.

Only basic knowledge of the general theory of monads in a 2-category is required cf. [73]. For monads in enriched category theory see also [14].

1.1.1 Conventions

Horizontal composition in a bicategory is generally denoted by the symbol \(*\), while vertical composition is denoted by the symbol \(\diamond\). We use the term functor or pseudofunctor for what is elsewhere called weak functor or homomorphism of bicategories and shall indicate whether the functor is strict where it is not clear from context. By an isomorphism we always mean an honest isomorphism, e.g. an isomorphism on objects and hom objects in enriched category theory. The symbol \(\otimes\) is reserved both for a monoidal
structure and tensor products in the sense of enriched category theory. If not otherwise stated, \( \mathcal{V} \) denotes a locally small symmetric monoidal closed category with monoidal structure \( \otimes \); associators and unitors \( a, l, r \); internal hom \([−, −]\); unit \( d \) and counit or evaluation \( e \). We shall usually use the prefix \( \mathcal{V}-\) to emphasize when the \( \mathcal{V}\)-enriched notions are meant, although this is occasionally dropped where it would otherwise seem overly redundant. The composition law of a \( \mathcal{V}\)-category \( \mathcal{K} \) is denoted by \( M_\mathcal{K} \). The unit at the object \( K \in \mathcal{K} \) is denoted by \( j_K \) or occasionally \( 1_K \), for example when it shall be emphasized that it is also the unit at \( K \) in the underlying category \( \mathcal{K}_0 \). The identification of \( \mathcal{V}_0(\mathbf{I}, [X, Y]) \) and \( \mathcal{V}_0(X, Y) \) induced from the closed structure for objects \( X, Y \in \mathcal{V} \) of \( \mathcal{V} \) is to be understood and usually implicit. We use the terms weighted limit and weighted colimit for what is elsewhere also called indexed limit and indexed colimit\(^1\). The concepts of ordinary and extraordinary \( \mathcal{V} \)-naturality cf. [38, Ch. 1] and the corresponding composition calculus are to be understood, and we freely use the underlying ordinary and extraordinary naturality too.

Composition in a monoidal category is generally denoted by juxtaposition. Composition of \( \mathcal{V} \)-functors is in general also denoted by juxtaposition. For cells of a Gray-category, juxtaposition is used as shorthand for the application of its composition law.

1.1.2 The category \( 2\text{Cat} \)

Let \( \text{Cat} \) denote the category of small categories and functors. It is well-known that \( \text{Cat} \) is complete and cocomplete: it clearly has products and equalizers, thus is complete. Coproducts are given by disjoint union, and there is a construction for coequalizers in [22, I,1.3, p. 25]. In fact, the same strategy applies to the category of \( \mathcal{V} \)-enriched categories and \( \mathcal{V} \)-functors in general, where \( \mathcal{V} \) is a complete and cocomplete symmetric monoidal closed category, see [78] and [3, Th. 7] for a full proof. Products are given by the cartesian product of the object sets and the cartesian product of the hom objects. Equalizers of \( \mathcal{V} \)-functors are given by the equalizer of the maps on objects and the equalizer of the hom morphisms. Coproducts are given by the coproduct of the object sets i.e. the disjoint union and by the original hom object or the initial object in \( \mathcal{V} \). The construction of coequalizers in [22, I,1.3, p. 25] can be transferred to this context, see also [3, Prop. 5]. In particular, the category \( 2\text{Cat} \) of small 2-categories and strict functors is complete and cocomplete.

1.1.3 The symmetric monoidal closed category \( \text{Gray} \)

We now describe the symmetric monoidal closed category in which we will usually enrich. Its underlying category is \( 2\text{Cat} \), which has a symmetric monoidal closed structure given by the Gray product. We only provide a brief description of the Gray product here. For details, the reader is referred to [27, 3.1, p. 36ff.] and to [22, I,4.9, p. 73ff.] for a lax variant. We always use the former strong variant of the Gray product in the following.

\(^1\)In particular in Kelly [38].
The Gray product of 2-categories $X$ and $Y$ is a 2-category denoted by $X \otimes Y$, which can be characterized as follows cf. [27, 3.4]. Considering the sets of objects $\text{ob}X$ and $\text{ob}Y$ as discrete 2-categories, we denote by $X \boxtimes Y$ the pushout in $2\text{Cat}$ of the diagram below, where $\times$ denotes the cartesian product of 2-categories, and where the morphisms are given by products of the inclusions $\text{ob}X \to X$ and $\text{ob}Y \to Y$ and identity functors respectively.

\[
\begin{array}{ccc}
\text{ob}X \times \text{ob}Y & \longrightarrow & X \times \text{ob}Y \\
\downarrow & & \downarrow \\
\text{ob}X \times Y & & \\
\end{array}
\]  

(1.1)

By the universal property of the pushout, the products of the inclusions and identity functors, $\text{ob}X \times Y \to X \times Y$ and $X \times \text{ob}Y \to X \times Y$, induce a strict functor $j: X \boxtimes Y \to X \times Y$.

It is well-known that there is an orthogonal factorization system on $2\text{Cat}$ with left class the strict functors which are bijective on objects and 1-cells and right class the strict functors which are locally fully faithful, see for example [27, Corr. 3.20, p. 51]. The Gray product $X \otimes Y$ may be characterized by factorizing $j$ with respect to this factorization system. More precisely, $X \otimes Y$ is uniquely characterized (up to unique isomorphism in $2\text{Cat}$) by the fact that there is a strict functor $m: X \boxtimes Y \to X \otimes Y$ which is an isomorphism on the underlying categories i.e. bijective on objects and 1-cells and a strict functor $i: X \otimes Y \to X \times Y$ which is locally fully faithful such that $j = im$.

There is an obvious explicit description of $X \otimes Y$ in terms of generators and relations, which can be used to construct a functor $\otimes: 2\text{Cat} \times 2\text{Cat} \to 2\text{Cat}$. Clearly, $X \otimes Y$ has the same objects as $X \times Y$, and we have the images of the 1-cells and 2-cells from $X \times \text{ob}Y$ and $\text{ob}X \times Y$, for which we use the same name in $X \otimes Y$. That is, there are 1-cells $(f, 1): (A, B) \to (A', B)$ for 1-cells $f: A \to A'$ in $X$ and objects $B$ in $Y$, and there are 1-cells $(1, g): (A, B) \to (A, B')$ for objects $A$ in $X$ and 1-cells $g: B \to B'$ in $Y$. All 1-cells in $X \otimes Y$ are up to the obvious relations generated by horizontal strings of those 1-cells, the identity 1-cell being $(1, 1)$. Apart from the obvious 2-cells $(\alpha, 1): (f, 1) \Rightarrow (f', 1)$: $(A, B) \to (A', B)$ and $(1, \beta): (1, g) \Rightarrow (1, g')$: $(A, B) \to (A, B')$, there must be unique invertible interchange 2-cells $\Sigma_{f,g}: (f, 1) \ast (1, g) \Rightarrow (1, g) \ast (f, 1)$ mapping to the identity of $(f, g)$ under $j$ because the latter is fully faithful—domain and codomain cleary both map to $(f, g)$ under $j$. In particular, by uniqueness i.e. because $j$ is locally fully faithful, these must be the identity if either $f$ or $g$ is the identity. There are various relations on horizontal and vertical composites of those cells, all rather obvious from the characterization above.

We omit those as well as the details how equivalence classes and horizontal and vertical composition are defined.

For functors $F: X \to X'$ and $G: Y \to Y'$, it is not hard to give a functorial definition of the functor $F \otimes G: X \otimes Y \to X' \otimes Y'$. We confine ourselves with the observation that on interchange 2-cells,

\[
(F \otimes G)_{(A,B), (A',B')}((\Sigma_{f,g})) = \Sigma_{F(A,A')(f), G(B,B')(g)}. 
\]  

(1.2)
From the characterization above it is then clear how to define associators and unitors for $\otimes$. We only mention here that

$$a(\Sigma f, g, 1) = \Sigma f, (g, 1)$$  \hspace{1cm} (1.3)$$

and

$$a(\Sigma (f, 1), h) = \Sigma f, (1, h)$$  \hspace{1cm} (1.4)$$

and

$$a(\Sigma (1, g), h) = (1, \Sigma g, h) .$$  \hspace{1cm} (1.5)$$

We omit the details that this gives a monoidal structure on $\mathcal{2}\text{Cat}$ (pentagon and triangle identity follow from pentagon and triangle identity for the cartesian product and $\Box$).

There is an obvious symmetry $c$ for the Gray product, which on interchange cells is given by

$$c(\Sigma f, g) = \Sigma^{-1} g, f .$$  \hspace{1cm} (1.6)$$

As for any two bicategories (by all means for small domain), there is a functor bicategory $\mathcal{Bicat}(X, Y)$ given by functors of bicategories, pseudonatural transformations, and modifications. As the codomain $Y$ is a 2-category, this is in fact again a 2-category. We denote by $[X, Y]$ the full sub-2-category of $\mathcal{Bicat}(X, Y)$ given by the strict functors. One can show that this gives $\mathcal{2}\text{Cat}$ the structure of a symmetric monoidal closed category with internal hom $[X, Y]$:

**Theorem 1.1.** [27, Th. 3.16] The category $\mathcal{2}\text{Cat}$ of small 2-categories and strict functors has the structure of a symmetric monoidal closed category. As such, it is referred to as $\text{Gray}$. The monoidal structure is given by the Gray product and the terminal 2-category as the unit object, the internal hom is given by the functor 2-category of strict functors, pseudonatural transformations, and modifications.

**Remark 1.1.** In fact, we will not have to specify the closed structure of $\text{Gray}$ apart from the fact that its evaluation is (partly) given by taking components. This is because our ultimate goal is to compare definitions from three-dimensional i.e. $\text{Gray}$-enriched monad theory to definitions from the theory of tricategories, and we do so in the case where all tricategories are in fact $\text{Gray}$-categories, that is, equivalently, strict, cubical tricategories. These definitions will only formally involve the cubical composition functor, which relates to the composition law of the $\text{Gray}$-category – we will usually not have to specify the composition. Of course, one can explicitly identify the enriched notions, and then there are alternative explicit arguments. However, we think that the formal argumentation is more adequate. The closed structure is worked out in [27, 3.3], and the enriched notions usually turn out to be just as one would expect. We spell out a few explicit prescriptions below the following lemma, but in fact we just need a few consequences of these, for example equation (1.8) below.
Next recall that a locally small symmetric monoidal closed category \( \mathcal{V} \) can be considered as a category enriched in itself i.e. as a \( \mathcal{V} \)-category. Also recall that if the underlying category \( \mathcal{V}_0 \) of \( \mathcal{V} \) is complete and cocomplete, \( \mathcal{V} \) is complete and cocomplete considered as a \( \mathcal{V} \)-category. This means it has any small weighted limit and any small weighted colimit. For the concept of a weighted limit see [38, Ch. 3]. In fact, completeness follows from the fact that a limit is given by an end, and if the limit is small, this end exists and is given by an equalizer in \( \mathcal{V}_0 \), see [38, (2.2)]. It is cocomplete because \( \mathcal{V} \) being complete, \( \mathcal{V}^{op} \) is tensored and thus also admits small conical limits because \( \mathcal{V}_0 \) is cocomplete, hence \( \mathcal{V} \) admits small coends because it is also tensored, but then since by [38, (3.70)] any small colimit is given by a small coend over tensor products, it is cocomplete.

Recall that the underlying category \( 2\text{Cart} \) of \( \text{Gray} \) is complete and cocomplete cf. 1.1.2. Thus in particular, we have the following:

**Lemma 1.1.** The \( \text{Gray} \)-category \( \text{Gray} \) is complete and cocomplete. □

The composition law of the \( \text{Gray} \)-category \( \text{Gray} \) is given by strict functors \([Y,Z] \otimes [X,Y] \to [X,Y]\), where \( X, Y \) and \( Z \) are \( 2 \)-categories. It is given on objects by composition of strict functors. On 1-cells of the form \((\theta,1)\): \((F,G) \to (F',G')\) it is given by the pseudonatural transformation denoted \( G^*\theta \) with components \( \theta_{Gx} \) and naturality 2-cells \( \theta_{Gf} \). On 1-cells of the form \((1,\sigma)\): \((F,G) \to (F,G')\) it is given by the pseudonatural transformation denoted \( F_\sigma \) with components \( F_{Gx,G'x}(\sigma_x) \) and naturality 2-cells \( F_{Gx,G'x}(\sigma_f) \). Similarly, on 2-cells of the form \((\Gamma,1)\): \((\theta,1) \Rightarrow (\theta',1)\): \((F,G) \to (F',G')\) it is given by the modification denoted \( G^*\Gamma \) with components \( \Gamma_{Gx} \), and on 2-cells of the form \((1,\Delta)\): \((1,\sigma) \Rightarrow (1,\sigma')\): \((F,G) \to (F,G')\) it is given by the modification denoted \( F^*\Delta \) with components \( F_{Gx,G'x}(\Delta_x) \). Finally, on interchange cells of the form \( \Sigma_{\theta,\sigma} \), it is given by the naturality 2-cell \( \theta_{Gx} \) of \( \theta \) at \( \sigma_x \), hence,

\[
(M_{\text{Gray}}(\Sigma_{\theta,\sigma}))_x = \theta_{Gx} \cdot \theta_{Gx} \cdot F_{Gx,G'x}(\sigma_x) \Rightarrow F'_{Gx,G'x}(\sigma_x) \cdot \theta_{Gx} \ .
\]

This follows from the general form of \( M_{\mathcal{V}} \) in enriched category theory by inspection of the closed structure of \( \text{Gray} \) cf. [27, Prop. 3.10].

Also recall that there is a functor \( \text{Ten}: \mathcal{V}^\otimes \mathcal{V} \to \mathcal{V} \) which is given on objects by the monoidal structure. For \( \mathcal{V} = \text{Gray} \), its strict hom functor

\[
\text{Ten}_{[X,Y],[Y',X']} : [X,X'] \otimes [Y,Y'] \to [X \otimes Y, X' \otimes Y']
\]

sends an object \((F,G)\) to the functor \( F \otimes G \). It sends a transformation \((\theta,1_G)\): \((F,G) \Rightarrow (F',G)\) to the transformation with component the 1-cell \((\theta_x,1_{Gx})\) in \( X' \otimes Y' \) at the object \((x,y)\) in \( X \otimes Y \); and naturality 2-cells \((\sigma_f,1_{Gf})\) and \( \Sigma_{\theta,\sigma} \) at 1-cells \((f,1_y)\) and \((1_x,g)\) respectively. Its effect on a transformation \((1_F,\iota)\): \((F,G) \Rightarrow (F,G')\) is analogous. It sends a modification \((\Gamma,1_G)\): \((\theta,1_G) \Rightarrow (\theta',1_G)\) to the modification with component the 2-cell \((\Gamma_x,1_{Gx})\) in \( X' \otimes Y' \) at \((x,y)\) in \( X \otimes Y \). Its effect on a modification \((1_F,\iota)\): \((1_F,\iota) \Rightarrow (1_F,\iota')\) is

\footnote{where a weighted limit is called and indexed limit}
analogous. Finally, it sends the interchange 2-cell $\Sigma_d$ to the modification with component the interchange 2-cell $\Sigma_{\theta,d}$, hence,

\[(\text{Ten}_{(X,Y,Z)}(\Sigma_d))_{x,y} = \Sigma_{\theta,d} . \quad (1.8)\]

All of this again follows from inspection of the closed structure of $\text{Gray}$, cf. [27, Prop. 3.10]. See also equation (1.57) below.

### 1.1.4 Cubical functors

Given 2-categories $X, Y, Z$, recall that a cubical functor in two variables is a functor $\hat{F} : X \times Y \to Z$ such that for all 1-cells $(f, g)$ in $X \times Y$, the composition constraint

\[\hat{F}(1,g)(f,1) : \hat{F}(1,g) \ast \hat{F}(f,1) = \hat{F}(f,g) ,\]

is the identity 2-cell, and such that for all composable 1-cells $(f', 1)$, $(f, 1)$ in $X \times Y$,

\[\hat{F}(f',1)(f,1) : \hat{F}(f',1) \ast \hat{F}(f,1) \Rightarrow \hat{F}(f' \ast f, 1) ,\]

is the identity 2-cell, and such that for all composable 1-cells $(1,g')$, $(1,g)$ in $X \times Y$,

\[\hat{F}(1,g')(1,g) : \hat{F}(1,g') \ast \hat{F}(1,g) \Rightarrow \hat{F}(1,g' \ast g) ,\]

is the identity 2-cell. For composable $(1,g')$, $(f,g)$ and $(f',g')$, $(f,1)$, the constraint cells are then automatically identities by compatibility of $\hat{F}$ with associators i.e. a functor axiom for $\hat{F}$; it also automatically preserves identity 1-cells.

We start with the following elementary result, which extends the natural $\text{Set}$-isomorphism in [27, Th. 3.7] to a $\text{Cat}$-isomorphism.

**Proposition 1.1.** Given 2-categories $X, Y, Z$, there is a universal cubical functor $C : X \times Y \to X \otimes Y$ natural in $X$ and $Y$ such that precomposition with $C$ induces a natural isomorphism of 2-categories (i.e. a $\text{Cat}$-isomorphism)

\[[X \otimes Y, Z] \cong \text{Bicat}(X, Y; Z) ,\]

where $\text{Bicat}(X, Y; Z)$ denotes the full sub-2-category of $\text{Bicat}(X \times Y, Z)$ determined by the cubical functors.

**Proof.** The functor $C$ is determined by the requirements that it be the identity on objects, that $C(f,1) = (f,1)$, $C(\alpha,1) = (\alpha,1)$, $C(1,g) = (1,g)$, $C(1,\beta) = (1,\beta)$, and that it be a cubical functor. In particular, observe that this means that $C(f,g) = (1,g) \ast (f,1)$ and that the constraint $C(f,1)(1,g)$ is given by the interchange cell $\Sigma_{f,g}$.

As for an arbitrary functor of bicategories, precomposition with $C$ induces a strict functor

\[C^* : \text{Bicat}(X \otimes Y, Z) \to \text{Bicat}(X \times Y, Z) .\]
It sends a functor \( G: X \otimes Y \to Z \) to the composite functor \( GC: X \times Y \to C \). In fact, if \( F \) is a strict functor \( X \otimes Y \to Z \), recalling the definition of the composite of two functors of bicategories, a moment’s reflection affirms that \( \tilde{F} := FC \) is a cubical functor with constraint \( \tilde{F}_{(f,1),(1,g)} = F(\Sigma_{f,g}) \). Thus by restriction, \( C^* \) gives rise to a functor \( [X \otimes Y, Z] \to \text{Bicat}_e(X,Y;Z) \) which we also denote by \( C^* \).

If \( \sigma: F \Rightarrow G: X \otimes Y \to Z \) is a pseudonatural transformation, \( C^*\sigma: FC \Rightarrow GC \) is the pseudonatural transformation with component

\[
(C^*\sigma)_{(A,B)} = \sigma_{C(A,B)} = \sigma_{(A,B)}
\]

at an object \((A,B) \in X \times Y\), and naturality 2-cell

\[
(C^*\sigma)_{(f,g)} = \sigma_{C(f,g)} = \sigma_{(f,1)}(1) \circ (1 * \sigma_{(1,g)})
\]

at a 1-cell \((f,g) \in X \times Y\), where the last equality is by respect for composition of \( \sigma \). If \( \sigma \) is the identity pseudonatural transformation, it is immediate that the same applies to \( C^*\sigma \).

Given another pseudonatural transformation of strict functors \( \tau: G \Rightarrow H \), we maintain that \( (C^*\tau)^*(C^*\sigma) = C^*(\tau \ast \sigma) \). It is manifest that the components coincide: both are given by \( \tau_{(A,B)} \ast \sigma_{(A,B)} \) at the object \((A,B) \in X \times Y\). That the naturality 2-cells at a 1-cell \((f,g) \in X \times Y\) coincide,

\[
(\tau_{C(f,g)} \ast 1) \circ (1 * \sigma_{C(f,g)}) = (\tau \ast \sigma)_{C(f,g)}
\]

is simply the defining equation for the naturality 2-cell of the horizontal composite \( \tau \ast \sigma \).

If \( \Delta: \sigma \Rightarrow \pi \) is a modification of pseudonatural transformations \( F \Rightarrow G \) of strict functors \( X \otimes Y \to Z \), then \( C^*\Delta \) is the modification \( C^*\sigma \Rightarrow C^*\pi \) with component

\[
(C^*\Delta)_{(A,B)} = \Delta_{C(A,B)} = \Delta_{(A,B)}
\]

at an object \((A,B) \in X \times Y\), and this prescription clearly strictly preserves identities and vertical composition of modifications. Given another modification \( \Lambda: \tau \Rightarrow \rho: G \Rightarrow H \) where \( H \) is strict, one readily checks that \( (C^*\Lambda)^*(C^*\Delta) = C^*(\Lambda \ast \Delta) \) both having component \( \Lambda_{(A,B)} \ast \Delta_{(A,B)} \) at an object \((A,B) \in X \times Y\). Thus, \( C^* \) is indeed a strict functor.

As a side note, we remark that because we only consider 2-categories, \( C^* \) is the same as the functor \( \text{Bicat}(C,Z) \) induced by the composition of the tricategory \( \text{Tricat} \) of bicategories, functors, pseudonatural transformations, and modifications.

Let \( \tilde{F}: X \times Y \to Z \) be an arbitrary cubical functor, then the prescriptions \( F(f,1) = \tilde{F}(f,1) \), \( (\alpha,1) \mapsto \tilde{F}(\alpha,1) \), \( F(1,g) = \tilde{F}(1,g) \), \( (1,\beta) \mapsto \tilde{F}(1,\beta) \), and \( F(\Sigma_{f,g}) = \tilde{F}_{(f,1),(1,g)} \), provide a strict functor \( F: X \otimes Y \Rightarrow Z \) such that \( FC = \tilde{F} \). The latter equation and the requirement that \( F \) be strict, clearly determine \( F \) uniquely. That this is well-defined e.g., that it respects the various relations for the interchange cells is by compatibility of \( \tilde{F} \) with associators and naturality of

\[
\tilde{F}_{(A,B),(A',B')} \ast (\tilde{F}_{(A',B'),(A'',B'')} \times \tilde{F}_{(A,B),(A'',B'')} ) \Rightarrow \tilde{F}_{(A,B),(A'',B'')} \ast (1_f,1) \circ (1_f,1) \ast \Sigma_{f,g}
\]

where \( \ast \) denotes the corresponding horizontal composition functors. For example, for the relation

\[
\Sigma_{f',g} \sim (\Sigma_{f',g} \ast (1_f,1) \circ ((1_f,1) \ast \Sigma_{f',g}))
\]
one has to use that axiom twice giving
\[ \hat{F}(f'\circ f, 1, 1) = \hat{F}(f' \circ 1, 1) \]
and \( \hat{F}(f' \circ 1, 1) = \hat{F}(f', 1) \). Alternatively, one uses coherence for the functor \( \hat{F} \)—then any relation in the Gray product must clearly be mapped to an identity in \( Z \) because the constraints in \( \mathcal{F}_Z \) are mapped to identities in \( \mathcal{F}_Z \), where these are the corresponding free constructions on the underlying category-enriched graphs cf. [27, 2].

Now let \( \hat{\sigma} : \hat{F} \Rightarrow \hat{G} \) be an arbitrary pseudonatural transformation of cubical functors. We have already shown that \( \hat{F} \) and \( \hat{G} \) have the form \( FC \) and \( GC \) respectively, where \( F \) and \( G \) were determined above. We maintain that there is a unique pseudonatural transformation \( \sigma : F \Rightarrow G \) such that \( \sigma = C^* \hat{\sigma} \). By the above, the latter equation uniquely determines both the components, \( \sigma_{(A, B)} = \hat{\sigma}_{(A, B)} \), and the naturality 2-cells of \( \sigma \), namely \( \sigma_{(f, 1)} = \hat{\sigma}_{(f, 1)} \) and \( \sigma_{(1, g)} = \hat{\sigma}_{(1, g)} \), and thus \( \sigma \) is uniquely determined by respect for composition. That this is compatible with the relations \( (f', f, 1) \sim (f' \circ f, 1) \) and \( (1, g') \sim (1, g) \) in the Gray product follows from the fact that respect for composition is in this case tantamount to respect for composition of \( \hat{\sigma} \) because the constraints are identities here due to the axioms for cubical functors. Hence, what is left to prove is that this is indeed a pseudonatural transformation. First observe that the prescriptions for \( \sigma \) have been determined by the requirement that it respects composition, and respect for units is tantamount to respect for units of \( \hat{\sigma} \). Naturality with respect to 2-cells of the form \( (\alpha, 1) \) and \( (1, \beta) \) is tantamount to the corresponding naturality condition for \( \hat{\sigma} \). Naturality with respect to an interchange cell \( \Sigma_{f, g} \), i.e.
\[
(G(\Sigma_{f, g}) \ast 1_{\sigma(\alpha, \beta)}) \circ \sigma_{(f, 1) \ast (1, g)} = \sigma_{(1, g) \ast (f, 1)} \circ (1_{\sigma(g', \beta')} \ast F(\Sigma_{f, g}))
\]
is—by the requirement that \( \sigma \) respects composition:
\[
\sigma_{(f, 1) \ast (1, g)} = (1_{G(f, g)} \ast \sigma_{(1, g)}) \circ (\sigma_{(f, 1)} \ast 1_{F(1, g)}) = (1_{G(f, 1)} \ast \hat{\sigma}_{(1, g)}) \circ (\hat{\sigma}_{(f, 1)} \ast 1_{F(1, g)})
\]
and by respect for composition of \( \hat{\sigma} \):
\[
\sigma_{(1, g) \ast (f, 1)} = (1_{G(1, g)} \ast \sigma_{(1, g)}) \circ (\sigma_{(1, g)} \ast 1_{F(1, g)}) = (1_{G(1, 1)} \ast \hat{\sigma}_{(f, 1)}) \circ (\hat{\sigma}_{(1, g)} \ast 1_{F(1, 1)}) = \hat{\sigma}_{(f, 1)}
\]
(the constraints are trivial here)—tantamount to respect for composition of \( \hat{\sigma} \):
\[
(G(\Sigma_{f, g}) \ast 1_{\sigma(\alpha, \beta)}) \circ (1_{\hat{\sigma}(f, 1)} \ast \hat{\sigma}_{(1, g)}) \circ (\hat{\sigma}_{(f, 1)} \ast 1_{\hat{F}(1, g)}) = \hat{\sigma}_{(f, g)} \circ (1_{\hat{\sigma}(f', \beta')} \ast \hat{F}(f, g)).
\]
Notice that in general, naturality with respect to a vertical composite is implied by naturality with respect to the individual factors. Similarly, naturality with respect to a horizontal composite is implied by functoriality of \( F \) and \( G \) (cf. (1.9)), respect for composition, and naturality with respect to the individual factors.

Finally, let \( \hat{\Delta} : C^* \sigma \Rightarrow C^* \pi : FC \Rightarrow GC \) be an arbitrary modification. Then we maintain that there is a unique modification \( \Delta : \sigma \Rightarrow \pi \) such that \( \hat{\Delta} = C^* \Delta \). By the above, the latter equation uniquely determines \( \Delta \)'s components, \( \Delta_{(A, B)} = \hat{\Delta}_{(A, B)} \) and thus \( \Delta \) itself, but we have to show that \( \Delta \) exists i.e. that this gives \( \Delta \) the structure of a modification. The
modification axiom for 1-cells of the form \((f, 1)\) is tantamount to the modification axiom for \(\hat{\Lambda}\) and the corresponding 1-cell in \(X \times Y\) of the same name. The same applies to the modification axiom for 1-cells of the form \((1, g)\). This proves that \(\sigma\) is a modification because the modification axiom for a horizontal composite is implied by respect for composition of \(\sigma\) and \(\pi\), and the modification axiom for the individual factors.

Given 2-categories \(X_1, X_2, X_3\), it is an easy observation that
\[
at(C(C \times 1)) = C(1 \times C a_\times \colon X_1 \times X_2 \times X_3 \to X_1 \otimes (X_2 \otimes X_3)) \,
\tag{1.11}
\]
where \(a_\times\) is the associator of the cartesian product.

It is well-known that a strict, cubical tricategory is the same thing as a \(\text{Gray}\)-category. To prove this, one has to replace the cubical composition functor by the composition law of a \(\text{Gray}\)-category. This uses the underlying \(\text{Set}\)-isomorphism of Proposition 1.1. In the same fashion, in order to compare locally strict trihomomorphisms between \(\text{Gray}\)-categories with Gray homomorphisms as it is done in Theorem 1.6 in 1.5.3 below, we need the following many-variable version of Proposition 1.1 to replace adjoint equivalences and modifications of cubical functors by adjoint equivalences and modifications of the corresponding strict functors on Gray products.

**Theorem 1.2.** Given a natural number \(n\) and 2-categories \(Z, X_1, X_2, \ldots, X_n\), composition with
\[
C(C(C(\ldots \times 1_{X_{n-1}}) \times 1_{X_1})) \colon X_1 \times X_2 \times \ldots \times X_n \to ((X_1 \otimes X_2) \otimes X_3) \otimes \ldots \otimes X_n,
\]
where \(C\) is the universal cubical functor, induces a natural isomorphism of 2-categories (i.e. a \(\text{Cat}\)-isomorphism)
\[
[(\ldots((X_1 \otimes X_2) \otimes X_3) \otimes \ldots) \otimes X_n, Z] \cong \text{Bicat}(X_1, X_2, \ldots, X_n; Z),
\]
where \(\text{Bicat}(X_1, X_2, \ldots, X_n; Z)\) denotes the full sub-2-category of \(\text{Bicat}(X_1 \times X_2 \times \ldots \times X_n, Z)\) determined by the cubical functors in \(n\) variables. The same is of course true for any other combination of universal cubical functors (mediated by the unique isomorphism in terms of associators for the Gray product).

**Proof.** Recall that the composition \((F \circ (F_1 \times \ldots \times F_k))\) of cubical functors is again a cubical functor. This shows that the restriction of \((C(C(C(\ldots \times 1_{X_{n-1}}) \times 1_{X_1}))^*\) to \([(\ldots((X_1 \otimes X_2) \otimes X_3) \otimes \ldots) \otimes X_n, Z]\) does indeed factorize through \(\text{Bicat}_e(X_1, X_2, \ldots, X_n; Z)\). The proof that this gives an isomorphism as wanted is then a straightforward extension of the two-variable case. There are Gray product relations on combinations of interchange cells, which correspond to relations for the constraints holding by coherence. Indeed any diagram of interchange cells commutes because these map to identities in the cartesian product.

For example, a cubical functor in three variables is determined by compatible partial cubical functors in two variables and a relation on their constraints cf. the diagram in [27, Prop. 3.3, p. 42]. This corresponds to a combination of the Gray product relation
\[
\Sigma_{f,g^*g} \sim ((1_{g^*}, 1) \circ \Sigma_{f,g}) \circ (\Sigma_{f,g^*} \circ (1, 1_g)) \,
\tag{1.12}
\]
for \( f = f_1 \) and \( g' = (f_2, 1) \) and \( g = (1, f_3) \) and \( g' = (1, f_3) \) and \( g = (f_2, 1) \) respectively, and the Gray product relation

\[
((1, \beta) \ast (\alpha, 1)) \circ \Sigma_{g,g'} \sim (\alpha, 1) \ast (1, \beta)
\]  

(1.13)

for \( f = f_1 = f' \), \( \alpha = 1 \), \( g = (f_2, 1) \ast (1, f_3) \), \( g' = (1, f_3) \ast (f_2, 1) \), and \( \beta = \Sigma_{f_2, f_3} \), which reads

\[
((1, \Sigma_{f_2, f_3}) \ast (1, f_1), 1)) \circ ((1(f_2, 1), 1) \ast \Sigma_{f_1, (1f_3)} \ast (\Sigma_{f_1, (1f_3)} \ast (1, 1(f_2, 1))))
\]

\[
\sim ((1, f_1) \ast \Sigma_{f_1, (1f_3)} \ast (\Sigma_{f_1, (1f_3)} \ast (1, 1(f_2, 1)))) \circ ((1, f_1) \ast (1, \Sigma_{f_2, f_3}))
\]

(1.13)

For pseudonatural transformations and modifications, the arguments are entirely analogous to the two-variable case.

\[\square\]

### 1.1.5 \( \mathcal{V} \)-enriched monad theory

Recall from enriched category theory that there is a \( \mathcal{V} \)-functor \( \text{Hom}_L : L^{\text{op}} \otimes L \to \mathcal{V} \), which sends and object \((M, N)\) in the tensor product of \( \mathcal{V} \)-categories \( L^{\text{op}} \otimes L \) to the hom object \( L(M, N) \) in \( \mathcal{V} \). As is common, the corresponding partial \( \mathcal{V} \)-functors are denoted \( L(M, -) \) and \( L(-, N) \) with hom morphisms determined by the equations

\[
e_{L(M, N)}^{L(M', N)}(L(M, -)_{N, N'} \otimes 1) = M_{L}
\]

(1.14)

and

\[
e_{L(M, N)}^{L(M', N)}(L(-, N)_{M, M'} \otimes 1) = M_{Lc}
\]

(1.15)

where \( e \) denotes evaluation, i.e., counits of the adjunctions of the closed structure with a superscript indicating which adjunction we mean and a subscript indicating a component of the counit of this adjunction.

For an element \( f : N \to N' \) in \( L(N, N') \) i.e., a morphism in the underlying category of \( L \), we usually denote by \( L(M, f) : L(M, N) \to L(M, N') \) the morphism in \( \mathcal{V} \) corresponding to the image of \( f \) under the underlying functor of \( L(M, -) \) with respect to the identification \( \mathcal{V} L(I, [X, Y]) \equiv \mathcal{V} L(X, Y) \) induced from the closed structure of \( \mathcal{V} \) for objects \( X, Y \in \mathcal{V} \). Also note that we will occasionally write \( L(1, f) \) instead e.g. if the functoriality of

\[
\text{hom}_L : L_0^{\text{op}} \times L_0 \longrightarrow (L^{\text{op}} \otimes L)_0 \xrightarrow{\text{Hom}_L} \mathcal{V} \]

(1.16)

is to be emphasized, where the first arrow is the canonical comparison functor [38]. This notation is obviously extended in the case that \( \mathcal{V} = \text{Gray} \), e.g., given a 1-cell \( \alpha : f \to g \) in the 2-category \( L(N, N') \equiv [I, L(N, N')] \), then \( L(M, \alpha) \) denotes the pseudonatural transformation \( L(M, f) \Rightarrow L(M, g) \) given by \( L(M, \alpha) \) i.e. the 1-cell in \([L(M, N), L(M, N')]\).

Recall that the 2-category \( \mathcal{V} \text{-CAT} \) of \( \mathcal{V} \)-categories, \( \mathcal{V} \)-functors, and \( \mathcal{V} \)-natural transformations is a symmetric monoidal 2-category with monoidal structure the tensor product of \( \mathcal{V} \)-categories and unit object the unit \( \mathcal{V} \)-category \( \mathbf{1} \) with a single object \( 0 \) and hom object \( I \). Recall that the 2-functor \( (-)_0 = \mathcal{V} \text{-CAT}(I, -) : \mathcal{V} \text{-CAT} \to \text{CAT} \) sends
a $\mathcal{V}$-category to its underlying category, a $\mathcal{V}$-functor to its underlying functor, and a $\mathcal{V}$-natural transformation to its underlying natural transformation.

Let $T$ be a $\mathcal{V}$-monad on a $\mathcal{V}$-category $\mathcal{M}$. Recall that this means that $T$ is a monad in the 2-category $\mathcal{V}$-CAT. Thus $T$ is a $\mathcal{V}$-functor $\mathcal{M} \to \mathcal{M}$, and its multiplication and unit are $\mathcal{V}$-natural transformations $\mu: TT \Rightarrow T$ and $\eta: 1_\mathcal{M} \Rightarrow T$ respectively such that

$$
\mu(\mu T) = \mu(T \mu) \quad \text{and} \quad \mu(\eta T) = 1_T = \mu(T \eta), \quad (1.17)
$$

where $\mu T$ and $T \mu$ are as usual the $\mathcal{V}$-natural transformations with component

$$
\mu_{TM}: I \to \mathcal{M}(TTTM, TM) \quad \text{and} \quad T_{TTM,M\mu M}: I \to \mathcal{M}(TTTM, TM)
$$

respectively at the object $M \in \mathcal{M}$, and similarly for $\eta T$ and $T \eta$.

Under the assumption that $\mathcal{V}$ has equalizers e.g. if $\mathcal{V}$ is complete, the Eilenberg-Moore object $\mathcal{M}^T$ exists and has an explicit description, on which we expand below. For now, recall that the Eilenberg-Moore object is formally characterized by the existence of an isomorphism

$$
\mathcal{V}$-Cat(\mathcal{K}, \mathcal{M}^T) \cong \mathcal{V}$-Cat(\mathcal{K}, \mathcal{M})^T, \quad (1.18)
$$

of categories which is $\mathcal{C}$at-natural in $\mathcal{K}$ and where $T_*$ is the ordinary monad induced by composition with $T$.

In particular, setting $\mathcal{K} = \mathcal{I}$ shows that the underlying category $\mathcal{M}^T$ of the Eilenberg-Moore object in $\mathcal{V}$-CAT is isomorphic to the Eilenberg-Moore object for the underlying monad $T_0$ on the underlying category $\mathcal{M}_0$ of $\mathcal{M}$.

Thus an object of $\mathcal{M}^T$, i.e. a $T$-algebra, is the same thing as a $T_0$ algebra. This means, that it is given by a pair $(A, a)$ where $A$ is an object of $\mathcal{M}$ and $a$ is an element $I \to \mathcal{M}(TA, A)$ such that the two algebra axioms hold true:

$$
M_M(a, T_{TA,A}a) = M_M(a, \mu_A) \quad \text{and} \quad 1_A = M_M(a, \eta_A). \quad (1.19)
$$

Here, the notation is already suggestive for the situation for $\mathcal{V} = \text{Gray}$. Namely, $(a, T_{TA,A}a)$ is considered as an element of the underlying set $V(M(TA, A) \otimes M(TTA, TA))$, and we apply the underlying function $VM_M$ to this, where $V$ is usually dropped because for $\mathcal{V} = \text{Gray}$ the equations in (1.19) make sense as equations of the values of strict functors on objects in the Gray product.

Given $T$-algebras $(A, a)$ and $(B, b)$, the hom object of $\mathcal{M}^T$ is given by the following equalizer

$$
\mathcal{M}^T((A, a), (B, b)) \xrightarrow{(U^T)_A(a,b)} \mathcal{M}(A, B) \xrightarrow{M(a, b)} \mathcal{M}(TA, B). \quad (1.20)
$$

In fact, it is not hard to show that the composition law $M_M$ and the units $j_A$ of $\mathcal{M}$ induce a $\mathcal{V}$-category structure on $\mathcal{M}^T$ such that $U^T$ is a faithful $\mathcal{V}$-functor $\mathcal{M}^T \to \mathcal{M}$, which we call the forgetful functor. The explicit arguments may be found in [53].

In the case that $\mathcal{V} = \text{Gray}$ and $\mathcal{K}$ is a $\text{Gray}$-category with a $\mathcal{V}$-monad $T$ on it, Gurski identifies $\mathcal{K}^T$ explicitly in [27, 13.1]. This is also what the equalizer description gives when it is spelled out:
Proposition 1.2. The Gray-category of algebras for a Gray-monad \( T \) on a Gray-category \( K \), i.e. the Eilenberg-Moore object \( K^T \), can be described in the following way. Objects are \( T \)-algebras: they are given by an object \( X \) in \( K \) and a 1-cell \( x: TX \to X \), i.e. an object in \( K(TX,X) \), satisfying \( M_K(x,Tx) = M_K(x,\mu_X) \) and \( 1_X = M_K(x,\eta_X) \). These algebra axioms are abbreviated by \( x\mu_X \) and \( 1_X = x\eta_X \) respectively.

An algebra 1-cell \( f: (X,x) \to (Y,y) \) is given by a 1-cell \( f: X \to Y \), i.e. an object in \( K(X,Y) \), such that \( M_K(f,x) = M_K(y,Tf) \), which is abbreviated by \( fx = yTf \). An algebra 2-cell \( \alpha: f \Rightarrow g: (X,x) \to (Y,y) \) is given by a 2-cell \( \alpha: f \Rightarrow g \), i.e. a 1-cell in \( K(X,Y) \), such that \( M_K(1_y,\alpha_1) = M_K(\alpha,1_x) \), which is abbreviated by \( 1_T\alpha = \alpha \mu_X \). An algebra 3-cell \( \Gamma: \alpha \Rightarrow \beta: f \Rightarrow g: (X,x) \to (Y,y) \) is given by a 3-cell \( \Gamma: \alpha \Rightarrow \beta \) i.e. a 2-cell in \( K(X,Y) \) such that \( M_K(1_{1_Y},\Gamma) = M_K(\Gamma,1_{1_X}) \), which is abbreviated \( 1_{1_T}\Gamma = \Gamma 1_{1_1} \). The compositions are induced from the Gray-category structure of \( K \).

Observe here that the common notation \( xT \mu_X \) for equations of (composites of) morphisms in the underlying categories has been obviously extended for \( V^\Gamma = \text{Gray} \) to 2-cells and 3-cells i.e. 1- and 2-cells in the hom 2-categories, where juxtaposition now denotes application of the composition law of \( K \), and the axioms for algebra 2- and 3-cells are whiskered equations with respect to this composition on 2-cells and 3-cells in \( K \).

1.2 THE GRAY-CATEGORY OF PSEUDO ALGEBRAS

Let again \( T \) be a Gray-monad on a Gray-category \( K \). Since the underlying category \( 2\text{Cat} \) of the Gray-category \( \text{Gray} \) is complete, it has equalizers in particular, so we have a convenient description of the Gray-category \( K^T \) of \( T \)-algebras in terms of equalizers as in 1.1.5.

Recall that for enrichment in \( \text{Cat} \), there is a pseudo and a lax version of the 2-category of algebras with obvious inclusions of the stricter into the laxer ones respectively. Under suitable conditions on the monad and its (co)domain, there are two coherence results relating those different kinds of algebras. First, each of the inclusions has a left adjoint. Second, each component of the unit of the adjunction is an internal equivalence. The primary references for these results are [4] and [44]. In particular, in the second, Lack provides an analysis of the coherence problem by use of codescent objects. In the case of enrichment in \( \text{Gray} \), there are partial results along these lines by Power [65], and a local version of the identification of pseudo notions for the monad (0.36) from the Introduction with tricategorical structures is mentioned in [65, Ex. 3.5, p. 319]. A perspective similar to Lack’s treatment is given by Gurski in [27, Part III] for Gray-monads.

For a Gray-monad \( T \) on a Gray-category \( K \), Gurski gives a definition of lax algebras, lax functors of lax algebras, transformations of lax functors, and modifications of those, and shows that these assemble into a Gray-category \( \text{Lax-T-Alg} \). Further, he defines pseudo algebras, pseudo functors of pseudo algebras, and shows that these, together with transformations of pseudo functors and modifications of those, form a Gray-category \( \text{Ps-T-Alg} \), which embeds as a locally full sub-Gray-category in the Gray-category
Lax-T-Alg of lax algebras. Finally, there is an obvious 2-locally full inclusion of the \textit{Gray}-category \( \mathcal{K}^T \) of algebras into Ps-T-Alg and Lax-T-Alg.

### 1.2.1 Definitions and two identities

We here reproduce Gurski’s definition of Ps-T-Alg in equational form. In Section 1.5 we will identify this \textit{Gray}-category for a particular monad on the functor \textit{Gray}-category \([\text{ob}\mathcal{P},\mathcal{L}]\) where \( \mathcal{P} \) is a small and \( \mathcal{L} \) is a cocomplete \textit{Gray}-category. Namely, we show that it is isomorphic as a \textit{Gray}-category to the full sub-\textit{Gray}-category \( \text{Tricat}_{ls}(\mathcal{P},\mathcal{L}) \) determined by the locally strict trihomomorphisms.

**Definition 1.1.** [27, Def. 13.4, Def. 13.8] A pseudo \( T \)-algebra consists of

- an object \( X \) of \( \mathcal{K} \);
- a 1-cell \( x: TX \to X \) i.e. an object in \( \mathcal{K}(TX,X) \);
- 2-cell adjoint equivalences\(^3\) \( (m,m^*): M_X(x,Tx) \to M_X(x,\mu_X) \) or abbreviated \( (m,m^*) \): \( TX \to x\mu_X \) and \( (i,i^*): 1 \to M_X(x,\eta_X) \) or abbreviated \( (i,i^*) \): \( 1 \to x\eta_X \) i.e. 1-cells in \( \mathcal{K}(T^2X,X) \) and \( \mathcal{K}(X,X) \) respectively which are adjoint equivalences;
- and three invertible 3-cells \( \pi,\lambda,\rho \) as in (PSA1)-(PSA3) subject to the four axioms (LAA1)-(LAA4) of a lax \( T \)-algebra:

**(PSA1)** An invertible 3-cell \( \pi \) given by an invertible 2-cell in \( \mathcal{K}(T^3X,X) \):

\[
\pi: (m_1\mu_X) \ast (m_1T^3_x) \Rightarrow (m_1T\mu_x) \ast (1,Tm)
\]

which is shorthand for

\[
\pi: M_X(m_1\mu_X) * M_X(m_1T^3_x) \Rightarrow M_X(m_1T\mu_x) * M_X(1_x,Tm)
\]

where the horizontal factors on the left compose due to \textit{Gray}-naturality of \( \mu \) and the codomains match by the monad axiom \( \mu(\mu T) = \mu(T\mu) \).

**(PSA2)** An invertible 3-cell \( \lambda \) given by an invertible 2-cell in \( \mathcal{K}(TX,X) \):

\[
\lambda: (m_1\eta_X) \ast (1_x) \Rightarrow 1_x
\]

where the horizontal factors compose due to \textit{Gray}-naturality of \( \eta \) and the codomains match by the monad axiom \( \mu(\eta T) = 1_T \).

**(PSA3)** An invertible 3-cell \( \rho \) given by an invertible 2-cell in \( \mathcal{K}(TX,X) \):

\[
\rho: (m_1T\eta_X) \ast (1_xTi) \Rightarrow 1_x
\]

where the codomains match by the monad axiom \( \mu(T\eta) = 1_T \).

The four lax algebra axioms are:

---

\(^3\)For adjunctions in a 2-category see [41, §2].
The following equation in \( \mathcal{X}(T^4X, X) \) of vertical composites of whiskered 3-cells is required:

\[
((\pi 1) * 1_{1T^2m}) \circ (1_{m11} * \Sigma^{-1}_{m,T^2m}) \circ ((\pi 1) * 1_{m11}) = (1_{m11} * (1T\pi)) \circ ((\pi 1) * 1_{l1m1}) \circ (1_{m11} * (\pi 1)) ,
\]

where \( \Sigma^{-1}_{m,T^2m} \) is shorthand for \( M_\mathcal{X}(\Sigma^{-1}_{m,T^2m}) \). A careful inspection shows that the horizontal and vertical factors do indeed compose. Note that any mention of the object \( X \) has been omitted, e.g. \( T\mu_T \) stands for \( T\mu_{TX} \). We refer to this as the \textit{pentagon-like axiom} for \( \pi \).

(LAA2) The following equation in \( \mathcal{X}(T^2X, X) \) of vertical composites of whiskered 3-cells is required:

\[
((\rho 1) * 1_{m1}) \circ (1_{m11} * \Sigma_{m,T^2i}) = (1_{m11} * (1_T\rho)) \circ ((\pi 1) * 1_{11T^2i}) .
\]

(LAA3) The following equation in \( \mathcal{X}(T^2X, X) \) of vertical composites of whiskered 3-cells is required:

\[
1_{m11} * (\lambda 1) = ((\lambda 1) * 1_{1m}) \circ (1_{m11} * \Sigma^{-1}_{i,m}) \circ ((\pi 1) * 1_{l11}) .
\]

(LAA4) The following equation in \( \mathcal{X}(T^4X, X) \) of vertical composites of whiskered 3-cells is required:

\[
(1_{m11} * (1T\lambda)) \circ ((\pi 1) * 1_{1T^4i}) = 1_{m11} * (\rho 1) .
\]

We refer to this as the \textit{triangle-like axiom} for \( \lambda \), \( \rho \), and \( \pi \). Diagrams for these axioms may be found in Gurski’s definition.

Remark 1.2. In the shorthand notation juxtaposition stands for application of \( M_\mathcal{X} \), an instance of a power of \( T \) in an index refers to its effect on the object \( X \), any other instance of a power of \( T \) is shorthand for a hom 2-functor and only applies to the cell directly following it. This notation is possible due to the functor axiom for \( T \).

Remark 1.3. The definition of pseudo algebras and their higher cells may be illuminated by the following viewpoint, which the author learned from Ross Street. Let \( T \) be a \textit{Gray-monad} on \( \mathcal{X} \) and \( X \) be an object of \( \mathcal{X} \). The objects of the 2-category \( \mathcal{K}(TX, X) \) should form the objects of a multi-2-category with 1- and 2-cells from \( \mathcal{K}(T^nX, X) \) for \( n > 0 \). Then a pseudo algebra for \( T \) should correspond to a pseudomonoid in this multi-2-category with multiplication \( m \) and unit \( i \), and the higher cells defined in Definitions 1.2-1.4 below should correspond to the higher cells between pseudomonoids.

The definition of a pseudo algebra is derived from the definition of a lax algebra by requiring the 2-cells \( m \) and \( i \) to be adjoint equivalences and the 3-cells \( \pi, \lambda, \rho \) to be invertible. In fact, under these circumstances we do not need all of the axioms\(^4\). This is

\(^4\)In fact, while used in the proof below, the same applies if \( m \) and \( i \) are not required not be adjoint equivalences, that is, for a lax algebra with \( \pi, \lambda, \rho \) invertible. To show the redundancy of (LAA3) under these circumstances, the equation has to be whiskered on the left with the domain \((m1) * (i1)\) of \( \lambda \), which gives an equivalent equation since \( \lambda \) is an isomorphism with the identity \( 1_i \). The argument then parallels Kelly’s proof [33] even more closely than the one shown here.
proved in the following proposition, which is central for the comparison of trihomomorphisms of Gray-categories with pseudo algebras. Namely, there are only two axioms for a trihomomorphism, while there are four in the definition of a lax algebra. Proposition 1.3 shows that, in general, two of the axioms suffice for a pseudo algebra. In light of Remark 1.3, it is natural to expect such a redundancy.

**Proposition 1.3.** Given a pseudo $T$-algebra, the pentagon-like axiom (LAA1) and the triangle-like axiom (LAA4) imply the other two axioms (LAA2)-(LAA3), i.e. these are redundant.

**Proof.** We proceed analogous to Kelly’s classical proof that the two corresponding axioms in MacLane’s original definition of a monoidal category are redundant [33]. The associators and unitors in Kelly’s proof here correspond to $\pi, \lambda$, and $\rho$. Commuting naturality squares for associators have to be replaced by instances of the middle four interchange law, and there is an additional complication due to the appearance of interchange cells – these have no counterpart in Kelly’s proof, so that it is gratifying that the strategy of the proof can still be applied. We only show the proof for the axiom (LAA3) involving $\pi$ and $\lambda$ here. The one for the axiom (LAA2) involving $\pi$ and $\rho$ is entirely analogous.

The general idea of the proof is to transform the equation of the axiom (LAA3) into an equivalent form, namely (1.24) below, which we can manipulate by use of the pentagon-like and triangle-like axiom. Diagrammatically, this has the form of adjoining

\[
xT \times T^2 x \xymatrix@C=30pt{\ar[r]^{1T T x} & \ar[d]_{1T T m} & xT \times T \times T^2 x \ar[r]^{1T T_1} & \ar[d]_{1T T m} & xT \times T \times T x \ar[r]^{1T T_1} & \ar[d]_{1T T m} & xT \times T \times T x \ar[r]^{1T T_1} & \ar[d]_{1T T m} & xT \times T \times T x \ar[r]^{1T T_1} & \ar[d]_{1T T m} & xT \times T \times T x \ar[r]^{1T T_1} & \ar[d]_{1T T m} & xT \times T \times T x \ar[r]^{1T T_1} & \ar[d]_{1T T m} & xT \times T \times T x \ar[r]^{1T T_1} & \ar[d]_{1T T m} & xT \times T \times T x \ar[r]^{1T T_1} & \ar[d]_{1T T m} & xT \times T \times T x \ar[r]^{1T T_1} & \ar[d]_{1T T m} & xT \times T \times T x }\]

...to the right hand side of some image of the pentagon-like axiom (LAA1), and then a diagram equivalent to the right hand side of (LAA3) can be identified as a subdiagram of this.

Since $i: 1_X \to x \eta_X$ is an equivalence in $L(X, X)$, and since

$L(X', 1_X): L(X', X) \to L(X', X)$

is the identity for arbitrary $X' \in \text{ob} L$, we have that $L(X', x \eta_X)$ is equivalent to the identity functor. In particular, it is 2-locally fully faithful i.e. a bijection on the sets of 2-cells. On the other hand, by naturality of $\eta$ we have:

$L(X', x \eta_X) = L(X', x) L(X', \eta_X) = L(X', x) L(\eta_X, TX)T$,

where the subscript of $T$ on the right indicates a hom morphism of $T$. This means that the equation of (LAA3) is equivalent to its image under

$L(T^2 X, x) L(\eta_{Y^2 X}, TX)T = L(\eta_{Y^2 X}, X) L(T^3 X, x)T$.
where we have used the underlying functoriality of $\text{hom}_L$. We will actually show that the image of the equation under $L(T^2X, x)T_\xi$ holds, which of course implies that the image of the equation under $L(\eta_{T^2X}, X)L(T^2X, x)T_\xi$ holds.

Applying $L(T^3X, x)T_\xi$ to the lax algebra axiom (LAA3) gives

$$1_{1Tm11}(1Tm11) = ((1Tm11) * 1_{11Tm11}) * (1Tm11 * (1Tm11 * (1T\Sigma^{-1}m))) * ((1Tm11 * 1_{1Tm11})$$

Observe that since $\Sigma^{-1}m$ is shorthand for $M_L(\Sigma^{-1}m)$, we have $1Tm11 = \Sigma^{-1}m$ by the functor axiom for $T$ and the equality (1.2) from 1.1.3, which is in fact shorthand for

$$M_L((1, M_L(\Sigma^{-1}m))) = M_L(M_L \otimes 1)(a^{-1}(1, \Sigma^{-1}m))$$

(by a Gray-category axiom)

$$= M_L(M_L \otimes 1)(\Sigma^{-1}m)$$

(by eq. (1.5) from 1.1.3)

$$= M_L(\Sigma^{-1}m)$$

(by eq. (1.2) from 1.1.3)

for which the corresponding shorthand is just $\Sigma^{-1}m$.

Next, equation (1.21) is clearly equivalent to the one whiskered with $m111$ on the left because $m111$ is an (adjoint) equivalence by the definition of $m$, i.e. to

$$1_{m111} * 1_{1Tm11} * (1Tm11)$$

$$= (1_{m111} * (1Tm11) * 1_{11Tm11} * (1Tm11 * (1Tm11 * 1_{1Tm11}))) * ((1Tm11 * 1_{1Tm11}) * (1Tm11 * 1_{1Tm11}))$$

Here we have used functoriality of $*$ i.e. the middle four interchange law, and it is understood that because horizontal composition is associative, we can drop parentheses.

Now observe that $m_{1m11} * (1Tm11)$ is the image under $L(T\eta_{T^2X}, X)$ of the leftmost vertical factor in the right hand side of the pentagon-like axiom (LAA1) for $\pi$. Namely, the image of (LAA1) under $L(T\eta_{T^2X}, X)$ is

$$((\pi11) * 1_{11Tm11}) * (1_{m111} * (1Tm11)) * ((\pi11) * 1_{1m11})$$

$$= (1_{m111} * (1Tm11)) * ((\pi11) * 1_{1Tm11}) * (1_{m111} * (1Tm11))$$

where $\Sigma^{-1}_{m, T^2m1}$ is shorthand for

$$M_L(M_L(\Sigma^{-1}_{m, T^2m1}), 1) = M_L(M_L \otimes 1)(\Sigma^{-1}_{m, T^2m1}, 1)$$

(by definition of $M_L \otimes 1$)

$$= M_L(1 \otimes M_L)a^{-1}(\Sigma^{-1}_{m, T^2m1})$$

(by a Gray-category axiom)

$$= M_L(\Sigma^{-1}_{m, T^2m1})$$

(by eq. (1.3) from 1.1.3)

for which the corresponding shorthand is just $\Sigma^{-1}_{m, T^2m1}$.

In fact, we have that $T^2m1 = 1Tm$ where on the left the identity is $1Tm$ and on the right it is $1_{Tm1}$, thus this is simply naturality of $T\eta$. Hence, $\Sigma^{-1}_{m, T^2m1}$ is shorthand for $\Sigma^{-1}m1Tm$. In turn, this is shorthand for

$$M_L(1 \otimes M_L)(\Sigma^{-1}_{m, (1, Tm)}) = M_L(M_L \otimes 1)(\Sigma^{-1}_{m, (1, Tm)})$$

(by a Gray-category axiom)

$$= M_L(M_L \otimes 1)(\Sigma^{-1}_{m, 1, Tm})$$

(by eq. (1.4) from 1.1.3)

$$= M_L(\Sigma^{-1}_{m, 1, Tm})$$

(by eq. (1.2) from 1.1.3)
Implementing these transformations, the image of \( \text{LAA1} \) has the form

\[
((\pi 11) * 1_{111 Tm}) \circ (1_{m111} * \Sigma^{-1}_{m111}) \circ ((\pi 11) * 1_{m111}) \\
= (1_{m111} * (1T \pi 1)) \circ ((\pi 11) * 1_{1T11}) \circ (1_{m111} * (\pi 11)) .
\] (1.23)

Since they are invertible, composing equation (1.22) with the other two factors from the pentagon-like axiom for \( \pi \) whiskered with the (adjoint) equivalence \( 1T 11 \) on the right, gives an equivalent equation. Thus, our goal is now to prove the following equation:

\[
(l_{m111} * 1_{111 Tm} * (1T \pi 1)) \circ ((\pi 11) * 1_{111 Tm} * 1_{111 Tm}) \circ (l_{m111} * (\pi 11) * 1_{111 Tm})
\]

\[
\circ (((\pi 11) * 1_{111 Tm}) \circ (1_{m111} * \Sigma^{-1}_{m111}) \circ ((\pi 11) * 1_{m111}) * 1_{111 Tm}) .
\] (1.24)

This is proved by transforming the right hand side by use of the pentagon-like and triangle-like axiom until we finally obtain the left hand side. Namely, using the image of the pentagon-like axiom for \( \pi \) in the form (1.23) above, the right hand side of (1.24) is equal to

\[
(l_{m111} * (1T \pi 1) * 1_{111 Tm}) \circ (l_{m111} * 1_{111 Tm} * (\Sigma^{-1}_{111 Tm}))
\]

\[
\circ (((\pi 11) * 1_{111 Tm}) \circ (1_{m111} * \Sigma^{-1}_{m111}) \circ ((\pi 11) * 1_{m111}) * 1_{111 Tm}) .
\]

The diagrammatic form of this is drawn below.

The rectangle composed of the two interchange cells is shorthand for

\[
M_L((1_{m1} * \Sigma^{-1}_{111 Tm}) \circ M_L(\Sigma^{-1}_{m1 Tm} * (1_{1T1} , 1)) = M_L(\Sigma_{m1 * (1T1 , Tm)} ,
\]

for which the corresponding shorthand is just \( \Sigma_{m1 * (1T1 , Tm)} , \) Notice that we made use here of the image under \( M_L \) of the Gray product relation

\[
(\Sigma_{f,g} * (1_f, 1)) \circ ((1_f, 1) * \Sigma_{f,g}) \sim \Sigma_{f,g} .
\]
Next, the subdiagram formed by $1T \cdot 11$ and $\pi 11$ may be transformed by use of the image under $L(T\mu, X)$ of the triangle-like axiom (LAA3):

$$(1_{m11} \ast (1T \cdot 11)) \circ ((\pi 11) \ast 1_{I11}) = 1_{m11} \ast (\rho 11).$$

Implementing these transformations in the diagram, gives the one drawn below.

The subdiagram formed by the interchange cell and $\rho 11$ is

$$(\rho 11) \ast 1_{11T_m} \circ \Sigma_{(m1)\ast (1T_\mu),T_m}^{-1}.$$  

This is shorthand for

$$M_L((\rho, 1) \ast 1_{1T_m}) \circ \Sigma_{(m1)\ast (1T_\mu),T_m}^{-1} = M_L(\Sigma_{1T_m}^{-1} \circ ((1, 1_{1T_m}) \ast (\rho, 1))) = M_L((1, 1_{1T_m}) \ast (\rho, 1))$$

or $1_{11T_m} \ast (\rho 11)$, where we have used the relation

$$((1, \beta) \ast (\alpha, 1)) \circ \Sigma_{f,g} \sim \Sigma_{f',g'} \circ ((\alpha, 1) \ast (1, \beta))$$

for interchange cells in the Gray product and the fact that $\Sigma_{1T_m}^{-1}$ is the identity 2-cell cf. 1.1.3. This means we now have the following diagram.
Slightly rewritten, this is the same as the diagram below.

For the upper right entry we have used another identity to make commutativity obvious. Finally, by another instance of the triangle identity—in fact its image under \( L(T^2x, X) \)—we end up with the diagram below. It is easily seen to be the diagrammatic form of the left hand side of (1.24), so this ends the proof.

**Remark 1.4.** One can impose a fifth axiom in the definition of a lax algebra, which corresponds to the fifth axiom in the definition of a skew-monoidal category. One can similarly prove that this fifth axiom is implied by the pentagon-like and triangle-like
axiom in the case of a pseudo $T$-algebra.

**Definition 1.2.** [27, Def. 13.6 and Def. 13.9] A pseudo $T$-functor

$$(f, F, h, m): (X, x, m^X, i^X, n^X, \lambda^X, \rho^X) \to (Y, y, m^Y, i^Y, n^Y, \lambda^Y, \rho^Y)$$

consists of

- a 1-cell $f: X \to Y$ in $\mathcal{K}$ i.e. an object of $\mathcal{K}(X, Y)$;
- a 2-cell adjoint equivalence $(F, F^\star): fx \to yTf$ i.e. a 1-cell adjoint equivalence internal to $\mathcal{K}(TX, Y)$;
- and two invertible 3-cells $h, m$ as in (PSF1)-(PSF2) subject to the three axioms (LFA1)-(LFA3) of a lax $T$-functor:

*(PSF1)* An invertible 3-cell $h$ given by an invertible 2-cell in $\mathcal{K}(X, Y)$:

$$h: (F1_{\eta}) \ast (1_f i^X) \Rightarrow (i^Y 1_f)$$

where the codomains match by $\text{Gray}$-naturality of $\eta$.

*(PSF2)* An invertible 3-cell $m$ given by an invertible 2-cell in $\mathcal{K}(T^2 X, Y)$:

$$m: (m^Y 1_{T^2 f}) \ast (1_y TF) \ast (F1_{\mu}) \Rightarrow (F1_\mu) \ast (1_f m)$$

where the codomains match by $\text{Gray}$-naturality of $\mu$.

The three lax $T$-functor axioms are:

*(LFA1)* The following equation in $\mathcal{K}(T^3 X, Y)$ of vertical composites of whiskered 3-cells is required:

$$(1_{F11} \ast (1\pi^X)) \circ ((m1) \ast 1_{m^*1}) \circ (1_{m^11} \ast 1_{1T^2 F} \ast (m1)) \circ (1_{m^11} \ast \Sigma_{m^T, T^2 F} \ast 1_{TF1} \ast 1F11)$$

$$= ((m1) \ast 1_{1T^2 m^X}) \circ (1_{m^11} \ast 1_{T F1} \ast \Sigma_{F, T^2 m^X} \ast 1) \circ (1Tm) \circ ((\lambda^Y 1) \ast 1_{1T^2 F} \ast 1_{TF1} \ast 1F11) .$$

*(LFA2)* The following equation in $\mathcal{K}(TX, Y)$ of vertical composites of whiskered 3-cells is required:

$$((\lambda^Y 1) \ast 1F) \circ (1_{m^T1} \ast \Sigma_{m^T, F}^{-1}) \circ (1_{m^T1} \ast 1_{1F} \ast (h1))$$

$$= (1F \ast (1\lambda^Y)) \circ ((m1) \ast 1_{1m^T1} .$$

*(LFA3)* The following equation in $\mathcal{K}(TX, Y)$ of vertical composites of whiskered 3-cells is required:

$$(\rho^Y 1) \ast 1F1) \circ (1_{m^T1} \ast (1T h) \ast 1F1)$$

$$= (1F \ast (1\rho^Y)) \circ ((m1) \ast 1_{1m^T1} \ast (1_{TF1} \ast \Sigma_{F, T^1 m^X}^{-1}) .$$

A careful inspection shows that the horizontal and vertical factors do indeed compose in all of these axioms. Diagrams may be found in Gurski’s definition.
**Definition 1.3.** [27, Def. 13.6 and Def. 13.10] A $T$-transformation

$$(\alpha, A) : (f, F, h^f, m^f) \Rightarrow (g, G, h^g, m^g) : (X, x, m^X, i^X, \pi^X, \lambda^X, \rho^X) \rightarrow (Y, y, m^Y, i^Y, \pi^Y, \lambda^Y, \rho^Y)$$

consists of

- a 2-cell $\alpha : f \Rightarrow g$ i.e. an object of $\mathcal{K}(X, Y)$;
- an invertible 3-cell $A$ as in (T1) subject to the two axioms (LTA1)-(LTA2) of a lax $T$-algebra:

(T1) An invertible 3-cell $A$ given by an invertible 2-cell in $\mathcal{K}(TX, Y)$:

$$A : (1_{yT} \alpha) \ast F \Rightarrow G \ast (\alpha 1_x) .$$

The two lax $T$-transformation axioms are:

(LTA1) The following equation in $\mathcal{K}(X, Y)$ of vertical composites of whiskered 3-cells is required:

$$((h^g \ast 1_{\alpha 1}) \circ (1_{G1} \ast \Sigma_{x,y}^X) \circ ((A1) \ast 1_{1^X}) = \Sigma_{\mu,\alpha}^1 \circ (1_{1T\alpha 1} \ast h^f) .$$

(LTA2) The following equation in $\mathcal{K}(T^2X, X)$ of vertical composites of whiskered 3-cells is required:

$$(m^g \ast 1_{\alpha 1}) \circ (1_{m^T1} \ast 1_{1TG} \ast (A1)) \circ (1_{m^T1} \ast (1TA) \ast 1_{F1}) \circ (\Sigma_{m^T,\alpha}^{-1} \circ 1_{1FF} \ast 1_{F1})$$

$$= (1_{G1} \ast \Sigma_{\alpha,m^X}) \circ ((A1) \ast 1_{m^X}) \circ (1_{1T\alpha 1} \ast m^f) .$$

A careful inspection shows that the horizontal and vertical factors do indeed compose in the two axioms. Diagrams may be found in Gurski’s definition.

**Definition 1.4.** A $T$-modification $\Gamma : (\alpha, A) \Rightarrow (\beta, B)$ of $T$-transformations

$$(f, F, h^f, m^f) \Rightarrow (g, G, h^g, m^g) : (X, x, m^X, i^X, \pi^X, \lambda^X, \rho^X) \rightarrow (Y, y, m^Y, i^Y, \pi^Y, \lambda^Y, \rho^Y)$$

consists of a

- 3-cell $\Gamma : \alpha \Rightarrow \beta$ i.e. a 2-cell in $\mathcal{K}(X, Y)$;
- subject to one axiom (MA1):

(MA1) The following equation in $\mathcal{K}(TX, Y)$ of vertical composites of whiskered 3-cells is required:

$$B \circ ((1T\Gamma) \ast 1_{F1}) \circ (1_{G1} \ast (\Gamma 1)) \circ A .$$

Finally, we provide the $\mathcal{Gray}$-category structure of $\text{Ps-}T\text{-Alg}$. We begin with its hom 2-categories.
Definition 1.5. Given $T$-algebras $(X, x, m^X, i^X, \pi^X, \rho^X)$ and $(Y, y, m^Y, i^Y, \pi^Y, \rho^Y)$, the prescriptions below give the 2-globular set $\text{Ps-}T\text{-Alg}(X, Y)$ whose objects are pseudo $T$-functors from $X$ to $Y$, whose 1-cells are $T$-transformations between pseudo $T$-functors, and whose 2-cells are $T$-modifications between those, the structure of a 2-category [27, Prop. 13.11].

Given $T$-modifications $\Gamma: (\alpha, A) \Rightarrow (\beta, B)$ and $\Delta: (\beta, B) \Rightarrow (\epsilon, E)$ of $T$-transformations

$$(f, F, h^f, m^f) \Rightarrow (g, G, h^g, m^g): (X, x, m^X, i^X, \pi^X, \rho^X) \rightarrow (Y, y, m^Y, i^Y, \pi^Y, \rho^Y),$$

their vertical composite $\Delta \circ \Gamma$ is defined by the vertical composite $\Delta \circ \Gamma$ of 2-cells in $\mathcal{X}(X, Y)$. The identity $T$-modification of $(\alpha, A)$ as above is defined by the 2-cell $1_{\alpha}$ in $\mathcal{X}(X, Y)$.

Given $T$-transformations $(\alpha, A)$: $(f, F, h^f, m^f) \Rightarrow (g, G, h^g, m^g)$ and $(\beta, B): (g, G, h^g, m^g) \Rightarrow (h, H, h^h, m^h)$ of pseudo $T$-functors

$$(X, x, m^X, i^X, \pi^X, \rho^X) \rightarrow (Y, y, m^Y, i^Y, \pi^Y, \rho^Y),$$

their horizontal composite $(\beta, B) \circ (\alpha, A)$ is defined by

$$(\beta \circ \alpha, (B \circ 1_{\alpha}) \circ (1_{1F} \circ A)).$$

The identity $T$-transformation of $(f, F, h^f, m^f)$ is defined by $(1_f, 1_F)$.

Given $T$-modifications $\Gamma: (\alpha, A) \Rightarrow (\alpha', A')$: $(f, F, h^f, m^f) \Rightarrow (g, G, h^g, m^g)$ and $\Delta: (\beta, B) \Rightarrow (\beta', B')$: $(g, G, h^g, m^g) \Rightarrow (h, H, h^h, m^h)$ of pseudo $T$-functors

$$(X, x, m^X, i^X, \pi^X, \rho^X) \rightarrow (Y, y, m^Y, i^Y, \pi^Y, \rho^Y),$$

their horizontal composite is defined by the horizontal composite $\Delta \circ \Gamma$ of 2-cells in $\mathcal{X}(X, Y)$.

We omit the proof that this is indeed a 2-category.

Definition 1.6. The prescriptions below give the set of pseudo $T$-algebras with the hom 2-categories from the proposition above, the structure of a $\text{Gray}$-category denoted $\text{Ps-}T\text{-Alg}$, see [27, Prop. 13.12 and Th. 13.13].

Given pseudo $T$-algebras $(X, x, m^X, i^X, \pi^X, \rho^X)$, $(Y, y, m^Y, i^Y, \pi^Y, \rho^Y)$ and $(Z, z, m^Z, i^Z, \pi^Z, \rho^Z)$, the composition law is defined by the strict functor

$$\otimes: \text{Ps-}T\text{-Alg}(Y, Z) \otimes \text{Ps-}T\text{-Alg}(X, Y) \rightarrow \text{Ps-}T\text{-Alg}(X, Z)$$

specified as follows.

On an object $(g, f)$ in $\text{Ps-}T\text{-Alg}(Y, Z) \otimes \text{Ps-}T\text{-Alg}(X, Y)$ i.e. on functors $(g, G, h^g, m^g)$ and $(f, F, h^f, m^f)$, $\otimes$ is defined by

$$\left( (gf, (G1_{1T}F) \ast (1_gF), (h^g1) \circ (1_{G11} \ast (1h^f)),
(1_{G11} \ast (1m^f)) \circ ((m^g1) \ast 1_{1T}F \ast 1_{G11} \ast 1_{1F1}) \circ (1_{1T}G1 \ast \sum_{1T}^{-1} \ast 1_{1T}F \ast 1_{1F1}) \right).$$
which we denote by $g \boxtimes f$.

On a generating 1-cell of the form $((\alpha, A), 1) : (g, f) \to (g', f')$ in the Gray product $\text{Ps-}T\text{-Alg}(Y, Z) \otimes \text{Ps-}T\text{-Alg}(X, Y)$, where $(\alpha, A)$ is a $T$-transformation

$$(g, G, h^g, m^g) \Rightarrow (g', G', h^{g'}, m^{g'}) ,$$

and $f$ is as above, $\boxtimes$ is defined by

$$(\alpha 1_f, (1_{G^{\dagger}} \ast \Sigma_{\alpha, F}) \circ ((A 1) \ast 1_{F}))$$

and denoted $\alpha \boxtimes 1_f$.

Similarly, on a generating 1-cell of the form $(1, (\beta, B)) : (g, f) \to (g', f')$ in the Gray product $\text{Ps-}T\text{-Alg}(Y, Z) \otimes \text{Ps-}T\text{-Alg}(X, Y)$, where $(\beta, B)$ is a $T$-transformation

$$(f, F, h^f, m^f) \Rightarrow (f', F', h^{f'}, m^{f'}) ,$$

and $g$ is as above, $\boxtimes$ is defined by

$$(1_{g\beta}, (1_{G^{\dagger}} \ast (1B)) \circ (\Sigma^{-1}_{G, \beta} \ast 1_{F}))$$

and denoted $\alpha \boxtimes 1_f$.

On a generating 2-cell of the form $(\Gamma, 1) : ((\alpha, A), 1) \Rightarrow ((\alpha', A'), 1)$, $\boxtimes$ is defined by the underlying 2-cell $\Gamma 1_f$ in $\mathcal{K}(X, Y)$ and denoted by $\Gamma \boxtimes 1$, and similarly for 2-cells of the form $(1, \Delta) : (1, (\beta, B)) \Rightarrow (1, (\beta', B'))$.

Finally, on an interchange cell $\Sigma_{(\alpha, A),(\beta, B)}$ in $\text{Ps-}T\text{-Alg}(Y, Z) \otimes \text{Ps-}T\text{-Alg}(X, Y)$, $\boxtimes$ is defined by the 2-cell $M_{\mathcal{K}}(\Sigma_{\alpha, \beta})$, the shorthand of which is $\Sigma_{\alpha, \beta}$.

The unit at an object $(X, x, m, i, \pi, A, p)$, that is, the functor $j_X : I \to \text{Ps-}T\text{-Alg}(X, X)$ is determined by strictness and the requirement that it sends the unique object $*$ of $I$ to the $T$-functor $(1_X, 1, 1, 1_m)$.

We omit the proof that this is well-defined and that $\text{Ps-}T\text{-Alg}$ is indeed a $\text{Gray}$-category.

### 1.2.2 Coherence via codescent

Recall from [38, 3.1] that given a complete and cocomplete locally small symmetric monoidal closed category $\mathcal{V}$, $\mathcal{V}$-categories $\mathcal{K}$ and $\mathcal{B}$, and $\mathcal{V}$-functors $F : \mathcal{K}^\text{op} \to \mathcal{V}$ and $G : \mathcal{K} \to \mathcal{B}$, the colimit of $G$ weighted by $F$ is a representation $(F \ast G, \nu)$ of the $\mathcal{V}$-functor $[\mathcal{K}^\text{op}, \mathcal{V}](F \ast G, \mathcal{B}(G, ?)) : \mathcal{B} \to \mathcal{V}$ (where this is assumed to exist) with representing object $F \ast G$ in $\mathcal{B}$ and unit $\nu : F \to \mathcal{B}(G, F \ast G)$. For the concept of representable functors see [38, 1.10]. In particular, there is a $\mathcal{V}$-natural (in $\mathcal{B}$) isomorphism

$$\mathcal{B}(F \ast G, B) \cong [\mathcal{K}^\text{op}, \mathcal{V}](F, \mathcal{B}(G, B)) ,$$

and the unit is obtained by Yoneda when this is composed with the unit $j_{F \ast G}$ of the $\mathcal{V}$-category $\mathcal{B}$ at the object $F \ast G$. 


Definition 1.7. A \( \mathcal{V} \)-functor \( T : \mathcal{B} \to \mathcal{C} \) preserves the colimit of \( G : \mathcal{K} \to \mathcal{B} \) weighted by \( F : \mathcal{K}^{\text{op}} \to \mathcal{V} \) if when \( (F \ast G, \nu) \) exists, the composite

\[
T_{G \ast \nu} : F \to \mathcal{B}(G \ast F, G) \to \mathcal{L}(TG \ast T(F, G))
\]

exhibits \( T(F \ast G) \) as the colimit of \( TG \) weighted by \( F \) i.e. the composite corresponds under Yoneda to an isomorphism as in (1.26) with \( TG \) instead of \( G \).

Now let again \( \mathcal{K} \) be a \( \text{Gray} \)-category and \( T \) be a \( \text{Gray} \)-monad on it. Below we will make use of the following corollary of the central coherence theorem from three-dimensional monad theory [27, Corr. 15.14].

Theorem 1.3 (Gurski’s coherence theorem). Assume that \( \mathcal{K} \) has codescent objects of codescent diagrams, and that \( T \) preserves them. Then the inclusion \( i : \mathcal{K}^T \to \text{Ps-T-Alg} \) has a left adjoint \( L : \text{Ps-T-Alg} \to \mathcal{K}^T \) and each component \( \eta_X : X \to iLX \) of the unit of this adjunction is a biequivalence in \( \text{Ps-T-Alg} \).

Remark 1.5. Codescent objects are certain weighted colimits, see [27, 12.3] and 2.1 for the codescent object of a strict codescent diagram. In fact, they are built from co-2-inserters, co-3-inserters and coequifiers. These are classes of weighted colimits where each of these classes is determined separately by considering all weighted colimits \( F \ast G \) with a particular fixed \( \text{Gray} \)-functor \( F : \mathcal{K}^{\text{op}} \to \mathcal{V} \). Thus there is no other restriction on \( G \) apart from the fact that it must have the same domain as \( F \). In particular, if \( T \) is a \( \text{Gray} \)-monad and \( T \) preserves co-2-inserters, co-3-inserters and coequifiers, then also \( TT \) preserves co-2-inserters, co-3-inserters and coequifiers because \( G \) and \( TG \) have the same domain. This is used in the proof of the theorem to show that the Eilenberg-Moore object \( \mathcal{K}^T \) has codescent objects and that they are preserved by the forgetful \( \text{Gray} \)-functor \( \mathcal{K}^T \to \mathcal{K} \). Namely, in enriched monad theory one can show that the forgetful functor \( \mathcal{K}^T \to \mathcal{K} \) creates any colimit that is preserved by \( T \) and \( TT \), just as in ordinary monad theory.

For any of the classes of weighted colimits above, the domain of \( F \) is small, so codescent objects are small weighted colimits. Hence, if \( \mathcal{K} \) is cocomplete, it has codescent objects of codescent diagrams in particular. This observation gives the following corollary.

Corollary 1.1. Let \( \mathcal{K} \) be cocomplete and let \( T \) be a monad on \( \mathcal{K} \) that preserves small weighted colimits. Then the inclusion \( i : \mathcal{K}^T \to \text{Ps-T-Alg} \) has a left adjoint \( L : \text{Ps-T-Alg} \to \mathcal{K}^T \) and each component \( \eta_X : X \to iLX \) of the unit of the adjunction is an internal biequivalence in \( \text{Ps-T-Alg} \).

1.3 The monad of the Kan adjunction

1.3.1 A \( \mathcal{V} \)-monad on \([\text{ob} \mathcal{P}, \mathcal{L}]\)

Let \( \mathcal{V} \) be a complete and cocomplete symmetric monoidal closed category such that the underlying category \( \mathcal{V}_0 \) is locally small. By cocompleteness we have an initial object which we denote by \( \emptyset \). Let \( \mathcal{P} \) be a small \( \mathcal{V} \)-category and let \( \mathcal{L} \) be a cocomplete
$\mathcal{V}'$-category. In this general situation, we now describe in more detail a $\mathcal{V}'$-monad corresponding to the Kan adjunction with left adjoint left Kan extension $\text{Lan}_H$ along a particular $\mathcal{V}'$-functor $H$ and right adjoint the functor $[H,1]$ from enriched category theory. For $\mathcal{V}' = \text{Gray}$, this is the $\text{Gray}$-monad mentioned in the introduction, for which the pseudo algebras shall be compared to locally strict trihomomorphisms.

First, observe that the set $\text{ob} \mathcal{P}$ of the objects of $\mathcal{P}$ may be considered as a discrete $\mathcal{V}'$-category. More precisely, there is a $\mathcal{V}'$-category structure on $\text{ob} \mathcal{P}$ such that for objects $P, Q \in \mathcal{P}$ the hom object $(\text{ob} \mathcal{P})(P, Q)$ is given by $I$ if $P = Q$ and by $\emptyset$ otherwise and such that the nontrivial hom morphisms are given by $l_I = r_I$. The $\mathcal{V}'$-functor $H$ is defined to be the unique $\mathcal{V}'$-functor $\text{ob} \mathcal{P} \to \mathcal{P}$ such that the underlying map on objects is the identity.

Since $\mathcal{P}$ is small and since $\mathcal{V}_0$ is complete, the functor category $[\mathcal{P}, \mathcal{L}]$ exists. For two $\mathcal{V}'$-functors $A, B : \mathcal{P} \to \mathcal{L}$ the hom object $[\mathcal{P}, \mathcal{L}](A, B)$ is the end

$$\int_{\text{Pobj} \mathcal{P}} \mathcal{L}(AP, BP),$$

which is given by an equalizer

$$\int_{\text{Pobj} \mathcal{P}} \mathcal{L}(AP, BP) \twoheadrightarrow \prod_{\text{Pobj} \mathcal{P}} \mathcal{L}(AP, BP) \cong \prod_{P, Q \in \text{Pobj} \mathcal{P}} [\mathcal{P}(P, Q), \mathcal{L}(AP, BQ)]$$

in $\mathcal{V}_0$, see [38, (2.2), p. 27], where—if we denote by $\pi$ the cartesian projections— $\rho$ and $\sigma$ are determined by requiring $\pi_{P, Q, P}$ and $\pi_{P, Q, Q}$ to be $\pi_P$ composed with the transform of $\mathcal{L}(AP, B_--P)_{PQ}$ and $\pi_Q$ composed with the transform of $\mathcal{L}(A_--BQ)_{QP}$ respectively.

Now let $\mathcal{M}$ be another small $\mathcal{V}'$-category and $K : \mathcal{M} \to \mathcal{P}$ be a $\mathcal{V}'$-functor, e.g. $K = H$. The $\mathcal{V}'$-functor $K$ induces a $\mathcal{V}'$-functor

$$[K, 1] : [\mathcal{P}, \mathcal{L}] \to [\mathcal{M}, \mathcal{L}],$$

which sends a $\mathcal{V}'$-functor $A : \mathcal{P} \to \mathcal{L}$ to the composite $\mathcal{V}'$-functor $AK$, cf. [38, (2.26)], and its hom morphisms are determined by the universal property of the end and commutativity of the following diagram

$$\begin{array}{ccc}
[\mathcal{P}, \mathcal{L}](A, B) & \xrightarrow{[K, 1]_{A,B}} & [\mathcal{M}, \mathcal{L}](AK, BK) \\
E_{KM} & & E_M \\
\mathcal{L}(AKM, BKM) & \xrightarrow{E_{KM}} & \mathcal{L}(AKM, BKM).
\end{array}$$

Left Kan extension $\text{Lan}_K : [\mathcal{M}, \mathcal{L}] \to [\mathcal{P}, \mathcal{L}]$ along $K$ provides a left adjoint to $[K, 1]$: this is the usual Theorem of Kan adjoints as given in [38, Th. 4.50, p. 67], and it applies since $\mathcal{M}$ and $\mathcal{P}$ are small and since $\mathcal{L}$ is cocomplete. In particular, we have a hom $\mathcal{V}'$-adjunction

$$[\mathcal{P}, \mathcal{L}](\text{Lan}_K A, S) \cong [\mathcal{M}, \mathcal{L}](A, [K, 1](S)),$$
THE MONAD OF THE KAN ADJUNCTION

cf. [38, (4.39)], which is $\mathcal{V}$-natural in $A \in [\mathcal{M}, \mathcal{L}]$ and $S \in [\mathcal{P}, \mathcal{L}]$. Thus we have a monad

$$T = [H, 1]\text{Lan}_K : [\mathcal{M}, \mathcal{L}] \to [\mathcal{M}, \mathcal{L}]$$

(1.30)

on $[\mathcal{M}, \mathcal{L}]$, which we call the monad of the Kan adjunction. The unit $\eta : 1 \Rightarrow T$ of $T$ is given by the unit $\eta$ of the adjunction (1.29), while the multiplication $\mu : TT \Rightarrow T$, is given by

$$[H, 1]\text{eLan}_H : [H, 1]\text{Lan}_H [H, 1]\text{Lan}_H \Rightarrow [H, 1]\text{Lan}_H$$

where $\epsilon$ is the counit of the adjunction (1.29).

We now come back to the special case that $\mathcal{M} = \text{ob}\mathcal{P}$ and $K = H$. Since $\mathcal{P}$ is small, we may identify a functor $\text{ob}\mathcal{P} \to \mathcal{L}$ with its family of values in $\mathcal{L}$ i.e. the set of functors is identified with the (small) limit in $\text{Set}$ given by the product $\prod_{\text{ob}\mathcal{P}} \text{ob}\mathcal{L}$.

In fact, the equalizer (1.27) is trivial for $[\text{ob}\mathcal{P}, \mathcal{L}]$, so for two functors $A, B : \text{ob}\mathcal{P} \to \mathcal{L}$, the hom object $[\text{ob}\mathcal{P}, \mathcal{L}] (A, B)$ is given by the (small) limit in $\mathcal{V}_0$ given by the product $\prod_{P \in \text{ob}\mathcal{P}} \mathcal{L}(AP, BP)$.

Namely, $\rho$ and $\sigma$ are equal in (1.27): Denoting by $\pi$ the projections of the cartesian products, $\pi_P \rho_P = \rho_P \pi_P \epsilon_P$ equals $\pi_P \sigma_P = \sigma_P \pi_P \epsilon_P$ because for $P \neq Q$, the two morphisms

$$\prod_{P \in \text{ob}\mathcal{P}} \mathcal{L}(AP, BP) \to [\emptyset, \mathcal{L}(AP, BP)]$$

must both be the transform of the unique morphism

$$\emptyset \to [\prod_{P \in \text{ob}\mathcal{P}} \mathcal{L}(AP, BP), \mathcal{L}(AP, BP)] ;$$

and for $P = Q$, we have $\rho_P \rho_P = \sigma_P \rho_P$ because these are the transforms of $\mathcal{L}(AP, B-)_{PP}$ and $\mathcal{L}(A-, BP)_{PP}$, which are both equal to

$$j_{\mathcal{L}(AP, BP)} : I = (\text{ob}\mathcal{P})(P, P) \to [\mathcal{L}(AP, BP), \mathcal{L}(AP, BP)]$$

by the unit axioms for the $\mathcal{V}$-functors $A, B, \mathcal{L}(AP, -)$, and $\mathcal{L}(-, BP)$. To see this, note that $j_P : I \to I$ is the identity functor, so $\mathcal{L}(AP, B-)_{PP} = \mathcal{L}(AP, B-)_{PP} j_P$ and $\mathcal{L}(A-, BP)_{PP} = \mathcal{L}(A-, BP)_{PP} j_P$.

From diagram (1.28), we see that

$$[H, 1]_{A,B} : [\mathcal{P}, \mathcal{L}](A, B) \to [\text{ob}\mathcal{P}, \mathcal{L}](AH, BH)$$

is given by the strict functor of the equalizer (1.27),

$$\int_{P \in \text{ob}\mathcal{P}} \mathcal{L}(AP, BP) \to \prod_{P \in \text{ob}\mathcal{P}} \mathcal{L}(AP, BP),$$

that is, the strict functor into the product induced by the family of evaluation functors $E_P$ where $P$ runs through the objects of $\mathcal{P}$. 
Lemma 1.2. Let \( \{F, G\} \) be a pointwise limit, then any representation is pointwise.

Proof. Let \((B, \mu)\) be a pointwise representation and let \((B', \mu')\) be any other representation. By Yoneda, \(\mu'\) has the form \([P, L](\alpha, G-)\mu\) for a unique isomorphism \(\alpha: B' \Rightarrow B\). It follows that

\[
E_P \mu' = E_P [P, L](\alpha, G-)\mu = L(\alpha_P, E_P G-)E_P \mu
\]

and by extraordinary naturality this induces

\[
L(L, B' P) \xrightarrow{L(\alpha_P)} L(L, B P) \xrightarrow{\beta} [K, \mathcal{V}](F, L(L, (G-) P))
\]

where \(\beta\) is the isomorphism induced by \(E_P \mu\), and this is an isomorphism that is \(\mathcal{V}\)-natural in \(L\) and \(P\) because \((B, \mu)\) is pointwise and \(\alpha_P\) is an isomorphism that is \(\mathcal{V}\)-natural in \(P\). This proves that \((B', \mu')\) is a pointwise limit.

The following is the usual non-invariant notion of limit creation as in MacLane’s book [55, p. 108] adapted to the enriched context:

Definition 1.8. A \(\mathcal{V}\)-functor \(T: \mathcal{B} \rightarrow \mathcal{C}\) creates \(F * G\) or creates colimits of \(G: \mathcal{K} \rightarrow \mathcal{B}\) weighted by \(F: \mathcal{K}^{op} \rightarrow \mathcal{V}\) if (i) for every \((C, v)\) where \(v: F \rightarrow C(TG-, C)\) exhibits the object \(C \in \mathcal{C}\) as the colimit \(F*(TG-)\), there is a unique \((B, \xi)\) consisting of an object \(B \in \mathcal{B}\) with \(TB = C\) and a \(\mathcal{V}\)-natural transformation \(\xi: F \rightarrow B(G-, B)\) with \(T_{G-, B} \xi = v\), and if, moreover; (ii) \(\xi\) exhibits \(B\) as the colimit \(F * G\). There is a dual notion for creation of limits.

In particular, a colimit \(F * G\) created by the \(\mathcal{V}\)-functor \(T\) is also preserved by \(T\).

Lemma 1.3. The functor \([H, 1]\) creates arbitrary pointwise (co)limits.

Proof. We only prove the colimit case, the proof for limits is analogous. If the colimit \((C, v) = (F *[H, 1]G, v)\) exists pointwise, we have

\[
CP = (F *[H, 1]G)P = F * ([H, 1](G-) P) = F * (G-) HP = F * (G-) P
\]

which means that the value of \(C\) at \(P\) is a colimit \((CP, v^P)\) of \((G-) P\) weighted by \(F\). In fact, this determines the \(\mathcal{V}\)-functor \(C\) uniquely since the domain \(ob \mathcal{P}\) is discrete. Further, it implies that the colimit \((F * G, \xi)\) exists pointwise because \(F * (G-) P\) exists as \((CP, v^P)\), and this means that the functoriality of \(F * G\) is induced from the pointwise representation and that \(E_P \xi = v^P\). Now since

\[
([H, 1](F * G))P = (F * G)HP = (F * G)P = F * (G-) P = CP
\]

the two functors \([H, 1](F * G)\) and \(F * ([H, 1]G)\) coincide pointwise, and this means that they must also coincide as functors \(ob \mathcal{P} \rightarrow L\), i.e., \([H, 1](F * G) = F * ([H, 1]G)\). Moreover, since the units coincide pointwise, \(E_P \xi = v^P\), we must have \([H, 1]_{G-, A} \xi = v = \Pi_P v^P\).

This proves the existence of a \((B, \xi)\) as in Definition 1.8. Suppose there would be another \((B', \xi')\) with \([H, 1]B' = C\) and \([H, 1]_{G-, B'} \xi' = v\). Then \(B\) and \(B'\) would coincide.
pointwise i.e. $BP = BP'$ for any object $P \in \mathcal{P}$, and via $\xi$ and $\xi'$ would both give rise to the same representation isomorphism—by the fact that $[H, 1]_{G, -A} \xi = \nu = [H, 1]_{G, -A} \xi'$ and thus $E_P \xi' = E_P [H, 1]_{G, -A} \xi' = E_P \nu = E_P [H, 1]_{G, -A} \xi = E_P \xi$— and this representation isomomorphism is $\mathcal{V}$-natural in $P$ as well as in $L$:

$$L(BP, L) \cong [\mathcal{V}^{op}, \mathcal{V}](F, L((G-)P, L)).$$

(1.31)

But for such a representation isomorphism there is a unique way of making $B$ a $\mathcal{V}$-functor $\mathcal{P} \to L$ such that the representation isomorphism is $\mathcal{V}$-natural in $P$ as well as in $L$, see for example [38, 1.10], so $B$ and $B'$ have to coincide as $\mathcal{V}$-functors. Clearly, by Yoneda, also $\xi = \xi'$ then as the representations of $(B, \xi)$ and $(B, \xi')$ coincide because the pointwise representations (1.31) do, cf. [38, 3.3]. Note here that $(B', \xi')$ must be a pointwise colimit too because by assumption, it is preserved by $[H, 1]$ and $(C, \nu)$ is preserved by any $E_P$, so $(B', \xi')$ is preserved by any $E_P$ and thus it is a pointwise colimit. On the other hand, this is just the general fact that if a colimit exists pointwise, then any representation must in fact be pointwise, see Lemma 1.2 above.

**Corollary 1.2.** The functor $[H, 1]$ preserves any limit and any pointwise colimit that exists.

**Proof.** This follows from the lemma above and the fact that $[H, 1]$ is a right adjoint.

**Remark 1.6.** In case that $[H, 1]$ is also a left adjoint, it in fact preserves any colimit that exists. This is for example the case when the target $L$ is complete, where the right adjoint is given by right Kan extension $\text{Ran}_H$ along $H$, which exists because $L$ and $\text{ob}\mathcal{P}$ were assumed to be complete and small respectively. In particular, this applies in the situation that $L = \mathcal{V}$.

**Corollary 1.3.** Let $\mathcal{P}$ be a small and $L$ be a cocomplete Gray-category, and let $T$ be the monad $[H, 1]_{\text{Lan}_H}$ on $[\text{ob}\mathcal{P}, L]$ given by the Kan adjunction. Then the inclusion $i: [\mathcal{P}, L] \hookrightarrow \text{Ps}-T\text{-Alg}$ has a left adjoint $L: \text{Ps}-T\text{-Alg} \to [\mathcal{P}, L]$ and each component $\eta_A: A \to iLA$ of the unit of the adjunction is an internal biequivalence in $\text{Ps}-T\text{-Alg}$.

**Proof.** We aim at applying Corollary 1.1 of Gurski’s coherence theorem. Thus, we have to show that $T = [H, 1]_{\text{Lan}_H}$ preserves small colimits. Since $\text{Lan}_H$ is a left adjoint, it preserves any colimit that exists. Since this colimit is again a small colimit and since, $L$ being cocomplete, small colimits are pointwise colimits (cf. Lemma 1.2), Lemma 1.3 implies that it is preserved by $[H, 1]$. This proves that any small colimit is preserved by $T$.

**1.3.2 Explicit description of the monad**

In this paragraph, we will give an explicit description of the monad from 1.3.1 in terms of a coend over tensor products. As a matter of fact, the explicit identification of the monad structure is involved, and an alternative economical strategy adequate for the
purpose of this paper, would be to take the description in terms of coends and tensor products as a definition. By functoriality of the colimit it is then readily shown that this gives a monad on \([\text{ob}\mathcal{P}, L]\) as required, but one has to show that it preserves pointwise (and thus small) colimits in order to apply Corollary 1.1 from 1.2.2. This follows from an appropriate form of the interchange of colimits theorem. For this reason, we will be short on proofs below.

First, we recall the notions of tensor products and coends to present the well-known Kan extension formula (1.37) below. Then we determine the monad structure \(\mu: TT \Rightarrow T\) and \(\eta: 1 \Rightarrow T\) for the monad from 1.3.1. Given an object \(X \in \mathcal{V}\) and an object \(L \in L\), recall that the tensor product \(X \otimes L\) is defined as the colimit \(X^* \ast L\) where \(X\) and \(L\) are considered as objects i.e. as \(\mathcal{V}\)-functors in the underlying categories \(\mathcal{V}_0 = \mathcal{V}^\text{-CAT}(I^{\text{op}}, \mathcal{V})\) and \(L_0 = \mathcal{V}^\text{-CAT}(I, L)\) where \(I\) is the unit \(\mathcal{V}\)-category. With the identification \([I, L]\) \(\cong L\), the corresponding contravariant representation (1.26) from 1.2.2 has the form

\[
n: L(X \otimes L, M) \cong [X, L(L, M)], \tag{1.32}
\]

and this is \(\mathcal{V}\)-natural in all variables by functoriality of the colimit cf. [38, (3.11)]. This means that tensor products are in fact \(\mathcal{V}\)-adjunctions, and we will dwell on this in the next paragraph 1.3.3. Because \(L\) is assumed to be cocomplete, tensor products indeed exist.

Next, recall that for a \(\mathcal{V}\)-functor \(G: \mathcal{A}^{\text{op}} \otimes \mathcal{A} \to L\), the coend

\[
\int^A G(A, A) \tag{1.33}
\]

is defined as the colimit \(\text{Hom}_{\mathcal{A}}^{\text{op}} \ast G\). The corresponding representation (1.26) from 1.2.2 transforms under the extra-variable enriched Yoneda lemma cf. [38, (2.38)] into the following characteristic isomorphism of the coend:

\[
\beta: L(\int^A G(A, A), L) \cong \int_A L(G(A, A), L), \tag{1.34}
\]

which is \(\mathcal{V}\)-natural in \(L\) and where on the right we have an end in the ordinary sense cf. [38, 2.1]. The unit of \(\text{Hom}_{\mathcal{A}}^{\text{op}} \ast G\) corresponds to a \(\mathcal{V}\)-natural family

\[
\kappa_A = \lambda_A \beta j_{G(A, A)}: G(A, A) \to \int^A G(A, A), \tag{1.35}
\]

where \(\lambda_A\) is the counit of the end, and (1.34) induces the following universal property of \(\kappa_P\):

\[
L_0(\int^A G(A, A), L) \cong \mathcal{V}\text{-nat}(G(A, A), L). \tag{1.36}
\]

This is a bijection of sets and it is given by precomposition with \(\kappa_A\), which proves that \(\kappa_A\) is the universal \(\mathcal{V}\)-natural family with domain \(G(A, A)\). Since \(L\) was assumed to be cocomplete, small coends in \(L\) do in fact exist.
We are now ready to present the explicit description of left Kan extension and thus of the monad from 1.3.1. Since $L$ admits tensor products and since $\mathcal{P}$ was assumed to be small, left Kan extension along the functor $H: \text{ob} \mathcal{P} \to \mathcal{P}$ from 1.3.1 is given by the following small coend:

$$\text{Lan}_H A \cong \int^P \mathcal{P}(P, -) \otimes AP \quad (1.37)$$

cf. [38, (4.25)].

**Example.** In case that $L = \mathcal{V}$ and $\mathcal{A} = \text{ob} \mathcal{P}$, the coend in (1.33) is given by a coproduct in $\mathcal{V}_0$: Indeed it is easy to verify that $\text{Hom}_{\text{ob} \mathcal{P}}^\text{op} \ast G(A, A)$ reduces to a conical colimit in $\mathcal{V}$, which, $\mathcal{V}$ being cotensored, coincides with the ordinary colimit, hence the coproduct.

Next one observes that tensor products in $\mathcal{V}$ are given by the monoidal structure as is easily seen from (1.32) cf. (1.44) in 1.3.3. Therefore, (1.37) reduces to the coproduct

$$\text{Lan}_H A \cong \sum_{P \in \text{ob} \mathcal{P}} \mathcal{P}(P, -) \otimes AP . \quad (1.38)$$

Now let $\mathcal{M}$ be another small $\mathcal{V}$-category and $K: \mathcal{M} \to \mathcal{P}$ be a $\mathcal{V}$-functor. Then left Kan extension along $K$ exists in the form of

$$\text{Lan}_K A \cong \int^M \mathcal{P}(KM, -) \otimes AM , \quad (1.39)$$

the relevant functor categories exist, and we again have the Kan adjunction $\text{Lan}_K \dashv \mathcal{V}[K, 1]$.

**Lemma 1.4.** The component at $A \in \mathcal{V}[P, L]$ of the counit $\epsilon: \text{Lan}_K [K, 1] \Rightarrow 1_{[P, L]}$ of the adjunction $\text{Lan}_K \dashv [K, 1]$ has component

$$\epsilon_{A,Q}: \int^M \mathcal{P}(KM, Q) \otimes AKM \to AQ$$

at $Q \in \mathcal{P}$ induced from the $\mathcal{V}$-natural transform

$$\mathcal{P}(KM, Q) \otimes AKM \to AQ$$

of the hom morphism

$$A_{KM,Q}: \mathcal{P}(KM, Q) \to L(AKM, AQ)$$

under the adjunction (1.32) of the tensor product.

**Proof.** The component at $A$ is obtained by composing the unit

$$j_{AK}: I \to [\text{ob} \mathcal{P}, L](AK, AK)$$

with the inverse of the $\mathcal{V}$-natural isomorphism of the Kan adjunction (1.29). The lemma then follows from inspection of the proof of the theorem of Kan adjoints [38, Th. 4.38]. In particular, the transform of the $\mathcal{V}$-natural $L(AKM, -)_{AKMAQ}A_{KM,Q}$, which gives rise to the extra-variable Yoneda isomorphism [38, (2.33)], enters in the inverse of (1.29), and this is the point where the hom morphism $A_{KM,Q}$ shows up.

$\square$
We will show in the next paragraph 1.3.3 that there are obvious left unitors $\lambda$ and associators $\alpha$ for the tensor products. These already show up in the following two lemmata, but since we mostly omit the proofs, it seems more stringent to state the lemmata here in order to have the explicit description of $T$ at one place.

**Lemma 1.5.** The component at $A \in [M,L]$ of the unit of the adjunction $\text{Lan}_K \dashv [K,1]$ and the corresponding monad $T = \text{Lan}_K \dashv [K,1]$ on $[M,L]$, i.e. the $\mathcal{V}$-natural transformation $\eta: 1_{[M,L]} \Rightarrow [K,1]\text{Lan}_K$ has component

$$\eta_{A,M}: AM \xrightarrow{\lambda_{AM}^{-1}} I \otimes AM \xrightarrow{j_{\text{Lan}_K A} \otimes 1} \mathcal{P}(KM,KM) \otimes AM \xrightarrow{\kappa_{KM,M}^{-1}} \int^{O} \mathcal{P}(KO,KM) \otimes AO$$

at $M$ in $M$ where $\lambda_{AM}^{-1}$ is the unitor of the tensor product cf. 1.3.3.

**Proof.** Note that we have stressed in the statement that the unit of the monad $T$ is exactly given by the unit of the adjunction $\text{Lan}_K \dashv [K,1]$. Hence, its component at $A \in [M,L]$ is given by composing the $\mathcal{V}$-natural isomorphism of the Kan adjunction (1.29) with the unit $j_{\text{Lan}_K A}: I \rightarrow [\mathcal{P},L](\text{Lan}_K A,\text{Lan}_K A)$.

This gives an element $I \rightarrow [\text{ob}\mathcal{P},L](A,[K,1](\text{Lan}_K A))$, that is, a $\mathcal{V}$-natural transformation $A \Rightarrow [K,1](\text{Lan}_K A) = TA$ cf. (1.29). Since the inverse of the extra-variable enriched Yoneda isomorphism [38, (2.33)] takes part in (1.29), this is converse to the situation in Lemma 1.5. Correspondingly, one has to consider the transform of $L(\mathcal{P}(\text{Lan}_K A) \otimes \mathcal{P}(\text{Lan}_K A) \otimes \mathcal{P}(\text{Lan}_K A))$ although one does not have to determine $((\text{Lan}_K A) \otimes \mathcal{P}(\text{Lan}_K A))$ in the argument as one only uses the unit axiom for a $\mathcal{V}$-functor.

**Lemma 1.6.** The hom morphism of $\text{Lan}_K A = \int^M \mathcal{P}(KM,-) \otimes AM$,

$$(\text{Lan}_K A)_{Q,R}: \mathcal{P}(Q,R) \rightarrow L(\int^M \mathcal{P}(KM,Q) \otimes AM, \int^M \mathcal{P}(KM,R) \otimes AM)$$

corresponds to the $\mathcal{V}$-natural family (in $M \in M$ and also in $Q \in \mathcal{P}$ but $Q$ is held constant here)

$$\kappa_{M,R}(M \otimes 1)^{-1}$$

under (1.32), exchange of the colimits $\mathcal{P}(Q,R) \otimes -$ and $\int^M$, and (1.36).

**Proof.** A neat way of proving this is by showing that the prescription in the statement of the lemma gives rise to the correct unit of the representation for left Kan extension along $K$ via

$$\mathcal{P}(KM,R) \xrightarrow{(\text{Lan}_K)_{KM,R}} L((\text{Lan}_K A)KM, (\text{Lan}_K A)R) \xrightarrow{L(\eta_{A,M},1)} L(AM, (\text{Lan}_K A)R)$$

cf. [38, dual of Th. 4.6 (ii)], where $\eta_{A,M}$ was determined in Lemma 1.5, and the unit of the representation of the left Kan extension as a colimit in the form of (1.39) is quickly
determined to be \( L(1, \kappa_{M,L})\eta_{\mathcal{T}(K,M,R)}^{AM} \). Namely, the unit of (1.34) is \( \kappa_{M,L} \), then \( n \) is applied to this, which by (1.56) in 1.3.3 below gives

\[
n(\kappa_{M,L}) = [\eta_{\mathcal{T}(K,M,R)}^{AM}, 1]L(AM, -)_{\mathcal{T}(K,M,R)@AM, -}^{\mathcal{T}(K,M,R)@AM}(\kappa_{M,L})
\]

or \([\eta_{\mathcal{T}(K,M,R)}^{AM}, 1]L(AM, \kappa_{M,L})\), where \( \eta \) is the counit of the adjunction of the tensor product cf. (1.32). Thus this is the counit in question and it can be identified with \( L(AM, \kappa_Q)\eta_{\mathcal{T}(K,M,R)}^{AM} \). One then proves that (1.41) in fact has exactly this form:

Denoting by \( x \) exchange of the tensor product and the coend \( \int^M \), the relevant calculation is displayed below.

\[
L(\eta_{AM, 1})L(1, (VB)^{-1}(\kappa_{M,L}(M_{\mathcal{T}(K,M,R)@AM}^{AM}, 1)AM)\alpha^{-1})x)_{\mathcal{T}(K,M,R)}^{\mathcal{T}(K,M,R)@AM} = (by \text{ Lemma 1.5})
\]

\[
L((j_{KM} \otimes 1)\lambda_{AM}^{-1}, 1)L(1, (VB)^{-1}(\kappa_{M,L}(M_{\mathcal{T}(K,M,R)@AM}^{AM}, 1)AM)\alpha^{-1})x)_{\mathcal{T}(K,M,R)}^{\mathcal{T}(K,M,R)@AM}
\]

(by functoriality of hom \( \mathcal{L} \))

\[
L((j_{KM} \otimes 1)\lambda_{AM}^{-1}, 1)L(1, (VB)^{-1}(\kappa_{M,L}(M_{\mathcal{T}(K,M,R)@AM}^{AM}, 1)AM)\alpha^{-1})x)_{\mathcal{T}(K,M,R)}^{\mathcal{T}(K,M,R)@AM}
\]

(by naturality of \( \eta \))

\[
L((j_{KM} \otimes 1)\lambda_{AM}^{-1}, 1)L(1, (VB)^{-1}(\kappa_{M,L}(M_{\mathcal{T}(K,M,R)@AM}^{AM}, 1)AM)\alpha^{-1})x)_{\mathcal{T}(K,M,R)}^{\mathcal{T}(K,M,R)@AM}
\]

(exchange of colimits is induced by an iso of represented functors: \( x(1 \otimes \kappa_M) = \kappa_M \))

\[
L((j_{KM} \otimes 1)\lambda_{AM}^{-1}, 1)L(1, \kappa_{M,L}(M_{\mathcal{T}(K,M,R)@AM}^{AM}, 1)AM)\alpha^{-1})x)_{\mathcal{T}(K,M,R)}^{\mathcal{T}(K,M,R)@AM}
\]

(by functoriality of hom \( \mathcal{L} \))

\[
L((j_{KM} \otimes 1)\lambda_{AM}^{-1}, 1)L(1, \kappa_{M,L}(M_{\mathcal{T}(K,M,R)@AM}^{AM}, 1)AM)\alpha^{-1})x)_{\mathcal{T}(K,M,R)}^{\mathcal{T}(K,M,R)@AM}
\]

(by naturality of \( \alpha \))

\[
L((j_{KM} \otimes 1)\lambda_{AM}^{-1}, 1)L(1, \kappa_{M,L}(M_{\mathcal{T}(K,M,R)@AM}^{AM}, 1)AM)\alpha^{-1})x)_{\mathcal{T}(K,M,R)}^{\mathcal{T}(K,M,R)@AM}
\]

(by a \( \Psi \)-category axiom)

\[
L((j_{KM} \otimes 1)\lambda_{AM}^{-1}, 1)L(1, \kappa_{M,L}(M_{\mathcal{T}(K,M,R)@AM}^{AM}, 1)AM)\alpha^{-1})x)_{\mathcal{T}(K,M,R)}^{\mathcal{T}(K,M,R)@AM}
\]

(by the triangle identity (1.53))

\[
L((j_{KM} \otimes 1)\lambda_{AM}^{-1}, 1)L(1, \kappa_{M,L}(M_{\mathcal{T}(K,M,R)@AM}^{AM}, 1)AM)\alpha^{-1})x)_{\mathcal{T}(K,M,R)}^{\mathcal{T}(K,M,R)@AM}
\]

(by naturality of \( \eta \))

Thus the prescription (1.40) leads to the right counit, but this means that the hom morphism \( (\mathsf{Lan}_K)^Q_R \) must have precisely the claimed form since \( \mathsf{Lan}_K A \) is uniquely functorial such that the representation, which is induced from this counit, is appropriately natural cf. [38, 1.10] (and indeed this is how the functoriality of (1.39) is defined).

\[\]
under exchange of colimits, Fubini, and (1.36), where \( \alpha \) is the associator of the tensor product cf. 1.3.3.

**Proof.** The \( \mathcal{V} \)-natural transformation \( \mu \) of the monad is determined by the counit \( \epsilon \) of the adjunction \( \text{Lan}_H \dashv [H,1] \). Namely, it is given by the \( \mathcal{V} \)-natural transformation denoted

\[ [H,1] \epsilon \text{Lan}_H : [H,1] \text{Lan}_H [H,1] \text{Lan}_H \Rightarrow [H,1] \text{Lan}_H \]

with component

\[ [H,1] \epsilon \text{Lan}_H : I \to \text{[ob} P, L \text{]}((\text{Lan}_H((\text{Lan}_H A) H)) H, (\text{Lan}_H A) H) \]

at \( A \in \text{[ob} P, L \text{]} \). Since \( E_P \) factorizes through \([H,1]\) and \( \pi_P \), the component at \( Q \in P \) of \( \epsilon \text{Lan}_H A \) is simply given by the component of \( \epsilon \text{Lan}_H A \) at \( Q \). According to Lemma 1.4, the component of \( \epsilon \text{Lan}_H A \) at \( Q \in P \) is induced from the transform of \((\text{Lan}_H A)P_Q\), and by Lemma 1.6, this transform is precisely given by (1.42).

---

### 1.3.3 Some properties of tensor products

It is clear from the defining representation isomorphism (1.32) from 1.3.2 of the tensor product and its naturality in \( X, L, \) and \( M \) that tensor products, for any object \( L \) in a tensored \( \mathcal{V} \)-category \( L \), give an adjunction of \( \mathcal{V} \)-categories as below

\[ (- \otimes L : \mathcal{V} \to L) \dashv (L(-,-) : L \to \mathcal{V}) . \]  

(1.43)

Because the representation isomorphism is also \( \mathcal{V} \)-natural in \( L \), it is a consequence of the extra-variable Yoneda lemma [38, 1.9] that the unit and counit of this adjunction are also extraordinarily \( \mathcal{V} \)-natural in \( L \):

**Lemma 1.7.** The unit \( \eta^L_X : X \to L(L(X \otimes L)) \) and counit \( \epsilon^L_M : L(L(M) \otimes L) \to M \) of these adjunctions are extraordinarily \( \mathcal{V} \)-natural in \( L \) (and ordinarily \( \mathcal{V} \)-natural in \( X \) and \( M \)).

Recall that there is a natural (in \( X, Y, Z \in \mathcal{V} \)) isomorphism

\[ p : [X \otimes Y, Z] \cong [X, [Y, Z]] , \]  

(1.44)

which is induced from the closed structure of \( \mathcal{V} \) via the ordinary Yoneda lemma cf. [38, 1.5]. From \( p \) and the hom \( \mathcal{V} \)-adjunction (1.32) of the tensor product, we construct a \( \mathcal{V} \)-natural isomorphism

\[ n^{-1}_{X,Y \otimes L,M} [X, n^{-1}_{Y,L,M}] p n_{X,Y \otimes L,M} : L((X \otimes Y) \otimes L, M) \to L(X \otimes (Y \otimes L), M) , \]  

(1.45)

which, by Yoneda, must be of the form \( L(\alpha^{-1}_{X,Y,L}, 1) \) for a unique \( \mathcal{V} \)-natural (in \( X,Y,L \)) isomorphism

\[ \alpha^{-1}_{X,Y,L} : X \otimes (Y \otimes L) \cong (X \otimes Y) \otimes L . \]  

(1.46)
The natural isomorphism (1.46) is called the associator for the tensor product. Since tensor products reduce to the monoidal structure if $L = V$, the natural isomorphism (1.46) is in this special case, by uniqueness, given by the associator $a^{-1}$ for the monoidal structure of $V$.

In fact, there is a pentagon identity in terms of associators $\alpha$ and associators $a$:

**Lemma 1.8** (Cf. Janelidze and Kelly [30]). Given objects $W, X,$ and $Y$ in $V$, and an object $L$ in a tensored $V$-category $L$, the associators $\alpha$ and $a$ satisfy the pentagon identity

$$\alpha_{W,X,Y \otimes L \alpha_{W,X,Y}} = (1_W \otimes \alpha_{X,Y,L}) \alpha_{W,X,Y,Z}(a_{W,X \otimes 1_Z}) \ , \quad (1.47)$$

which is an identity of isomorphisms

$$((W \otimes X) \otimes Y) \otimes L \to W \otimes (X \otimes (Y \otimes L)) \ .$$

**Proof.** The corresponding identity for the inverses is proved by showing that the corresponding $V$-natural isomorphisms

$$L(((W \otimes X) \otimes Y) \otimes L, M) \equiv L(W \otimes (X \otimes (Y \otimes L)), M)$$

coincide. The $V$-natural isomorphism corresponding to the inverse of the left hand side of (1.47) is readily seen to be given by

$$n_{W,X,Y \otimes L,M}[W^n_{X,Y \otimes L,M}[X^n_{Y,Z \otimes L,M}]]ppn_{W \otimes X \otimes Y \otimes L,M}$$

cf. (1.45), where we have used naturality of $p$ and cancelled out two factors. Similarly, the $V$-natural isomorphism corresponding to the inverse of the right hand side of (1.47) is given by

$$n_{W,X,Y \otimes L,M}[W^n_{X,Y \otimes L,M}[X^n_{Y,Z \otimes L,M}]]ppn_{W \otimes X \otimes Y \otimes L,M}$$

Thus, the identity (1.47) is proved as soon as we show that

$$pp = [W, p]p[a^{-1}, L(L, M)].$$

In fact, this last equation reduces to the pentagon identity for $a$ since $p$ is defined via Yoneda by

$$V_0(W, p) = \pi V_0(a, 1) \pi^{-1},$$

where $\pi$ is the hom $Set$-adjunction of the closed structure. Namely, one observes that on the one hand,

$$V_0(V, pp) = V_0(V, p)V_0(V, p) = \pi V_0(a, 1) \pi^{-1} \pi V_0(a, 1) \pi^{-1} = \pi V_0(a, 1) \pi V_0(a, 1) \pi^{-1}$$

$$= \pi V_0(a \otimes 1, 1) \pi V_0(a, 1) \pi^{-1} = \pi V_0(a(a \otimes 1), 1) \pi^{-1},$$
and on the other hand,
\[
\mathcal{V}_0(V, [W, p]p(a^{-1}, 1, L(M))] = \mathcal{V}_0(V, [W, p])\pi\pi\mathcal{V}_0(\pi^{-1}\pi\mathcal{V}_0(a^{-1}, 1, 1))
\]
\[
= \mathcal{V}_0(V, [W, p])\pi\pi\mathcal{V}_0(a, 1)\mathcal{V}_0(\pi^{-1}\pi\mathcal{V}_0(1 \otimes a^{-1}, 1))
\]
\[
= \pi\pi\mathcal{V}_0(V \otimes W, p)\pi\pi\mathcal{V}_0(a, 1)\mathcal{V}_0(\pi^{-1}\pi\mathcal{V}_0(1 \otimes a^{-1}, 1))
\]
\[
= \pi\pi\mathcal{V}_0(a, 1)\mathcal{V}_0(\pi^{-1}\pi\mathcal{V}_0(1 \otimes a^{-1}, 1))
\]
\[
= \pi\pi\mathcal{V}_0((1 \otimes a^{-1})a, 1)\pi^{-1}.
\]

\[
\square
\]

Similarly, recall that there is a natural (in $Z \in \mathcal{V}$) isomorphism
\[
i : Z \cong [I, Z]
\]
(1.48)

which is defined via Yoneda by
\[
[X, i^{-1}] = [r_X^{-1}, 1]p^{-1} : [X, [I, Z]] \cong [X \otimes I, Z] \cong [X, Z].
\]
(1.49)

Thus from $i$ and the hom $\mathcal{V}$-adjunction $\eta$ of the tensor product, we construct a $\mathcal{V}$-natural
(in $L, M$) isomorphism
\[
n_{I, L, M}^1 : L(L, M) \cong [I, L(L, M)] \cong L(I \otimes L, M).
\]
(1.50)

By Yoneda, (1.50) must be of the form $L(\lambda_L, 1)$ for a unique isomorphism
\[
\lambda_L : I \otimes L \rightarrow L,
\]
(1.51)

which must moreover be $\mathcal{V}$-natural in $L$.

For $M = I \otimes L$, composing the inverse of the isomorphism (1.50) above with $j_{I \otimes L}$,
\[
I \rightarrow L(I \otimes L, I \otimes L) \cong [I, L(L, I \otimes L)] \cong L(L, I \otimes L),
\]

must give $\lambda_L^{-1}$—since this is how we get hold of the counit of such a natural transformation
in general—and it is of course also the map corresponding to $\eta^1_I$ under the isomorphism
\[
[I, L(L, I \otimes L)] \cong L(L, I \otimes L)—because this is exactly the inverse of the first isomorphism
in (1.50). Conversely, composing (1.50) for $M = L$ with $j_M$ must give $\lambda_L$.

For $Y = I$, consider the composition of the representation isomorphism (1.45) i.e.
\[
L(a^{-1}, 1) = n_{X, I \otimes L, M}^1[X, n_{I, L, M}^{-1}]p_{X \otimes L, M},
\]
(1.52)

with $L(r_X \otimes 1, 1)$. By naturality of $n$, functoriality of $[-,-]$, and the definition of $i$ via
Yoneda cf. (1.49), we have the following chain of equalities:
\[
L((r_X \otimes 1)a^{-1}, 1) = n_{X, I \otimes L, M}^1[X, n_{I, L, M}^{-1}]p_{X \otimes L, M}L(r_X \otimes 1, 1)
\]
\[
= n_{X, I \otimes L, M}^1[X, n_{I, L, M}^{-1}]p[r_X, 1]n_{X, L, M}
\]
\[
= n_{X, I \otimes L, M}^1[X, n_{I, L, M}^{-1}]X, i]n_{X, L, M}
\]
\[
= n_{X, I \otimes L, M}^1[X, L(\lambda_L, 1)]n_{X, L, M}
\]
\[
= L(1 \otimes \lambda_L, 1).
\]

Hence, by Yoneda, we have proved the following lemma.
Lemma 1.9. Given an object $X$ in $\mathcal{V}$ and an object $L$ in a tensored $\mathcal{V}$-category $\mathcal{L}$, there is a triangle identity for $r, \lambda$, and $\alpha$,

$$(r_X \otimes 1_L)\alpha_X^{-1} = 1_X \otimes \lambda_L \ , \ (1.53)$$

which is an identity of isomorphisms

$$X \otimes (I \otimes L) \to X \otimes L \ . \$$

Lemma 1.10 (Cf. Janelidze and Kelly [30]). Let $L, M, N$ be objects in a tensored $\mathcal{V}$-category $\mathcal{L}$. Then

$$M_L : \mathcal{L}(M, N) \otimes \mathcal{L}(L, M) \to \mathcal{L}(L, N)$$

can be identified in terms of the associator $\alpha$ for tensor products and units $\eta$ and counits $\epsilon$ of the tensor product adjunctions:

$$M_L = \mathcal{L}(L, \varepsilon^M_N(1 \otimes \varepsilon^L_M)\alpha)\eta^L_{\mathcal{L}(M,N)\otimes \mathcal{L}(L,M)} \ .$$

Proof. First, recall that as for any $\mathcal{V}$-adjunction, Yoneda implies the identity $\mathcal{L}(L, -)_{MN} = n\mathcal{L}(\varepsilon^L_M, 1)$ cf. [38, (1.53), p. 24], and thus $M_L = \varepsilon^L_{\mathcal{L}(M,N)}(n\mathcal{L}(\varepsilon^L_M, 1) \otimes 1_{\mathcal{L}(LM)})$ cf. (1.14) in 1.1.5.

The lemma is now proved by the following chain of equalities

$$M_L = \varepsilon^L_{\mathcal{L}(L,N)}(n\mathcal{L}(\varepsilon^L_M, 1) \otimes 1_{\mathcal{L}(LM)})$$

(by a triangle identity for unit and counit of the adjunction (1.43))

$$= \mathcal{L}(1_L, \varepsilon^L_N)\mathcal{L}(1_M, (\varepsilon^L_{\mathcal{L}(LM)}(n\mathcal{L}(\varepsilon^L_M, 1) \otimes 1_{\mathcal{L}(LM)})) \otimes 1_L)\mathcal{L}(\mathcal{L}(M,N) \otimes \mathcal{L}(L,M))$$

(by ordinary naturality of $\eta^L_X$ in $X$)

$$= \mathcal{L}(1_L, \varepsilon^L_N)\mathcal{L}(1_M, (\varepsilon^L_{\mathcal{L}(LM)}(n\mathcal{L}(\varepsilon^L_M, 1) \otimes 1_{\mathcal{L}(LM)})) \otimes 1_L)\mathcal{L}(\mathcal{L}(M,N) \otimes \mathcal{L}(L,M))$$

(see below (‘), by functoriality and the identity $\epsilon = \epsilon((\epsilon(\eta \otimes 1)) \otimes 1)\alpha^{-1}$)

$$= \mathcal{L}(1_L, \varepsilon^L_N)\mathcal{L}(1_M, (\varepsilon^L_{\mathcal{L}(LM)}(n\mathcal{L}(\varepsilon^L_M, 1) \otimes 1_{\mathcal{L}(LM)})) \otimes 1_L)\mathcal{L}(\mathcal{L}(M,N) \otimes \mathcal{L}(L,M))$$

(by ordinary naturality of $\alpha$)

$$= \mathcal{L}(1_L, \varepsilon^L_N(1 \otimes \varepsilon^L_M)\alpha)\mathcal{L}(\mathcal{L}(M,N) \otimes \mathcal{L}(L,M))$$

(by extraordinary naturality of $\varepsilon^L_M$ in $L$)

To prove the identity used in (‘) consider the morphism

$$[\mathcal{L}(\mathcal{L}(L, M) \otimes L, N), \mathcal{L}(\mathcal{L}(L, M) \otimes L, N)] \to \mathcal{L}(\mathcal{L}(\mathcal{L}(L, M) \otimes L, N) \otimes (\mathcal{L}(L, M) \otimes L), N)$$
given by the composite
\[
\mathcal{L}(\alpha, N)\mathcal{L}(n_{\mathcal{L}(L,M),L,N} \otimes 1) \otimes 1, N)\mathcal{L}(1, N)n_{\mathcal{L}(L,M),L,N}^{-1}[\mathcal{L}(L,M),1,L,N]p^{-1}[n_{\mathcal{L}(M,N),L,N}, n_{\mathcal{L}(M,N),L,N}] (1.54)
\]

in \( \mathcal{V}_0 \), where \( p: [X \otimes Y,Z] \cong [X,[Y,Z]] \) is again the natural isomorphism (1.44) induced from the closed structure of \( \mathcal{V} \), and where we have added subscripts such that the hom \( \mathcal{V} \)-adjunction (1.32) from 1.3.2 is now denoted by \( n_{X,L,M} \). If \( \mathcal{L}(\alpha, N) \) is spelled out in terms of hom \( \mathcal{V} \)-adjunctions \( n \) and \( p \) according to (1.45), then it is seen by naturality that (1.54) is in fact the same as
\[
n_{\mathcal{L}(L,M),\mathcal{L}(L,M),\mathcal{L}(L,N)}^{-1} \cdot (1.55)
\]

In particular, it is an isomorphism (although this is also clear because each factor is an isomorphism) and appropriately \( \mathcal{V} \)-natural (and this follows from the composition calculus respectively). We now want to show that the unit of this natural isomorphism is given by
\[
e_{\mathcal{L}(L,M),\mathcal{L}(L,N)}(e_{\mathcal{L}(L,M)}^L(n_{\mathcal{L}(M,N),\mathcal{L}(L,N)} \otimes 1)) \otimes 1)\alpha^{-1}
\]
because then, by Yoneda, this must be the same as \( e_{\mathcal{L}(L,M),\mathcal{L}(L,N)}^L \) since this is by definition the unit of (1.55).

The unit is obtained by applying (1.54) (or rather \( V \) of it) to \( 1_{\mathcal{L}(L,M),\mathcal{L}(L,N)} \), and we do this factor-by-factor. First, note that
\[
[n_{\mathcal{L}(L,M),L,N}^{-1} \cdot n_{\mathcal{L}(M,N),L,N}] (1_{\mathcal{L}(L,M),\mathcal{L}(L,N)}) = 1_{\mathcal{L}(L,M),\mathcal{L}(L,N)} ,
\]
and
\[
p(1_{\mathcal{L}(L,M),\mathcal{L}(L,N)}) = e_{\mathcal{L}(L,M),\mathcal{L}(L,N)}^L
\]
because \( p \) is the hom \( \mathcal{V} \)-adjunction with underlying adjunction \(- \otimes Y + [Y, -] \) given by the closed structure i.e. \( Vp = \pi \).

Now note that by ordinary naturality of \( n \), we have
\[
[e_{\mathcal{L}(L,M),\mathcal{L}(L,N)}^L, 1] = n_{\mathcal{L}(L,M),\mathcal{L}(L,N),\mathcal{L}(L,M),\mathcal{L}(L,N)} \mathcal{L}(e_{\mathcal{L}(L,M),\mathcal{L}(L,N)}^L \otimes 1, L, 1)n_{\mathcal{L}(L,M),\mathcal{L}(L,N)}^{-1} \cdot (1.54)
\]
Thus because \( [e_{\mathcal{L}(L,M),\mathcal{L}(L,N)}^L, 1](1_{\mathcal{L}(L,N)}) = e_{\mathcal{L}(L,M),\mathcal{L}(L,N)}^L \), we may compute \( n_{\mathcal{L}(L,M),\mathcal{L}(L,N),\mathcal{L}(L,M),\mathcal{L}(L,N)}(e_{\mathcal{L}(L,M),\mathcal{L}(L,N)}^L) \) by applying \( \mathcal{L}(e_{\mathcal{L}(L,M),\mathcal{L}(L,N)}^L \otimes 1, L, 1)n_{\mathcal{L}(L,M),\mathcal{L}(L,N)}^{-1} \) to \( 1_{\mathcal{L}(L,N)} \), the result of which is \( e_{\mathcal{L}(L,M),\mathcal{L}(L,N)}^L \). Finally, applying the remaining factors \( \mathcal{L}(n_{\mathcal{L}(L,M),\mathcal{L}(L,N)} \otimes 1, 1, N) \) and \( \mathcal{L}(\alpha, N) \) indeed gives (1.54).

\[\square\]

**Remark 1.7.** A different strategy for the proof of the lemma is to first observe that the right hand side just as \( M_L \) is ordinarily \( \mathcal{V} \)-natural in \( L \) and \( N \) and extraordinarily \( \mathcal{V} \)-natural in \( M \) by Lemma 1.7, naturality of \( \alpha \), and the composition calculus. Then the identity in the lemma can be proved variable-by-variable by use of the Yoneda lemma where one considers the transforms in the case of the variable \( M \).
For an object \( X \in \mathcal{V} \) and objects \( L, M \in \mathcal{L} \), recall that the hom \( \mathcal{V} \)-adjunction (1.32) from 1.3.2 of the tensor product has the following description in terms of the unit and the strict hom functor of the right adjoint \( \mathcal{L}(L, -) \),

\[
n = [\eta^L_X, 1] \mathcal{L}(L, -)_{X \otimes L, M} : \mathcal{L}(X \otimes L, M) \to [X, \mathcal{L}(L, M)].
\] (1.56)

With this description of \( n \) we are able to derive two important identities for \( n \) stated in the two lemmata below. These are in fact the main technical tools that we employ to achieve the promised identification of \( \text{Ps-T-Alg} \). Recall that there is a \( \mathcal{V} \)-functor \( \text{Ten} : \mathcal{V} \otimes \mathcal{V} \to \mathcal{V} \) which is given on objects by sending \((X, Y) \in \text{ob} \mathcal{V} \otimes \text{ob} \mathcal{V} \) to their product \( X \otimes Y \in \text{ob} \mathcal{V} \) and whose hom morphism \( \text{Ten}((X, Y), (Y, Y)) : [X, X'] \otimes [Y, Y'] \to [X \otimes Y, X' \otimes Y'] \) is such that

\[
e^X_{X'Y}(\text{Ten}((X, Y), (Y, Y)) \otimes 1_{X \otimes Y}) = (e^X_Y \otimes e^Y_{Y'})m
\] (1.57)

where \( e \) denotes evaluation i.e. the counits of the adjunctions comprising the closed structure of \( \mathcal{V} \) and where \( m \) denotes interchange in \( \mathcal{V} \).

The two lemmata specify how \( n \) behaves with respect to \( \text{Ten} : \mathcal{V} \otimes \mathcal{V} \to \mathcal{V} \) and \( M_L \) in two specific situations that we will constantly face below.

**Lemma 1.11** (First Transformation Lemma). Given objects \( X, Y \) in \( \mathcal{V} \), and objects \( L, M, N \) in \( \mathcal{L} \), the following equality of \( \mathcal{V} \)-morphisms \( \mathcal{L}(X \otimes M, N) \otimes \mathcal{L}(Y \otimes L, M) \to [X \otimes Y, \mathcal{L}(L, N)] \) holds.

\[
[\eta^L_X, 1] \mathcal{L}(L, -)_{X \otimes Y \otimes L, N} \mathcal{L}(\alpha, 1) M_L(1_{\mathcal{L}(X \otimes M, N)} \otimes (X \otimes -)_{Y \otimes L, M})
= [1, M_L] \text{Ten}((X, Y), (L(M, N), L(Y \otimes L, M))) (\mathcal{L}(\mathcal{L}(M, -)_{X \otimes M, N}) \otimes (\eta^L_Y, 1) \mathcal{L}(L, -)_{Y \otimes L, M})
\]

In terms of the hom \( \mathcal{V} \)-adjunction (1.32) from 1.3.2, this means that

\[
n \mathcal{L}(\alpha, 1) M_L \text{Ten}((X \otimes M, N), -, (L(Y \otimes L, M), \mathcal{L}(X \otimes Y \otimes L, X \otimes M)(X \otimes -)_{Y \otimes L, M})
= [1, M_L] \text{Ten}((X, Y), (L(M, N), L(L, M))(n \otimes n)
\]
Proof. This is proved by the following chain of equalities.

\[ [\eta_{X,Y}^M, 1]L(L, -)_{X \otimes M,N}L(\alpha, 1)M_L(1_{L(X \otimes M,N)} \otimes (X \otimes -)_{Y \otimes L,M}) \]

(by the functor axiom for \( L(L, -) \) or ordinary \( \mathcal{V} \)-naturality of \( L(L, -)_{M,N} \) in \( M \))

\[ = [L(L, \alpha)\eta_{X,Y}^M, 1]L(L, -)_{X \otimes Y \otimes L,M,N}M_L(1_{L(X \otimes M,N)} \otimes (X \otimes -)_{Y \otimes L,M}) \]

(by the functor axiom for \( L(L, -) \))

\[ = M_{\mathcal{V}}(L(L, -)_{X \otimes M,N} \otimes (L(L, -)_{X \otimes Y \otimes L,M,N}X \otimes -)_{Y \otimes L,M})) \]

(by ordinary \( \mathcal{V} \)-naturality of \( M_{\mathcal{V}} \) or a \( \mathcal{V} \)-category axiom if spelled out)

\[ = M_{\mathcal{V}}(L(L, -)_{X \otimes M,N} \otimes (L(L, 1_X \otimes \epsilon_{Y \otimes L,M})\eta_{X,Y}^M, 1]L(L, -)_{X \otimes Y \otimes L,M,N}(X \otimes -)_{Y \otimes L,M})) \]

(see below (A), by a triangle identity and naturality)

\[ = M_{\mathcal{V}}(L(L, -)_{X \otimes M,N} \otimes ([X \otimes \eta_Y^M], L(L, 1_X \otimes \epsilon_{Y \otimes L,M})\eta_{X,Y}^M, 1]L(L, -)_{X \otimes Y \otimes L,M,N})) \]

(see below (C), by ordinary \( \mathcal{V} \)-naturality of \( L(L, 1_X \otimes \epsilon_{Y \otimes L,M})\eta_{X,Y}^M, 1]L(L, -)_{X \otimes Y \otimes L,M,N}))

(ordinary \( \mathcal{V} \)-naturality of \( \text{Ten}(X, -)_{V,Y} \) in \( V \))

\[ = M_{\mathcal{V}}(([L(L, 1_X \otimes \epsilon_{Y \otimes L,M})\eta_{X,Y}^M, 1]L(L, -)_{X \otimes Y \otimes L,M,N}) \otimes (\text{Ten}(X, -)_{Y \otimes L,M,N}\eta_Y^M, 1]L(L, -)_{Y \otimes L,M})) \]

(extraneous \( \mathcal{V} \)-naturality of \( M_{\mathcal{V}} \))

\[ = M_{\mathcal{V}}([\eta_X^M \otimes 1_{L(L,M)}, M_L\text{Ten}(\cdot, L(L,M))_{X \otimes M,N} L(\cdot, X \otimes M,N) \otimes (\text{Ten}(\cdot, Y \otimes L,M)\eta_Y^M, 1]L(L, -)_{Y \otimes L,M})) \]

(by ordinary \( \mathcal{V} \)-naturality of \( M_L \))

\[ = M_{\mathcal{V}}([\eta_X^M \otimes 1_{L(L,M)}])M_L\text{Ten}(\cdot, L(L,M))_{X \otimes M,N}L(\cdot, X \otimes M,N) \otimes (\text{Ten}(\cdot, Y \otimes L,M)\eta_Y^M, 1]L(L, -)_{Y \otimes L,M})) \]

(see below (D), by ordinary \( \mathcal{V} \)-naturality of \( M_L \))

\[ = [1, M_L]\text{Ten}(\cdot, L(L,M))_{X \otimes M,N}L(\cdot, X \otimes M,N) \otimes (\text{Ten}(\cdot, Y \otimes L,M)\eta_Y^M, 1]L(L, -)_{Y \otimes L,M})) \]

(ordinary \( \mathcal{V} \)-naturality of \( M_{\mathcal{V}} \))

\[ = [1, M_L]\text{Ten}(\cdot, L(L,M))_{X \otimes (M,N,L,M)}(M_{\mathcal{V}} \otimes \text{Ten}(\cdot, L(L,M))_{X \otimes (M,N,L,M)}) \]

(functor axiom for \( \text{Ten} \) (partial functors spelled out))

\[ = [1, M_L]\text{Ten}(\cdot, L(L,M))_{X \otimes (M,N,L,M)}(M_{\mathcal{V}} \otimes \text{Ten}(\cdot, L(L,M))_{X \otimes (M,N,L,M)}) \]

(by \( M_{\mathcal{V}} \) and \( M_{\mathcal{V}} \) where \( m \) is interchange, naturality of \( m \), and \( m(r^{-1} \otimes I) = r^{-1} \otimes I \))

\[ = [1, M_L]\text{Ten}(\cdot, L(L,M))_{X \otimes (M,N,L,M)}((\eta_X^M, 1]L(M, -)_{X \otimes M,N} \otimes (\eta_Y^M, 1]L(L, -)_{Y \otimes L,M})) \]

(\( \mathcal{V} \)-category axioms for \( \mathcal{V} \))

In (A) and (B) we have used the following identities of \( \mathcal{V} \)-morphisms. For (A), observe
Similarly, for (B) observe that

\[ L(L, (1 \otimes \epsilon^L_M) \alpha) \eta^L_X \otimes \eta^L_Y = L(L, (1 \otimes (\eta^L_Y \otimes 1_L)) \alpha) \eta^L_X \otimes \eta^L_Y \]

(by a triangle identity)

\[ = L(L, (1 \otimes \epsilon^L_M) (1 \otimes (\eta^L_Y \otimes 1_L)) \alpha) \eta^L_X \otimes \eta^L_Y \]

(by functoriality of \( X \otimes - \))

\[ = L(L, (1 \otimes \epsilon^L_M) \alpha (1 \otimes \eta^L_Y) \otimes 1_L) \eta^L_X \otimes \eta^L_Y \]

(by ordinary \( \mathcal{V}' \)-naturality of \( \alpha \))

\[ = L(L, (1 \otimes \epsilon^L_M) \alpha) \eta^L_X \otimes \eta^L_Y = L(L, (1 \otimes \epsilon^L_M) \alpha) \eta^L_X \otimes \eta^L_Y \]

(by ordinary \( \mathcal{V} \)-naturality of \( \eta \))

\[ = L(L, (1 \otimes \epsilon^L_M) \alpha) \eta^L_X \otimes \eta^L_Y \]

\[ = L(L, (1 \otimes \epsilon^L_M) \alpha) \eta^L_X \otimes \eta^L_Y \]

\[ = L(L, (1 \otimes \epsilon^L_M) \alpha) \eta^L_X \otimes \eta^L_Y \]

\[ = L(L, (1 \otimes \epsilon^L_M) \alpha) \eta^L_X \otimes \eta^L_Y \]

Similarly, for (B) observe that

\[ L(L, (1 \otimes \epsilon^L_M) \alpha) \eta^L_X \otimes \eta^L_Y = L(L, (1 \otimes \epsilon^L_M)(1 \otimes (\eta^L_Y \otimes 1_L)) \alpha) \eta^L_X \otimes \eta^L_Y \]

(by a triangle identity)

\[ = L(L, (1 \otimes \epsilon^L_M)(1 \otimes (\eta^L_Y \otimes 1_L)) \alpha) \eta^L_X \otimes \eta^L_Y \]

(by underlying functoriality of the functor \( \otimes - \))

\[ = L(L, (1 \otimes \epsilon^L_M)(1 \otimes (\eta^L_Y \otimes 1_L)) \alpha) \eta^L_X \otimes \eta^L_Y \]

(by underlying functoriality of \( \otimes \), \( 1_L \otimes M = 1_L \otimes M \otimes 1_L \),

and by ordinary \( \mathcal{V}' \)-naturality of \( \alpha \))

\[ = L(L, (1 \otimes \epsilon^L_M)(1 \otimes (\eta^L_Y \otimes 1_L)) \alpha) \eta^L_X \otimes \eta^L_Y \]

(by ordinary \( \mathcal{V} \)-naturality of \( \eta \))

\[ = L(L, (1 \otimes \epsilon^L_M)(1 \otimes (\eta^L_Y \otimes 1_L)) \alpha) \eta^L_X \otimes \eta^L_Y \]

\[ = M_L(\eta^L_X \otimes 1_{L,(M,M)}) \]

(by the identification of \( M_L \) in Lemma 1.10 above)

\[ = M_L(\eta^L_X \otimes (L(M,M))) = M_L(\eta^M_X, \eta^M_Y, L(M,M)) \]

Finally, we comment on the \( \mathcal{V}' \)-naturality used in (C) and (D):

For (C) recall that \( \eta^L_J \) is \( \mathcal{V}' \)-natural in \( J \). Then so is \( \eta^L_{X\otimes L(K,L)} \) because this is \( \eta^L_{PK} \) for \( P = L(L, -)(X \otimes -) \). Next, recall that \( \alpha \) is ordinarily \( \mathcal{V} \)-natural in all of its variables, and that \( \epsilon^L_K \) is ordinarily \( \mathcal{V} \)-natural in \( K \). Then so is \( 1_X \otimes \epsilon^L_K \) because this is \( Q_0(\epsilon^L_K) \) for \( Q = (X \otimes -) \), and thus the composite \( (1_X \otimes \epsilon^L_K) \alpha \) is ordinarily \( \mathcal{V}' \)-natural in \( K \). From this it follows that \( L(L, (1_X \otimes \epsilon^L_K) \alpha) \) is ordinarily \( \mathcal{V} \)-natural in \( K \) because this is \( Q_0(1_X \otimes \epsilon^L_K \alpha) \) for \( Q = L(L, -) \). Hence, we conclude that the composite family \( L(L, (1_X \otimes \epsilon^L_K) \alpha) \eta^L_{X\otimes L(K,L)} \) is ordinarily \( \mathcal{V}' \)-natural in \( K \). That is, \( L(L, (1_X \otimes \epsilon^L_K) \alpha) \eta^L_{X\otimes L(K,L)} \) is the component at \( K \in L \) of a \( \mathcal{V}' \)-natural transformation

\[ \text{Ten}(X, -) L(L, -) \Rightarrow L(L, -)(X \otimes -) \]
where $X$ and $L$ are held constant, and where $X \otimes - : \mathcal{L} \to \mathcal{L}$ is the partial functor of the tensor product in contrast to the partial functor $\text{Ten}(X, -) : \mathcal{V} \to \mathcal{V}$ induced by the Gray product.

For (D) recall that $M_L : \mathcal{L}(M, K) \otimes \mathcal{L}(L, M) \to \mathcal{L}(L, K)$ is $\mathcal{V}$-natural. Since $\mathcal{V}$-naturality may be verified variable-by-variable, $M_L$ is in particular ordinarily $\mathcal{V}$-natural in $K$. That is, it is the component at $K \in \mathcal{L}$ of a $\mathcal{V}$-natural transformation

$$\text{Ten}(-, \mathcal{L}(L, M))\mathcal{L}(M, -) \Rightarrow \mathcal{L}(L, -)$$

where $L$ and $M$ are held constant.

**Lemma 1.12** (Second Transformation Lemma). *Given an object $X$ in $\mathcal{V}$, and objects $L, M, N$ in $\mathcal{L}$, the following equality of $\mathcal{V}$-morphisms $\mathcal{L}(X \otimes M, N) \otimes \mathcal{L}(L, M) \to [X, \mathcal{L}(L, N)]$ holds, where $c$ is the symmetry of $\mathcal{V}$.*

$$[\eta^1_X, 1] \mathcal{L}(L, -)_{X \otimes L, N} M_L(1_{\mathcal{L}(X \otimes M, N)} \otimes (X \otimes -)_{L, M}) = M_{\mathcal{q}}(\mathcal{L}(\mathcal{q}, -)_{L, M} \otimes ([\eta^1_X, 1] \mathcal{L}(M, -)_{X \otimes M, N}))$$

In terms of the hom $\mathcal{V}$/adjunction (1.32) from 1.3.2, this means that

$$nM_{\mathcal{q}} \mathcal{L}(X \otimes M, N, -)_{L, (L, M), L(X \otimes -)_{L, M}} = M_{\mathcal{q}}(\mathcal{L}(\mathcal{q}, -)_{L, M} \otimes n)_{c}$$

**Proof.** This is proved by the following chain of equalities.

$$[\eta^1_X, 1] \mathcal{L}(L, -)_{X \otimes L, N} M_L(1_{\mathcal{L}(X \otimes M, N)} \otimes (X \otimes -)_{L, M})$$

= $[\eta^1_X, 1] M_{\mathcal{q}}(\mathcal{L}(L, -)_{X \otimes L, N} \otimes (\mathcal{L}(L, -)_{X \otimes L, X \otimes M}(X \otimes -)_{L, M}))$

(functor axiom for $\mathcal{L}(L, -)$)

= $M_{\mathcal{q}}(\mathcal{L}(L, -)_{X \otimes L, N} \otimes ([\eta^1_X, 1] \mathcal{L}(M, -)_{X \otimes M, N}))$

(ordinary $\mathcal{V}$-naturality of $M_{\mathcal{q}}$)

= $M_{\mathcal{q}}(\mathcal{L}(L, -)_{X \otimes L, N} \otimes ([\eta^1_X, 1] \mathcal{L}(-, X \otimes M)_{L, M})$)

(extraordinary $\mathcal{V}$-naturality of $\eta^1_X$ in $L$)

= $[\eta^1_X, 1] M_{\mathcal{q}}(\mathcal{L}(L, -)_{X \otimes M, N} \otimes (-, X \otimes M)_{L, M})$

(by ordinary $\mathcal{V}$-naturality of $M_{\mathcal{q}}$)

= $[\eta^1_X, 1] M_{\mathcal{q}}((\mathcal{L}(\mathcal{q}, -)_{L, M}) \otimes (\mathcal{L}(M, -)_{X \otimes M, N}))$

(see below, by extraordinary $\mathcal{V}$-naturality of $\mathcal{L}(L, -)_{M, N}$ in $L$)

= $M_{\mathcal{q}}((\mathcal{L}(\mathcal{q}, -)_{L, M}) \otimes ([\eta^1_X, 1] \mathcal{L}(M, -)_{X \otimes M}))$

(by ordinary $\mathcal{V}$-naturality of $M_{\mathcal{q}}$)

For the last equality, recall that $\mathcal{L}(L, -)_{M, N} : \mathcal{L}(M, N) \to [\mathcal{L}(L, M), \mathcal{L}(L, N)]$ is extraordinarily $\mathcal{V}$-natural in $L$ when $M$ and $N$ are held constant. That is, $\mathcal{L}(L, -)_{M, N}$ has the form $I \to [\mathcal{L}(M, N), \mathcal{T}(A, A)]$ for the $\mathcal{V}$-functor $\mathcal{T} = \text{Hom}_{\mathcal{q}}(\mathcal{L}(\mathcal{q}, -)_{M} \otimes \mathcal{L}(\mathcal{q}, -)) : L^\mathbb{op} \otimes L \to \mathcal{V}$, where $c : L^\mathbb{op} \otimes L \cong L \otimes L^\mathbb{op}$ is the $\mathcal{V}$-functor mediating the symmetry of the 2-category
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\[ [\mathcal{L}(L, -)]_{X \otimes M, N, I} \text{Hom}_{\mathcal{V}}(-, \mathcal{L}(L, N))_{\mathcal{L}(M, X \otimes M), \mathcal{L}(L, X \otimes M)} \mathcal{L}(-, X \otimes M)_{L, M} \]

This is an equality of \( \mathcal{V}' \)-morphisms \( \mathcal{L}(L, M) \to [\mathcal{L}(X \otimes M, N), [\mathcal{L}(M, X \otimes M), \mathcal{L}(L, N)]] \), and it corresponds to an equality of \( \mathcal{V}' \)-morphisms \( \mathcal{L}(L, M) \otimes \mathcal{L}(X \otimes M, N) \to [\mathcal{L}(M, X \otimes M), \mathcal{L}(L, N)] \) under the adjunction of the closed structure, which in turn corresponds to an equality of \( \mathcal{V}' \)-morphisms \( \mathcal{L}(X \otimes M, N) \otimes \mathcal{L}(L, M) \to [\mathcal{L}(M, X \otimes M), \mathcal{L}(L, N)] \) by composition with \( c \).

Recall that \( \text{Hom}_{\mathcal{V}}(\mathcal{L}(M, X \otimes M), -)_{[\mathcal{L}(M, X \otimes M), \mathcal{L}(L, N)]} \) corresponds to \( M_{V'} \) under the adjunction, while \( \text{Hom}_{\mathcal{V}}(-, \mathcal{L}(L, N))_{[\mathcal{L}(M, X \otimes M), \mathcal{L}(X \otimes M)]} \) corresponds to \( M_{V'}c \). The correspondence is given by application of \( - \otimes \mathcal{L}(X \otimes M, N) \) and composition with \( e^{\mathcal{L}(X \otimes M, N)}_{[\mathcal{L}(M, X \otimes M), \mathcal{L}(L, N)]} \) (and we also compose with \( c \)).

Then the transform of the left hand side of the naturality condition is:

\[
\begin{align*}
\epsilon^{\mathcal{L}(X \otimes M, N)}_{[\mathcal{L}(M, X \otimes M), \mathcal{L}(L, N)]} & \cdot (\text{Hom}_{\mathcal{V}}(-, \mathcal{L}(L, N))_{[\mathcal{L}(M, X \otimes M), \mathcal{L}(L, X \otimes M)]} \mathcal{L}(-, X \otimes M)_{L, M}) \otimes 1_{\mathcal{L}(X \otimes M, N)}c \\
& = M_{V'}e(\mathcal{L}(L, -)_{X \otimes M, N} \otimes \mathcal{L}(L, -)_{X \otimes M, N}c) \\
& = M_{V'}(\mathcal{L}(L, -)_{X \otimes M, N} \otimes \mathcal{L}(L, -)_{X \otimes M, N})c \\
& \quad \text{(by naturality of } c \text{ and } c^2 = 1) .
\end{align*}
\]

Similarly, the transform of the right hand side of the naturality condition is:

\[
\begin{align*}
\epsilon^{\mathcal{L}(X \otimes M, N)}_{[\mathcal{L}(M, X \otimes M), \mathcal{L}(L, N)]} & \cdot (\text{Hom}_{\mathcal{V}}(\mathcal{L}(M, X \otimes M), -)_{[\mathcal{L}(M, X \otimes M), \mathcal{L}(L, N)]} \mathcal{L}(-, N)_{L, M}) \otimes 1_{\mathcal{L}(X \otimes M, N)}c \\
& = M_{V'}e(\mathcal{L}(L, -)_{X \otimes M, N} \otimes \mathcal{L}(L, -)_{X \otimes M, N})c \\
& = M_{V'}(\mathcal{L}(L, -)_{X \otimes M, N} \otimes \mathcal{L}(L, -)_{X \otimes M, N})c .
\end{align*}
\]

This proves the missing equality used in the chain of equalities above, and thus ends the proof. \( \square \)

### 1.4 Identification of the \( \mathcal{V}' \)-category of algebras

Let \( \mathcal{V}' \) be complete and cocomplete. Let \( \mathcal{P} \) be a small and \( \mathcal{L} \) be a cocomplete \( \mathcal{V}' \)-category, and denote again by \( T \) the \( \mathcal{V}' \)-monad \( \text{Lan}_{\mathcal{V}}[H, 1] : [\text{ob}\mathcal{P}, \mathcal{L}] \to [\text{ob}\mathcal{P}, \mathcal{L}] \) from
1.3.1 given by the Kan adjunction \( \text{Lan}_H \dashv \mathcal{H} \). Recall that we denote by \([\text{ob}\mathcal{P}, \mathcal{L}]^T\) the Eilenberg-Moore object i.e. the \( \mathcal{V}' \)-category of \( T \)-algebras, which we described in Proposition 1.2 from 1.1.5 explicitly in the special case that \( \mathcal{V}' = \text{Gray} \).

We are now going to show that \([\text{ob}\mathcal{P}, \mathcal{L}]^T\) is isomorphic as a \( \mathcal{V}' \)-category to the functor \( \mathcal{V}' \)-category \([\mathcal{P}, \mathcal{L}]\) i.e. that \([\mathcal{H}, 1]\) is strictly monadic, which is the content of Theorem 1.4 below.

**Lemma 1.13.** Let \((A,a)\) be a \( T \)-algebra cf. 1.1.5. Then \( A \colon \text{ob}\mathcal{P} \to \mathcal{L} \) and the transforms \( A_{PQ} := \eta(a_{PQ}) \colon \mathcal{P}(P,Q) \to \mathcal{L} \) under the adjunction (1.32) from 1.3.2 of the components \( a_{PQ} \) of \( a \) at objects \( P, Q \in \mathcal{P} \) have the structure of a \( \mathcal{V}' \)-functor. Conversely, if \( A \colon \mathcal{P} \to \mathcal{L} \) is a \( \mathcal{V}' \)-functor, then the function on objects considered as a functor \( A \colon \text{ob}\mathcal{P} \to \mathcal{L} \) and the transformation \( a \) induced by the transforms \( \eta^{-1}(A_{PQ}) \) of the strict hom functors are the underlying data of a \( T \)-algebra.

**Proof.** The 1-cell \( a \colon TA \to A \) has component

\[
a_Q : (TA)Q = \int_{\text{Peob}\mathcal{P}} \mathcal{P}(P,Q) \otimes AP \to AQ
\]

at the object \( Q \in \mathcal{P} \), and this is in turn induced from the \( \mathcal{V}' \)-natural family of components

\[
a_{PQ} : \mathcal{P}(P,Q) \otimes AP \to AQ.
\]

These are elements of \( \mathcal{L}(\mathcal{P}(P,Q) \otimes AP, AQ) \). Under the hom \( \mathcal{V}' \)-adjunction (1.32) from 1.3.2 of the tensor product, these correspond to elements of the internal hom \([\mathcal{P}(P,Q), \mathcal{L}(AP,AQ)]\), i.e.

\[
A_{PQ} : \mathcal{P}(P,Q) \to \mathcal{L}(AP,AQ).
\]

We now have to examine how the algebra axiom cf. 1.1.5

\[
M_{\text{ob}\mathcal{P},\mathcal{L}}(a,Ta) = M_{\text{ob}\mathcal{P},\mathcal{L}}(a,\mu_A)
\]

transforms under the adjunction.

This is an equation of morphisms in \([\text{ob}\mathcal{P}, \mathcal{L}]_0\), which is equivalent to the equations

\[
M_L(a_{QR}, \mathcal{P}(Q,R) \otimes a_{PQ}) = M_L(a_{PR}, (M_P \otimes 1_{AP})a^{-1})
\]

of elements in \( \mathcal{L}(\mathcal{P}(Q,R) \otimes (\mathcal{P}(P,Q) \otimes AP), AR) \) where \( P, Q, R \) run through the objects in \( \mathcal{P} \).

To apply the hom \( \mathcal{V}' \)-adjunction (1.32) from 1.3.2 for \( X = \mathcal{P}(Q,R) \otimes \mathcal{P}(P,Q) \) and \( L = AP \) and \( M = AQ \), we consider the equivalent equations

\[
M_L(a_{QR}, (\mathcal{P}(Q,R) \otimes a_{PQ})a) = M_L(a_{PR}, M_P \otimes 1_{AP}). \tag{1.58}
\]

Applying Lemma 1.11 from 1.3.3 to the left hand side shows that its transform is given by\(^5\)

\[
M_L(A_{QR} \otimes A_{PQ}).
\]

\(^5\)In fact, we do not need the full strength of Lemma 1.11 here, and one could do with more elementary considerations if one was merely concerned with the identification of algebras.
On the other hand, the image of the right hand side under (1.56) from 1.3.3 is determined by the following elementary transformations 6.

\[
(M_{AP}^{A}_{P,Q}(R \otimes P + Q) \otimes M_{P,R})(a_{PR}, M_{P} \otimes 1_{AP})
\]

\[
= [\eta^{AP}_{P,Q}(R \otimes P) 1 \beta L(\eta^{AP}_{P,Q}(R \otimes P)) (M_{P} \otimes 1_{AP})]
\]

(by the functor axiom for \( L(\alpha, -) \))

\[
= M_{\beta}(L(\alpha, -))(P_{R} \otimes A_{P}(a_{PR})), 1_{P_{R}}(M_{P} \otimes 1_{AP})
\]

(by ordinary \( \mathcal{V} \)-naturality of \( M_{\beta} \))

\[
= M_{\beta}(L(\alpha, -))(P_{R} \otimes A_{P}(a_{PR}), 1_{P_{R}})(M_{P})
\]

(by ordinary \( \mathcal{V} \)-naturality of \( \eta \))

\[
= M_{\beta}(L(\alpha, -))(P_{R} \otimes A_{P}(a_{PR}), M_{P})
\]

(by extraordinary \( \mathcal{V} \)-naturality of \( M_{\beta} \))

\[
= M_{\beta}(A_{PR}, M_{P}) = A_{PP}M_{P}
\]

Hence, the algebra axiom is equivalent to the equation

\[
M_{L}(A_{QR} \otimes A_{PQ}) = A_{PQ}M_{P}
\]  \hspace{1cm} (1.59)

and this is exactly one of the two axioms for a \( \mathcal{V} \)-functor.

Now we want to determine the transform of the other axiom of a \( T \)-algebra:

\[
1_{A} = M_{(ob P, \lambda)}(a_{A}, \eta_{A})
\].

First note that this equation is equivalent to the equations

\[
1_{AP} = M_{L}(a_{PP} \otimes 1_{AP})
\]

on objects in \( L(\alpha, \beta) \) where \( P \) runs through the objects of \( \mathcal{V} \). In turn, these are equivalent to the equations

\[
\lambda_{AP} = M_{L}(a_{PP}, \beta \otimes 1)
\]

By definition of the unitor for the tensor product, the transform of the left hand side is given by the unit \( j_{AP} : I \rightarrow L(\alpha, \beta) \) of the \( \mathcal{V} \)-category at \( \beta \) (under the identification of elements of the internal hom and morphisms in \( \mathcal{V} \)). On the other hand, it is routine to identify the transform of the right hand side as \( A_{PP}j_{AP} \). Thus the second axiom of a \( T \)-algebra is equivalent to

\[
\lambda_{AP} = M_{L}(j_{AP}, \beta \otimes 1)
\]  \hspace{1cm} (1.60)

and this is exactly the other axiom of a \( \mathcal{V} \)-functor.

---

6 We will be short on such routine transformations below. The computation here should serve as an example for basic naturality transformations of the same kind. One could subsume this into another more elementary lemma.
Recall that the hom object of \([\text{ob}\mathcal{P}, \mathcal{L}]^T\) at algebras \((A, a)\) and \((B, b)\) is given by the equalizer

\[
\begin{array}{c}
\text{[ob}\mathcal{P}, \mathcal{L}]^T(A, B) \\
\longrightarrow \text{[ob}\mathcal{P}, \mathcal{L}](A, B) \\
\longrightarrow \text{[ob}\mathcal{P}, \mathcal{L}](TA, B)
\end{array}
\]

Spelling out the hom objects of \([\text{ob}\mathcal{P}, \mathcal{L}]\) as in 1.3.1, this is the same as the following equalizer

\[
\begin{array}{c}
\Pi_{P\in\text{ob}\mathcal{P}} \mathcal{L}(AP, BP) \\
\longrightarrow \Pi_{L\in\text{ob}\mathcal{P}} \mathcal{L}(\int_{\text{Reob}\mathcal{P}} \mathcal{P}(R, P) \otimes AR, BP)
\end{array}
\]

where \(E_P T_{A,B} = (T_{A,B})_P E_P\) for a unique \(\Psi\)-morphism \((T_{A,B})_P : \mathcal{L}(AP, BP) \to \mathcal{L}(TAP, TB_P)\). By (1.34) and the universal property of the end, this equalizer is the same as the equalizer of the compositions with \(\Pi_{P\in\text{ob}\mathcal{P}} \mathcal{L}(\kappa_{RP}, 1)\) (by definition (1.35) of \(\kappa\) and by Yoneda), and since

\[
n : \mathcal{L}(\mathcal{P}(R, P) \otimes AR, BP) \cong [\mathcal{P}(R, P), \mathcal{L}(AR, BP)] ,
\]

this is in turn the same as the following equalizer

\[
\begin{array}{c}
\Pi_{P\in\text{ob}\mathcal{P}} \mathcal{L}(AP, BP) \\
\longrightarrow \Pi_{\mathcal{L}(\mathcal{P}(R, P) \otimes AR, BP)} \mathcal{L}(\mathcal{P}(R, P), \mathcal{L}(AR, BP))
\end{array}
\]

(where we have used that \(a_{P\kappa_{RP}} = a_{RP}\) for the first morphism of the equalizer, and where we have used that \(\mathcal{L}(\kappa^A_{RP}, 1)(E_P)_{TA, TB} T_{A,B} = \mathcal{L}(1, \kappa^B_{RP})(\mathcal{P}(R, P) \otimes -)_{AR, BR}(E_R)_{A,B}\) by ordinary \(\Psi\)-naturality of \(\kappa^A_{RP}\) in \(\mathcal{A}\) and that \(b_{P\kappa_{RP}} = b_{RP}\) for the second morphism of the equalizer).

One can now use the Yoneda lemma to show that this is exactly the equalizer (1.27) from 1.3.1 which defines the hom object of the functor \(\Psi\)-category: one checks that both the first morphism given here and the transform of \(\mathcal{L}(A-, AR)_{RP}\) map the identity at \(AP\) to \(AR_{RP}\), and both the second here and the transform of \(\mathcal{L}(AP, B-)_{PR}\) map the identity at \(BR\) to \(B_{RP}\).

Finally, note that the composition law of \([\text{ob}\mathcal{P}, \mathcal{L}]^T\) is induced from the composition law of the functor category \([\text{ob}\mathcal{P}, \mathcal{L}]\), which in turn, is induced from the composition law of \(\mathcal{L}\).

Likewise, the composition law of the functor category \([\mathcal{P}, \mathcal{L}]\) is induced via the evaluation functors from the composition law in \(\mathcal{L}\), and since the evaluation functors \(E_P : [\mathcal{P}, \mathcal{L}] \to \mathcal{L}\) where \(P \in \text{ob}\mathcal{P}\) factorize through \([H, 1]\) and \(E_P : [\text{ob}\mathcal{P}, \mathcal{L}] \to \mathcal{L}\), this means that \([H, 1] : \text{ob}[\mathcal{P}, \mathcal{L}] \to \text{ob}[\text{ob}\mathcal{P}, \mathcal{L}]^T\) and the \(\Psi\)-isomorphisms on the hom objects induced from the comparison of equalizers above satisfy the \(\Psi\)-functor axiom.

Similarly, this data is shown to satisfy the unit axiom for a \(\Psi\)-functor. This proves the following theorem.
Theorem 1.4. Given a small $\mathcal{V}$-category $\mathcal{P}$ and a cocomplete $\mathcal{V}$-category $\mathcal{L}$, then the functor $\left[H, 1\right]: \left[\mathcal{P}, \mathcal{L}\right] \to \left[\text{ob}\mathcal{P}, \mathcal{L}\right]$ induced by the inclusion $H: \text{ob}\mathcal{P} \to \mathcal{L}$ is strictly monadic for the $\mathcal{V}$-monad $T = [H, 1]\text{Lan}_H$ given by the Kan adjunction $\text{Lan}_H \dashv [H, 1]$. In particular, the functor $\mathcal{V}$-category $\left[\mathcal{P}, \mathcal{L}\right]$ is isomorphic as a $\mathcal{V}$-category to the Eilenberg-Moore object $[\text{ob}\mathcal{P}, \mathcal{L}]^T$ in $\mathcal{V}$-$\text{CAT}$.

Remark 1.8. An alternative strategy to achieve this result is to use an enriched version of Beck’s monadicity theorem (see for example [14, Th. II.2.1]). The Kan adjunction meets the conditions of such a theorem because $[H, 1]$ creates pointwise colimits, cf. Lemma 1.3 from 1.3.1.

Yet another strategy for specific $\mathcal{V}$ where an identification of the functor $\mathcal{V}$-category is known, is to be completely explicit: For example, if $\mathcal{V} = \text{Gray}$, the functor category can be explicitly identified (cf. [27, Prop. 12.2]). With the help of the two Transformation Lemmata 1.11 and 1.12 from 1.3.1 it is then straightforward to identify the algebra 1-cells, algebra 2-cells, and algebra 3-cells from Proposition 1.2 from 1.1.5 explicitly as we have done it for algebras above.

1.5 IDENTIFICATION OF PSEUDO ALGEBRAS

Given $\text{Gray}$-categories $\mathcal{P}$ and $\mathcal{L}$, the $\text{Gray}$-category $\text{Tricat}(\mathcal{P}, \mathcal{L})$ of trihomomorphisms $\mathcal{P} \to \mathcal{L}$, tritransformations, trimodifications, and perturbations has been described by Gurski [27, Th. 9.4], see also Appendix A. The basic definitions of the objects and the 2-globular data of the local hom 2-categories, i.e. trihomomorphisms, tritransformations, trimodifications, and perturbations may be found in [27, 4.]. These are of course definitions for the general case that domain and codomain are honest tricategories. In our case, they simplify considerably because domain and codomain are always $\text{Gray}$-categories.

Let again $T = [H, 1]\text{Lan}_H$ be the $\text{Gray}$-monad on $[\text{ob}\mathcal{P}, \mathcal{L}]$ from 1.3.1 corresponding to the Kan adjunction $\text{Lan}_H \dashv [H, 1]$, where $\mathcal{P}$ is small and $\mathcal{L}$ is cocomplete. The aim of this section is to prove Theorem 1.6 below, which states that $\mathcal{Ps}-T\text{-Alg}$ is isomorphic to the full sub-$\text{Gray}$-category of $\text{Tricat}(\mathcal{P}, \mathcal{L})$ determined by the locally strict trihomomorphisms.

The general idea of the proof is to identify how the pseudo data and axioms transform under the adjunction (1.32) from 1.3.2 of the tensor product. The main technical tools employed are the two Transformation Lemmata 1.11 and 1.12 from 1.3.3, and elementary identities involving the associators and unitors $a, i, r, \alpha, \lambda$, and $\rho$, which are implied by the pentagon and triangle identity as presented in 1.3.3.

1.5.1 Homomorphisms of $\text{Gray}$-categories

To characterize how $\mathcal{Ps}-T\text{-Alg}$ transforms under the adjunction of the tensor product, we now introduce the notions of Gray homomorphisms between $\text{Gray}$-categories, say $\mathcal{P}$ and $\mathcal{L}$, Gray transformations, Gray modifications, and Gray perturbations in Definitions 1.9-1.12. If the 0-cell-domain $\mathcal{P}$ and -codomain $\mathcal{L}$ are fixed, these notions organize into a $\text{Gray}$-category $\text{Gray}(\mathcal{P}, \mathcal{L})$. 
On the other hand, we maintain that this is in fact the natural notion of a (locally strict) trihomomorphism when domain and target are Gray-categories, and when the definitions are to be given on Gray products and in terms of their composition laws, say $M_P$ and $M_L$, rather than on cartesian products and in terms of the corresponding cubical composition functors. Thus, the definitions below are easily seen to be mild context-related modifications of the definitions of (locally strict) trihomomorphisms between Gray-categories, tritransformations, trimodifications, and perturbations cf. [27, 4.]. All of the definitions are given in equational form. In 1.5.2 we will identify them with the transforms of the definitions from 1.2.1. To achieve this identification, it is at any rate necessary to unwind the diagrammatic presentations for these notions. Thus, we chose an equational notation to make the comparison—which is the object of the present chapter—as comprehensible as possible. While this might make it harder to grasp the content of the definitions on the one hand, the reader will note that the nontrivial cells are easily identified on the other hand.

Definition 1.9. A Gray homomorphism $A: P \to L$ consists of

- a function on the objects $P \mapsto AP$ denoted by the same letter as the Gray homomorphism itself;
- for objects $P, Q \in P$, a strict functor $A_{PQ}: \mathcal{P}(P, Q) \to \mathcal{L}(AP, AQ)$;
- for objects $P, Q, R \in P$, an adjoint equivalence
  $$(\chi, \chi^\bullet): M_L(A_{QR} \otimes A_{PQ}) \Rightarrow A_{PR}M_P: \mathcal{P}(Q, R) \otimes \mathcal{P}(P, Q) \to \mathcal{L}(AP, AR);$$
- for each object $P \in P$, an adjoint equivalence
  $$(\iota, \iota^\bullet): j_AP \Rightarrow A_PP: I \to \mathcal{L}(AP, AP);$$
- and three families of invertible modifications (GHM1)-(GHM3) which are subject to two axioms (GHA1)-(GHA2):

(GHM1) For objects $P, Q, R, S \in P$, an invertible modification

$$\omega_{PQRS}: [(M_P \otimes 1)a^{-1}, 1](\chi_{PQS}) * [a^{-1}, M_L](\text{Ten}(\chi_{QRS}, 1_{APQ}))$$

$$\Rightarrow [1 \otimes M_P, 1](\chi_{PRS}) * [1, M_L](\text{Ten}(1_{ARS}, \chi_{PQR}))$$

of pseudonatural transformations

$$M_L(1 \otimes M_L)(A_{RS} \otimes (A_{QR} \otimes A_{PQ})) \Rightarrow A_{PS}(1 \otimes M_P(1 \otimes M_P))$$

of strict functors

$$\mathcal{P}(R, S) \otimes (\mathcal{P}(Q, R) \otimes \mathcal{P}(P, Q)) \to \mathcal{L}(AP, AS).$$

(GHM2) For objects $P, Q \in P$, an invertible modification

$$\gamma_{PQ}: [(j_Q \otimes 1)_{\mathcal{P}(P, Q)}, 1](\chi_{PQQ}) * [a^{-1}_{\mathcal{P}(P, Q)}, M_L](\text{Ten}(\iota_Q, 1_{APQ})) \Rightarrow 1_{APQ}$$
of pseudonatural transformations $A_{PQ} \Rightarrow A_{PQ} : \mathcal{P}(P, Q) \rightarrow \mathcal{L}(AP, AQ)$.

(GHM3) For objects $P, Q \in \mathcal{P}$, an invertible modification
\[ \delta_{PQ} : 1_{APQ} \Rightarrow [(1 \otimes j_P)^{-1}_{\mathcal{P}(P, R)}, 1](\chi_{PPQ}) \ast [r^{-1}_{\mathcal{P}(P, Q)}(M_\mathcal{L})(\text{Ten}(1_{APQ}, 1))] \]
of pseudonatural transformations $A_{PQ} \Rightarrow A_{PQ} : \mathcal{P}(P, Q) \rightarrow \mathcal{L}(AP, AQ)$.

(GHA1) For objects $P, Q, R, S, T \in \mathcal{P}$, the following equation of vertical composites of whiskered modifications is required:
\[
[1 \otimes (1 \otimes M_\mathcal{P}), 1][\omega] \ast 1_{[M_\mathcal{L}(1 \otimes M_\mathcal{L})(\text{Ten}(1, \chi))]})
\]
\[ \ast \ 1_{[(M_L \otimes 1)\alpha^{-1}, 1](\chi_{\mathcal{P}_{TTT}})} \ast [a^{-1}, M_\mathcal{L}](\text{Ten}(\chi, 1)) \]
\[ \ast [[(M_\mathcal{P} \otimes 1)\alpha^{-1}, 1][\omega] \ast 1_{[\alpha^{-1}(1 \otimes \alpha^{-1}), M_\mathcal{L}(M_\mathcal{L} @ 1)](\text{Ten}(\chi, 1), 1))} \]
\[ = 1_{[\alpha \otimes (1 \otimes M_\mathcal{P}), 1](\chi_{\mathcal{P}_{TTT}})} \ast [1, M_\mathcal{L}](\text{Ten}(1, \omega)) \]
\[ \ast [1 \otimes ((M_\mathcal{P} \otimes 1)\alpha^{-1}, 1)[\omega] \ast 1_{[\alpha^{-1}(1 \otimes \alpha^{-1}), M_\mathcal{L}(M_\mathcal{L} @ 1)](\text{Ten}(\chi, 1), 1))} \]
\[ \ast [1, M_\mathcal{L}(1 \otimes M_\mathcal{L})](\text{Ten}(1,\chi)) \]
\[
\Rightarrow [1 \otimes (1 \otimes M_\mathcal{P})](\text{Ten}(1, \chi)) \ast [1 \otimes (1 \otimes M_\mathcal{P}), M_\mathcal{L}](\text{Ten}(1, \chi)) \ast [1, M_\mathcal{L}(1 \otimes M_\mathcal{L})](\text{Ten}(1, \chi))
\]

To save space, we here employed the notation that vertical composition binds less strictly than horizontal composition $\ast$, which is also indicated by a line break. Also $\text{Ten}$ always denotes the corresponding strict hom functor of the $\text{Gray}$-functor $\text{Ten}: \text{Gray} \otimes \text{Gray} \rightarrow \text{Gray}$ cf. eq. (1.57) from 1.3.3 above. It is to be noted that in each vertical factor there appears only one nontrivial horizontal factor, and this applies generally to the following definitions.

The axiom is an equation of 2-cells i.e. modifications
\[
[((M_\mathcal{P}(M_\mathcal{P} @ 1)) @ 1)\alpha^{-1}, 1)(\chi_{\mathcal{P}_{TTT}})
\]
\[ \ast [[(M_\mathcal{P} @ 1) @ 1)\alpha^{-1}, M_\mathcal{L}](\text{Ten}(\chi_{\mathcal{P}_{TTT}}, 1)) \]
\[ \ast [a^{-1}\alpha^{-1}, M_\mathcal{L}(M_\mathcal{L} @ 1)](\text{Ten}(\chi_{\mathcal{P}_{TTT}}, 1), 1)) \]
\[ \Rightarrow [1 \otimes (M_\mathcal{P}(1 \otimes M_\mathcal{P}))](\text{Ten}(1, \chi)) \ast [1 \otimes (1 \otimes M_\mathcal{P}), M_\mathcal{L}](\text{Ten}(1, \chi)) \ast [1, M_\mathcal{L}(1 \otimes M_\mathcal{L})](\text{Ten}(1, \chi))
\]

between 1-cells i.e. pseudonatural transformations
\[
M_\mathcal{L}(1 \otimes (M_\mathcal{L}(1 \otimes M_\mathcal{L}))(\text{A}_{ST} \otimes (\text{A}_{RS} \otimes (\text{A}_{QR} \otimes A_{PQ})))) \Rightarrow A_{PTM_\mathcal{P}(1 \otimes (M_\mathcal{P}(1 \otimes M_\mathcal{P})))}
\]
of strict functors
\[
\mathcal{P}(S, T) \otimes (\mathcal{P}(R, S) \otimes (\mathcal{P}(Q, R) \otimes \mathcal{P}(P, Q))) \rightarrow \mathcal{L}(AP, AT).
\]

We remark that we chose another bracketing than in the definition of a trihomomorphism in the references [27] and [21]. The difference is of course not substantive.

(GHA2) For objects $P, Q, R \in \mathcal{P}$, the following equation of modifications is required:
\[
1_\chi \ast [1, M_\mathcal{L}](\text{Ten}(1, 1)) \ast [1 \otimes (j_Q \otimes 1)^{-1}_{\mathcal{P}(Q, R)}, 1](\omega_{\mathcal{P}_{QQR}}) \ast [1, M_\mathcal{L}(M_\mathcal{L}(1 \otimes M_\mathcal{P}), 1)](\text{Ten}(1, 1)) \ast [1 \otimes ((l \otimes j_P)^{-1}_{\mathcal{P}(P, Q)}, 1)](\chi_{\mathcal{P}_{QQR}}) \ast [1, M_\mathcal{L}(\text{Ten}(1, 1), 1)) \]
\[ \Rightarrow [1 \otimes ((l \otimes j_P)^{-1}_{\mathcal{P}(P, Q)}, 1)](\chi_{\mathcal{P}_{QQR}}) \ast [1, M_\mathcal{L}(\text{Ten}(1, 1))]
\]

of pseudonatural transformations $A_{PQ} \Rightarrow A_{PQ} : \mathcal{P}(P, Q) \rightarrow \mathcal{L}(AP, AQ)$.
This is an equation of 2-cells i.e. modifications

\[ \chi_{PQR} \Rightarrow \chi_{PQR} : M_\land (A_{QR} \otimes A_{PQ}) \Rightarrow A_{PR} M_\land : \mathcal{T}(Q,R) \otimes \mathcal{T}(P,Q) \to \mathcal{L}(AP,AR) . \]

**Definition 1.10.** Let \( A, B : \mathcal{T} \to \mathcal{L} \) be homomorphisms of \( \text{Gray} \)-categories. A Gray transformation \( f : A \Rightarrow B \) consists of

- a family \((f_p)_{p \in \text{obj} \mathcal{T}}\) of objects \( f_p : AP \to BP \) in \( \mathcal{L}(AP,BP) \);
- for objects \( P, Q \in \mathcal{T} \), an adjoint equivalence

\[
(f_{PQ}, f^\land_{PQ}) : \mathcal{L}(AP, f_Q A_P) \Rightarrow \mathcal{L}(f_P, BQ) B_P Q : \mathcal{T}(P,Q) \to \mathcal{L}(AP, BQ) ;
\]

- and two families of invertible modifications \((\text{GTM1})-(\text{GTM2})\) which are subject to three axioms \((\text{GTA1})-(\text{GTA3})\):

**\( \text{GTM1} \)** For objects \( P, Q, R \in \mathcal{T} \), an invertible modification

\[
\Pi_{PQR} : [1, \mathcal{L}(f_P, BR)](\chi^B_{PQR}) * [1, M_{\land}](\text{Ten}(1_{BR}, f_P)) * [1, M_{\land}](\text{Ten}(f_{QR}, 1_{AP})) \Rightarrow [M_P, 1](f_{PR}) * [1, \mathcal{L}(AP, f_R)](\chi^A_{PQR})
\]

of pseudonatural transformations \( M_{\land}((\mathcal{L}(AQ, f_R)A_{QR}) \otimes A_{PQ}) \Rightarrow \mathcal{L}(f_P, BR) B_{PR} M_P \) of strict functors \( \mathcal{T}(Q,R) \otimes \mathcal{T}(P,Q) \to \mathcal{L}(AP, BR) ;

**\( \text{GTM2} \)** For each object \( P \in \mathcal{T} \), an invertible modification

\[
M_P : [j_P, 1](f_{PP}) * [1, \mathcal{L}(AP, f_P)](\iota^B_P) \Rightarrow [1, \mathcal{L}(f_P, BP)](\iota^B_P)
\]

of pseudonatural transformations \( f_P \Rightarrow \mathcal{L}(f_P, BP) B_{PP} j_P : I \to \mathcal{L}(AP, BP) .

**\( \text{GTA1} \)** For objects \( P, Q, R, S \in \mathcal{T} \), the following equation of vertical composites of whiskered modifications is required:

\[
1[1 \otimes M_{\land}, 1_{\mathcal{L}_S}](f_{RS}) * [1, \mathcal{L}(AP, f_S)](\omega^A_P) \\
\diamond [(M_P \otimes 1) a^{-1}, 1][\Pi] * 1[1 \otimes a^{-1}, M_{\land}(1 \otimes M_L)](\text{Ten}(\text{Ten}(1, \lambda^A), 1)) \\
\diamond 1[(M_P \otimes 1) a^{-1}, \mathcal{L}(f_P, BS)](\chi^A) * 1[(M_P \otimes 1) a^{-1}, M_{\land}] \text{Ten}(1, f_{PR}) * [a^{-1}, M_{\land}](\text{Ten}(\Pi, 1, \lambda^B_P)) \\
\diamond 1[(M_P \otimes 1) a^{-1}, \mathcal{L}(f_P, BS)](\chi^A) * [a^{-1}, M_{\land}](\text{Ten}(\Sigma^B_{SR}, f_{PR})) \\
\ast 1[a^{-1}, M_{\land}(M_{\land} \otimes 1)]\text{Ten}(\text{Ten}(1, f_{PR}, 1), 1) * 1[a^{-2}, M_{\land}(M_{\land} \otimes 1)]\text{Ten}(f_{RS}, 1, 1) \\
= [1 \otimes M_{\land}, 1](\Pi) * 1[1, \mathcal{L}(AP, f_S)](\omega^A_P) \\
\diamond 1[1 \otimes M_{\land}, \mathcal{L}(f_P, BS)](\chi^A) * 1[1 \otimes M_{\land}, M_{\land}] \text{Ten}(\text{Ten}(1, f_{PR}, 1, \lambda^A), 1) \\
\diamond 1[1 \otimes M_{\land}, \mathcal{L}(f_P, BS)](\chi^A) * [1, M_{\land}](\text{Ten}(1, f_{RS}, \Pi)) * 1[a^{-1}, M_{\land}(M_{\land} \otimes 1)]\text{Ten}(f_{RS}, 1, 1) \\
\diamond [1, \mathcal{L}(f_P, BS)](\omega^A_P) * 1[1, M_{\land}(M_{\land} \otimes 1)]\text{Ten}(1, f_{PR})) \\
\ast 1[a^{-1}, M_{\land}(M_{\land} \otimes 1)]\text{Ten}(1, f_{PR}, 1) * 1[a^{-2}, M_{\land}(M_{\land} \otimes 1)]\text{Ten}(f_{RS}, 1, 1) 
\]
This is an equation of modifications

\[ [(M_\mathcal{P} \otimes 1)\alpha^{-1}, L(f_\mathcal{P}, BS)](\chi^B) \]

* \[ [\alpha^{-1}, L(f_\mathcal{P}, BS)M_\mathcal{L}](\text{Ten}(\chi^B, 1)) \]
* \[ [1, M_\mathcal{L}(M_\mathcal{L} \otimes 1)](\text{Ten}(1, \text{Ten}(1, f_{\mathcal{P}}))) \]
* \[ [\alpha^{-1}, M_\mathcal{L}(M_\mathcal{L} \otimes 1)]\text{Ten}(\text{Ten}(f_{\mathcal{P}S}, 1), 1) \]

\[ \Rightarrow [M_\mathcal{P}(1 \otimes M_\mathcal{P}), 1] f_{\mathcal{P}S} \]

* \[ [1 \otimes M_\mathcal{P}, L(1, f_S)](\chi^A) \]
* \[ [1, L(1, f_S)M_\mathcal{L}](\text{Ten}(1, \chi^A)) \]

of pseudonatural transformations

\[ L(AR, f_S)M_\mathcal{L}(1 \otimes M_\mathcal{L})(A_{RS} \otimes (A_{QR} \otimes A_{PO})) \Rightarrow L(f_\mathcal{P}, BS)B_{PS}M_\mathcal{P}(1 \otimes M_\mathcal{P}) \]

of strict functors

\[ \mathcal{P}(R,S) \otimes (\mathcal{P}(Q,R) \otimes \mathcal{P}(P,Q)) \rightarrow L(AP, BS). \]

**(GTA2)** For objects \( P, Q \in \mathcal{P} \), the following equation of vertical composites of whiskered modifications is required:

\[
1_{f_{PQ}} \cdot [1, L(AP, f_Q)](\gamma^A_{PQ})
\]

\[
\circ [(j_Q \otimes 1)f_{PQ}^{-1}]_{\Pi(P,Q)}[1](\Pi_{PQQ}) \cdot 1_{[f_{PQ}^{-1}]_{\Pi(P,Q)}M_\mathcal{L}]}(\text{Ten}(1, f_{PQ}))
\]

\[ = [1, L(f_\mathcal{P}, BQ)](\gamma^B_{PQ}) \cdot 1_{f_{PQ}} \]

\[
\circ [(j_Q \otimes 1)f_{PQ}^{-1}]_{\Pi(P,Q)[L(f_\mathcal{P}, 1)]}(\gamma^B_{PQ}) \cdot 1_{[f_{PQ}^{-1}]_{\Pi(P,Q)}M_\mathcal{L}]}(\text{Ten}(1, f_{PQ})) \cdot [1_{\Pi(P,Q), M_\mathcal{L}]}(\text{Ten}(1, f_{PQ})) \cdot [1_{\Pi(P,Q), M_\mathcal{L}]}(\text{Ten}(M_Q, 1, f_{PQ}))]
\]

This is an equation of modifications

\[
[(j_Q \otimes 1)f_{PQ}^{-1}]_{\Pi(P,Q)}[L(f_\mathcal{P}, BQ)](\chi_{PQQ}) \cdot [((B_{QQ} j_Q \otimes 1)]f_{PQ}^{-1}]_{\Pi(P,Q)}[L(1, f_{PQ})]
\]

\[
* [((j_Q \otimes 1)f_{PQ}^{-1}]_{\Pi(P,Q)}[L(f_\mathcal{P}, 1)]) \cdot [1_{\Pi(P,Q), M_\mathcal{L}]}(\text{Ten}(1, f_{PQ})) \cdot [1_{\Pi(P,Q), M_\mathcal{L}]}(\text{Ten}(f_{PQ}, 1)) \cdot [1_{\Pi(P,Q), M_\mathcal{L}]}(\text{Ten}(1, f_{PQ}))]
\]

\[ \Rightarrow f_{PQ} . \]

**(GTA3)** For objects \( P, Q \in \mathcal{P} \), the following equation of vertical composites of whiskered modifications is required:

\[
1_{f_{PQ}} \cdot [1, L(f_\mathcal{P}, BQ)](\delta^A_{PQ}) \cdot 1_{f_{PQ}}
\]

\[
\circ [(1 \otimes j_P)f_{PQ}^{-1}]_{\Pi(P,Q)}[L(f_\mathcal{P}, BQ)](\gamma^A_{PQ}) \cdot 1_{[f_{PQ}^{-1}]_{\Pi(P,Q)}M_\mathcal{L}]}(\text{Ten}(1, f_{PQ})) \cdot [1_{\Pi(P,Q), M_\mathcal{L}]}(\text{Ten}(1, f_{PQ})) \cdot [1_{\Pi(P,Q), M_\mathcal{L}]}(\text{Ten}(f_{PQ}, f_{PQ}))]
\]

\[ = [1_{f_{PQ}} \cdot [1, L(AP, f_Q)](\delta^A_{PQ}) \cdot 1_{f_{PQ}} \]

\[
\circ [(1 \otimes j_P)f_{PQ}^{-1}]_{\Pi(P,Q)}[L(f_\mathcal{P}, BQ)](\gamma^A_{PQ}) \cdot 1_{[f_{PQ}^{-1}]_{\Pi(P,Q)}M_\mathcal{L}]}(\text{Ten}(1, f_{PQ})) \cdot [1_{\Pi(P,Q), M_\mathcal{L}]}(\text{Ten}(1, f_{PQ})) \cdot [1_{\Pi(P,Q), M_\mathcal{L}]}(\text{Ten}(f_{PQ}, f_{PQ}))]
\]

\[
\circ [(1 \otimes j_P)f_{PQ}^{-1}]_{\Pi(P,Q)}[L(f_\mathcal{P}, BQ)](\gamma^A_{PQ}) \cdot 1_{[f_{PQ}^{-1}]_{\Pi(P,Q)}M_\mathcal{L}]}(\text{Ten}(1, f_{PQ})) \cdot [1_{\Pi(P,Q), M_\mathcal{L}]}(\text{Ten}(f_{PQ}, f_{PQ}))]
\]

\[ \Rightarrow f_{PQ} . \]
This is an equation of modifications

\[(1 \otimes j_P)^{-1}P M_{\mathcal{B}}(\mathcal{L}(f_P, BQ)(\chi_{PPQ}) \ast [(1 \otimes j_P)^{-1}M_L](\text{Ten}(1_{BPQ}, f_{PP})) \ast [r_{MPQ}^{-1}, M_L](\text{Ten}(1_{BPQ}, [1, \mathcal{L}(AP, f_P)](\mathcal{A}_P))) \ast f_{PQ} \Rightarrow f_{PQ} \].

**Definition 1.11.** Let \( f, g : A \Rightarrow B : \mathcal{P} \rightarrow \mathcal{L} \) be Gray transformations. A Gray modification \( \alpha : f \Rightarrow g \) consists of

- a family \((\alpha_P)_{\text{coarb}_P}\) of 1-cells \( \alpha_P : f_P \rightarrow g_P \) in \( \mathcal{L}(AP, BP) \);
- and one family of invertible modifications \((\text{GMM}1)\) which is subject to two axioms \((\text{GMA}1)\)-(\text{GMA}2):

**GMM1** For objects \( P, Q \in \mathcal{P} \), an invertible modification

\[ \alpha_{PQ} : [B_{PQ}, 1](\mathcal{L}(\alpha_P, BQ)) \ast f_{PQ} \Rightarrow g_{PQ} \ast [A_{PQ}, 1](\mathcal{L}(AP, \alpha_Q)) \]

of pseudonatural transformations

\[ \mathcal{L}(AP, f_Q)A_{PQ} \Rightarrow \mathcal{L}(g_P, BQ)B_{PQ} : \mathcal{P}(P, Q) \rightarrow \mathcal{L}(AP, BP) \].

**GMA1** For objects \( P, Q, R \in \mathcal{P} \), the following equation of vertical composites of whiskered modifications is required:

\[
\Pi^\rho \ast [1, M_\mathcal{L}](\text{Ten}(1_{AQ}, 1)(\mathcal{L}(A_Q, \alpha_R), 1)) \\
\circ [1, M_\mathcal{L}](\text{Ten}(1_{PQ}, 1_{AP})) \ast [1, M_\mathcal{L}](\text{Ten}(\alpha_{QR}, 1_{AP})) \\
\circ [1, M_\mathcal{Gr}](\Sigma_{\mathcal{L}(AP, \alpha_P)}(\chi_{PQR}^1)) \ast [1, M_\mathcal{L}](\text{Ten}(1_{QR}, f_{Q})) \ast [1, M_\mathcal{L}](\text{Ten}(1_{BPQ}, f_{Q})) \\
= [1, M_\mathcal{P}, 1](\alpha_{PR}) \ast M_\mathcal{Gr}((\Sigma_{\mathcal{L}(AP, \alpha_P)}(\chi_{PQR}^1)) \\
\circ [M_\mathcal{P}, 1](\alpha_{PR}) \ast [1, M_\mathcal{Gr}](\chi_{PQR}^1) \\
\circ [1, [B_{PR}M_{Q}, 1](\mathcal{L}(\alpha_P, BR))] \ast \Pi^\rho \\
\Rightarrow [B_{PR}M_{P}, 1](\mathcal{L}(\alpha_P, BR)) \\
\ast [1, M_\mathcal{Gr}](\chi_{PQR}^1) \\
\ast [1, M_\mathcal{L}](\text{Ten}(1_{BPQ}, f_{PP})) \\
\ast [1, M_\mathcal{L}](\text{Ten}(f_{Q}, 1_{AP})) \\
\Rightarrow [M_\mathcal{P}, 1](g_{PR}) \\
\ast M_\mathcal{Gr}(1, \chi_{PQR}^1) \\
\ast [1, M_\mathcal{L}](\text{Ten}(1_{AQ}, 1)(\mathcal{L}(A_Q, \alpha_R), 1))
\]
of pseudonatural transformations

\[ M_L((\mathcal{L}(AQ, f_R)A_QR) \otimes A_PQ) \Rightarrow \mathcal{L}(g_P, BR)B_PPRM_P \].

(GMA2) For an object \( P \in \mathcal{P} \), the following equation of vertical composites of whiskered modifications is required:

\[
M^g \ast 1_{\alpha P}
\]

\[
\circ 1_{(f_P \ast 1_{gPP})} * M_{\text{Gray}}(\Sigma_{\mathcal{L}(AP, fP)} \alpha_P)
\]

\[
\circ [f_P, 1](\alpha_{PP}) * 1_{[1, \mathcal{L}(AP, fP)](\iota_P)}
\]

\[ = M_{\text{Gray}}(\Sigma_{\mathcal{L}(AP, BP)} \alpha_{PP}) \]

\[
\circ 1_{[i^{-1}_P, M_L(Ten(1_{gPP}, fP)](\iota_P)} * M^f
\]

This is an equation of modifications

\[ [i^{-1}_P, M_L(Ten(1_{GPP}, fP)](\iota_P)] \ast f_{PP} \ast [i^{-1}_P, M_L(Ten(1_{fP}, \iota_P)] \Rightarrow [i^{-1}_P, M_L(Ten(1_{gP}, 1_{gP})] \ast \alpha_P \]

of pseudonatural transformations

\[ f_P \Rightarrow M_L((GPP, fP) \otimes gP)i^{-1}_P : I \rightarrow \mathcal{L}(AP, BP) \].

**Definition 1.12.** Let \( \alpha, \beta : f \Rightarrow g : A \Rightarrow B : \mathcal{P} \rightarrow \mathcal{L} \) be Gray modifications. A Gray perturbation \( \Gamma : a \Rightarrow \beta \) consists of

- a family of 2-cells \( \Gamma_P : \alpha_P \Rightarrow \beta_P \) in \( \mathcal{L}(AP, BP) \);

- subject to one axiom (GPA1):

(GPA1) For objects \( P, Q \in \mathcal{P} \) the following equation of vertical composites of whiskered modifications is required:

\[ \alpha_{PQ} \circ ([BPQ, 1](\mathcal{L}(\Gamma, BP)) \ast 1_{fPQ}) = (1_{gPQ} \ast [APQ, 1](\mathcal{L}(AP, \Gamma_Q))) \circ \beta_{PQ} \]

This is an equation of modifications

\[ [BPQ, 1](\mathcal{L}(\alpha_P, BP)) \ast f_{PQ} \Rightarrow [APQ, 1](\mathcal{L}(AP, \beta_P)) \] .

**Remark 1.9.** Notice that the definitions above are notationally distinguished from the \( \text{Gray} \)-enriched notions, which usually involve the symbol for the symmetric monoidal closed category \( \text{Gray} \). In fact, the notions above correspond to functor categorical notions enriched in the monoidal \( \text{Gray} \)-category \( \text{Gray} \). Thus a Gray homomorphism is a cubical trihomomorphism between \( \text{Gray} \)-categories, a Gray transformation is a cubical tritransformation between such trihomomorphisms, a Gray modification is a cubical trimodification, and a Gray perturbation is a cubical perturbation.
The 3-globular set formed by Gray homomorphisms, Gray transformations, Gray modifications, and perturbations for fixed domain \(P\) and codomain \(L\) has the structure of a \(\mathbf{Gray}\)-category: We write down definitions on components for the different compositions and interchange cells in Theorems A.1 and A.2 in the Appendix, see also Corollary A.1. There they are formulated in the case of a general domain for trihomomorphisms, tritransformations, trimodifications, and perturbations, but the definitions adapt to the present context without fuss.

**Definition 1.13.** Given \(\mathbf{Gray}\)-categories \(P\) and \(L\), the \(\mathbf{Gray}\)-category formed by Gray homomorphisms, Gray transformations, Gray modifications, and Gray perturbations with fixed 0-cell-domain \(P\) and -codomain \(L\) is denoted by \(\text{Gray}(P, L)\).

### 1.5.2 The correspondence of Gray homomorphisms and pseudo algebras

We now show that the correspondence of algebras for the monad of the Kan adjunction and \(\mathbf{Gray}\)-functors as presented in Section 1.4 generalizes to a correspondence of pseudo algebras and Gray homomorphisms induced by the adjunction of the tensor product. Just as in Theorem 1.4, this correspondence extends to the higher cells between pseudo algebras and Gray homomorphisms. The 1-cell, 2-cell, and 3-cell data of pseudo algebras for the monad of the Kan adjunction and their higher cells consists of families of 1-cells, 2-cells, and 3-cells in the target \(\mathbf{Gray}\)-category \(L\). Under the adjunction of the tensor product (1.32) from 1.3.2, this data corresponds to data in the \(\mathbf{Gray}\)-category \(\mathbf{Gray}\), i.e. strict functors, pseudonatural transformations, and modifications. In this way we can consider the transform of a pseudo algebra, a pseudo functor, a pseudo transformation, and a modification. Thus we maintain that the adjunction of the tensor product induces maps of 3-globular sets between \(\text{Ps-}T\text{-Alg}\) and \(\text{Gray}(P, L)\).

The following theorem is one of the main results, and forms the first part of the promised correspondence of pseudo algebras and locally strict trihomomorphisms.

**Theorem 1.5.** Let \(P\) be a small \(\mathbf{Gray}\)-category and \(L\) be a cocomplete \(\mathbf{Gray}\)-category, and let \(T\) be the monad corresponding to the Kan adjunction. Then the notions of Gray homomorphism, Gray transformation, Gray modification, and Gray perturbation are precisely the transforms of the notions of a pseudo algebra, a pseudo functor, a pseudo transformation, and a pseudo modification respectively for the monad \(T = [H, 1]\text{Lan}_H\) on \([\text{ob}P, L]\). In fact, the correspondence induces an isomorphism

\[
\text{Ps-}T\text{-Alg} \cong \text{Gray}(P, L)
\]

of \(\mathbf{Gray}\)-categories.

We only present parts of the proof explicitly. The proof involves the determination of transforms under the hom \(\mathbf{Gray}\)-adjunction (1.32) from 1.3.2. These determinations involve the pentagon identity (1.47) and triangle identity (1.53) from 1.3.3 for associators and unitors both of the tensor products and of the monoidal category \(\mathbf{Gray}\). We also need naturality of these associators and unitors as presented in the same paragraph. On the other hand, there are elementary identities due to naturality, which are similar to
the one we displayed for the transform of the right hand side of the algebra axiom (1.58) above in 1.4., and then there is heavy use of the two technical Transformation Lemmata 1.11 and 1.12 from 1.3.3. In pursuing the proof, one quickly notices that many of the determinations of transforms are similar to each other. While we cannot display all of the computations, it is our aim to at least characterize the arguments needed for these different classes of transforms. Thus, in the lemmata below we provide examples that should serve as a complete guideline for the rest of the proof.

Lemma 1.14. Taking transforms under the adjunction (1.32) of the tensor product from 1.3.2 induces a one-to-one correspondence of Gray homomorphisms $P \rightarrow L$ and pseudo algebras for the monad $T = [H, 1]\text{Lan}_H$ on $[\text{ob} P, L]$.

Proof. Let $(A, a, m, i, \pi, \lambda, \rho)$ be a pseudo $T$-algebra. From the identification of algebras we know that the components $a_{PQ}$ of the 1-cell $a: TA \rightarrow A$ transform into strict functors $A_{PQ}: P(P, Q) \rightarrow L(AP, AQ)$ under the hom $\text{Gray}$-adjunction (1.32) from 1.3.2 of the tensor product.

Since the adjoint equivalences $m$ and $i$ replace the two algebra axioms, we define adjoint equivalences $(\chi_{PQR}, \chi_{PQR}^*) := (nL(\alpha, 1))(m_{PQR}, m_{PQR}^*)$ for objects $P, Q, R \in P$ and $(\iota_P, \iota_P^*) := (nL(\lambda, 1))(i_P, i_P^*)$ for an object $P \in P$. We have already determined domain and codomain of these transforms in the identification of the algebra axiom, and the adjoint equivalences in Definition 1.9 do indeed replace the axioms of a $\text{Gray}$-functor cf. (1.59) and (1.60) in 1.4. above.

Next we have to show that the transforms of the components of the invertible 3-cells $\pi, \lambda, \rho^{-1}$ correspond to the invertible modifications $\omega_{PQRS}, \gamma_{PQ}, \delta_{PQ}$ in the definition of a Gray homomorphism.

The components of $\pi$ at objects $P, Q, R, S \in P$ are invertible 3-cells in $L$. We apply the invertible strict functor $L((1 \otimes \alpha)\alpha, 1)$ to bring them into a form where we can apply the hom $\text{Gray}$-adjunction (1.32) from 1.3.2. We then obtain invertible 3-cells $L((1 \otimes \alpha)\alpha, 1)(\pi_{PQRS})$ of the form

$$M_L(m_{PQS}, 1_{(\alpha((M_P\otimes 1)\alpha^{-1})\otimes 1)}) * M_L(m_{QRS}, 1_{(1_{P\otimes R}\otimes (M_P\otimes 1)\alpha^{-1})\otimes 1)})$$

$$\Rightarrow M_L(m_{PRS}, 1_{(P\otimes S)\otimes ((M_P\otimes 1)\alpha^{-1})}) * M_L(1_{aRS}, \alpha(1)(P(R, S) \otimes m_{PQR})),$$

where we have already used the pentagon identity (1.47) from 1.3.3 for $\alpha$ and $a$.

The computations below then determine the transforms of the horizontal factors and show that these coincide precisely with the horizontal factors in the domain and codomain of the invertible modification $\omega_{PQRS}$ in Definition 1.9 from 1.5.1. For brevity we have suppressed many indices e.g. those of hom morphisms where we leave a comma as a subscript to indicate that they are hom morphisms.
Transform of the right hand factor of the domain:

\[
([\eta, 1]L(\alpha, 1)ML(m_{QRS}, 1((P(R, S) \otimes T(Q, R)) \otimes -), \alpha(1 \otimes (\mathcal{P}(R, S) \otimes T(Q, R)) \otimes -)))m_{QRS}, 1_{APQ})
\]

(by naturality)

\[
=([a^{-1}, 1]\eta, 1)ML([a^{-1}, 1])\chi_{QRS, 1APQ}
\]

(by Lemma 1.11 from 1.3.3)

Transform of the left hand factor of the domain:

\[
([\eta, 1]L(\alpha, 1)ML(m_{PQS}, 1((M_P \otimes 1)a^{-1} \otimes 1)))m_{PQS}
\]

(by naturality)

\[
=([M_P \otimes 1)a^{-1}, 1]\chi_{PQS}
\]

(by Lemma 1.11 from 1.3.3)

Transform of the right hand factor of the codomain:

\[
([\eta, 1]L(\alpha, 1)ML(1_{ARS}, \lambda(1 \otimes (M_P \otimes 1)a^{-1})))\pi_{PQRS}
\]

(by naturality)

\[
=[1, M_L]\mathrm{Ten}(\chi_{PQRS}, 1_{APQ})
\]

(by Lemma 1.11 from 1.3.3)

Transform of the left hand factor of the codomain:

\[
([\eta, 1]L(\alpha, 1)ML(m_{PRS}, 1((1 \otimes \alpha)a^{-1})))\pi_{PQRS}
\]

(by naturality)

\[
=[1 \otimes M_P, 1][\chi_{PRS}
\]

Thus we may define \( \omega_{PQRS} \) as the transform (\( nL((1 \otimes a)a, 1)(\pi_{PQRS}) \)).

Similarly, it is shown that \( \gamma_{PQ} \) and \( \delta_{PQ} \) may be defined as the transforms of \( \lambda_{PQ} \) and \( \rho_{PQ}^{-1} \) respectively (where one has to use the first Transformation Lemma and the triangle identity).

Finally we have to show that the axioms of a Gray homomorphism are precisely the transforms of the axioms of a pseudo algebra. Observe that because there are only two axioms in the definition of a pseudo algebra, it is crucial that by Proposition 1.3 from 1.2.1 two of the lax algebra axioms are redundant for a pseudo algebra\(^7\).

---

\(^7\)We show below that Gray homomorphisms correspond to locally strict trihomomorphisms. The two redundant axioms correspond to two identities for a trihomomorphism that hold generally: This can be shown because they hold for strict trihomomorphisms by the left and right normalization axiom of a tricategory, and then they hold for a general trihomomorphism by coherence.
to these equations, which gives the following equivalent equations:

\[ P \]

where \( P \) is equivalent to the equations \( T \).

First note that the proof for the correspondence of pseudo-T transformation and the data of a Gray homomorphism.

In fact, the determination of the transforms of the nontrivial 2-cells of the pseudo algebra axiom is perfectly straightforward and similar to the identification of the transforms of \( \pi_{PQR} \)'s domain and codomain above. For example, the transform of the interchange cell is:

\[
([\eta, 1] \mathcal{L}(AP, -), M_L)(\Sigma_{m_{BST}}, L(\alpha(a^{-1} \otimes 1), 1)(\mathcal{P}(R, S) \otimes -), (\mathcal{P}(R, S) \otimes -)))(\Sigma_{m_{RS}, m_{PQR}})
\]

(by equation (1.2) from 1.1.3)

\[
=[a^{-1}, 1][\eta, 1] \mathcal{L}(AP, -), L(\alpha, 1)M_L(1 \otimes (\mathcal{P}(R, S) \otimes -), (\mathcal{P}(R, S) \otimes -))(\Sigma_{m_{BST}, m_{PQR}})
\]

(by naturality of \( M_L, L(AP, -), \) and \( \eta \))

\[
=[a^{-1}, M_L] \text{Ten}(\Sigma_{m_{BST}, m_{PQR}})
\]

(by Lemma 1.11 from 1.3.3)

This is exactly the interchange cell appearing in the pentagon-like axiom of a Gray homomorphism.

Notice that the proof above only involved the first Transformation Lemma from 1.3.3, namely Lemma 1.11. To show how the second Transformation Lemma i.e. Lemma 1.12 enters in the proof of Theorem 1.5, we provide the following lemma regarding the first axiom of a \( T \)-transformation. In fact, one has to employ Lemma 1.12 already in the proof of the correspondence for pseudo-\( T \)-functors, but only for the axioms of a \( T \)-transformation, there appears a new class of interchange cells. Thus we skip the proof for the correspondence of pseudo-\( T \)-functors and Gray transformations, and for the correspondence of the data of a \( T \)-transformation and the data of a Gray modification.

**Lemma 1.15.** The transform of the first axiom (\( \text{LTA}1 \)) of a \( T \)-transformation \( \alpha: f \to g: A \to B \) is precisely the second axiom (\( \text{GMA}2 \)) of a Gray modification.

**Proof.** First note that the \( T \)-transformation axiom (\( \text{LTA}1 \)) cf. Definition 1.3 from 1.5.1 is equivalent to the equations

\[
(h_p^* \circ 1) \circ (1 \ast M_L(\Sigma_{\mathcal{T}P, \mathcal{T}P}^1)) \circ (M_L(\lambda_{\mathcal{P}P, 1(\mathcal{P}(R, S) \otimes 1)_{\lambda_{\mathcal{P}P}}}) \ast 1)
\]

\[
= M_L(\Sigma_{\mathcal{T}P, \mathcal{T}P}^{-1}) \circ (1 \ast h_p^*).
\]

where \( P \) runs through the objects of \( \mathcal{P} \). We apply the invertible strict functor \( \mathcal{L}(\lambda_{\mathcal{P}P, 1}) \) to these equations, which gives the following equivalent equations:

\[
(\mathcal{L}(\lambda_{\mathcal{P}P, 1}(h_p^* \circ 1) \circ (1 \ast M_L(\Sigma_{\mathcal{T}P, \mathcal{T}P}^1)) \circ (M_L(\lambda_{\mathcal{P}P, 1(\mathcal{P}(R, S) \otimes 1)_{\lambda_{\mathcal{P}P}}}) \ast 1)
\]

\[
= M_L(\Sigma_{\mathcal{T}P, \mathcal{T}P}^{-1} \circ (\mathcal{L}(\lambda_{\mathcal{P}P, 1}(h_p^*)) \circ (1 \ast \mathcal{L}(\lambda_{\mathcal{P}P, 1}(h_p^*))).
\]
Here we have used naturality of $M_L$ and the identity (1.2) from 1.1.3 for the manipulation of the interchange cells. As above we only have to compare the transforms of the nontrivial 2-cells. The transforms of $L(\lambda_{AP},1)(h_\ell^p)$ and $L(\lambda_{AP},1)(h_\ell^l)$ are by definition the modifications $M^\ell$ and $M^l$ of the Gray transformation corresponding to the pseudo $T$-functors $f$ and $g$. The transform of $M_L(\alpha_{PP},1)(\eta_{PP})$ is by naturality $[\eta,1](\alpha_{PP})$.

The transform of the interchange cell $M_L(\Sigma_{\alpha_{AP},L(\lambda_{AP},1)}1_p^A)$ is determined as follows:

\[
([\eta^P,1]L(\lambda_{AP},1)\otimes_{AP,PP})(M_L(\Sigma_{\alpha_{AP},L(\lambda_{AP},1)}1_p^A))
\]

(by the functor axiom for $L(\lambda_{AP},1)$ and naturality of $M_L$)

\[
M_Gray(\Sigma(\lambda_{AP},AP)(\eta_{PP},1)L(\lambda_{AP},1)(1_p^A))
\]

(by equation (1.2) from 1.1.3)

\[
M_Gray(\Sigma_{\lambda(\lambda_{AP},1)1_p^A})
\]

The transform of the interchange cell left is:

\[
([\eta^P,1]L(\lambda_{AP},1)\otimes_{AP,PP})(M_L(\Sigma_{\alpha_{AP},L(\lambda_{AP},1)}1_p^A))
\]

(by naturality of $\lambda$, equation (1.2) from 1.1.3, and extraordinary naturality of $M_Gray$)

\[
((\lambda_-(BP)_{AP,PP}) \otimes ([\eta^P,1]L(\lambda_{AP},1)\otimes_{AP,PP})c)(\Sigma_{\alpha_{AP},L(\lambda_{AP},1)}1_p^A)
\]

(by Lemma 1.12 from 1.3.3)

\[
M_Gray(\Sigma_{\alpha_{AP},B,L(\lambda_{AP},1)}1_p^A)
\]

(by equation (1.6) from 1.1.3)

\[
M_Gray(\Sigma_{\lambda(\lambda_{AP},1)1_p^A})
\]

(by equation (1.2) from 1.1.3)

\[\square\]

In the same way one goes on to show that the adjunction of the tensor product induces an isomorphism of $3$-globular sets as stated in Theorem 1.5. It requires some more work to show that composition and interchange coincide under the correspondence since these are defined on components for $Gray(P, L)$ cf. Appendix A, but the arguments closely parallel similar arguments in the following section, and thus we omit them. This finishes our exhibition of the proof of Theorem 1.5, and we end this paragraph with the following corollary:

Our explicit description of the Gray-category of pseudo algebras also gives rise to an explicit description of the Gray-category of strict algebras by restriction. Thus we can read off a description of the functor Gray-category cf. Gurski [27, Prop. 12.2, p. 197]:

\[\text{HOMOMORPHISMS OF GRAY-CATEGORIES AS PSEUDO ALGEBRAS 85}\]
Corollary 1.5. Given Gray-functors $T, S : \mathcal{A} \to \mathcal{B}$ of Gray-categories $\mathcal{A}$ and $\mathcal{B}$, the hom Gray-object i.e. the 2-category $\mathcal{B}(T, S)$ is isomorphic to the following 2-category provided that $\mathcal{A}$ is small.

- The objects are given by the Gray-natural transformations. That is, an object $\alpha$ is given by objects $\alpha_A$ in $\mathcal{B}(TA, SA)$ for each $A \in \text{ob}\mathcal{A}$ such that the following equation of strict functors $\mathcal{A}(A, A') \to \mathcal{B}(TA, SA')$ holds,

  $$\mathcal{B}(\alpha_{A'1}, T_{AA'}) = \mathcal{B}(1, \alpha_A)S_{AA'}.$$ (1.61)

- A 1-cell $s : \alpha \to \beta$ is given by 1-cells $s_A : \alpha_A \to \beta_A$ in $\mathcal{B}(TA, SA)$ for each $A \in \text{ob}\mathcal{A}$ such that for every object $\kappa$ in $\mathcal{A}(A, A')$,

  $$M_B(s_{A'}, 1_{TA}) = M_B(1_{SA'}, s_A).$$ (1.62)

  and for every 1-cell $t : \kappa \to \lambda$ in $\mathcal{A}(A, A')$, the corresponding interchange cells coincide $^5$

  $$M_B(\Sigma_{s_{A'}}(TA'), \lambda (t)) = M_B(\Sigma_{1_{SA'}}(t), s_{A'}).$$ (1.63)

- A 2-cell $\rho : s \Rightarrow t : \alpha \to \beta$ is given by 2-cells $\rho_A : s_A \Rightarrow t_A$ in $\mathcal{B}(TA, SA)$ for every $A \in \text{ob}\mathcal{A}$ such that for every object $\kappa$ in $\mathcal{A}(A, A')$,

  $$M_B(\rho_{A'}, 1_{TA}) = M_B(1_{SA'}, \rho_A).$$ (1.64)

Vertical and horizontal composition are given by the corresponding compositions in the hom 2-categories of $\mathcal{B}$.

Proof. In case that the target is cocomplete, this follows from comparison with the Definitions in 1.5.1: A strict algebra corresponds to a Gray homomorphism cf. Def. 1.9 where the adjoint equivalences $\chi$ and $\iota$ are the identity adjoint equivalences, and where all the invertible modifications are the identity modifications: This is exactly a Gray-functor. An algebra 1-cell corresponds to a Gray transformation cf. Def. 1.10 where the adjoint equivalences $f_{PQ}$ are the identity adjoint equivalences, and where the invertible modifications $\Pi_{PQR}$ and $M_P$ are the identity modifications: This is exactly a Gray-natural transformation. An algebra 2-cell corresponds to a Gray modification cf. Def. 1.11 where the invertible modifications are the identity modifications. Pseudonatural transformations coincide if and only if the components and the naturality 2-cells coincide. The equation of components leads to equation (1.62) and the equation of naturality 2-cells leads to (1.63). Finally an algebra 3-cell corresponds to a Gray perturbation cf. Def. 1.12, and the axiom of a Gray perturbation between algebra 2-cells is exactly equation (1.64).

An explicit identification of the end representing the hom object in the functor Gray-category shows that this description is also valid in the case of a general target. $^8$

---

$^5$This requirement is not stated in Gurski [27, Prop. 12.2, p. 197].
The correspondence with locally strict trihomomorphisms

The next theorem forms the second part of the promised correspondence of pseudo algebras and locally strict trihomomorphisms, which is then proved in Theorem 1.7 below.

Theorem 1.6. Given Gray-categories $\mathcal{P}$ and $\mathcal{L}$, the Gray-category $\text{Gray}(\mathcal{P}, \mathcal{L})$ is isomorphic as a Gray-category to the full sub-Gray-category $\text{Tricat}_\text{ls}(\mathcal{P}, \mathcal{L})$ of $\text{Tricat}(\mathcal{P}, \mathcal{L})$ determined by the locally strict trihomomorphisms.

Again, we just indicate how the proof works, but we want to stress that the steps of the proof not displayed have been explicitly checked and they are indeed entirely analogous to the situations we discuss in the lemmata below.

Lemma 1.16. Given Gray-categories $\mathcal{P}$ and $\mathcal{L}$, there is a one-to-one correspondence between locally strict trihomomorphisms $\mathcal{P} \to \mathcal{L}$ and Gray homomorphisms $\mathcal{P} \to \mathcal{L}$.

Proof. Comparing the definitions, the first thing to be noticed is that Definitions 1.9-1.12 from 1.5.1 involve considerably less cell data than the tricategorical definitions cf. [27, 4.3]. Since $\mathcal{P}$ and $\mathcal{L}$ are Gray-categories, these supernumerary cells are all trivial. Consider, for example, a locally strict trihomomorphism $\mathbf{A}: \mathcal{P} \to \mathcal{L}$. Recall that this is given by (i) a function on the objects $\mathcal{P} \mapsto \mathbf{A}_P$; (ii) for objects $P, Q \in \mathcal{P}$, a strict functor $\mathbf{A}_{PQ}: \mathcal{P}(P, Q) \to \mathcal{L}(\mathbf{A}_P, \mathbf{A}_Q)$; (iii) for objects $P, Q, R \in \mathcal{P}$, an adjoint equivalence $(\chi_{PQR}, \chi_{\cdot PQR}): \mathbf{M}_L C(A_{QR} \times A_{PQ}) \Rightarrow A_{PR} M_P C$, where $C$ is again the universal cubical functor, and an adjoint equivalence $(\iota_P, \iota_P^\ast): j_A \Rightarrow A_{PP} j_P$

if $P = Q = R$; (iv) and three families $\omega, \gamma, \delta$ of invertible modifications subject to two axioms. Up to this point, this looks very similar to Definition 1.9 from 1.5.1, the difference being in the form of domain and codomain of the adjoint equivalence $(\chi_{PQR}, \chi_{\cdot PQR})$. However, observing that $C(A_{QR} \times A_{PQ}) = (A_{QR} \otimes A_{PQ}) C$ by naturality of $C$, it is clear from Proposition 1.1 from 1.1.4 that this corresponds to an adjoint equivalence $(\hat{\chi}_{PQR}, \hat{\chi}_{\cdot PQR})$ as in the definition of a Gray homomorphism such that $C'(\hat{\chi}_{PQR}, \hat{\chi}_{\cdot PQR}) = (\chi_{PQR}, \chi_{\cdot PQR})$.

Next, given objects $P, Q, R, S \in \mathcal{P}$, the modification $\omega_{PQRS}$ has the form\footnote{We again remark that we here and in fact always use a different bracketing than the one employed in [27]. Thus, specifying a modification as the one displayed is equivalent to specifying a modification as in [27].}

$$
\omega_{PQRS} : \quad (((M_P C) \times 1)a_{x}^{-1})^\ast(\chi_{PQS}) \ast (a_{x}^{-1})^\ast(M_L C), (\chi_{QRS} \times 1_{A_{PQ}}) \\
\Rightarrow \quad (1 \ast (M_P C))' (\chi_{PRS}) \ast (M_L C), (1_{A_{RS}} \times \chi_{PQR})
$$

where we used strictness of the local functors, and where we made the monoidal structure of the cartesian product explicit, e.g. $a_x$ denotes the corresponding associator.
This is the same as
\[
\omega_{PQRS} : (C(1 \times C))^\ast((M_{P} \otimes 1)\alpha^{-1}, 1)(\hat{\chi}_{PQ}^{1}, M_{L})\text{Ten}(\hat{\chi}_{QRS}, 1_{APQ}))
\]
\[
\Rightarrow (C(1 \times C))^\ast((1 \otimes M_{P}, 1)(\hat{\chi}_{PRS}^{1}, 1, \text{Ten}(1_{ARS}, \hat{\chi}_{PQR}^{1})).
\]
Here we have used that \(aC(C \times 1)\alpha^{-1} = C(1 \times C)\) on the left hand side, that \(C\) commutes with the hom functors of \(\text{Ten}\) and \(\times\) i.e.
\[
C \times (X,Y, (X,Y')) = C^{\ast}\text{Ten}(X,Y, (X,Y')) C : [X, X'] \times [Y, Y'] \rightarrow [X \times Y, X' \otimes Y']
\]
where \(\times (X,Y, (X,Y')) : [X, X'] \times [Y, Y'] \rightarrow [X \times Y, X' \times Y']\) (on objects, this is naturality of \(C\), that \((FG)_{\ast} = F_{\ast}G_{\ast}\), and \((FG)^{\ast} = G^{\ast}F^{\ast}\), that \((C(1 \times C))^\ast\) is strict, that \((-)^{\ast}\) and \((-)\), coincide with the partial functors of \([-,-]\) for strict functors, and that apart from the cubical functor \(C\), all functors are strict.

By Theorem 1.2 from 1.1.4, \(\omega_{PQRS}\) corresponds to an invertible modification \(\hat{\omega}_{PQRS}\) as in the definition of a Gray homomorphism such that \((C(1 \times C))^\ast \hat{\omega}_{PQRS} = \omega_{PQRS}\).

Given objects \(P, Q \in P\), the modifications \(\gamma_{PQ}\) and \(\delta_{PQ}\) are of the same form as in the definition of a Gray homomorphism: Using strictness of the local functors, \(\gamma_{PQ}\) is seen to be of the form
\[
\gamma_{PQ}: ((j_{Q} \otimes 1)T_{X}^{\ast})^{\ast}(\chi_{PQQ}) * (T_{Q}^{\ast})^{\ast}(M_{L}, C_{\ast})(1_{X} \otimes 1_{APQ}) \Rightarrow 1_{APQ},
\]
and this is clearly the same as
\[
\gamma_{PQ}: [(j_{Q} \otimes 1)T_{P}^{\ast}(P, 1)(\hat{\chi}_{PQ})^{1}, (T_{Q}^{\ast})^{1}(M_{L})\text{Ten}(1_{Q}, 1_{APQ})] \Rightarrow 1_{APQ}.
\]
Similarly, it is shown that \(\delta_{PQ}\) is of the form required in the definition of a Gray homomorphism.

Finally, we have to compare the axioms. By Theorem 1.2 from 1.1.4, the axioms of a trihomomorphism correspond to equations involving the components of the modifications \(\hat{\omega}_{PQRS}, \gamma_{PQ}, \text{and} \delta_{PQ}\). On the other hand, the axioms of a Gray homomorphism are equations for the interchanges \(\hat{\omega}_{PQRS}, \gamma_{PQ}, \text{and} \delta_{PQ}\) themselves (involving the modification in the case of the pentagon-like axiom). In fact, apart from the interchange cell in the pentagon-like axiom, it is obvious that the components of the nontrivial modifications in the Gray homomorphism axioms are precisely the nontrivial 2-cells in the axioms of the corresponding trihomomorphism axioms. Note here that the correspondence of Theorem 1.2 from 1.1.4 is trivial on components.

Recall that the interchange cell in the pentagon-like axiom of a Gray-homomorphism is given by \([a^{-1}, M_{L}]\text{Ten}(\Sigma_{ARS-APQR}).\) We maintain that at the object
\[
(g, (h, (i, j))) \in \text{Ten}(S, T) \otimes (\text{Ten}(R, S) \otimes (\text{Ten}(Q, R) \otimes \text{Ten}(P, Q))),
\]
the component \([a^{-1}, M_{L}]\text{Ten}(\Sigma_{ARS-APQR})(gij)\) is given by \(M_{L}(\Sigma_{ARS-APQR})(gij)\). This is because evaluation in \(\text{Gray}\) is in this case given by taking components and now the identity (1.57) from 1.3.3 for the strict hom functor \(\text{Ten}\) implies that
\[
([a^{-1}, M_{L}]\text{Ten}(\Sigma_{ARS-APQR})(gij)) = M_{L}(\text{Ten}(\Sigma_{ARS-APQR})(gij)) = M_{L}(\Sigma_{ARS-APQR})(gij).
\]
This is exactly the interchange cell on the right hand side of the corresponding axiom for a trihomomorphism, cf. [27, p. 68].

As noted above, in the proof of Theorem 1.6, there appear additional classes of interchange cells of which the components have to be compared to the interchange cells appearing in the definitions of the data and the Gray-category structure of $\text{Tricat}(\mathcal{P}, \mathcal{L})$. To give examples for these classes, we skip the proof for the correspondence of Gray transformations and tritransformations and for the correspondence of the data of Gray modifications and trimodifications, and we come back to the second axiom of a Gray modification cf. Lemma 1.15 from 1.5.1:

**Lemma 1.17.** The components of the interchange cells in the second axiom of a Gray modification correspond precisely to the interchange cells appearing in the second axiom of a trimodification.

**Proof.** The interchange cell appearing on the left hand side of the Gray modification axiom (GMA2) is $M_{\text{Gray}}(\Sigma_L(\alpha_P), c_P^+)$. Note that $\Sigma_L(\alpha_P), c_P^+$ is an interchange 2-cell in the Gray product $[(\mathcal{L}(AP, AP), \mathcal{L}(AP, BP)) \otimes [I, \mathcal{L}(AP, AP)]$, and now we have to determine how $M_{\text{Gray}}$ acts on such an interchange cell. Recall that $M_{\text{Gray}}: [Y, Z] \otimes [X, Y] \to [X, Z]$ is defined by

$$e^Y_X(M_{\text{Gray}} \otimes 1_X) = e^Y_1(1 \otimes e^X_1)a^{-1}.$$ 

For the component of $M_{\text{Gray}}(\Sigma_L(\alpha_P), c_P^+)$ at the single object $\ast \in I$ this implies that

$$(M_{\text{Gray}}\Sigma_L(\alpha_P), c_P^+)_\ast = (e^{\mathcal{L}(AP, AP)}_{\mathcal{L}(AP, BP)}(\mathcal{L}(AP, \ast)AP \otimes 1)(\Sigma_{\alpha_P, (c_P^+)}))$$

(by equation (1.2) from 1.1.3)

$$= M_L(\Sigma_{\alpha_P, (c_P^+)})$$

(by definition of $\mathcal{L}(AP, \ast)$ see (1.14) from 1.1.5)

In fact, this is exactly the interchange cell for the left hand side of the axiom in [27, p. 77 ].

Similarly, the component of the interchange 2-cell $M_{\text{Gray}}(\Sigma_L(\alpha_P, BP, c_P^+))$ at the single object $\ast \in I$, is given by

$$(M_{\text{Gray}}(\Sigma_L(\alpha_P, BP, c_P^+))_\ast = e^{\mathcal{L}(BP, BP)}_{\mathcal{L}(AP, BP)}(\mathcal{L}(\ast, BP)AP \otimes 1)(\Sigma_{\alpha_P, (c_P^+)})$$

(by definition of $\mathcal{L}(\ast, BP)$ see (1.15) from 1.1.5)

$$= M_L(\Sigma_{(c_P^+), \alpha_P}^{-1})$$

(by equation (1.6) from 1.1.3).

In fact, this is exactly the interchange cell for the right hand side of the axiom in [27, p. 77].
Remark 1.10. It is entirely analogous to show that the composition laws as given in [27, Th. 9.1 and 9.3] cf. Theorems A.1 and A.2 and Definitions 1.5 and 1.6 from 1.2.1 of the two \textit{Gray}-categories coincide under the correspondence. This concludes our exhibition of the critical ingredients of the proof of Theorem 1.6.

Combining Theorem 1.5 from 1.5.2 and Theorem 1.6, we have proved the main theorem of this chapter:

**Theorem 1.7.** Let \( \mathcal{P} \) be a small \textit{Gray}-category and \( \mathcal{L} \) be a cocomplete \textit{Gray}-category, and let \( T \) be the monad corresponding to the Kan adjunction. Then the \textit{Gray}-category \( \text{Ps-}T\text{-Alg} \) is isomorphic to the full sub-\textit{Gray}-category of \( \text{Tricat}(\mathcal{P}, \mathcal{L}) \) determined by the locally strict trihomomorphisms.

The identification of the functor category \([\mathcal{P}, \mathcal{L}]\) with \([\text{ob}\mathcal{P}, \mathcal{L}]^T\) in Theorem 1.4 from 1.4., and the coherence result for \( \text{Ps-}T\text{-Alg} \) given in Corollary 1.3 from 1.3.1, then prove the following coherence theorem for \( \text{Tricat}_b(\mathcal{P}, \mathcal{L}) \):

**Theorem 1.8.** Let \( \mathcal{P} \) be a small \textit{Gray}-category and \( \mathcal{L} \) be a cocomplete \textit{Gray}-category. Then the inclusion \( i: [\mathcal{P}, \mathcal{L}] \to \text{Tricat}_b(\mathcal{P}, \mathcal{L}) \) of the functor \textit{Gray}-category \([\mathcal{P}, \mathcal{L}]\) into the \textit{Gray}-category \( \text{Tricat}_b(\mathcal{P}, \mathcal{L}) \) of locally strict trihomomorphisms has a left adjoint such that the components \( \eta_A: A \to iLA \) for objects \( A \in \text{Tricat}_b(\mathcal{P}, \mathcal{L}) \) of the unit of this adjunction are internal biequivalences.

Recall that \( \text{Gray} \) considered as a \textit{Gray}-category is complete and cocomplete cf. Lemma 1.1 from 1.1.3. Thus Theorem 1.8 applies for \( \mathcal{L} = \text{Gray} \). As a consequence we have the following:

**Corollary 1.6.** Let \( \mathcal{P} \) be a small \textit{Gray}-category. Then any locally strict trihomomorphism \( \mathcal{P} \to \text{Gray} \) is biequivalent to a \textit{Gray}-functor \( \mathcal{P} \to \text{Gray} \).

In particular, let \( \mathcal{P} \) be a small category \( C \) considered as a discrete \textit{Gray}-category. Then locally strict trihomomorphisms \( C \to \text{Gray} \) are the homomorphisms of interest, and we have proved that any such homomorphism is biequivalent to a \textit{Gray}-functor \( C \to \text{Gray} \).

On the other hand, the following example shows that the assumption of local strictness in Corollary 1.6 cannot be dropped. It may come as a surprise that it is not true that any trihomomorphism into \( \text{Gray} \) is biequivalent to a \textit{Gray}-functor:

**Example 1.1.** Let \( J \) be the one-object 2-category with a single nontrivial idempotent endo-1-cell described in Example 0.1 from the Introduction. Now consider the \textit{Gray}-category \( \mathcal{D} \) with two objects \( a \) and \( b, \mathcal{D}(a, b) = J, \mathcal{D}(b, a) = \emptyset, \mathcal{D}(a, a) = I, \) and \( \mathcal{D}(b, b) = I \).

We aim to define a trihomomorphism \( F: \mathcal{D} \to \text{Gray} \) such that \( Da = I \) and \( Db = stJ \). Locally, this is given by the apparent strict \( I \to [stJ, stJ] \) mapping * to the identity functor, and 1, to the identity natural transformation. Similarly, we define \( I \to [I, I] \), and finally \( f: J \to stJ \equiv [I, stJ] \). This can clearly be no \textit{Gray}-functor since \( f \) is non-strict. The adjoint equivalences \( \chi \) and \( i \) can be taken to be the identity adjoint equivalences. Suppose there would be a tritransformation \( \theta: G \Rightarrow F \) for a \textit{Gray}-functor \( G: \mathcal{D} \to \text{Gray} \). This involves strict functors \( \theta_a: Ga \to I \) and \( \theta_b: Gb \to stJ \) and among other
things a strict functor $G_{ab}: J \to [Ga, Gb]$. The adjoint equivalence of the hypothetical tritransformation has the form

$$\Theta: [1, \theta_b]G_{ab} \Rightarrow [\theta_a, 1]: J \to [Ga, stJ].$$

Clearly, for $Ga = I$ (then $\theta_a$ must be $1_I$ and the above has the form $\Theta: [1, \theta_b]G_{ab} \Rightarrow f: J \to stJ$), there can be no such equivalence since $f$ is not equivalent to a strict functor. But if $\theta$ were a biequivalence, then $\theta_a: Ga \to I$ would be a biequivalence in $\text{Gray}$ with strict biequivalence-inverse $\eta_a: I \to Ga$, and we would get a biequivalence between $G$ and another $\text{Gray}$-functor $G'$ such that $G'a = I$. This $\text{Gray}$-functor is defined by $G'b = b$ and $G'_{ab} = [\eta_a, 1]G_{ab}$ and a $\text{Gray}$-natural isomorphism $\gamma: G' \cong G$ is given by $\gamma_a = \eta_a$ and $\gamma_b = 1_Gb$. This would be a biequivalence in $\text{Tricat}(D, \text{Gray})$ giving rise to another biequivalence $\theta': G' \Rightarrow F$ where $G'a = I$, which cannot exist by the argument above.
Chapter 2

A Yoneda lemma for tricategories

In this chapter we prove a Yoneda lemma for tricategories. This involves again the concept of a codescent object. In contrast to Chapter 1 where the codescent object only appeared implicitly underlying the coherence theorem from three-dimensional monad theory, this chapter starts with the notion of a codescent object of a strict codescent diagram. The codescent object is a \textit{Gray}-enriched colimit and the restriction to strict codescent diagrams is precisely the restriction of this colimit to certain \textit{Gray}-functors.

2.1 Codescent objects

In this section we introduce the notion of a codescent object for a strict codescent diagram. The codescent object of a strict codescent diagram is just a simpler special case of the general definition of a codescent object for a codescent diagram cf. Gurski \cite[11.3]{Gurski}. However, we use a string diagram notation, which proves especially useful in the application in Chapter 3. The results of this section also apply to codescent objects of general codescent diagrams, but since we will apply them only to strict codescent diagrams below, we chose to present the simpler case to make the argument more easy to follow.

We present the definition of a codescent object of a strict codescent diagram in a form where the simplicial identities are implicit in the diagrams. That is, one has to apply simplicial identities to see that cells in the diagrams do indeed compose. On the other hand, this results in diagrams of a very simple shape, which enable us to easily recognize the weight of the colimit of the codescent object in Proposition 2.1. Namely, the axioms have the same shape as those for a pseudofunctor, which explains why the strictification \textit{st} turns up in the weight of the colimit\footnote{recall that the strictification is a left adjoint to the inclusion}.

Definition 2.1. We denote by \textit{n} the free category on the graph $0 \rightarrow 1 \rightarrow 2 \rightarrow \ldots \rightarrow n-1$. That is, \textit{n} has a single morphism $i \rightarrow j$ if $i \leq j$ and the hom sets are empty otherwise.
Definition 2.2. We denote by \( I \) the left adjoint of the inclusion \( \text{Gpd} \to \text{Cat} \) of groupoids into small categories—in fact a left 2-adjoint—which formally inverts all arrows in a small category \( C \).

Remark 2.1. The groupoid \( I(C) \) is constructed as follows. One takes the underlying graph, adds inverses to all morphisms, then takes the free category on this graph, and finally forms the quotient category with relations for the composition in \( C \) (this also makes the length-1 string in the identity from \( C \) the identity for the quotient category) and making the adjoined morphisms left and right inverses c.f. [55, II.8. Prop. 1]. For functors one takes the underlying graph map, then the obvious graph map of graphs with adjoined inverses (an adjoined opposite arrow to an arrow \( f \) in the underlying graph \( U(C) \)) is sent to the adjoined opposite arrow to \( F(f) \), takes the free functor on this graph map, composes with the quotient functor and uses the universal property of the quotiening c.f. [55, II.8. Prop. 1] to get a functor between \( I(C) \) and \( I(C') \). It also follows from the universal property that this prescription respects composition. For a transformation one takes the same components and notes that naturality with respect to a morphism is tantamount to naturality with respect to its inverse. Therefore, we get again a natural transformation. Since vertical and horizontal composition of transformations are defined in terms of components, the prescription clearly preserves those.

Definition 2.3. As a shorthand, we write \( I_n \) for the groupoid \( I(n) \). The category \( I_n \) has the same objects as \( n \) and a single isomorphism between any two objects. That is, \( I_n \) is the indiscrete (chaotic) category on \( \{0, 1, \ldots, n-1\} \).

Definition 2.4. We denote by \( \Delta_3 \) the full subcategory of the simplex category \( \Delta \) with objects \([0], [1], [2], \text{and} [3]\).

Definition 2.5. We denote by \( \Delta_3^- \) the subcategory of \( \Delta_3 \) which differs from the latter only in that \( \Delta_3^-([3], [2]) = \emptyset \)—i.e. in \( \Delta_3^- \) we discard the codegeneracy maps in the highest layer\(^2\).

Definition 2.6. A strict codescent diagram in a \( \text{Gray} \)-category \( K \) is a \( \text{Gray} \)-functor

\[ X_* : (\Delta_3^-)^{\text{op}} \to K. \]

As the notation presumably suggests, we denote by \( X_j \) the object of \( K \) given by the image under \( X_* \) of \([j]\). Similarly, we use indexed letters \( d_i \) and \( s_j \) for the images of the coface and codegeneracy maps which are objects in the respective hom 2-categories of \( K \).

Remark 2.2. If, in Definition 2.6, \( \Delta_3^- \) is replaced by \( \Delta_3 \), one obtains the notion of a reflexive strict codescent diagram in a \( \text{Gray} \)-category \( K \). Reflexive codescent diagrams are of theoretical importance, but they do not play an explicit role in this thesis, although most codescent diagrams are in fact reflective (as the strict codescent diagrams associated to an algebra, which gives a functor \( \Delta_3^{\text{op}} \to K \)).

\(^2\)We have chosen a similar notation as in [7].
A codescent object for $X_\bullet$ is a representation for a weighted colimit of the strict codescent diagram $X_\bullet$:

**Definition 2.7.** The codescent object of a strict codescent diagram $X_\bullet: (\Delta^-)^{\text{op}} \to \mathcal{K}$ is the colimit of $X_\bullet$ weighted by the following $\text{Gray}$-functor $F_{\text{codsc}}: \Delta^- \to \text{Gray}$:

- $F_{\text{codsc}}([j]) = stI_j$
- $F_{\text{codsc}}(\delta_j) = stI(\delta_j)$
- $F_{\text{codsc}}(\sigma_k) = stI(\sigma_k)$

More precisely, as an ordinary functor, $F_{\text{codsc}}$ is defined to be the composition of the inclusion $\Delta^- \to \Delta^+$, the full inclusion $\Delta^+ \to \text{Cat}$, the groupoidification $I: \text{Cat} \to \text{Gpd}$, the inclusion $\text{Gpd} \to \text{Cat}$, the inclusion $\text{Cat} \to \text{Gray}$ of categories as locally discrete 2-categories, and the restriction of the strictification $st: \text{Bicat} \to \text{Gray}$ to $\text{Gray}$. Since $\Delta^-$ is a category, this ordinary functor gives rise to a $\text{Gray}$-functor $F_{\text{codsc}}: \Delta^- \to \text{Gray}$, which we also denote by $stI_\bullet$.

To actually work with the notion of a codescent object, it is often useful to have a more explicit definition than the one given in Definition 2.7. A $\text{Gray}$-enriched colimit is defined by a representation isomorphism of 2-categories. Definitions 2.8-2.13 give rise to a $\text{Gray}$-functor with values in 2-categories cf. Prop. 2.3 that makes this representation explicit. A representation isomorphism of 2-categories gives rise to a three-part universal property, which we make explicit in Definition 2.15. On the other hand, the identification of the weight of the codescent object gives a good explanation for the specific form of this universal property.

**Definition 2.8.** Let $X_\bullet: (\Delta^-)^{\text{op}} \to \mathcal{K}$ be a strict codescent diagram. A *cocone* from $X_\bullet$ to an object $X$ in the $\text{Gray}$-category $\mathcal{K}$ consists of

- an object $x$ in the hom 2-category $\mathcal{K}(X_0, X)$,
- an adjoint equivalence 1-cell $\epsilon: xd_1 \to xd_0$ in $\mathcal{K}(X_1, X)$,
- an invertible 2-cell

$$M: (ed_0) * (ed_2) \Rightarrow ed_1: xd_1d_2 \to xd_0d_0$$

in $\mathcal{K}(X_2, X)$,

- an invertible 2-cell

$$U: \epsilon s_0 \Rightarrow 1: x \to x$$

in $\mathcal{K}(X_0, X)$
subject to the three axioms below, which are expressed as string diagrams\(^3\) in hom-2-categories of the \(\text{Gray}\)-category \(\mathcal{K}\).

**First axiom.**

\[
\begin{array}{c}
Md_3 \\
\downarrow \quad \downarrow \quad \downarrow \quad \downarrow \\
Md_1 \\
\downarrow \quad \downarrow \\
ed_1d_3 \\
ed_0d_3 \\ned_0d_0
\end{array}
\quad = \quad
\begin{array}{c}
Md_0 \\
\downarrow \quad \downarrow \\
ed_1d_2 \\
ed_0d_0
\end{array}
\]

\[ (2.1) \]

**Second axiom.**

\[
\begin{array}{c}
Ms_0 \\
\downarrow \quad \downarrow \\
ed_1s_0
\end{array}
\quad = \quad
\begin{array}{c}
Ud_1 \\
\downarrow
\end{array}
\]

\[ (2.2) \]

**Third axiom.**

\[
\begin{array}{c}
Ms_1 \\
\downarrow \quad \downarrow \\
ed_2s_1 \\
ed_0s_1 \\ned_2s_1
\end{array}
\quad = \quad
\begin{array}{c}
Ud_0 \\
\downarrow
\end{array}
\]

\[ (2.3) \]

**Proposition 2.1.** A cocone from \(X_*\) to \(X\) as in Def. 2.8 is precisely a cocone in the enriched sense from the weight \(F_{\text{coasc}}\) of the colimit of the codescent object to \(X\).

**Proof.** A cocone from \(F_{\text{coasc}}\) to \(X\) is given by a \(\text{Gray}\)-natural transformation

\[
\beta: F_{\text{coasc}} \Rightarrow \mathcal{K}(X_*-, X).
\]

\[ (2.4) \]

\(^3\)Our string diagrams are read from left to right for horizontal composition and from top to bottom for vertical composition. Regions corresponding to objects in the 2-category are not labeled. As common, we also omit a label for the points corresponding to unit and counit 2-cells of an adjunction in the 2-category.
Since $F_{\text{codsc}}(0) = st_0 = st(0)$, the component $\beta_{[0]}$ at $[0]$ of this transformation is determined by a pseudofunctor $\tilde{\beta}_{[0]}: [0] \to \mathcal{K}(X_0, X)$. Thus we exactly have to give an object $x \in \mathcal{K}(X_0, X)$ as in Definition 2.8 with $x = \tilde{\beta}_{[0]}(0)$ and the unit constraint of the functor.

Similarly, the component $\beta_{[1]}$ is determined by a pseudofunctor $\tilde{\beta}_{[1]}: I_1 \to \mathcal{K}(X_1, X)$. Forgetting about unit constraints for a moment, this is exactly given by an adjoint equivalence $\epsilon: xd_1 \Rightarrow xd_0$ as in Definition 2.8 with $\epsilon = \tilde{\beta}_{[1]}(01)$, where we used that by Gray-naturality of (2.4)

$$\beta_{[1]}(0) = \beta_{[1]}(\delta(0)) = \mathcal{K}(d_1, X)(\tilde{\beta}_{[0]}(0)) = xd_1$$

and similarly

$$\beta_{[1]}(1) = xd_0 .$$

On the other hand, the codegeneracy $I(\sigma_0): I_1 \to I_0$ clearly sends the nontrivial isomorphism $01$ in $I_1$ to the identity at $0$ in $I_0$. Thus, writing $00$ for the identity at $0$ in $I_0$, by naturality we have

$$\tilde{\beta}_{[0]}(00) = \tilde{\beta}_{[0]}(I(\sigma_0)(01)) = \mathcal{K}(s_0, X)(\tilde{\beta}_{[1]}(01)) = \epsilon s_0 ,$$

and so the unit constraint $(\tilde{\beta}_{[0]})_0$ for the pseudofunctor corresponding to $\beta_{[0]}$ is precisely an invertible 2-cell $U =: \epsilon s_0 \Rightarrow 1_x$ as in Definition 2.8.

Next note that the unit constraints for $\tilde{\beta}_{[1]}$ are determined by Gray-naturality and the unit constraint for $\tilde{\beta}_{[0]}$. The composition constraints of $\tilde{\beta}_{[1]}$ are then determined by the pseudofunctor axioms.

The pseudofunctor $\tilde{\beta}_{[2]}: I_2 \to \mathcal{K}(X_2, X)$ corresponding to the component $\beta_{[2]}$ of (2.4) is already determined on cells by naturality and the only new constraint is the composition constraint

$$(\tilde{\beta}_{[2]})_{12, 01}: (\epsilon d_0) \ast (\epsilon d_1) \Rightarrow (\epsilon d_2) ,$$

which is precisely an invertible 2-cell $M$ as in Definition 2.8. Observe that, by naturality, $M s_0$ and $M s_1$ must be the composition constraints $(\beta_{[1]})_{01, 00}$ and $(\beta_{[1]})_{11, 01}$ respectively. The second and third axiom (2.2) and (2.3) in Definition 2.8 thus correspond literally to the two pseudofunctor axioms.

Finally, while the data of the pseudofunctor $\tilde{\beta}_{[3]}: I_3 \to \mathcal{K}(X_3, X)$ corresponding to the component $\beta_{[3]}$ of (2.4) is already completely determined by naturality, the pseudofunctor axiom for composition constraints imposes one new equation, which is exactly the first axiom (2.1) in Definition 2.8.

$\square$

In light of Proposition 2.1, the set $\text{Cocone}(X_\bullet, Y)$ of cocones from $X_\bullet$ to $Y$ inherits the structure of a 2-category from the hom object $[\Delta_3, \text{Gray}](F_{\text{codsc}}, \mathcal{K}(X_\bullet, -))$ of the functor Gray-category cf. Corollary 1.5 from 1.5. Spelling this out leads to the following definitions.
**Definition 2.9.** Let $X_\bullet : (\Delta_\ast^{op}) \to \mathcal{K}$ be a strict codescent diagram, and let $(Y, y, \epsilon, M, U)$ and $(Y, y', \epsilon', M', U')$ be cocones from $X_\bullet$ to $Y$. Then a 1-cell from $(Y, y, \epsilon, M, U)$ to $(Y, y', \epsilon', M', U')$ consists of

- a 1-cell $\alpha : y \to y'$ in $\mathcal{K}(X_0, Y)$, and
- an invertible 2-cell

\[
\begin{array}{c}
\epsilon \\
\alpha d_0 \\
\alpha d_1 \\
\epsilon'
\end{array}
\]

in $\mathcal{K}(X_1, Y)$ satisfying the two axioms below.

**First axiom for $\Gamma$.**

**Second axiom for $\Gamma$.**
Remark 2.3. A 1-cell as in Definition 2.9 corresponds to a 1-cell $s: \beta \to \beta'$ in $[\Delta_3^\text{op}, \text{Gray}](F_{\text{codsc}}, \mathcal{K}(X, X))$. The component $s_{[0]}$ essentially corresponds to the 1-cell $\alpha$ in Def. 2.9. The component $s_{[1]}$ corresponds to a pseudonatural transformation with components $s d_1$ and $s d_0$ determined by the naturality condition on $s$ cf. (1.62) and a naturality 2-cell corresponding to the invertible 2-cell $\Gamma$ in Def. 2.9. Notice that the condition on interchange cells (1.63) is vacuous because $\Delta_3$ has no nontrivial 2-cells. The two axioms for $\Gamma$ in Def. 2.9 are then just respect for composition and units of a pseudonatural transformation. Also note that the naturality of the pseudonatural transformation corresponding to the component $s_{[j]}$ is automatic because the domain $I_j$ possesses no nontrivial 2-cells.

Definition 2.10. Let $X_*: (\Delta_3^\text{op}) \to \mathcal{K}$ be a strict codescent diagram, and let

$$(\alpha_1, \Gamma_1), (\alpha_2, \Gamma_2): (Y, y, \epsilon, M, U) \to (Y, y', \epsilon', M', U')$$

be a pair of parallel 1-cells between cocones from $X_*$ to $Y$. Then a 2-cell from $(\alpha_1, \Gamma_1)$ to $(\alpha_2, \Gamma_2)$ consists of

- a 2-cell $\Xi: \alpha_1 \Rightarrow \alpha_2$ in $\mathcal{K}(X_0, Y)$

satisfying the axiom below.

$$
\begin{array}{c}
\alpha_1 d_0 \\
\epsilon \\
\Xi d_1 \\
\alpha_2 d_1
\end{array}
\begin{array}{c}
\alpha_1 d_0 \\
\epsilon \\
\Xi d_1 \\
\alpha_2 d_1
\end{array}
\begin{array}{c}
\Gamma_1 \\
\alpha_1 d_0 \\
\epsilon \\
\alpha_2 d_1
\end{array}
\begin{array}{c}
\Gamma_2 \\
\alpha_1 d_0 \\
\epsilon \\
\alpha_2 d_1
\end{array}
\begin{array}{c}
\Xi d_0 \\
\alpha_2 d_1
\end{array}
\begin{array}{c}
\Gamma_2 \\
\alpha_1 d_0 \\
\epsilon \\
\alpha_2 d_1
\end{array}
\begin{array}{c}
\Xi d_0 \\
\alpha_2 d_1
\end{array}
\end{array}
(2.5)

Remark 2.4. A 2-cell as in Definition 2.1 corresponds to a 2-cell $\rho: s \Rightarrow s'$ in $[\Delta_3^\text{op}, \text{Gray}](F_{\text{codsc}}, \mathcal{K}(X, X))$. Its component $\rho_{[0]}$ essentially corresponds to the 2-cell $\Xi$ in Def. 2.1. The component $\rho_{[1]}$ corresponds to a modification with components determined by the naturality condition (1.64) and the axiom (2.5) in Def. 2.1 is exactly the modification axiom.

Lemma 2.1. Vertical composition of 2-cells and unit 2-cells in $\mathcal{K}(X_0, Y)$ give

$$\text{Cocone}(X_*, Y)((Y, y, \epsilon, M, U), (Y, y', \epsilon', M', U'))$$

the structure of a category.

Proof. Immediate since, for a vertical composite, the axiom in Definition 2.1 is implied by the axiom for the individual factors. Of course, this is also implied by the comparison with $[\Delta_3^\text{op}, \text{Gray}](F_{\text{codsc}}, \mathcal{K}(X, X))$. □
Definition 2.11. Let $X_\bullet : (\Delta^-)^{\text{op}} \to \mathcal{K}$ be a strict codescent diagram. Then the identity 1-cell of a cocone $(Y, y, \epsilon, M, U)$ from $X_\bullet$ to $Y$ is defined by

- the identity 1-cell of $y$ in $\mathcal{K}(X_0, Y)$, and
- the identity 2-cell of $\epsilon$ in $\mathcal{K}(X_1, Y)$.

Definition 2.12. Let $X_\bullet : (\Delta^-)^{\text{op}} \to \mathcal{K}$ be a strict codescent diagram, and let

$$(\alpha, \Gamma) : (Y, y, \epsilon, M, U) \to (Y, y', \epsilon', M', U')$$

and

$$(\alpha', \Gamma') : (Y, y', \epsilon', M', U') \to (Y, y'', \epsilon'', M'', U'')$$

be 1-cells between cocones from $X_\bullet$ to $Y$. Then their horizontal composite

$$(\alpha', \Gamma') \star (\alpha, \Gamma) : (Y, y, \epsilon, M, U) \to (Y, y', \epsilon', M', U')$$

is defined by

- the horizontal composite $\alpha' \star \alpha : y \to y''$ of 1-cells in $\mathcal{K}(X_0, Y)$, and
- the vertical composite of whiskered 2-cells in $\mathcal{K}(X_1, Y)$ below.

Diagram (2.6)

Definition 2.13. Let $X_\bullet : (\Delta^-)^{\text{op}} \to \mathcal{K}$ be a strict codescent diagram, and let

$$\Xi : (\alpha_1, \Gamma_1) \Rightarrow (\alpha_2, \Gamma_2) : (Y, y, \epsilon, M, U) \to (Y, y', \epsilon', M', U')$$

and

$$\Xi' : (\alpha'_1, \Gamma'_1) \Rightarrow (\alpha'_2, \Gamma'_2) : (Y, y', \epsilon', M', U') \to (Y, y'', \epsilon'', M'', U'')$$

be 2-cells between 1-cells of cocones from $X_\bullet$ to $Y$. Then their horizontal composite is defined by the horizontal composite $\Xi' \star \Xi$ of 2-cells in $\mathcal{K}(X_0, Y)$.

Remark 2.5. Definitions 2.11-2.13 essentially correspond to horizontal composition of pseudonatural transformations and modifications. In particular, (2.6) corresponds to the naturality 2-cell for a horizontal composite of transformations.
Proposition 2.2. Horizontal composition and 1-cell identities as introduced in Definitions 2.11-2.13 are well-defined and give Cocone($X_\bullet, Y$) the structure of a 2-category.

Proof. One either proves this by reference to the 2-category structure of $[\Delta^0, \text{Gray}]$\((F_{\text{codsc}}, \mathcal{K}(X_\bullet, -), X)\) or by a short direct argument: It is immediate that the identity 2-cell in Definition 2.11 satisfies the two axioms for a 1-cell of cocones. Further, for the 2-cell (2.6) in Definition 2.12, the first axiom is obvious from the string diagrams and reduces via the middle four interchange law to the corresponding axiom for $\Gamma$ and $\Gamma'$. The second axiom is immediate from the ones for $\Gamma$ and $\Gamma'$. Finally, for the 2-cell $\Xi' \ast \Xi$ in Definition 2.13, the axiom for a 2-cell of cocones follows from the axiom for $\Xi$ and $\Xi'$ and the form of the 2-cell (2.6) in Definition 2.12. It is obvious that horizontal composition is strictly associative and unital and suitably functorial—the middle-four interchange law reduces to the middle four interchange law in $\mathcal{K}(X_0, Y)$—to give Cocone($X_\bullet, Y$) the structure of a 2-category. \hfill \Box

Proposition 2.3. The covariant partial hom functors of the Gray-category $\mathcal{K}$ induce a Gray-functor Cocone($X_\bullet, -$): $\mathcal{K} \rightarrow \text{Gray}$ given by Cocone($X_\bullet, Y$) on an object $Y$ in $\mathcal{K}$.

Proof. Again, this is proved by reference to the functor structure of the composite

$$[\Delta^0, \text{Gray}] \circ [X_\bullet^\text{op}, 1] \circ y$$

where $y: \mathcal{K} \rightarrow [\mathcal{K}^\text{op}, \text{Gray}]$ denotes the Yoneda embedding and

$$[X_\bullet^\text{op}, 1]: [\mathcal{K}^\text{op}, \text{Gray}] \rightarrow [\Delta^0, \text{Gray}]$$

is the Gray-functor given by precomposition with $X_\bullet^\text{op}$. An explicit proof is an easy exercise using the partial hom Gray-functors $\mathcal{K}(X_i, -)$ for $i = 0, 1, 2, 3$. In particular, given a cocone $(X, x, \epsilon, M, U)$ from $X_\bullet$ to $X$ and a 1-cell $f: X \rightarrow Y$, then $(Y, f x, f \epsilon, f M, f U)$ constitutes a cocone from $X_\bullet$ to $Y$. Given a 1-cell $\beta: f \rightarrow f'$ in the hom 2-category $\mathcal{K}(X, Y)$, notice that $(\beta x, \Sigma_{\beta, \epsilon})$ constitutes a 1-cell

$$(Y, f x, f \epsilon, f M, f U) \rightarrow (Y, f' x, f' \epsilon, f' M, f' U)$$

(2.7)

of cocones. This corresponds to the fact that the naturality 2-cell of the pseudonatural transformation

$$\mathcal{K}(X_1, \beta x): (\mathcal{K}(X_1, f) \Rightarrow \mathcal{K}(X_1, f')): \mathcal{K}(X_1, X) \rightarrow \mathcal{K}(X_1, Y)$$

(2.8)

at the 1-cell $\epsilon: xd_1 \rightarrow xd_0$ is given by the interchange cell $\Sigma_{\beta, \epsilon}$. Finally, a 2-cell $\Lambda: \beta \Rightarrow \beta'$ gives rise to a cocone-2-cell $\Lambda: (\beta x, \Sigma_{\beta, \epsilon}) \Rightarrow (\beta' x, \Sigma_{\beta', \epsilon})$ by naturality of interchange cells cf. (1.13) from 1.1.4. \hfill \Box

Lemma 2.2. A 2-cell $\Xi$: $(a_1, \Gamma_1) \Rightarrow (a_2, \Gamma_2)$ in Cocone($X_\bullet, Y$) is invertible if and only if it is invertible as a 2-cell in $\mathcal{K}(X_0, Y)$.

Proof. Immediate since axiom (2.5) holds for $\Xi$ if and only if it holds for $\Xi^{-1}$ as is easily verified. \hfill \Box
Lemma 2.3. A 1-cell

\[(\alpha, \Gamma): (Y, y, \epsilon, M, U) \rightarrow (Y, y', \epsilon', M', U')\]

in \(\text{Cocone}(X, Y)\) is part of an adjoint equivalence \(((\alpha, \Gamma), (\alpha^*, \Theta), \epsilon, \eta)\) if and only if \((\alpha, \alpha^*, \epsilon, \eta)\) is an adjoint equivalence in \(\mathcal{K}(X_0, Y)\) and \(\Theta\) is the mate of \(\Gamma^{-1}\) below.

\[
\begin{align*}
\alpha^* d_0 &\quad \epsilon' \\
\alpha^* d_1 &\quad \epsilon \\
\Gamma^{-1} &\quad \Theta
\end{align*}
\]

(2.9)

Proof. Suppose \((\alpha, \alpha^*, \epsilon, \eta)\) is an adjoint equivalence in \(\mathcal{K}(X_0, Y)\) and \(\Theta\) is the mate of \(\Gamma^{-1}\) in the statement. One easily checks the two axioms to show that \((\alpha^*, \Theta)\) forms a 1-cell in \(\text{Cocone}(X, Y)\) in the opposite direction: First, one takes the mate of the axioms, inverts the resulting equations, and pre- and postcomposes with the respective whiskerings of \(M'\) and \(M\) and \(U'\) and \(U\) respectively. This directly gives the second axiom for \((\alpha^*, \Theta)\), while the first axiom is obtained after applying a triangle identity. Next, one checks that \(\epsilon\) and \(\eta^{-1}\) form 2-cells in \(\text{Cocone}(X, Y)\), which are then automatically invertible by Lemma 2.2: For the counit, equation (2.5) reduces to the following obvious identity of string diagrams.

\[
\begin{align*}
\epsilon' &\quad \alpha^* d_0 \\
\alpha^* d_1 &\quad ad_0 \\
\Gamma^{-1} &\quad \Theta
\end{align*}
= \begin{align*}
\epsilon' &\quad \alpha^* d_0 \\
\alpha^* d_1 &\quad ad_0 \\
\Gamma^{-1} &\quad \Theta
\end{align*}
\]

For \(\eta^{-1}\), recall that \((\alpha^*, a, \eta^{-1}, \epsilon^{-1})\) is again an adjoint equivalence. Therefore the above argument shows that the axiom holds for \(\eta^{-1}\).

Conversely, if \(((\alpha, \Gamma), (\alpha^*, \Theta), \epsilon, \eta)\) is an adjoint equivalence, so must be \((\alpha, \alpha^*, \epsilon, \eta)\), and one checks that \(\Theta\) is the specified mate of \(\Gamma^{-1}\) from axiom (2.5) for either of the 2-cells of the adjoint equivalence in \(\text{Cocone}(X, Y)\).

Definition 2.14. Let \(X: \Delta \rightarrow \mathcal{K}\) be a strict codescent diagram. A codescent object for \(X\) is a representation of the \(\text{Gray}\)-functor \(\text{Cocone}(X, -): \mathcal{K} \rightarrow \text{Gray} \rightarrow \text{Gray}\).

Remark 2.6. This definition is of course just a reformulation of Definition 2.7.
Thus a codescent object consists of an object $X$ in $\mathcal{K}$ and a unit $I \to \text{Cocone}(X, X)$. The latter consists of a cocone from $X$ to $X$ such that the $\text{Gray}$-natural transformation $\mathcal{K}(X, -) \Rightarrow \text{Cocone}(X, -)$ induced from the unit via Yoneda is an isomorphism. Since a $\text{Gray}$-natural transformation is invertible if and only if its components are, the isomorphism condition gives rise to a three-part universal property. This leads to yet another reformulation of Definitions 2.7 and 2.14.

**Definition 2.15.** Let $X_\bullet : \Delta \to \mathcal{K}$ be a strict codescent diagram. A codescent object for $X_\bullet$ consists of a cocone $(X, x, \epsilon, M, U)$ from $X_\bullet$ to $X \in \text{ob} \mathcal{K}$ that is universal in the sense of the three-part universal property below.

**First part of the universal property.** Given a cocone $(X', x', \epsilon', M', U')$ from $X_\bullet$ to $X'$, there exists a unique 1-cell $f : X \to X'$ such that

- $fx = x'$;
- $f\epsilon = \epsilon'$;
- $fM = M'$; and
- $fU = U'$.

**Second part of the universal property.** Given

- an object $Y$ in the $\text{Gray}$-category $\mathcal{K}$;
- a pair of objects $g_1, g_2$ in the hom 2-category $\mathcal{K}(X, Y)$;
- a 1-cell $\alpha : g_1 x \to g_2 x$ in $\mathcal{K}(X_0, Y)$; and
- an invertible 2-cell

\[
\begin{array}{c}
\alpha d_0 \\
\Gamma \\
g_2 \epsilon \\
\end{array}
\]

\[
\begin{array}{c}
g_1 \epsilon \\
\end{array}
\]

in $\mathcal{K}(X_1, Y)$ satisfying the two axioms below, there exists a unique 1-cell $\tilde{\alpha} : g_1 \to g_2$ in $\mathcal{K}(X, Y)$ such that

- $\tilde{\alpha}x = \alpha$, and
- $\Gamma = \Sigma_{\tilde{\alpha}, \epsilon}$. 
where the latter is the interchange cell in the $\textit{Gray}$-category $\mathcal{K}$.

**First axiom for $\Gamma$.**

$$g_1 \varepsilon_2 \Gamma d_2 \alpha d_1 d_0 \Gamma d_0 = g_1 M \Gamma d_1$$

(2.10)

**Second axiom for $\Gamma$.**

$$g_1 \varepsilon s_0 g_1 U \alpha d_0 s_0 = \Gamma s_0$$

(2.11)

**Third part of the universal property.** Given

- an object $Y$ of the $\textit{Gray}$-category $\mathcal{K}$;
- a pair of objects $g_1, g_2$ in $\mathcal{K}(X, Y)$;
- a pair of 1-cells $\alpha_1, \alpha_2$: $g_1 \to g_2$ in $\mathcal{K}(X, Y)$; and
- a 2-cell $\Xi$: $\alpha_1 x \Rightarrow \alpha_2 x$ in $\mathcal{K}(X_0, Y)$ satisfying the axiom below, where the crossings denote the corresponding interchange cells in the $\textit{Gray}$-category $\mathcal{K}$,

there is a unique 2-cell $\tilde{\Xi}$: $\alpha_1 \Rightarrow \alpha_2$ such that
Remark 2.7. The three parts of the universal property correspond to the bijections on objects, 1-cells, and 2-cells constituting the representation isomorphism

\[ \mathcal{K}(X, Y) \cong [\Delta_1, \text{Gray}](\mathcal{F}_{\text{codec}^{-}}, \mathcal{K}(X_\bullet, -)) \cong \text{Cocone}(X_\bullet, Y) \]  

of 2-categories, which is induced from the universal cocone \((X, x, \epsilon, M, U)\) and the hom functors of the \textit{Gray}-functor \(\text{Cocone}(X_\bullet, -)\) cf. the proof of Proposition 2.3.

In particular, the condition that \(\Gamma = \Sigma_{\tilde{\alpha}, \epsilon}\) in the second part of the universal property is a consequence of the effect of \(\text{Cocone}(X_\bullet, -)\) on 2-cells described in the proof of Proposition 2.3.

Remark 2.8. The object \(X\) in the data of a codescent object is a representing object for a weighted colimit and thus determined up to isomorphism. This is also obvious from the first part of the universal property of the codescent object. Note also that we have the following trivial corollary from the description of the codescent object as a weighted colimit.

Corollary 2.1. If the \textit{Gray}-category \(\mathcal{K}\) is cocomplete, then \(\mathcal{K}\) has codescent objects for all codescent diagrams. \(\square\)

Lemma 2.4. The 2-cell \(\Xi\) in the third part of the universal property of the codescent object is invertible if and only if the 2-cell \(\tilde{\Xi}\) ibidem is invertible.

Proof. Immediate from the fact that \(\Xi\) is the image of \(\tilde{\Xi}\) under the representation isomorphism \(\mathcal{K}(X, Y) \cong \text{Cocone}(X_\bullet, Y)\) and Lemma 2.2. \(\square\)

Lemma 2.5. Given a 1-cell \((\alpha, \Gamma)\) in \(\text{Cocone}(X_\bullet, Y)\) as in the second part of the universal property of the codescent object such that \(\alpha\) is part of an adjoint equivalence \((\alpha, \alpha^*, \epsilon, \eta)\) in \(\mathcal{K}(X_0, Y)\), there is a unique adjoint equivalence \((\tilde{\alpha}, \tilde{\alpha}^*, \tilde{\epsilon}, \tilde{\eta})\) such that \(\tilde{\alpha}x = \alpha\), \(\tilde{\alpha}^*x = \alpha^*\), \(\Gamma = \Sigma_{\tilde{\alpha}, \epsilon}\), \(\tilde{\epsilon}x = \epsilon\), and \(\tilde{\eta}x = \eta\).

Proof. By Lemma 2.3, \((\alpha, \Gamma), (\alpha^*, \epsilon, \eta)\), where \(\Theta\) is the mate (2.9) of \(\Gamma^{-1}\), is an adjoint equivalence in \(\text{Cocone}(X_\bullet, Y)\), which corresponds to a unique adjoint equivalence \((\tilde{\alpha}, \tilde{\alpha}^*, \tilde{\epsilon}, \tilde{\eta})\) under the representation isomorphism \(\mathcal{K}(X, Y) \cong \text{Cocone}(X_\bullet, Y)\). \(\square\)
Remark 2.9. Note that $\Sigma_{\tilde{\alpha}, \epsilon}$ is indeed the mate of $\Sigma_{\tilde{\alpha}, \epsilon}^{-1}$ as we show in the following exemplifying Lemma. Technically, this fact is already implicit in the representation isomorphism $\mathcal{K}(X, Y) \rightarrow \text{Cocone}(X_*, Y)$.

Lemma 2.6. Let $(f, g, \epsilon, \eta): A \rightarrow A'$ be an adjunction in a 2-category $X$, and let $t: B \rightarrow B'$ be a 1-cell in a 2-category $Y$. Then the mate of the interchange 2-cell $\Sigma_{f, t}$: $(f, 1) \ast (1, t) \rightarrow (1, t) \ast (f, 1)$ in the Gray product $X \otimes Y$ is given by the interchange 2-cell $\Sigma_{g, t}^{-1}$: $(1, t) \ast (g, 1) \rightarrow (g, 1) \ast (1, t)$.

Proof. The Lemma is proved by the string diagram calculation below, where, for the first equation, one uses the invertibility of interchange cells, and for the second, one uses relation (1.10) for interchange cells, naturality of the interchange cell with respect to the counit $\epsilon$, and a triangle identity.

\[ \begin{array}{c}
\begin{array}{c}
g \quad t \\
\uparrow & \downarrow \\
t & g
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
g \quad t \\
\downarrow & \uparrow \\
t & g
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
g \quad t \\
\downarrow & \uparrow \\
t & g
\end{array}
\end{array} \]

Remark 2.10. Note that the mate $\Sigma_{g, t}^{-1}$ of $\Sigma_{f, t}$ is again invertible.

2.1.1 The codescent object of a free algebra

Let $T$ be a Gray-monad on a Gray-category $\mathcal{K}$ with multiplication and unit Gray-natural transformations $\mu: TT \rightarrow T$ and $\eta: 1_{\mathcal{K}} \Rightarrow T$ respectively, and let $A \in \text{ob} \mathcal{K}$ be an algebra for $T$ with action $a$ an object in the hom 2-category $\mathcal{K}(TA, A)$.

Definition 2.16. The strict codescent diagram in $\mathcal{K}^T$ associated with an algebra $A$, denoted by $X_A^T$ or just $X_*$, is defined by the following prescriptions:

- $X_i = T^{i+1}A$,
- $X(d_k) = T^k \mu_{T^{i-1}A}: T^iA \rightarrow T^{i-1}A$ if $0 \leq k \leq i - 2$ and $X(d_{i-1}) = T^{i-1}x$,
- $X(s_k) = T^{k+1} \eta_{T^{i-1}A}: T^iA \rightarrow T^{i+1}A$ for $0 \leq k \leq i - 1$.

Remark 2.11. The following argument shows that these prescriptions do indeed give rise to a strict codescent diagram in the Gray-category $\mathcal{K}^T$ of algebras i.e. a Gray-functor $(\Delta_2)^{op} \rightarrow \mathcal{K}^T$. Recall [73, pp. 151-153] that the Gray-monad $T$ is generated by the Gray-adjunction $U \dashv F$ where $U: \mathcal{K}^T \rightarrow \mathcal{K}$ is the forgetful functor and $F: \mathcal{K} \rightarrow \mathcal{K}^T$ is the
free $T$-algebra functor sending an object $A$ to the free algebra $TA$ with action $\mu_A$, and we have $T = UF$ and $\mu = U\varepsilon F$, where $\varepsilon$ is the counit of the adjunction, and the unit $\eta$ of $T$ is given by the unit of the adjunction, for which we use the same letter.

Now the adjunction $U \dashv F$ also generates a comonad $FU$ on $\mathcal{K}^T$ with comultiplication $F\eta U$ and counit $\mu$. As the augmented simplex category $\Delta_+$ is the free monoidal category containing a monoid, such a comonad corresponds precisely to a strict monoidal $\text{Gray}$-functor

$$FU_* : \Delta_+^{op} \to [\mathcal{K}^T, \mathcal{K}^T]$$

where the latter is the functor $\text{Gray}$-category with monoidal structure given by composition—for the sake of the argument, we ignore possible issues with the existence of the functor $\text{Gray}$-category here. Since $\text{Gray}$-$\text{CAT}$ is (partially) closed, the transpose of (2.13) gives rise to a $\text{Gray}$-functor

$$\overline{FU}_* : \mathcal{K}^T \to [\Delta_+^{op}, \mathcal{K}^T].$$

Restriction now gives rise to a $\text{Gray}$-functor

$$(\overline{FU}_*)^\sim : \mathcal{K}^T \to [(\Delta_+)^{op}, \mathcal{K}^T].$$

The argument is apparently purely enriched and thus the same as in two-dimensional monad theory, c.f. Bourke [7, Rem. 6.7].

**Lemma 2.7.** Let $X_*$ be the strict codescent diagram in $\mathcal{K}$ associated with a $T$-algebra $A$. Then the action $a \in \text{ob}\mathcal{K}(TA, A)$ gives rise to a cocone from $X_*$ to $A$.

**Proof.** Explicitly, for $Y = A$ in Definition 2.8, we take $y : TA = X_0 \to Y = A$ to be the action $a$, $\varepsilon$ is the identity adjoint equivalence, and $M$ and $U$ are the identity 2-cells. It is easy to see that this is well-defined. Namely,

$$yd_1 = aTa = a\mu_A = yd_0$$

by an axiom for the action of an algebra. \qed

**Corollary 2.2.** The action $a$ factorizes as $fx$ where $f$ is an object in $\mathcal{K}^T(X, A)$ such that $fe$ is an identity 1-cell and such that $fF$ and $fU$ are identity 2-cells.

**Proof.** Immediate from Lemma 2.7 and the 1-dimensional part of the universal property of the codescent object. \qed

**Theorem 2.1.** Let $T$ be a $\text{Gray}$-monad on a $\text{Gray}$-category $\mathcal{K}$ and let $A$ be an object in $\mathcal{K}$. Then the codescent object of the strict codescent diagram associated with the free $T$-algebra $TA$ on the object $A$ is biequivalent to $TA$ in $\mathcal{K}^T$.

**Proof.** Since the action of the free $T$-algebra $TA$ is given by $\mu_A \in \mathcal{K}(T^2A, TA)$, by Corollary 2.2, $\mu_A$ factorizes as

$$\mu_A = fx$$

(2.16)
where \( f \) is an object in \( \mathcal{K}^T(X, TA) \) such that
\[
fe = 1, \ fM = 1, \text{ and } fU = 1.
\] (2.17)

We will now construct a biequivalence-inverse \( g \) to \( f \) from the universal property of \( X \). Consider the object
\[
g := xT\eta_A \in \mathcal{K}^T(TA, X).
\] (2.18)

Notice that this is a section of \( f \) since \( x \) and \( f \) factorize \( \mu_A \). c.f. eq. (2.16) and by a monad axiom:
\[
fg = fxT\eta_A = \mu_AT\eta_A = 1_{TA}.
\] (2.19)

We now have to show that the other composition \( gf \) is equivalent to the identity \( 1_X \) in \( \mathcal{K}(X, X) \). To do so, we construct an adjoint equivalence \( gf \to 1_X \) with the help of Lemma 2.5. Thus what we have to show is that there is a 1-cell \((\alpha, \Gamma)\) of cocones from \( X_\bullet \) to \( X \) as in the second part of the universal property of the codescent object with \( g_1 = 1_X \) and \( g_2 = gf \) such that \( \alpha \) is part of an adjoint equivalence \((a, a^\bullet, \epsilon, \eta)\).

First, notice that, by naturality of \( \mu \), \( g_2x \) may be transformed as follows:\footnote{In order to avoid complicating parentheses, we again employ the convention that the shorthand \( T \) for an instance of a hom functor only applies to the cell directly following it, cf. Remark 1.2 from 1.2.1.}
\[
gfx = xT\eta_A\mu_A = x\mu_AT^2\eta_A = xd_0T^2\eta_A.
\] (2.20)

On the other hand, by a monad axiom, \( g_1x \) has the form:
\[
1_{XX} = x1_{T^2A} = xT\mu_AT^2\eta_A = xd_1T^2\eta_A.
\] (2.21)

Notice that \( T^2\eta_A \) is not part of the data of the codescent diagram \( X_\bullet \) for the free \( T \)-algebra \( TA \), nor in fact of the data of the codescent diagram for \( T^2A \). Rather, the 1-cell \( T\eta_A : TA \to T^2A \) of \((\text{free}) \) algebras in the \( \text{Gray} \)-category \( \mathcal{K}^T \) gives rise to a 1-cell in the functor \( \text{Gray} \)-category \( [(\Delta_\gamma)^{\op}, \mathcal{K}^T] \), that is, a \( \text{Gray} \)-natural transformation \( (T\eta_A)_* : X^T_\bullet \to X^{T^2A}_\bullet \) of codescent diagrams. Indeed this is implied by the functorial structure (2.15) of the prescription assigning the associated codescent diagram to an algebra as described in Remark 2.11 above.

On the other hand, the codescent diagram associated with the free algebra \( T^2A \) is obtained as the décalage \([72, 2.\] \) of the codescent diagram associated with \( TA \)—by forgetting about the highest face and degeneracy map and shifting everything up one dimension. Corresponding to the two décalage functors, the universal cocone \((x, \epsilon, M, U)\) from \( X^{T^2A}_\bullet \) to \( X \) gives rise to two cocones from \( X^{T^2A}_\bullet \) to \( X \) and an adjoint equivalence between them. The two cocones are given by \((xd_1, \epsilon d_2, Md_3, Ud_3)\) and \((xd_0, 1, 1, 1)\) respectively, and the adjoint equivalence is given by \((\epsilon, M)\). The adjoint equivalence that we describe explicitly below is exactly the adjoint equivalence of cocones obtained from \((\epsilon, M)\) under the functor
\[
[(\Delta_\gamma)^{\op}, \text{Gray}](F_{\text{codisc}}, \mathcal{K}^T(X^{T^2A}_\bullet, Y)) \to [(\Delta_\gamma)^{\op}, \text{Gray}](F_{\text{codisc}}, \mathcal{K}^T(X^{T^A}_\bullet, Y)).
\]
which is induced by the transformation $(T\eta_A)\bullet: X^TA \Rightarrow X^{T^2A}$ described above.

Namely, from the adjoint equivalence $\epsilon: xd_1 \to xd_0$ of the universal cocone, we can produce a 1-cell

$$\alpha = \epsilon T^2\eta_A: Xx \to gfx$$

as required in the second part of the universal property of the codescent object for $g_1 = 1_X$ and $g_2 = gfx$. This 1-cell is evidently part of an adjoint equivalence—the image of the adjoint equivalence $(\epsilon, \epsilon^\bullet, \epsilon, \eta)$ under the functor $K(X, T^2\eta_A)$.

To apply Lemma 2.5, we only have to show that this adjoint equivalence underlies a 1-cell of cocones. That is, we have to provide an invertible 2-cell

$$\Gamma: (ad_0) * (g_1\epsilon) \Rightarrow (g_2\epsilon) * (ad_1)$$

as in the second part of the universal property and show that this satisfies the two axioms ibidem. To do so, we spell out domain and codomain of (2.23), which shows that $M(T^3\eta_A)$ provides an invertible 2-cell as in (2.23).

Namely, the domain is determined by the calculation below:

$$(a1\epsilon_1) * (1g_1\epsilon)$$

$$(= (\epsilon 1_{T^2\eta_A} d_0) * \epsilon)$$

(by def., functoriality of $M_K$, and $\text{Gray}$-category axioms))

$$(= (\epsilon 1_{d_1 T^2\eta_A}) * (\epsilon 1_{T^2\eta_A} T^2\eta_A))$$

(by naturality of $(T\eta_A)\bullet$ and a monad axiom)

$$(= (\epsilon 1_{d_1 T^2\eta_A}) * (\epsilon 1_{d_1 T^2\eta_A}))$$

(by def. of $X_\bullet$ for $TA$)

$$(= ((\epsilon 1_{d_1}) * (\epsilon 1_{d_1})) 1_{T^2\eta_A})$$

(by functoriality of $M_K$ and $\text{Gray}$-category structure)

This calculation, in particular the step involving the monad axiom, can also be understood as a contraction of the codescent diagram associated with $TA$ provided by the 1-cells $T\eta$ in the $\text{Gray}$-category $K$ as for usual augmented simplicial objects [72].

Similarly the codomain is determined by the calculation below:

$$(1g_2\epsilon) * (a1\epsilon_1)$$

$$=(1g(1f\epsilon)) * ((\epsilon 1_{T^2\eta_A}) 1_{d_1})$$

(by definition and $\text{Gray}$-category structure)

$$=(\epsilon 1_{T^2\eta_A}) 1_{d_1}$$

(by eq. (2.17))

$$=(\epsilon 1_{d_1}) 1_{T^2\eta_A}$$

(by naturality of $(T\eta_A)\bullet$ and $\text{Gray}$-category structure).

where we have made identities explicit in order to improve readability
Thus an invertible 2-cell as required is given by
\[ \Gamma = M1_{1;r^3_{\eta_A}} : (\epsilon 1_{d_0} 1_{r^3_{\eta_A}}) \ast (\epsilon 1_{d_1} 1_{T^3_{\eta_A}}) \Rightarrow \epsilon 1_{d_1} 1_{T^3_{\eta_A}} . \]

We now have to show that this 2-cell satisfies the two axioms in the second part of the universal property of the codescent object.

Since by (2.17), we have \( g_2 M = 1, g_2 \epsilon = 1 \), the first axiom (2.10) for \( \Gamma \), in the present situation, has evidently the same shape as the first axiom (2.1) for a cocone (up to transposition of the left and right hand side of the axiom). Indeed it follows from (2.10) when whiskered with \( T^4_{\eta_A} \)—i.e. when we consider its image under the functor \( K(X, T^4_{\eta_A}) \). Explicitly, using the \( \text{Gray} \)-category structure of \( K \), the axiom for \( \Gamma = M1_{1;r^3_{\eta_A}} \) is given by

\[ ((M1_{1;r^3_{\eta_A}})1_{1d_2}) \circ ((M1_{1;r^3_{\eta_A}})1_{1d_0}) \ast 1_{1d_2} = ((M1_{1;r^3_{\eta_A}})1_{1d_1}) \circ (1_{1d_2} 1_{1d_1} 1_{d_0}) \ast M . \] (2.24)

On the other hand, the image of the axiom for \( M \) under whiskering i.e. under the functor \( K(X, T^4_{\eta_A}) \) is similarly given by

\[ (M1_{d_2;r^3_{\eta_A}}) \circ ((M1_{d_0;r^3_{\eta_A}}) \ast 1_{d_2} 1_{d_1} 1_{r^3_{\eta_A}}) = (M1_{d_1;r^3_{\eta_A}}) \circ (1_{d_2} 1_{d_1} 1_{r^3_{\eta_A}} \ast (M1_{d_1;r^3_{\eta_A}})) \] (2.25)

where we exchanged the left and the right hand side. The axiom is thus evidently implied by naturality of \( (T\eta_A)_\bullet \).

Similarly, since by (2.17), we have \( g_2 U = 1, g_2 \epsilon = 1 \), the second axiom (2.11) for \( \Gamma \), in the present situation, has evidently the same shape as the second axiom (2.2) for a cocone (up to transposition of the left and right hand side of the axiom). Indeed it follows from (2.10) when we consider its image under the functor \( K(X, T^2_{\eta_A}) \). Explicitly, using the \( \text{Gray} \)-category structure of \( K \), the axiom for \( \Gamma = M1_{1;r^3_{\eta_A}} \) is given by

\[ 1_{1r^2_{\eta_A}} \ast U = M1_{1;r^3_{\eta_A}} . \] (2.26)

On the other hand, the image of the second axiom for a codescent object under the functor \( K(X, T^2_{\eta_A}) \) is similarly given by

\[ 1_{1r^2_{\eta_A}} \ast (U1_{1d_1 r^2_{\eta_A}}) = M1_{1d_1 r^2_{\eta_A}} . \]

The axiom is thus evidently implied by naturality of \( (T\eta_A)_\bullet \) and a monad axiom.

By the second part of the universal property of the codescent object, this means there exists a unique 1-cell \( \tilde{\alpha} : 1_X \rightarrow gf \) such that \( \tilde{\alpha} 1_X = \alpha \) and \( \Sigma \tilde{\alpha}_\epsilon = \Gamma = M1_{r^3_{\eta_A}} \). By Lemma 2.5 this 1-cell must be part of an adjoint equivalence \( (\tilde{\alpha}, \tilde{\alpha}^\ast, \tilde{\epsilon}, \tilde{\eta}) \).

\[ \square \]

**Remark 2.12.** To state Theorem 2.1 in other words, any free algebra is flexible [4, Rem. 4.5]. See [4, Cor. 5.6] for the corresponding result in two-dimensional monad theory.

Let \( T\text{-Alg} \) denote the full sub-\( \text{Gray} \)-category of \( \text{Ps-}T\text{-Alg} \) with objects (strict) algebras.
Lemma 2.8. Suppose that the left adjoint $L$ to the inclusion $i: \mathcal{K}^T \to T\text{-Alg}$ exists, for example if $\mathcal{K}$ has codescent objects of strict codescent diagram\(^6\). Let $F: \mathcal{K} \to \mathcal{K}^T$ be the free $T$-algebra functor.

Given a $\text{Gray}$-functor $G: \mathcal{M} \to \mathcal{K}$, the biequivalence in Theorem 2.1, for $A = GM$, forms the component at the object $M$ in $\mathcal{M}$ of a $\text{Gray}$-natural transformation

$$LIFG \cong FG$$

(2.27)

that is part of a biequivalence in $[\mathcal{M}, \mathcal{K}^T]$.\[^9\]

Proof. Since the 1-cell $f: X \to TA$ in the biequivalence $(f,g,1_f,g,\alpha,\varepsilon,\eta)$ is in fact the component $\varepsilon_{TA}$ of the counit of the adjunction $L \dashv i$, we indeed have a $\text{Gray}$-natural transformation $\varepsilon FG$ as in (2.27). Since the forgetful functor

$$U: [\mathcal{M}, \mathcal{K}^T] \to \mathcal{K}^T$$

(2.28)

does in general not reflect internal biequivalences, we have to prove that this is indeed part of a biequivalence as required.

The 1-cell $g = xT\eta_A: TA \to X$ in the biequivalence is natural in $A$: Clearly $T\eta_A$ is natural in $A$, and $x: T^2A \to X$ is natural in $A$ because this is a component of the unit of the colimit of the codescent object. The naturality of the representation isomorphism is equivalent to that of the unit i.e. the universal cocone

$$\nu: F_{\text{codsc}} \Rightarrow \mathcal{K}(X^T \cdot -, X^{TA})$$

meaning that each $\nu_j: \text{st} I_j \to \mathcal{K}(T^{j+2}A, X^{TA})$ is extraordinarily $\text{Gray}$-natural in $A$ (in fact in $TA$). By definition of the functor $\text{Gray}$-category, this means each $\nu_j$ factorizes through the hom object of the functor $\text{Gray}$-category. In particular, for $j = 0$, we see that $x$ must be $\text{Gray}$-natural in $A$ (in fact in $TA$). For $j = 1$, we see that the adjoint equivalence $(\epsilon, \epsilon^*, \epsilon, \eta)$ underlies an adjoint equivalence in the hom object of the functor $\text{Gray}$-category and that $U$ underlies an invertible 2-cell in the hom object of the functor $\text{Gray}$-category. For $j = 2$, we see that $M$ underlies an invertible 2-cell in the hom object of the functor $\text{Gray}$-category.

This implies that the cells involved in the construction of the adjoint equivalence $(\tilde{\alpha}, \tilde{\alpha}^*, \tilde{\epsilon}, \tilde{\eta})$ in $\mathcal{K}(X^{TA}, X^T)$ (in particular $\alpha = \epsilon_{T^2\eta_A}$ and $\Gamma = M1_{T^2\eta_A}$, where $T^2\eta$ and $T^4\eta$ are natural in $A$) via the universal property all underlie cells in the functor $\text{Gray}$-category. It is then not hard to see that $(\tilde{\alpha}, \tilde{\alpha}^*, \tilde{\epsilon}, \tilde{\eta})$ in $\mathcal{K}(X^{TA}, X^{TA})$ underlies an adjoint equivalence in the functor $\text{Gray}$-category $[\mathcal{K}, X^T]$ (in fact in $[\mathcal{K}^T, \mathcal{K}^T]$).

For example, for $\tilde{\alpha}$, we have to prove that

$$\tilde{\alpha}_B1_{(F_{\text{codsc}} \circ (FU\circ F^T))\circ (Th)} = 1_{(F_{\text{codsc}} \circ (FU\circ F^T))\circ (Th)}\tilde{\alpha}_A$$

for a 1-cell $h: A \to B$ in $\mathcal{K}$ cf. (1.62) from 1.5.2. By naturality of the representation isomorphism the left hand side is sent to $(\epsilon_B1_{T^2\eta_B})1_{T^2h} = (\epsilon_B1_{T^2\eta_B})1_{T^2\eta_A}$, where we used naturality of $\eta$ and $\text{Gray}$-category structure, while the right hand side is sent to $1_{(F_{\text{codsc}} \circ (FU\circ F^T))\circ (Th)}(\epsilon_A1_{T^2\eta_A})$. Hence, this is exactly implied by $\epsilon$ being a 2-cell in the functor $\text{Gray}$-category. Similarly, one sees that the condition on interchange cells cf. (1.63) from 1.5.2 is satisfied.\(\square\)

\(^6\)The corresponding result in the present context cf. Theorem 1.3 in Chapter 1.


2.2 The Yoneda lemma for \( \text{Gray} \)-categories and locally strict trihomomorphisms

2.2.1 Representables as free algebras

The following elementary observation proves to be crucial in what follows.

**Lemma 2.9.** Given a \( \text{Gray} \)-category \( P \) and an object \( P \), the representable \( P((\text{ob}\ P)(P, -)) \) is isomorphic to the free algebra \( T((\text{ob}\ P)(P, -)) \) in the functor \( \text{Gray} \)-category \( [P, \text{Gray}] \), where \( T \) is the monad of the Kan adjunction described in Chapter 1.

**Proof.** The representable \( (\text{ob}\ P)(P, -) : \text{ob}\ P \to \text{Gray} \) sends \( Q \) to the initial i.e. empty 2-category \( \emptyset \) if \( Q \neq P \) and to the unit object i.e. the unit 2-category \( I \) with one object \( * \), a single identity 1-cell \( 1_{*} \), and a single identity 2-cell \( 1_{1} \), if \( Q = P \).

Indeed then, we have the following isomorphism on objects

\[
(T((\text{ob}\ P)(P, -)))R = \sum_{Q} \text{P}(Q, R) \otimes (\text{ob}\ P)(P, Q) = \text{P}(P, R) \otimes 1 \equiv \text{P}(P, R), \tag{2.29}
\]

and the hom morphism is induced from the monad multiplication i.e. the composition law of \( P' \) and so coincides with the one for \( P'(P, -) \) up to the isomorphism (2.29). Thus these functors are isomorphic in \( [P', \text{Gray}] \).

Recall that if \( \mathcal{P} \) is small, there exists a left adjoint \( L : \text{Tricat}_{\text{bs}}(\mathcal{P}, \text{Gray}) \to [\mathcal{P}, \text{Gray}] \) to the inclusion, given on objects by the codescent object of the associated codescent diagram cf. Theorem 1.8 from 1.5.3.

The representable \( \text{P}(P, -) \) is the value of the Yoneda embedding

\[
Y : \mathcal{P}^{\text{op}} \to [\mathcal{P}, \text{Gray}] = [\text{ob}\ \mathcal{P}, \text{Gray}] T
\tag{2.30}
\]

at the object \( P \). However, it does not factorize through the free algebra functor \( F : [\text{ob}\ \mathcal{P}, \text{Gray}] \to [\text{ob}\ \mathcal{P}, \text{Gray}] T \). Thus, while \( L\mathcal{P}(P, -) \) is strictly biequivalent to \( \mathcal{P}(P, -) \) by Theorem 2.1, we cannot use Lemma 2.8 to show that this strict biequivalence underlies a biequivalence in the functor \( \text{Gray} \)-category \( [\mathcal{P}^{\text{op}}, [\mathcal{P}, \text{Gray}]] \).

The proof of Lemma 2.8 fails in this case because while \( T\eta_{A} : TA \to T^{2}A \) is natural in \( A \), it is in general not natural in \( TA \). More precisely, given a functor \( G : \mathcal{M} \to \mathcal{K} T \) such that for every object \( M \in \mathcal{M}, GM \) is a free algebra \( TA \) for some object \( A \in \mathcal{K} \), then \( T\eta_{A} \) gives rise to a family \( \beta_{M} : GM \to TGM \), which is not necessarily natural in \( M \). However, this is the case for the Yoneda embedding:

**Lemma 2.10.** Let \( Y \) be the Yoneda embedding (2.30), then the family

\[
T\eta_{(\text{ob}\ \mathcal{P})(P, -)} : YP \to TYP \tag{2.31}
\]

is \( \text{Gray} \)-natural in \( P \).
Proof. First note that (2.31) is $\text{Gray}$-natural in $P$ if and only if
\[
E_P T \eta_{\text{ob}(P,-)} : \mathcal{P}(P, P') \to (T \mathcal{P}(P, -))(P') = \Sigma_R \mathcal{P}(R, P') \otimes \mathcal{P}(P, R)
\] (2.32)
is $\text{Gray}$-natural in $P$. Yet (2.32) is given by $\kappa_P (1 \otimes j_P) r^{-1}$, where $\kappa_P$ is the inclusion into the coproduct. Clearly, the unitor $r^{-1}$ is $\text{Gray}$-natural in $P$, and it follows from the extraordinary naturality of $\kappa_P$ and $1 \otimes j_P$ and the composition calculus that $\kappa_P (1 \otimes j_P)$ is ordinarily $\text{Gray}$-natural in $P$.

Corollary 2.3. Let $Y$ be the Yoneda embedding (2.30), then the families
\[T^j \eta_{\text{ob}(P,-)} : T^j Y P \to T^j Y P\]
are $\text{Gray}$-natural in $P$ for all $j > 1$.

Proof. Immediate from Lemma 2.10 and the 2-category structure of $\text{Gray}$-$\text{CAT}$.

Using this Corollary, one easily modifies the proof of Lemma 2.8 to prove the following result.

Proposition 2.4. Let $\mathcal{P}$ be a small $\text{Gray}$-category and $Y$ be the Yoneda embedding (2.30), then the biequivalence from Theorem 2.1, for $A = (\text{ob}\mathcal{P})(P, -)$, underlies a biequivalence
\[\text{Li} Y \Rightarrow Y\]
in the functor $\text{Gray}$-category $[\mathcal{P}^{\text{op}}, [\mathcal{P}, \text{Gray}]]$.

2.2.2 The $\text{Gray}$-enriched Yoneda lemma.

Let $\mathcal{P}$ be a small $\text{Gray}$-category. Recall that taking components at an object $P$ has the form of an evaluation $\text{Gray}$-functor $E_P : [\mathcal{P}, \text{Gray}] \to \text{Gray}$. In particular, given a $\text{Gray}$-functor $A : \mathcal{P}^{\text{op}} \to \text{Gray}$ and an object $P$ in $\mathcal{P}$, we have a 2-functor
\[(E_P)_{(\mathcal{P}(P,-), A)} : [\mathcal{P}^{\text{op}}, \text{Gray}](\mathcal{P}(-, P), A-) \to [\mathcal{P}(P, P), AP]\]
and precomposition $[j_P, 1]$ with the unit $j_P : I \to \mathcal{P}(P, P)$ of $\mathcal{P}$ at $P$ and the isomorphism
\[ [I, AP] \cong AP\]
from the closed structure of $\text{Gray}$, give rise to a 2-functor
\[[\mathcal{P}^{\text{op}}, \text{Gray}](\mathcal{P}(-, P), A-) \to AP . \] (2.33)

Theorem 2.2. Given a small $\text{Gray}$-category $\mathcal{P}$ and a $\text{Gray}$-functor $A : \mathcal{P}^{\text{op}} \to \text{Gray}$, evaluation of the component at $P$ at the identity (2.33) induces an isomorphism
\[[\mathcal{P}^{\text{op}}, \text{Gray}](\mathcal{P}(-, P), A-) \cong AP , \]
which is $\text{Gray}$-natural in $P$ and $A$. 

Proof. See Kelly [38, 2.4, p. 33f.]. □

Remark 2.13. The functor $\text{Gray}$-category is strictly monadic over $[\text{ob} \mathcal{P}, \text{Gray}]$ cf. Theorem 1.4 from 1.4. In particular, the forgetful functor $[\mathcal{P}, \text{Gray}] \rightarrow [\text{ob} \mathcal{P}, \text{Gray}]$ given by precomposition with the inclusion is a $\text{Gray}$-functor. Precomposition with the $\text{Gray}$-functor $P: I \rightarrow \text{ob}^{\mathcal{P}}$ (sending the unique object in $I$ to $P$)

$$[P, 1]: [\text{ob}^{\mathcal{P}}, \text{Gray}] \rightarrow [I, \text{Gray}],$$

and the isomorphism

$$[I, \text{Gray}] \cong \text{Gray}$$

give exactly rise to the evaluation $\text{Gray}$-functor $E_P$.

2.2.3 The Yoneda lemma for $\text{Gray}$-categories and locally strict trihomomorphisms

Theorem 2.3 (The locally strict Yoneda lemma). Given a small $\text{Gray}$-category $\mathcal{P}$ and a locally strict trihomomorphism $A: \mathcal{P}^{\text{op}} \rightarrow \text{Gray}$, evaluation of the component at $P$ at the identity induces a biequivalence

$$\text{Tricat}_{hk}(\mathcal{P}^{\text{op}}, \text{Gray})(i\mathcal{P}(-, P), A-) \cong AP,$$  

which is natural in $P$ and $A$ meaning that these biequivalences form the components of a biequivalence

$$\text{Tricat}_{hk}(\mathcal{P}^{\text{op}}, \text{Gray})(-,-) \Rightarrow A$$

in $\text{Tricat}_{hk}(\mathcal{P}^{\text{op}}, \text{Gray})$ where $Y: \mathcal{P} \rightarrow [\mathcal{P}^{\text{op}}, \text{Gray}]$ is the Yoneda embedding.

Similarly, the biequivalences (2.35) form the components of a biequivalence

$$\text{Tricat}_{hk}(\mathcal{P}^{\text{op}}, \text{Gray})(i\mathcal{P}(-, P), ?) \Rightarrow E_P$$

of $\text{Gray}$-functors in $[\text{Tricat}_{hk}(\mathcal{P}^{\text{op}}, \text{Gray}), \text{Gray}]$ where $E_P$ is evaluation at $P$.

Remark 2.14. Notice that just as for the functor $\text{Gray}$-category in Remark 2.13

$$E_P: \text{Tricat}_{hk}(\mathcal{P}^{\text{op}}, \text{Gray}) \rightarrow \text{Gray}$$

is the composition of the forgetful functor

$$U: \text{Tricat}_{hk}(\mathcal{P}^{\text{op}}, \text{Gray}) \rightarrow [\text{ob}^{\mathcal{P}}, \text{Gray}],$$

precomposition with the $\text{Gray}$-functor $P: I \rightarrow \text{ob}^{\mathcal{P}}$ (sending the unique object in $I$ to $P$)

$$[P, 1]: [\text{ob}^{\mathcal{P}}, \text{Gray}] \rightarrow [I, \text{Gray}],$$

and the isomorphism

$$[I, \text{Gray}] \cong \text{Gray}$$

given by the partial closedness of $\text{Gray}$-Cat cf. [38, (2.29)]. It is thus clearly a $\text{Gray}$-functor.
Proof. The existence of a biequivalence as in (2.35) is a direct consequence of the two assertions of Theorem 1.8 from 1.5.3; the fact that the representable $\mathcal{P}(-, P)$ is a free algebra c.f. Lemma 2.9 and that the left adjoint $L$ preserves free algebras up to strict biequivalence cf. Theorem 2.1; and the Gray-enriched Yoneda lemma:

$$\text{Tricat}_{th}(\mathcal{P}^{op}, \text{Gray})(i\mathcal{P}(-, P), A-) = \text{Tricat}_{th}(\mathcal{P}^{op}, \text{Gray})(i\mathcal{P}(-, P), iLA-) = [\mathcal{P}^{op}, \text{Gray}](L\mathcal{P}(-, P), LA-) = [\mathcal{P}^{op}, \text{Gray}](\mathcal{P}(-, P), LA-) = LAP = AP.$$

The first biequivalence is trivially natural in $P$ and Gray-natural in $A$ because so is the unit $\eta$ of the adjunction $L \dashv i$—indeed the unit transformation $\eta_A$ gives rise to a transformation $\text{Tricat}_{th}(\mathcal{P}^{op}, \text{Gray})(i\mathcal{P}(-, P), ?\eta)$. The second isomorphism is Gray-natural in $A$ and $P$ because the hom adjunction for $L \dashv i$ is natural in both variables (and then this is just precomposition with the Gray-functors given by the Yoneda embedding $Y: \mathcal{P} \to [\mathcal{P}^{op}, \text{Gray}]$ and $L$). The third biequivalence is trivially Gray-natural in $A$ and natural in $P$ because of Proposition 2.4. The fourth isomorphism is the Gray-enriched Yoneda Lemma and thus Gray-natural in $P$ and $A$. Finally, the last biequivalence is given by the component at $P$ of the component at $A$ of the biequivalence-inverse of the unit $\eta$ and thus is natural in $P$ and Gray-natural in $A$.

That a biequivalence as in (2.35) is induced from evaluation as claimed follows from the lemma below.

Lemma 2.11. The chain of biequivalences appearing in the proof of Theorem 2.3 is equivalent to the component of the tritransformation

$$\text{Tricat}_{th}(\mathcal{P}^{op}, \text{Gray})(-A)^{op} \Rightarrow A$$

induced by taking the component at $P$ (of a tritransformation, a trimodification, or perturbation) and

- evaluating the functor $\mathcal{P}(P, P) \to AP$ at $1_P$ in the case of a tritransformation;

- taking the component at $1_P$ of the pseudonatural transformation of functors $\mathcal{P}(P, P) \to AP$ in the case of a trimodification;

- taking the component at $1_P$ of the modification of pseudonatural transformations of functors $\mathcal{P}(P, P) \to AP$ at $1_P$ in the case of a perturbation.

Proof. We know that the Gray-enriched Yoneda lemma is induced by evaluation of the component at $P$ at the identity cf. (2.33), so the question is how this is modified by the remaining biequivalences. The hom adjunction of $L \dashv i$ is given by applying the hom functor of $L$ and postcomposing with the counit of the adjunction i.e. the 1-cell $f: LiLA \to LA$ or $f: X^LA \to LA$ constructed above. The next biequivalence is given
by precomposition with the unit of the adjunction i.e. the 1-cell \( g = xT\eta \): \( TA \to X \) constructed above, but \( x \) is natural with respect to (pseudo) algebra cells in the sense that
\[
(P_{\text{op}}, \text{Gray})_L(x, LA)L_{\eta_{P_{\text{op}}}(\_)}(\_)(-P, x)FU_{\eta_{P_{\text{op}}}(\_)}LA
\]
(by the same argument as in the proof of Lemma 2.8, namely extraordinary naturality of the unit of the codescent colimit) where \( U \) is the forgetful functor and \( F \) is the free algebra functor.

Hence, since \( f^A LA x = a^A LA \), we have
\[
[\text{ob}P_{\text{op}}, \text{Gray}](\eta_{P_{\text{op}}}(\_)(\_))FU_{\eta_{P_{\text{op}}}(\_)}LA = [\text{ob}P_{\text{op}}, \text{Gray}](\eta_{P_{\text{op}}}(\_)(\_))FU_{\eta_{P_{\text{op}}}(\_)}LA
\]
by a monad axiom and naturality of the unit of the monad, and where we have used that \( LA \) is a strict algebra in the last equation. We have injected an additional \( \eta_{P_{\text{op}}}(\_)(\_)) \), which we may do because evaluation of the component at \( 1_P \) factorizes through precomposition with \( \eta_{P_{\text{op}}}(\_)(\_)) \).

Since the last biequivalence is given by composition with \( f^A \) and since the first biequivalence is given by postcomposition with the unit \( x^A \eta_A \) of the adjunction, in total, the chain of biequivalences appearing in the proof of Theorem 2.3 is induced by taking the component at \( P \), whiskering with
\[
f^A x^A \eta_A = a^A \eta_A \quad (2.37)
\]
and evaluating at \( 1_P \).

Yet whiskering with the adjoint equivalence \( \eta^A : 1 \to a^A \eta_A \) of the pseudo algebra \( A \) cf. Def. 1.1 from 1.2.1 gives rise to an adjoint equivalence of the functors in question, and thus the functor induced by evaluation as required must be a biequivalence too. \( \square \)

**Corollary 2.4** (Strictification via Yoneda). Given a small \( \text{Gray} \)-category \( P \) and a locally strict trihomomorphism \( A : P_{\text{op}} \to \text{Gray} \), the trihomomorphism appearing in the Yoneda lemma,
\[
\text{Tricat}_k(P_{\text{op}}, \text{Gray})(P_{\text{op}}, A) : P_{\text{op}} \to \text{Gray} , \quad (2.38)
\]
is a strictification of \( A \) i.e. a \( \text{Gray} \)-functor biequivalent to \( A \).

**Proof.** The trihomomorphism (2.38) is defined by the composition
\[
\text{Tricat}_k(P_{\text{op}}, \text{Gray})(-)(-)(A) : P_{\text{op}} \to \text{Gray} \quad (2.39)
\]
of the Yoneda embedding \( Y \), the inclusion \( i : [P_{\text{op}}, \text{Gray}] \to \text{Tricat}_k(P_{\text{op}}, \text{Gray}) \) and a contravariant representable of the \( \text{Gray} \)-category \( \text{Tricat}_k(P_{\text{op}}, \text{Gray}) \). All of these functors are \( \text{Gray} \)-functors and thus so is their composition. That it is biequivalent to \( A \) is literally Theorem 2.3. \( \square \)
Remark 2.15. According to Theorem 2.3, the Gray-functor \((2.39)\) is biequivalent to \(A\) in \(\mathcal{Tricat}_{Ab}(\mathcal{P}^{op}, \text{Gray})\). At the same time, this Gray-functor can be worked out explicitly for a given \(A\). In contrast to Theorem 1.8 from 1.5.3, the Yoneda lemma hence provides an explicit strictification of a locally strict trihomomorphism \(\mathcal{P}^{op} \to \text{Gray}\). One might wonder, how these two strictifications relate to each other. The following example shows that the strictification provided by the Yoneda lemma is in general very different from a codescent object.

Example 2.1. Let \(\ast : \mathcal{P}^{op} \to \text{Gray}\) be the constant Gray-functor at the unit 2-category \(I\) on a small Gray-category \(\mathcal{P}\). Then it is not hard to see that \(\ast\) coincides with its strictification \((2.38)\): First, on an object \(\mathcal{P}\), all the components \(\theta_{Q} : \mathcal{P}(Q, P) \to I\) of a tritransformation \(\theta : \mathcal{P}(-, P) \Rightarrow \ast\), which have to be 1-cells in Gray i.e. strict functors, are determined to be the terminal morphisms. Since the internal hom \([X, I]\) (2.40)
is isomorphic to \(I\) for any 2-category \(X\), all the adjoint equivalences of the tritransformation \(\theta\) must be the single pseudonatural transformation in such an internal hom—the identity transformation: First, the 0-cell target of these adjoint equivalences is given by such an internal hom (2.40), and second, this implies that these are adjoint equivalences in such an internal hom (2.40). Finally, the 0-cell target of the modifications \(\Pi\) and \(M\) for the tritransformation \(\theta\) is given by an internal hom as in (2.40), and thus these are themselves modifications in such an internal hom (2.40), yet there is again only one such modification—the identity modification. It follows that the Gray-functor \((2.38)\) is given by \(I\) on objects for \(A = \ast\), but since \([I, I] \cong I\), such a Gray-functor must be the constant Gray-functor \(\ast\) itself.

On the other hand, \(\ast\) does not have the universal property of the codescent object \(L(\ast)\): Given a Gray-functor \(B : \mathcal{P}^{op} \to \text{Gray}\), a Gray-natural transformation \(\theta : \ast \Rightarrow B\) is given by an object \(\theta_{P} \in BP\) for every \(P \in \mathcal{P}\) such that

\[B_{Q}(f)(\theta_{Q}) = \theta_{P}\] (2.41)

for every object \(f \in \mathcal{P}(P, Q)\) with similar conditions for 1- and 2-cells in \(\mathcal{P}(P, Q)\).

Now let \(\mathcal{P}\) be a category \(\mathcal{C}\) and \(B\) be a Gray-functor such that \(BP\) is a one-object 2-category for every \(P \in \text{ob}\mathcal{C}\). The equation (2.41) is then automatically satisfied, and so there is exactly one Gray-natural transformation \(\ast \Rightarrow B\). This means the 2-category

\([\mathcal{C}^{op}, \text{Gray}](\ast, B)\] (2.42)

has exactly one object. However, the 2-category

\(\mathcal{Tricat}_{Ab}(\mathcal{C}^{op}, \text{Gray})(\ast, B)\) (2.43)
is in general not isomorphic to a one-object 2-category. An example for this situation is given by bundle gerbes, which can be realized as tritransformations as in (2.43) where \(\mathcal{C} = \Delta_{4}\) is the subcategory of the simplex category \(\Delta\) spanned by the coface maps cf. Corollary
3.1 in Chapter 3. For simplicity, we restrict here to bundle gerbes without connection constructed by descent from principal $U(1)$-bundles in terms of transition functions and open coverings. In this case, $B$ is a $\text{Gray}$-functor assigning strict monoidal categories i.e. one-object 2-categories to any object in $\Delta_3$: Given a manifold $M$ and a surjective submersion $Y \rightarrow M$, it assigns to $[n]$ the one-object 2-category of principal $U(1)$-bundles over the $(n+1)$-fold fiber product of $Y$ over $M$ with itself. While (2.42) has only one object, there are in general many bundle gerbes over a manifold $M$: The equivalence classes of these are classified by the third integral cohomology group $H^3(M; \mathbb{Z})$. For any connected, compact, simple Lie group $M = G$ this cohomology group is isomorphic to the integers $\mathbb{Z}$, which gives rise to a counterexample.

In the next three sections 2.3-2.5 we collect the remaining ingredients to prove a Yoneda lemma for tricategories. In Section 2.3, we prove an invariance result about trihomomorphisms called change of local functors. Change of local functors is much like the Transport of Structure, Change of Composition, and Change of Units Theorems mediating the invariance of tricategories cf. [27, Th. 7.22-7.24] and [21, 3.6-3.8]. Change of local functors enters in the proof of the Yoneda lemma in order to pass to locally strict trihomomorphisms. We can then appeal to the Yoneda lemma for $\text{Gray}$-categories and locally strict trihomomorphisms from 2.2. This depends on replacing the domain tricategory $\mathcal{P}$ by the $\text{Gray}$-category $\mathcal{P}'$ obtained from the local strictification $\text{st}\mathcal{P}$, a cubical tricategory, and its image under the cubical Yoneda embedding—this is the original form of the coherence theorem for tricategories Gordon et al. [21, Theorem 8.1] cf. Gurski [27, Cor. 9.15]. It is crucial for our argument that the cubical strictification $\text{st}\mathcal{P}$ is locally given by the strictification $\text{st}\mathcal{P}(P, Q)$ of the hom bicategories $\mathcal{P}(P, Q)$ of the tricategory $\mathcal{P}$. Recalling that the strictification $\text{st}$ is left adjoint to the inclusion in particular enables us to strictify the local functors of any trihomomorphism with a cubical target. We can then apply change of local functors to obtain a locally strict trihomomorphism. It is also important for the argument that the local functors of the cubical Yoneda embedding $y_{PQ}$ and their triequivalence-inverses $w_{PQ}$ are strict cf. Gurski [27, Prop. 9.14]. From the point of view that these correspond to the Yoneda embedding for enrichment in the monoidal tricategory $\text{Gray}$ this might come as no surprise. Finally, we need to compare representables under the various replacements that mediate the transition to the $\text{Gray}$-enriched context. This is the content of Sections 2.4 and 2.5.

### 2.3 Invariance of Trihomomorphisms under Change of Local Functors

In the case that domain $\mathcal{P}$ and target $\mathcal{L}$ are $\text{Gray}$-categories, many cells in the definition of a trihomomorphism, tritransformation, trimodification, and perturbation cf. [27, 4.3] are identity cells. However, if the trihomomorphisms considered are not locally strict, there appear images of 2-cell identities with respect to the local nonstrict functors. These are isomorphic to identities via the corresponding unit constraints. Further, the naturality cells of the adjoint equivalences involved are not identities, but are rather given by unit constraints for the corresponding local functors. The images of the invert-
ible modifications of the domain tricategory—a Gray-category—are identities, but there remain composition constraints for the local functors which are implicit in the diagrams.

In fact, if these 2-cells are replaced by identities and if the 3-cells are simply discarded, a careful analysis shows that this gives valid ‘reduced’ notions of the tricategorical constructions, which form a Gray-category $\text{Tricat}((\mathcal{P}, \mathcal{L}))$ that is isomorphic as a Gray-category to $\text{Tricat}_r((\mathcal{P}, \mathcal{L}))$:

**Theorem 2.4.** Given Gray-categories $\mathcal{P}$ and $\mathcal{L}$, the Gray-category $\text{Tricat}((\mathcal{P}, \mathcal{L}))$ is isomorphic as a Gray-category to the Gray-category $\text{Tricat}_r((\mathcal{P}, \mathcal{L}))$ of reduced trihomomorphisms. □

In particular, the diagrams for the reduced versions contain no constraints of the local functors.

For the following theorem, recall that adjunctions in a 2-category form a category, and that a strict functor of 2-categories induces a functor on the categories of adjunctions.

**Theorem 2.5 (Change of local functors).** Let $A: \mathcal{P} \to \mathcal{L}$ be a reduced trihomomorphism of Gray-categories, let $(\tilde{A}_{PQ})_{P,Q \in \text{ob } \mathcal{P}}$ be a family of functors $\tilde{A}_{PQ}: \mathcal{P}(P, Q) \to \mathcal{L}(AP, AQ)$, and let $(\sigma_{PQ}, \sigma_{PQ}^*, E_{PQ}, H_{PQ})_{P,Q \in \text{ob } \mathcal{P}}$ be a family of adjoint equivalences $(\sigma_{PQ}, \sigma_{PQ}^*, E_{PQ}, H_{PQ}): \tilde{A}_{PQ} \to A_{PQ}$.

Then $(\tilde{A}_{PQ})_{P,Q \in \text{ob } \mathcal{P}}$ has the structure of a a reduced trihomomorphism $\tilde{A}: \mathcal{P} \to \mathcal{L}$ that agrees with $A$ on objects such that $\tilde{A}$ is biequivalent to $A$ in $\text{Tricat}((\mathcal{P}, \mathcal{L}))$.

**Proof.** The remaining data of the trihomomorphism $\tilde{A}$ is defined as follows:

- for objects $P, Q, R \in \mathcal{P}$, the adjoint equivalence

$$\chi_{PQR}, \tilde{\chi}_{PQR}, \tilde{E}_{PQR}, \tilde{H}_{PQR}: MLC(\tilde{A}_{QR} \times \tilde{A}_{PQ}) \Rightarrow \tilde{A}_{PR} M_{P} C$$

(where $C$ is the universal cubical functor cf. 1.1.4) is defined to be the composite adjoint equivalence

$$(M_{\tilde{A}}) \circ (\sigma_{PR}^*, \sigma_{PR}^{-1}, E_{PR}^{-1})$$

* $$(\chi_{PQR}, \tilde{\chi}_{PQR}, \tilde{E}_{PQR}, \tilde{H}_{PQR})$$

* $$(M_{LC}) \times (\sigma_{QR}^*, \sigma_{QR}^{-1}, E_{QR}, H_{QR}, \sigma_{PQ}^*, \sigma_{PQ}^*, E_{PQ}, H_{PQ})) .$$

In particular, the component at composable 1-cells $f, g$ in $\mathcal{P}$ of the left adjoint is given by

$$\sigma_{fg}^* \chi_{fg}^* (Af \sigma_g) * (\sigma_f \tilde{A}g) .$$
for an object \( P \in \mathcal{P} \), the adjoint equivalence

\[ (\tilde{\iota}_P, \tilde{\iota}_P, \tilde{E}_P, \tilde{H}_P) : j_{AP} \Rightarrow \tilde{\mathcal{A}}_{PP}j_P \]

is defined to be the composite adjoint equivalence

\[ [j_P, 1]\left(\sigma_{PP}^\bullet, \sigma_{PP}, H_{pp}^{-1}, E_{pp}^{-1}\right) \ast (\iota_P, \iota_P, E_P, H_P) . \]

In particular, the single component of the left adjoint is given by

\[ \sigma_{1_P}^\bullet \ast \iota_P . \]

The modification \( \tilde{\omega} \) is defined to be the modification with component at composable 1-cells \( f, g, h \) in \( \mathcal{P} \) given by the following string diagram.

The modification \( \tilde{\gamma} \) is defined to be the modification with component at a 1-cell
$g: P \to Q$ in $\mathcal{P}$ given by the following string diagram.

\[ \text{Diagram with string notation} \]

- The inverse of the modification $\tilde{\delta}$ is defined to be the modification with component at a 1-cell $f: Q \to R$ in $\mathcal{P}$ given by the following string diagram.

\[ \text{Diagram with string notation} \]

A calculation shows that this data satisfies the two trihomomorphism axioms. The calculation is considerably simplified if performed on components with the help of string diagrams cf. Figures 2.1 and 2.2. The basic idea is to bring the diagrams into an equivalent form where one can apply the corresponding axiom for the trihomomorphism $A$.

Next tritransformations $\sigma: \tilde{A} \Rightarrow A$ and $\sigma^\bullet: A \Rightarrow \tilde{A}$ with identity components are defined by use of the adjoint equivalences $(\sigma_{PQ}, \sigma^\bullet_{PQ}, E_{PQ}, H_{PQ})$ and $(\sigma^\bullet_{PQ}, \sigma_{PQ}, H^{-1}_{PQ}, E^{-1}_{PQ})$. That is, the components of $\sigma$ and $\sigma^\bullet$ at an object $P$ in $\mathcal{P}$ are both given by the identity 1-cell $1_{AP}$ at $AP$, and the components at a 1-cell $f: Q \to R$ in $\mathcal{P}$ of the left adjoints of the adjoint equivalences appearing in the definition of a tritransformation are given by $\sigma_f$ and $\sigma_f^\bullet$ respectively. The invertible modifications of these tritransformations are defined as follows:
Figure 2.1.: First trihomomorphism axiom
Figure 2.2.: Second trihomomorphism axiom
The invertible modification $\Pi$ for $\sigma$ is defined to be the modification with component at composable 1-cells $f$ and $g$ in $\mathcal{P}$ given by the string diagram below.

\[
\begin{array}{c}
\sigma_f \hat{\alpha}_g \\
\sigma_F \hat{\alpha}_g \\
\sigma_f \hat{\alpha}_g
\end{array}
\begin{array}{c}
A f \sigma_g \\
A f \sigma_g \\
A f \sigma_g
\end{array}
\begin{array}{c}
\chi_{fs} \\
\chi_{fs} \\
\chi_{fs}
\end{array}
\begin{array}{c}
\sigma_f f_g \\
\sigma_f f_g \\
\sigma_f f_g
\end{array}
\]

The invertible modification $M$ for $\sigma$ is defined to be the modification with single component given by the string diagram below.

\[
\begin{array}{c}
\iota_P \\
\iota_P
\end{array}
\begin{array}{c}
\sigma^*_p \\
\sigma^*_p
\end{array}
\begin{array}{c}
\sigma^*_p \\
\sigma^*_p
\end{array}
\begin{array}{c}
\sigma^*_p
\end{array}
\]

The invertible modification $\Pi^*$ for $\sigma^*$ is defined to be the modification with component at composable 1-cells $f$ and $g$ in $\mathcal{P}$ given by the string diagram below.

\[
\begin{array}{c}
\sigma^*_c A f \\
\sigma^*_c A f \\
\sigma^*_c A f
\end{array}
\begin{array}{c}
\hat{\alpha} f \sigma_f \\
\hat{\alpha} f \sigma_f \\
\hat{\alpha} f \sigma_f
\end{array}
\begin{array}{c}
A g \sigma_f \\
A g \sigma_f \\
A g \sigma_f
\end{array}
\begin{array}{c}
\chi_{ef} \\
\chi_{ef} \\
\chi_{ef}
\end{array}
\begin{array}{c}
\sigma^*_e f \\
\sigma^*_e f \\
\sigma^*_e f
\end{array}
\]

The modification $M^*$ for $\sigma^*$ can be taken to be the identity:

$$M^*_p: \quad f^*_p(\sigma^*_p) * \iota_P \Rightarrow f^*_p(\sigma^*_p) * \iota_P$$

One then has to check the three tritransformation axioms for $\sigma$ and $\sigma^*$:

First tritransformation axiom for $\sigma$: $\bar{A} \Rightarrow A$: For objects $P, Q, R, S \in \mathcal{P}$, the following equation is required:
The axiom is easily proved by invertibility of the counit $E_{fg}Ah$: $(\sigma_{fg}^*Ah)^* (\sigma_{fg}Ah) \Rightarrow 1_{A(fg)Ah}$ and invertibility of interchange cells, which allows to eliminate the loop and the two adjacent interchange cells on the left hand side.

- First tritransformation axiom for $\sigma^*$: $A \Rightarrow \tilde{A}$: For objects $P, Q, R, S \in \mathcal{P}$, the
following equation is required:

\[ \sigma_f \chi_{\mathcal{A}f^\mathcal{A}h} \chi_{\mathcal{A}g^\mathcal{A}h} \]

\[ \chi_{\mathcal{A}f^\mathcal{A}g^\mathcal{A}h} \]

\[ \sigma_f \chi_{\mathcal{A}f^\mathcal{A}g^\mathcal{A}h} \chi_{\mathcal{A}g^\mathcal{A}h} \]

\[ \omega_{fgh} \]

\[ \sigma_f \chi_{\mathcal{A}f^\mathcal{A}g^\mathcal{A}h} \chi_{\mathcal{A}g^\mathcal{A}h} \]

The axiom is proved by a short calculation involving similar arguments as above.

- Second tritransformation axiom for \( \sigma \): \( \mathcal{A} \Rightarrow A \): For objects \( P, Q \in \mathcal{P} \), the following equation is required:
This equation is clearly satisfied by a triangle identity.

- Second tritransformation for $\sigma^* \colon A \Rightarrow \tilde{A}$: For objects $P, Q \in \mathcal{P}$, the following equation is required:

The axiom is easily verified by adjoining a triangle identity.

- Third tritransformation axiom for $\sigma : \tilde{A} \Rightarrow A$: For objects $P, Q \in \mathcal{P}$, the following equation is required:
The axiom is easily proved by a triangle identity, naturality of interchange cells w.r.t. the counit $A f E_{1P}: (A f \sigma_{1P}) \ast (A f \sigma^*_{1P}) \to 1_{A f A 1P}$ cf. (1.12) and (1.13) and invertibility of interchange cells.

- Third tritransformation axiom for $\sigma^*$: $A \Rightarrow \tilde{A}$: For objects $P, Q \in \mathcal{P}$, the following equation is required:

\[
\sigma_f (A f \sigma^*_{1P}) \ast (A f \sigma^*_{1P}) \ast (A f \sigma_{1P}) = (A f \sigma^*_{1P}) \ast (A f \sigma^*_{1P}) \ast (A f \sigma_{1P})
\]

The axiom is easily proved by adjoining a triangle identity and using Lemma 2.6.

Finally, one defines invertible modifications $E: \sigma^* \Rightarrow 1_{\tilde{A}}$ and $H^{-1}: \sigma^* \Rightarrow 1_{\tilde{A}}$ with identity components and invertible modifications $E_{PQ}$ and $H_{PQ}^{-1}$ and respectively. To spell out the trimodification axioms, one first has to the invertible modifications $\Pi$ and $M$ of the composite tritransformations $\sigma^* \sigma$ and $\sigma^* \sigma$.

The modification $M_P^{\sigma^*}$ is given by—see [27, p. 142] (the components $\alpha, \beta$ in Gurski’s diagram are identities):

\[
M_P \circ (1_{f_P} \ast M_P^*) = M_P
\]
because $M^*$ is the identity modification. Similarly,

$$M_{p'}^{\sigma^*} = M_p^* \circ (1_{f_p^*} * M_p) = (1_{f_p^*} * M_p) .$$

The component of the modification $\Pi^\sigma_{\sigma^*}$ at composable 1-cells $f$ and $g$ in $P$ is defined via an interchange cell $\Sigma_{\sigma_f,\sigma_g}$ and $\Pi^\sigma_{\sigma_f}$ and $\Pi^\sigma_{\sigma_g}$. Similarly, the component of the modification $\Pi^{\sigma^*\sigma}$ is defined via an interchange cell $\Sigma_{\sigma_f,\sigma_g}$ and $\Pi^{\sigma^*\sigma}_{\sigma_f}$ and $\Pi_{\sigma_f,\sigma_g}$.

- The first trimodification axiom for $E$ has the form:

That the equation is satisfied follows from invertibility of interchange cells, which allows to cancel the two crossings on the left hand side—this operation corresponds to a Reidemeister move—and invertibility of the counit $E: \sigma_{f_g} \circ \sigma_{f_g}^* \Rightarrow 1_{A(f_g)}$, which allows to eliminate the loop on the left hand side.

The second trimodification axiom holds by the definition of $M^\sigma$.

- The first trimodification axiom for $H^{-1}$ has the form:
The equation is most easily seen to be satisfied by adjoining the identity 2-cell

\[
\sigma_f \tilde{\Delta} g \quad \sigma_f^* \tilde{\Delta} g \quad \tilde{\Delta} f \sigma_g \quad \sigma_f \tilde{\Delta} g \quad A \sigma_g \quad \chi_{f \sigma_g} \quad \sigma_f^* \chi_{f \sigma_g}
\]

on the right hand side. Equality then follows from Lemma 2.6, naturality of interchange cells with respect to the unit \( \tilde{\Delta} f H \): \( 1_{\tilde{\Delta} f \tilde{\Delta} g} \Rightarrow (\tilde{\Delta} f \sigma_g) * (\tilde{\Delta} f \sigma_g^*) \) cf. (1.12) and (1.13) from 1.1.4, and triangle identities.

The second trimodification axiom holds by the definition of \( M^\sigma \) and a triangle identity.

By invertibility of units and counits for the adjoint equivalences \( \sigma_{PQ} \), it is easy to see that the invertible modifications of the composite trimodifications \( E * E^{-1} \), \( E^{-1} * E \), \( H * H^{-1} \), and \( H^{-1} * H \) are all given by identity modifications. We have thus described \( \tilde{\Delta} \) and a biequivalence \( A \cong \tilde{\Delta} \) (with the identity perturbation).

As a first application of Theorem 2.5, we have the following trivial corollary.
Corollary 2.5. Given a trihomomorphism $A: \mathcal{P} \to \mathcal{L}$ of Gray-categories such that each local functor $A_{PQ}$ is equivalent to a strict functor, then $A$ is biequivalent to a locally strict trihomomorphism in $\mathbf{Tricat}(\mathcal{P}, \mathcal{L})$.

In particular, notice that any functor $F: X \to Y$ of 2-categories with domain a discrete 2-category is equivalent to the strict functor $\tilde{F}: X \to Y$ that agrees with $F$ on objects. In fact, there is an invertible icon between these functors. Together with Theorem 2.5 this observation proves the following corollary.

Corollary 2.6. Let $A: \mathcal{C} \to \mathcal{L}$ be a trihomomorphism between a category $\mathcal{C}$ and a Gray-category $\mathcal{L}$. Then $A$ is biequivalent to a locally strict trihomomorphism $\tilde{A}: \mathcal{C} \to \mathcal{L}$.

On the other hand, we know from Example 0.1 that not every pseudofunctor is equivalent to a strict functor. Thus Theorem 2.5 cannot be applied in general, and indeed the example may be extended to show that not every trihomomorphism is biequivalent to a locally strict trihomomorphism.

Example 2.2. The strict monoidal category $I$ from Example 0.1 can be given a unique structure of a braided strict monoidal category, where all braidings are given by identities (so $I$ is in fact symmetric). Similarly, $\text{st}I$ is trivially braided such that $f: I \to \text{st}I$ is a braided monoidal functor cf. Joyal and Street [32, Ex. 2.4]. This braided monoidal functor is not braided monoidal isomorphic to a strict one. Since a braided monoidal transformation is just a monoidal transformation between braided functors, this cannot be the case because we have shown in Example 0.1 that $f$ is not isomorphic to a strict monoidal functor.

Moreover, $f$ considered as a trihomomorphism, $f$ is not biequivalent to a locally strict functor. The latter would have to be locally given by a strict functor $f': I \to \text{st}I$ as in Example 0.1. A tritransformation $f \Rightarrow f'$ must have the identity i.e. $x$ as its component, and its adjoint equivalence must have component a string $h$ in $g$’s of length greater or equal 1 with naturality 2-cell $h \cdot g = h \cdot f(g) \Rightarrow f'(g) \cdot h = h$, but we have shown above that such a transformation cannot be an equivalence, so there is no such tritransformation.

Correspondingly, we have provided an example of a trihomomorphism between Gray-categories that is not biequivalent to a locally strict trihomomorphism, and thus in particular not biequivalent to a Gray-functor.

Corollary 2.7. Let $A: \mathcal{P} \to \mathcal{L}$ be a trihomomorphism of Gray-categories where $\mathcal{P}$ is locally small and $\mathcal{L}$ is locally cocomplete. Then $A$ is internally biequivalent to a locally-strict trihomomorphism $A'$ in the Gray-category $\mathbf{Tricat}(\mathcal{P}, \mathcal{L})$.

Proof. This follows from the theorem above together with the coherence result from two-dimensional monad theory mentioned in the Introduction and the fact that an equivalence in a bicategory may be replaced by an adjoint equivalence, see for example [24, A.1.3].

The following theorem is now a consequence of Corollary 2.7, Theorem 1.8, and the fact that the functor $\mathbf{Tricat}(\mathcal{P}, \mathcal{L})(-, i(B))$ (cf. [27, Lemma 9.7]) sends the biequivalence $A' \cong A$ to a biequivalence $\mathbf{Tricat}(\mathcal{P}, \mathcal{L})(A, i(B)) \cong \mathbf{Tricat}(\mathcal{P}, \mathcal{L})(A', i(B)).$
Theorem 2.6. Let $A : P \to L$ be a trihomomorphism of Gray-categories where $P$ is small and locally small and $L$ is cocomplete and locally cocomplete. Then $A$ is internally biequivalent to the Gray-functor $L(A') : P \to L$ in the Gray-category $\text{Tricat}(P)$ (i.e. to $iL(A')$). Given a Gray-functor $B : P \to L$, there is a biequivalence
\[ \text{Tricat}(P, L)(A, i(B)) \cong [P, L](LA', B) \]
of the hom 2-category of tritransformations, trimodifications, and perturbations with the hom 2-category of Gray-natural transformations. \qed

Remark 2.16. The Gray-category $\text{Gray}$ of small 2-categories is itself clearly not locally cocomplete since $[I, X] \cong X$ is not cocomplete for any non-cocomplete 2-category $X$. On the other hand, the tricategory $\text{Bicat}$ of bicategories is triequivalent to the full sub-Gray-category $\text{Gray}'$ of $\text{Gray}$ determined by the 2-categories which are strictly biequivalent to the strictification $\text{st}B$ of a bicategory $B$. However, $\text{Gray}'$ is again not locally cocomplete as the following argument shows.

In Example 0.1 in the Introduction, we described a small 2-category $I$ such that $f : I \to \text{st}I$ is not equivalent to a strict functor. In particular, this example also shows that the strictification of a bicategory is in general not cocomplete. Otherwise, as a functor between a small and a cocomplete 2-category, $f$ would have to be equivalent to a strict functor. Thus since $\text{st}I$ is not cocomplete, the example also shows that $\text{Gray}'$ can not be locally cocomplete.

2.4 The inverse of the cubical Yoneda embedding preserves representables up to biequivalence

Let $C$ be a cubical tricategory—i.e. a category enriched in the monoidal tricategory $\text{Gray}$. One obtains the notion of a cubical tricategory from the definition of a tricategory by requiring all hom bicategories to be 2-categories and all unit and composition pseudofunctors to be cubical cf. 1.1.4.

Recall that for a cubical tricategory $C$ there is a cubical Yoneda embedding
\[ y : C \to \text{Tricat}(C^{\text{op}}, \text{Gray}) , \]
which is locally given by strict biequivalences functors with strict biequivalence inverses cf. Gurski [27, Th. 9.11, 9.12, and Prop. 9.14]. The obvious prescriptions associated with the cubical Yoneda embedding can also be read off from what we present in A.2.

Definition 2.17. We denote by $C'$ the full sub-Gray-category of $\text{Tricat}(C^{\text{op}}, \text{Gray})$ determined by the objects of the form $y(c)$ in $\text{Gray}$ for all $c \in \text{ob}C$.

The cubical Yoneda embedding $y$ factorizes through $C'$ by definition, and there is a trihomomorphism $w : C' \to C$ forming a triequivalence-inverse to $y$. In fact, $y$ and $w$ give rise to a biequivalence in the tricategory $\text{Tricat}_3$ of tricategories, trihomomorphisms, pseudo-icons, pseudo-icon modifications [18].
Theorem 2.7. Let $C'$ and $C$ be cubical tricategories, and let $(y, w): C \to C'$ be a biequivalence in $\textbf{Tricat}_3$. Then given an object $P$ in $C$, there is a biequivalence of trihomomorphisms

$$\omega_P: C'(-, y(P)) \to C(-, P)$$

with component at $P'$ in $C'$ given by

$$w_{P,P'}: C'(P', y(P)) \to C(w(P'), P) .$$

Proof. Since $y$ and $w$ are bijective on objects, we may use the same names for $P$ and $y(P)$ and $w(y(P))$ when this is convenient.

The adjoint equivalence

$$\Omega: [1, w_{P,P}]C'(-, y(P))_{P'=P'} \Rightarrow [w_{P,P'}, 1]C(-, P)_{P=P'}$$

has component at the object $\alpha: P' \to P''$ in $C'(P', P'')$ an adjoint equivalence

$$\Omega_\alpha: w_{P,P}C'(\alpha, y(P)) \to C(w(P,P'), \alpha)w_{P,P}$$

in $[C'(P'', P), C(P', P)]$. At an object $\beta$ in $C'(P'', y(P))$, (2.46) has component

$$w_{P,P}(\beta_\alpha \beta) \to w_{P,P}(\beta)w_{P,P}P''(\alpha) ,$$

which we define by $(\Omega_\alpha)_{\beta} = (\chi_w)^{\ast}_{\beta_\alpha}$. Let now $m: \beta \to \beta'$ be a 1-cell in $C'(P'', y(P))$. We have to provide naturality 2-cells

$$(\Omega_\alpha)_m: (\chi_w)^{\ast}_{\beta_\alpha} w_{P,P}(m_{1_\alpha}) \to (w_{P,P}(m)w_{P,P}(1_\alpha)) (\chi_w)^{\ast}_{\beta_\alpha} ,$$

for which we can take the naturality 2-cell $(\chi_w)^{\ast}_{m_{1_\alpha}}$ of $(\chi_w)^{\ast}$. Respect for composition at $m: \beta \to \beta'$ and $n: \beta' \to \beta''$ in $C'(P'', y(P))$ is then apparently tantamount to respect for composition of $(\chi_w)^{\ast}$ at $(m, 1_\alpha)$ and $(n, 1_\alpha)$. Likewise, respect for units at $\beta$ is tantamount to respect for units of $(\chi_w)^{\ast}$ at $(\beta, \alpha)$. Namely, for $m = 1_\beta$, $(\chi_w)^{\ast}_{m_{1_\alpha}} = (\chi_w)^{\ast}_{1_{\beta_1}} = 1_{(\chi_w)^{\ast}_{\beta_\alpha}}$.

Finally, naturality with respect to the 2-cell $\tau: m \Rightarrow m'$ in $C'(P'', y(P))$ i.e.

$$(\chi_w)^{\ast}_{m_{1_\alpha}} w_{P,P}(\tau 1_{1_\alpha}) = w_{P,P}(\tau)w_{P,P}(1_\alpha)(\chi_w)^{\ast}_{m_{1_\alpha}}$$

is tantamount to naturality with respect to $(\tau, 1_{1_\alpha})$ of $(\chi_w)^{\ast}$.

We next need to show that these $\Omega_\alpha$ are indeed the components of pseudonatural transformations. First, given a 1-cell $k: \alpha \to \alpha'$ in $C'(P', P'')$ we need to provide the corresponding naturality 2-cells in $[C'(P'', y(P)), C(P', P)]$ i.e. modifications

$$\Omega_{k'} \ast ([1, w_{P,P}]((\chi'(k, y(P)))) \Rightarrow ([w_{P,P}, 1]((\chi(w_{P,P}(k), P)))) \ast \Omega_\tau$$

(2.47)

At an object $\beta$ in $C'(P'', P)$, the component of such a modification must have the form

$$(\Omega_{k'})_{\beta} \ast (w_{P,P}(\beta k)) \Rightarrow (w_{P,P}(1_\beta)w_{P,P}(k)) \ast (\Omega_\alpha)_{\beta}$$
i.e.

\[(\chi_w)^\bullet_{1_{\beta k}} \cdot (w_{\mathcal{P}} \cdot p(1_{\beta})w_{\mathcal{P}} \cdot p(k)) \Rightarrow (w_{\mathcal{P}} \cdot p(1_{\beta})w_{\mathcal{P}} \cdot p(k)) \ast (\chi_w)^\bullet_{1_{\beta k}},\]

for which we can correspondingly take the naturality 2-cell \((\chi_w)^\bullet_{1_{\beta k}}\) of \((\chi_w)^\bullet\). To write down the modification axiom, we first have to determine the naturality 2-cells of domain and codomain of (2.47). The naturality 2-cell of \(\mathcal{C}(k, y(P))\) at the 1-cell \(m: \beta \rightarrow \beta'\) in \(\mathcal{C}(P', y(P))\) is given by the interchange cell

\[\Sigma_{m,k}^{-1} : (1_{\beta k}) \ast (m1_{\alpha}) \Rightarrow (m1_{\alpha'}) \ast (1_{\beta k}),\]

(which is shorthand for \(\mathcal{M}_{\mathcal{C}}(\Sigma_{m,k}^{-1})\)) cf. Lemma A.1 or [27, Lemma 9.7]. Thus \([1, w_{\mathcal{P}} \cdot p](\mathcal{C}(k, y(P)))\) has naturality 2-cell \(w_{\mathcal{P}} \cdot p(\mathcal{M}_{\mathcal{C}}(\Sigma_{m,k}^{-1}))\) at \(m: \beta \rightarrow \beta'\).

Similarly, \([w_{\mathcal{P}} \cdot p, 1](\mathcal{C}(w_{\mathcal{P}} \cdot p(k), P))\) has naturality 2-cell \(\mathcal{M}_{\mathcal{C}}(\Sigma_{w_{\mathcal{P}} \cdot p(m), w_{\mathcal{P}} \cdot p(k)}^{-1})\) at \(m: \beta \rightarrow \beta'\).

The naturality 2-cells of domain and codomain of (2.47) are then determined by the definition of the naturality 2-cells of a horizontal composite of 1-cells in \(\text{Gray}\), that is, horizontal composition of pseudonatural transformations. Hence, the naturality 2-cells are

\[(\Omega_{\alpha'}_{m} \ast 1) \circ (1 \ast (w_{\mathcal{P}} \cdot p(\mathcal{M}_{\mathcal{C}}(\Sigma_{m,k}^{-1})))) = ((\chi_w)^\bullet_{(m1_{\alpha'})} \ast 1) \circ (1 \ast (w_{\mathcal{P}} \cdot p(\mathcal{M}_{\mathcal{C}}(\Sigma_{m,k}^{-1}))))\]

for the domain, and

\[(\mathcal{M}_{\mathcal{C}}(\Sigma_{w_{\mathcal{P}} \cdot p(m), w_{\mathcal{P}} \cdot p(k)}^{-1}) \ast 1) \circ (1 \ast (\Omega_{\alpha} m)) = ((\mathcal{M}_{\mathcal{C}}(\Sigma_{w_{\mathcal{P}} \cdot p(m), w_{\mathcal{P}} \cdot p(k)}^{-1}) \ast 1) \circ (1 \ast (\chi_w)^\bullet_{(m1_{\alpha'})})\]

for the codomain. The modification axiom thus reads

\[(\mathcal{M}_{\mathcal{C}}(\Sigma_{w_{\mathcal{P}} \cdot p(m), w_{\mathcal{P}} \cdot p(k)}^{-1}) \ast 1) \circ (1 \ast (\chi_w)^\bullet_{(m1_{\alpha'})}) \circ ((\chi_w)^\bullet_{1_{\beta k}} \ast 1_{w_{\mathcal{P}} \cdot p(m), w_{\mathcal{P}} \cdot p(k)}) = (1_{w_{\mathcal{P}} \cdot p(m1_{\alpha'})} \ast (\chi_w)^\bullet_{1_{\beta k}}) \circ ((\chi_w)^\bullet_{(m1_{\alpha'})} \ast 1) \circ (1 \ast (w_{\mathcal{P}} \cdot p(\mathcal{M}_{\mathcal{C}}(\Sigma_{m,k}^{-1}))))\]

but this is just naturality of \((\chi_w)^\bullet\) at the interchange 2-cell \(\Sigma_{m,k}^{-1}\) and respect for composition of \((\chi_w)^\bullet\):

\[\mathcal{M}_{\mathcal{C}}((w_{\mathcal{P}} \cdot p \otimes w_{\mathcal{P}} \cdot p')(\Sigma_{m,k}^{-1})) \circ (\chi_w)^\bullet_{(1_{\beta k}) \ast (m1_{\alpha})} = (\chi_w)^\bullet_{(m1_{\alpha'}) \ast (1_{\beta k})} \circ w_{\mathcal{P}} \cdot p(\mathcal{M}_{\mathcal{C}}(\Sigma_{m,k}^{-1}))).\]

Finally, we have to check that \(\Omega\) satisfies the axioms for a pseudonatural transformation. These are equations of modifications. Since modifications coincide iff their components do, the axioms follow from the corresponding axioms for \((\chi_w)^\bullet\), now in the other variable: First, respect for composition is tantamount to respect for composition of \((\chi_w)^\bullet\) (at \((1_{\beta}, k)\) and \((1_{\beta}, k')\)). Second, respect for units at \(\alpha\) is tantamount to respect
for units of \((\chi_w)^*\) at \((\beta, \alpha)\). Third, naturality with respect to \(\sigma\): \(k \Rightarrow k'\) is tantamount to naturality of \((\chi_w)^*\) at \((1_{k'}, \sigma)\).

By similar arguments, one shows that \(\chi_w\) gives rise to a right adjoint \(\Omega^*\), so that \((\Omega, \Omega^*)\) forms an adjoint equivalence as required.

Next, we have to provide invertible modifications \(\Pi\) and \(M\) as in the definition of a (cubical) tritransformation. Since the target \(\text{Gray}\) is a \(\text{Gray}\)-category these actually have the same form as for a Gray transformation cf. Def. 1.10 from 1.5.1. To spell this out, note that the target trihomomorphism \(C(-, P)^{op}\) of the tritransformation (2.44) is a composite of trihomomorphisms cf. A.3, and the representables \(C'(\cdot, y(P))\) and \(C(-, P)\) are described in Lemma A.1, cf. also Gurski [27, Lem. 9.7].

In effect, the component at the object \(\gamma\) in \(C'(P'', y(P))\) of the component at \((\delta, \epsilon)\) of \(\Pi\) where \(\delta\) and \(\epsilon\) are objects in \(C'(P'', P''')\) and \(C'(P', P'')\), is given by the mate of \((\omega_w^{-1})_{\gamma, \delta, \epsilon}\) depicted in the string diagram below.

Similarly, the component at the object \(\gamma\) in \(C'(P', y(P))\) of the single component of \(M\) is be given by the mate of \((\delta_w)_{\gamma}\) depicted in the string diagram below.

As for the tritransformations axioms, these are again of the same form as for homomorphisms of \(\text{Gray}\)-categories, and the components of the axioms clearly lift to the free functor tricategory associated with \(w\) and map to identities in the free \(\text{Gray}\)-category on the 2-locally discretized underlying category enriched 2-graph of \(C\) (they clearly map to identities in the free strict 3-category on the 2-locally discretized underlying category enriched 2-graph of \(C\)), the target of \(w\), and thus the axioms are fulfilled by coherence for the trihomomorphism \(w\) cf. Gurski [27, Th. 10.13, p. 174].

The components \(w_{P'P}\) of the tritransformation \(\omega_P\) that we have just described are biequivalences by assumption, but then \(\omega_P\) must be a biequivalence of trihomomorphisms by Prop. A.16 from A.7.

A straightforward extension of the proof just given proves the following result by coherence for trihomomorphisms.
Theorem 2.8. Let $S$ and $T$ be tricategories, $S$ an object in $S$, and let $F: S \to T$ be a triequivalence. Then there is a biequivalence of trihomomorphisms

$$\Gamma: S(-, S) \simeq T(-, F(S))^{	ext{op}}: S \to \text{Bicat}$$

with component at $S'$ in $S$ given by

$$F_{S', S}: S(S', S) \to T(F(S'), F(S)).$$

The proof of the following theorem constitutes the main technical difficulty in this section.

Theorem 2.9. The biequivalence (2.44) in Theorem 2.7 forms the component $\omega_P$ at $P$ of a tritransformation

$$\omega: y^C y \Rightarrow w^* y^C: C \to \text{Tricat}(C^{	ext{op}}, \text{Gray}) ,$$

where $y^C$ and $y^{C'}$ refer to the Yoneda embeddings, and where $w^*$ is whiskering on the right with the trihomomorphisms $w$ cf. A.6.

Proof. We have to show that the biequivalences $\omega_P$ form the components of a tritransformation between trihomomorphisms

$$C \to \text{Tricat}(C^{	ext{op}}, \text{Gray})$$

of cubical tricategories. First, we have to provide adjoint equivalences

$$\text{Tricat}(C^{	ext{op}}, \text{Gray})(1, \omega_Q) y^C_{P, Q} \Rightarrow \text{Tricat}(C^{	ext{op}}, \text{Gray})(\omega_P, 1)(w^* y^C)|_{C(-, P), C(-, Q)} y^C_{P, Q} ,$$

where the $y$ without the superscript concerns the inverse of the biequivalence $w$ in $\text{Tricat}_3$. At an object $\sigma$ in $C(P, Q)$, the component of this adjoint equivalence is a trimodification. The component at $P' \in C'$ of this trimodification is a 2-cell in $\text{Gray}$ i.e. a pseudonatural transformation. The component of such a pseudonatural transformation at the object $\gamma \in C(P', y(P))$ is defined by

$$(\eta_{\omega} w(\gamma)) \circ (\chi^*_{w-y(\sigma), y}) \circ w(y(\sigma) \gamma) \to \sigma w(\gamma) ,$$

where $\eta_{\omega}$ denotes the component of the equivalence pseudo-icon $\eta: wy \Rightarrow 1_C$. The naturality 2-cell at a 1-cell $l: \gamma \to \gamma'$ in $C(P', y(P))$ is defined by

$$(\Sigma_{\eta_{\omega} l}) \circ (1_{\omega_{\gamma'} l} \cdot (\chi^*_{w-y(\gamma)} \cdot (\chi^*_{w} l)_1) .$$

One easily checks the transformation axioms for this data.

Next, one has to define the invertible modifications of the trimodification. The component at the object $\delta$ in $C^{	ext{op}}(P', P'') = C'(P'', P')$ of such an invertible modification is
an invertible 3-cell in Gray i.e. an invertible modification itself. Its component at the
test at the object $\gamma \in C(P', y(P))$ is depicted in the string diagram below.

The two modification axioms are checked by calculation. The two trimodification axioms
are checked by two substantial calculations.

The 2-cell of the adjoint equivalence (2.49) at a 1-cell $\kappa: \sigma \to \sigma'$ in $C(P, Q)$ is a pertur-
bation with component at $P'$ an invertible 3-cell in Gray i.e. an invertible modification
with component at the object $\gamma \in C(P', y(P))$ defined by the string diagram below.

The modification axiom is quickly proved from naturality of interchange cells and re-
spect for composition and naturality of $\chi^\ast_w$ with respect to an interchange cell. For the
perturbation axiom, one has to determine the invertible modification in trimodifica-
tions that are the image of $\kappa$ under the domain and codomain pseudofunctors of the adjoint
equivalence (2.49). The components of the invertible modifications in the trimodifica-
tions arising from the cubical Yoneda embedding are given by naturality 2-cells of $a^\ast$.
The pseudofunctor on the left hand side of (2.49) involves the whiskering of such a tri-
modification with the tritransformation $\omega_Q$ on the left. The invertible modification of
this whiskering involves an interchange cell in Gray with the component pseudonatural
transformation of the adjoint equivalence of $\omega_Q$, hence, a naturality 2-cell of $\chi^\ast$. The
pseudofunctor on the right hand side of (2.49) involves the whiskering of a trimodifica-
tion from the cubical Yoneda embedding with the tritransformation $\omega_P$ on the right. The
corresponding interchange cell is a naturality 2-cell of the component transformation of the trimodification from the Yoneda embedding, which is given by an interchange cell.

Proving the perturbation axiom is then a simple calculation involving the modification axiom for $\omega_w$, naturality of interchange cells, and respect for composition and naturality of $a^\bullet$.

The transformation axioms for the adjoint equivalence (2.49) follow directly from the transformation axioms for $\chi^\bullet_w$ and $\eta$.

It remains to construct the invertible modifications $\Pi$ and $M$ and to prove the three tritransformation axioms.

The invertible modification $\Pi$ has components at the objects $\sigma \in C(P, Q)$ and $\tau \in C(Q, R)$ invertible perturbations with component at $P' \in C'$ a modification with component at the object $\gamma \in C'(P', y(P))$ defined by the string diagram below (note that in the target trihomomorphism of (2.48) $w^*$ is a $\text{Gray}$-functor cf. Theorem A.6, and the Yoneda embeddings have adjoint equivalence $\chi$ with component a trimodification with component the transformation $a^\bullet$).

The perturbation axiom follows from the first trihomomorphism axiom for $w$. The modification axiom is proved by a straightforward calculation.

The single component of the invertible modification $M$ is an invertible perturbations with component at $P' \in C'$ a modification with component at the object $\gamma \in C'(P', y(P))$
defined by the string diagram below.

The perturbation axiom follows from the equation for a trihomomorphism corresponding to \((\text{LAA3})\) in 1.2.1. The modification axiom is proved by a straightforward calculation.

The tritransformation axioms are proved by three substantial calculations.

\[\square\]

2.5 Preservation of representables under change of base with respect to \(\text{st}\)

For the proof of the following two theorems one has to recall the precise construction of the local strictification \(\text{stP}\) cf. Gurski [27, 8.1]. The proofs thus becomes very referential and we suggest that they may be skipped by the reader, although they are basically straightforward, once everything has been spelled out. Given the monoidal structure of strictification Gurski [28], we think that the result is very natural as it corresponds to a comparison of representables under change of base.

**Theorem 2.10.** There is a biequivalence of trihomomorphisms

\[\text{st} \circ \mathcal{P}(-, P) \circ \mathcal{P}^\text{op} \cong \text{stP}(-, f(P)): \text{stP}^\text{op} \rightarrow \text{Gray}\]

with identity components. In fact, this is an equivalence pseudo-icon with pseudo-icon components that are themselves invertible icons. In other words, this is an invertible ico-icon [18].
Proof. Recall that \( f: \mathcal{P} \to \text{stP} \) and \( e: \text{stP} \to \mathcal{P} \) are the identity on objects. It is immediately clear that the two trihomomorphisms agree on objects. We now have to provide adjoint equivalences of the local functors,

\[
\xi_{P', P} : \text{st}\mathcal{P}(P', P) \circ \mathcal{P}(-, P)_{P', P} \circ e_{P', P} \cong \text{st}\mathcal{P}(-, P)_{P', P}, \tag{2.52}
\]

i.e. of functors

\[
\text{st}\mathcal{P}(P', P') \to [\text{st}\mathcal{P}(P'', P), \text{st}\mathcal{P}(P', P)].
\]

Since \( e_{P', P} \) is the identity on objects, and since \( \text{st}\mathcal{P}(g, P) \) agrees with \( \mathcal{P}(g, P) \) on objects, given an object \( h \in \text{ob}(\text{st}\mathcal{P}(P'', P)) = \text{ob}\mathcal{P}(P'', P) \), we have \( \text{st}\mathcal{P}(g, P)(h) = hg \).

Similarly, since composition in \( \text{st}\mathcal{P} \) is given via transport of structure, change of composition, and change of units\(^7\) as \( \text{st}(\otimes_P)\text{st} \) where \( \text{st} \) is the cubical functor from [27, Prop. 8.5], see [27, Proof of Th. 8.4, p. 133], and since \( \text{st} \) is the identity on objects, and \( \text{st}(\otimes_P) \) agrees with \( \otimes_P \) on objects, we have \( \text{st}\mathcal{P}(g, f(P))(h) = hg \). This means \( \text{st}\mathcal{P}(g, f(P)) \) and \( \text{st}\mathcal{P}(g, P) \) agree on objects.

Let now

\[
j = j_1 \cdot j_2 \cdot \ldots \cdot j_n : h \to h'
\]

be a 1-cell in \( \text{st}\mathcal{P}(P'', P) \). By the definition of \( \text{st} \) on 1-cells i.e. functors,

\[
\text{st}\mathcal{P}(g, P)(j_1 \cdot j_2 \cdot \ldots \cdot j_n) = \mathcal{P}(g, P)(j_1) \cdot \mathcal{P}(g, P)(j_2) \cdot \ldots \cdot \mathcal{P}(g, P)(j_n) = (j_1 1_g) \cdot (j_2 1_g) \cdot \ldots \cdot (j_n 1_g).
\]

On the other hand, by definition we have

\[
\text{st}(\otimes_P)((j_1 1_g) \cdot (j_2 1_g) \cdot \ldots \cdot (j_n 1_g)) = (j_1 1_g) \cdot (j_2 1_g) \cdot \ldots \cdot (j_n 1_g),
\]

from which it follows that

\[
\text{st}\mathcal{P}(g, f(P))(j_1 \cdot j_2 \cdot \ldots \cdot j_n) = (j_1 1_g) \cdot (j_2 1_g) \cdot \ldots \cdot (j_n 1_g).
\]

Hence, \( \text{st}\mathcal{P}(g, f(P)) \) and \( \text{st}(\mathcal{P}(g, P)) \) agree on 1-cells—since these are strict functors, they agree on the identity 1-cell of \( h \) i.e. the empty string \( \emptyset h \). Finally, consider a 2-cell

\[
\varphi: j_1 \cdot j_2 \cdot \ldots \cdot j_n \Rightarrow j'_1 \cdot j'_2 \cdot \ldots \cdot j'_m
\]

in \( \text{st}\mathcal{P}(P', P) \) given by a 2-cell

\[
\varphi: ((j_1 \ast j_2) \ast \ldots) \ast j_n \Rightarrow ((j'_1 \ast j'_2) \ast \ldots) \ast j'_m
\]

\(^7\)change of units does not change the composition
in $\mathcal{P}(P', P)$. By definition, $\text{st}(\mathcal{P}(g, P))(\varphi)$ is given by

$$e((j_1 1_g) \cdot (j_2 1_g) \cdot \ldots \cdot (j_n 1_g))$$

$$= e(j_1 \cdot j_2 \cdot \ldots \cdot j_n) 1_g$$

$$\varphi_1 = \implies e((j'_1 1_g) \cdot (j'_2 1_g) \cdot \ldots \cdot (j'_m 1_g))$$

where the unlabeled 2-cell isomorphisms are the unique constraints given by coherence.

Similarly, by definition, $\hat{\text{st}}(\varphi, 1)$ is given by

$$e((j_1 1_g) \cdot (j_2 1_g) \cdot \ldots \cdot (j_n 1_g))$$

$$= (e(j_1 \cdot j_2 \cdot \ldots \cdot j_n), e(1^m_g))$$

$$\implies e((j'_1 1_g) \cdot (j'_2 1_g) \cdot \ldots \cdot (j'_m 1_g))$$

where $\gamma_{n,m} : e(1^m_g) \cong e(1^m_g)$ is the unique constraint 2-cell isomorphism given by coherence. Correspondingly, $\text{st}(\mathcal{P}(g, f(P)))(\varphi) = \text{st}(\otimes_P)(\text{st}(\varphi, 1))$ is given by

$$e((j_1 1_g) \cdot (j_2 1_g) \cdot \ldots \cdot (j_n 1_g))$$

$$\cong \otimes_P (e(j_1 \cdot j_2 \cdot \ldots \cdot j_n), e(1^m_g))$$

$$\implies e((j'_1 1_g) \cdot (j'_2 1_g) \cdot \ldots \cdot (j'_m 1_g))$$

where the unlabeled 2-cell isomorphisms are the unique constraints given by coherence.

If we denote by $\delta_g$ the unique 2-cell isomorphism $e(1^m_g) \cong 1_g$ given by coherence, we can rewrite the above using local functoriality of $\otimes_P$ as follows:

$$e((j_1 1_g) \cdot (j_2 1_g) \cdot \ldots \cdot (j_n 1_g))$$

$$\cong \otimes_P (e(j_1 \cdot j_2 \cdot \ldots \cdot j_n), 1_g)$$

$$\implies e((j'_1 1_g) \cdot (j'_2 1_g) \cdot \ldots \cdot (j'_m 1_g))$$

where the unlabeled 2-cell isomorphisms are the unique constraints given by coherence. Observing that $\delta_m \circ \gamma_{n,m} \circ \delta_n^{-1} = 1_{1_g}$, by coherence, this is clearly exactly the same 2-cell as $\text{st}(\mathcal{P}(g, P))(\varphi)$. Thus indeed, the strict functors $\text{st}(\mathcal{P}(g, f(P))$ and $\text{st}(\mathcal{P}(g, P))$ are literally the same.

We now have to determine the effect of the functors in (2.52) on a 1-cell

$$k = k_1 \cdot k_2 \cdot \ldots \cdot k_l : g \to g'$$

in $\mathcal{P}(P', P')$ (and on the empty string $\Theta_g$ if $g = g'$). Thus we have to compare the pseudonatural transformations $\text{st}(\mathcal{P}(e(k, P)))$ and $(\text{st}\mathcal{P})(k, f(P))$ of strict functors
\[\text{st}(\mathcal{P}(P',P)) \to \text{st}(\mathcal{P}(P',P))\]. Consider again an object \(h \in \text{ob}(\text{st}(\mathcal{P}(P',P))) = \text{ob}(\mathcal{P}(P',P))\). The transformation \(\text{st}(\mathcal{P}(\mathcal{P}(e(k),P)))\) has the same component as \(\mathcal{P}(e(k),P)\) at \(h\) i.e. \(1_h e(k)\), which is a string of length 1. On the other hand, the component of \((\text{st}(\mathcal{P})(k,f(P)))\) at \(h\) is given by

\[\text{st}(\otimes_P)(\hat{\text{st}}(\emptyset_h,k)) = (1_h k_1) \cdot (1_h k_2) \cdot \ldots \cdot (1_h k_l)\]

Thus for the component at \(h\) of the icon-component \(\zeta_h\)—a modification in [\(\text{st}(\mathcal{P}(P',P)), \text{st}(\mathcal{P}(P',P))\)]—of the pseudo-icon component \(\zeta_{P',P}\) i.e. the component at \(h\) of the icon-component, we have to determine a 2-cell

\[(\zeta_k)_h \colon 1_h e(k) \Rightarrow (1_h k_1) \cdot (1_h k_2) \cdot \ldots \cdot (1_h k_l)\]

in \(\text{st}(\mathcal{P}(P',P))\) given by a 2-cell

\[e(1_h e(k)) \Rightarrow e((1_h k_1) \cdot (1_h k_2) \cdot \ldots \cdot (1_h k_l))\]

in \(\mathcal{P}(P',P)\), for which we take the unique invertible constraint 2-cell given by coherence. First, we have to explain why this gives rise to the component of a modification. Thus we have to prove the modification axiom for every 1-cell \(j : h \to h'\) in \(\text{st}(\mathcal{P}(P',P))\) as in (2.53). According to the definition of the strictification \(\text{st}\) on 2-cells i.e. pseudonatural transformations cf. 0.20 and [27, p. 135], the naturality 2-cell of the pseudonatural transformation \(\text{st}(\mathcal{P})(e(k),P)\) is given by unique invertible 2-cells coming from coherence and the naturality 2-cell of the pseudonatural transformation \(\mathcal{P}(e(k),P)\) at \(e(h)\). Now according to the definition A.2, the naturality 2-cell \(\mathcal{P}(e(k),P)\) at \(e(h)\) is given by the 'interchange' 2-cell \(\Sigma_{e(j),e(k)}^{-1}\) of \(\mathcal{P}\). More precisely, the naturality 2-cell in question is given by the 2-cell

\[e((1_{k'} e(k)) \cdot (j_1 1_{g'}) \cdot (j_2 1_{g'}) \cdot \ldots \cdot (j_n 1_{g'}))\]

\[\cong (1_{k'} e(k)) \ast (e(j) 1_{g'}) \Rightarrow (e(j) 1_{g'}) \ast (1_h e(k))\]

\[\cong e((j_1 1_{g'}) \cdot (j_2 1_{g'}) \cdot \ldots \cdot (j_n 1_{g'}) \cdot (1_h e(k)))\]

in \(\mathcal{P}(P',P)\), where the unlabeled invertible 2-cells are the unique 2-cells given by coherence.

According to the definition [27, p. 145] cf. A.2, the naturality 2-cell of the pseudonatural transformation \(\mathcal{P}(k,f(P))\) at \(h\) is given by the interchange 2-cell \(\Sigma_{k_k}^{-1}\) of \(\mathcal{P}\) i.e. the inverse of the single nontrivial composition constraint of the cubical composition functor \(\text{st}(\otimes_P)\hat{\text{st}}\) at \((j, 1_g)\) and \((1_h, k)\). Since \(\text{st}(\otimes_P)\) is strict, this is simply given by the image under \(\text{st}(\otimes_P)\) of the corresponding constraint of \(\hat{\text{st}}\). The latter is an invertible 2-cell

\[(1_{k'}, k_1) \cdot (1_{k'}, k_2) \cdot \ldots \cdot (1_{k'}, k_l) \cdot (j_1, 1_{g'}) \cdot (j_2, 1_{g'}) \cdot \ldots \cdot (j_n, 1_{g'})\]

\[\Rightarrow (j_1, 1_{g'}) \cdot (j_2, 1_{g'}) \cdot \ldots \cdot (j_n, 1_{g'}) \cdot (1_h, k_1) \cdot (1_h, k_2) \cdot \ldots \cdot (1_h, k_l)\]

in \(\text{st}(\mathcal{P}(P',P))\) given by the unique invertible 2-cell

\[e_{j,k} : (e(1_{k'} \cdot j), e(k \cdot 1_{g'})) \Rightarrow (e(j \cdot 1_{h'}), e(1_{g'} \cdot k))\]
in $\mathcal{P}(P',P)$ arising from coherence. Therefore, the naturality 2-cell of $(\text{st}\mathcal{P})(k,fP)$ at $h$ is given by the 2-cell
\[
e((1_h 1_g) \cdot (1_f k_2) \cdot \ldots \cdot (1_f k_1) \cdot (j_1 1_g) \cdot (j_2 1_g) \cdot \ldots \cdot (j_n 1_g))
\]
\[
\cong \otimes_{\mathcal{P}} (e(1^g_h) \cdot f), e(k \cdot 1^g_f))
\]
\[
\cong \otimes_{\mathcal{P}} (e(j \cdot 1^g_h), e(1^g_f \cdot k))
\]
\[
\cong e((1_h 1_g) \cdot (j_2 1_g) \cdot \ldots \cdot (j_n 1_g) \cdot (1_h k_1) \cdot (1_h k_2) \cdot \ldots \cdot (1_h k_l))
\]
in $\mathcal{P}(P',P)$, where the unlabeled invertible 2-cells are the unique 2-cells arising from coherence. The modification axiom now follows from coherence.

If $k = \emptyset_g$, the component of $(\text{st}\mathcal{P})(e(k),P)$ at $h$, given by the corresponding component of $\mathcal{P}(e(k),P)$, looks formally the same $1_h e(k) = 1_h 1_g$. On the other hand, the component of $(\text{st}\mathcal{P})(k, fP)$ is given by
\[
\text{st}(\otimes_{\mathcal{P}})(\text{st}(\emptyset_h, \emptyset_g)) = \emptyset_{hg}.
\]

Thus, we set the icon component
\[
(\zeta_{\emptyset})_h: 1_h 1_g = \emptyset_{hg}
\]
to be given by the unique invertible 2-cell
\[
e(1_h 1_g) = 1_h 1_g = \emptyset_{hg} = e(\emptyset_{hg})
\]
arising from coherence. As above, the 2-cell of $\text{st}\mathcal{P}(e(\emptyset_h),P)$ at $h$ is given by $\Sigma^{-1}_{e(j),e(\emptyset_h)} = \Sigma^{-1}_{e(j),1_g}$ (which is in fact not the identity since $\mathcal{P}$ is not a Gray-category—source and target do not even coincide since horizontal composition with $(1_f 1_k)$ and $(1_h 1_g)$ is not the identity) and coherence isomorphisms.

On the other hand, the naturality 2-cell of $(\text{st}\mathcal{P})(\emptyset_h, fP)$ at $h$ is given by the interchange 2-cell $\Sigma^{-1}_{j,\emptyset_h}$ of $\text{st}\mathcal{P}$, which must be the identity since the composition functor $\text{st}(\otimes_{\mathcal{P}})\text{st}$ of $\text{st}\mathcal{P}$ is cubical. Just as above, the modification axiom is easily seen to follow from coherence for the tricategory $\mathcal{T}$, while it is automatic for $j = \emptyset_h$.

Next, one easily proves the two icon axioms for $\zeta_h$ and naturality. The composition constraint is of the form
\[
(1_h e(k')) \cdot (1_h e(k)) \Rightarrow 1_h (e(k' \cdot k)).
\]
This is given by the unique invertible 2-cell
\[
e((1_h e(k')) \cdot (1_h e(k))) = (1_h e(k')) * (1_h e(k)) \Rightarrow 1_h (e(k' \cdot k)) = e(1_h (e(k' \cdot k)))
\]
arising from coherence. The unit constraint is of the form
\[
\emptyset_{hg} \Rightarrow 1_h 1_g = 1_h e(\emptyset_g)
\]
This is given by the unique invertible 2-cell
\[ e(\theta_{hg}) = 1_{hg} \Rightarrow 1_h1_g = e(1_h1_g) \]
arising from coherence—i.e. the unit constraint \((\otimes_P)_{h,g}\) of the composition functor of \(\mathcal{P}\).

The composition and unit constraints are identities for \((\text{st}\mathcal{P})(-, f(P))\) since this functor is just given by the partial functor of the cubical composition functor of \(\text{st}\mathcal{P}\), which means that it is strict. It is again easily seen that the two icon axioms follow from coherence.

For naturality, let \(\varphi: k \Rightarrow k': g \rightarrow g'\) be a 2-cell in \(\text{st}(\mathcal{P}', \mathcal{P}'')\). Note that the naturality axiom is an equation of modifications, which holds if and only if it holds on components. We now have to determine
\[ \text{st}(\otimes_P)(\text{st}(1_{\emptyset}, \varphi)) . \]
The 2-cell \(\text{st}(1_{\emptyset}, \varphi)\) is given by \((\gamma_{f'}, \varphi)\) in \(\mathcal{P}(\mathcal{P}', P)\). The proof of naturality is then basically as the one above involving \(\gamma_{nm}\) and \(\delta_{n}\) and \(\delta_{m}\), only in the other variable.

Finally, we have to provide invertible 2-cells between the components of the adjoint equivalences \(\chi\) and \(\iota\) corresponding to \(\text{st} \circ \mathcal{P}(\mathcal{P},-) \circ e\) and \((\text{st}\mathcal{P})(-, f(P))\) respectively. According to [27, p. 146] , the component of the adjoint equivalence \(\chi_{g,g'}\) is the pseudonatural transformation \(a\) of \(\text{st}\mathcal{P}\) for \((\text{st}\mathcal{P})(-, f(P))\) (with two variables held fixed)—since everything is the identity on objects, the components of this \(a\) are the same as for \(\mathcal{P}\).

Similarly, for \(\text{st} \circ \mathcal{P}(\mathcal{P},-) \circ e\), the component of \(\chi\) is a pseudonatural transformation with component given by a component of \(a\) of \(\mathcal{P}\) (because \(\chi\) has identity component for \(e\), and identity component for \(\text{st}\) [27, p. 137]). In fact, since this has the same components as the pseudonatural transformation \(a\) for \(\text{st}\mathcal{P}\) with two fixed variables, they must actually coincide since the naturality 2-cells both arise from unique invertible 2-cells given by coherence. This means we can take the identity for the component of the modification \(\Pi_{g,g'}\). If this is a modification, it must be the identity modification, and the modification axiom is exactly the requirement that the naturality 2-cells of the source and target transformations coincide. Since both transformations are given by \(a\), this is clear.

Similarly, \(\iota\) is be given by \(r^*\) for \(\text{st}\mathcal{P}\) in both cases (according to [27, p. 146] cf. A.2). This means we can take the identity for the component of the modification \(M_g\) itself. If this is a modification, it must be the identity modification, and the modification axiom is exactly the requirement that the naturality 2-cells of the source and target transformations coincide. Since both transformations are given by \(r^*\), this is clear.

\(\Pi_{g,g'}\) and \(M_g\) form the components of modifications \(\Pi\) and \(M\), which must thus be identity modifications: if \(\chi_F \neq \chi_G, \iota_F \neq \iota_G\), one has to prove the modification axiom, in other words, that the naturality 2-cells of the source and target transformations coincide, but this follows from coherence.

The tritransformation axioms involve the modifications \(\Pi\) and \(M\), for which we were able to choose the identity modifications, but they do involve naturality 2-cells of the adjoint equivalences of the tritransformations i.e. the ico-icon components. To see that these axioms really hold, first note that the tritransformation axioms simplify considerably because they only contain tricategory constraints for the target \(\mathcal{Gray}\) i.e. a \(\mathcal{Gray}\)-category, so these are trivial. Also, the interchange cells are trivial since the target
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is a \textit{Gray}-category and since the components of the adjoint equivalence of the tritransformation (the ico-icon) are identities.

It is straightforward to determine that all the cells turning up in the tritransformation axioms are given by constraints of \( \mathcal{P} \), and thus these follow from coherence.

\[ \square \]

\textbf{Theorem 2.11.} The bi-equivalence of Theorem 2.10 is natural in \( P \) i.e. forms the component of a tritransformation of functors \( \mathcal{P} \to \text{Tricat}(\text{st} \mathcal{P}^{op}, \text{Gray}) \).

\textbf{Proof.} We have to provide adjoint equivalences

\[ \text{Tricat}(\text{st} \mathcal{P}^{op}, \text{Gray})(1, \zeta_Q) \text{Tricat}(e^{op}, \text{Gray})_{\text{st} \mathcal{P}(-, P), \text{st} \mathcal{P}(-, Q)} \text{Tricat}(\mathcal{P}^{op}, \mathcal{P}(-, P), \mathcal{P}(-, Q)) \mathcal{P}_{P, Q} \]

\[ \Rightarrow \text{Tricat}(\text{st} \mathcal{P}^{op}, \text{Gray})(1, \zeta_P)(\text{st} \mathcal{P}^{op}, \mathcal{P}(-, P), \mathcal{P}(-, Q)) \mathcal{P}_{P, Q} \]

of functors

\[ \mathcal{P}(P, Q) \to \text{Tricat}(\text{st} \mathcal{P}^{op}, \text{Gray})(\text{st} \circ \mathcal{P}(-, P), \mathcal{P}(-, f(Q))) \).

Let \( g \) be an object in \( \mathcal{P}(P, Q) \). Then the component at \( g \) of this adjoint equivalence is a trimodification. Since \( e^{op} \) is the identity on objects, the component at \( P' \in \text{st} \mathcal{P} \) of the tritransformation which is the image under the left hand functor, is the functor \( \text{st} \mathcal{P}(P', P) : \text{st} \mathcal{P}(P', P) \to \text{st} \mathcal{P}(P', P) \) —which sends the object \( h \in \text{ob}(\text{st} \mathcal{P}(P', P)) = \text{ob} \mathcal{P}(P', P) \) to \( gh \) since \( \text{st} \mathcal{P}(P', g) \) and \( \mathcal{P}(P', g) \) agree on objects.

On the other hand, since the hom functors of \( f \) are the identity on objects, we have to consider the composite of the ico-icon \( \zeta_P : \text{st} \mathcal{P}(-, P) \circ e^{op} \Rightarrow st \mathcal{P}(-, f(P)) \) with the tritransformation \( \text{st} \mathcal{P}(-, g) : \text{st} \mathcal{P}(-, f(P)) \Rightarrow \text{st} \mathcal{P}(-, f(Q)) \) for the image of \( g \) under the right hand functor. The component at \( P' \in \text{st} \mathcal{P} \) is the functor \( \text{st} \mathcal{P}(P', P) : \text{st} \mathcal{P}(P', P) \to \text{st} \mathcal{P}(P', Q) \)—sending the object \( h \in \text{ob}(\text{st} \mathcal{P}(P', P)) = \text{ob} \mathcal{P}(P', P) \) to \( gh \).

We maintain that the two functors \( \text{st} \mathcal{P}(P', g) \) and \( \text{st} \mathcal{P}(P', g) \) coincide. Indeed, this follows from the argument at the beginning of the proof of Theorem 2.10 upon replacing \( \mathcal{P} \) by its dual \( \mathcal{P}^{op} \). Thus the two tritransformations have equal components. As the component of a trimodification we thus take the identity pseudonatural transformation.

We next have to provide invertible modifications between the adjoint equivalences of the two tritransformations. As the adjoint equivalences of the ico-icons are themselves icons i.e. have identity components, the components of these modifications must be 2-cells between the components of the adjoint equivalences of the two image tritransformations of \( g \).

According to [27, p. 147] cf. A.2, the adjoint equivalence of the tritransformation \( \text{st} \mathcal{P}(-, g) \) has component given by \( a^* \) of \( \mathcal{P} \) with two variables held constant. As above, this is given by \( a^* \) of \( \mathcal{P} \) because \( e \) and \( f \) are given by the identity on objects and 1-cells. Similarly, the adjoint equivalence of the tritransformation \( (1_{st} \mathcal{P}(-, g)) \ast 1_{e^{op}} \) has component given by \( a^* \) of \( \mathcal{P} \). Thus for the component at \( h \) of the component at \( i \)—itself a modification—of the invertible modification in question, we can take the identity 2-cell. And since both of the pseudonatural transformations above are given, up to coherence, by the adjoint equivalence \( a^* \) with two variables fixed, we can in fact take the identity modification between them. That these identity modifications form the components
of modifications as in the definition of a trimodification follows from coherence—the modification axiom is just the equality of naturality 2-cells, these modifications must thus again be the identity modifications.

Finally, we have to check the two trimodification axioms—this is just the verification of the axioms for the identity trimodification. Summarizing, the alleged adjoint equivalence (2.54) has the identity trimodifications as component—Recall that $\text{Tricat}(\text{st} P^{\text{op}}, \text{Gray})$ is a $\text{Gray}$-category, and that its hom categories are 2-categories in particular. Thus the adjoint equivalence (2.54) must in fact be an icon.

We next have to provide the naturality 2-cell of the adjoint equivalence (2.54) i.e. its icon component at a 1-cell $k$: $g \to g'$ in $P(P, Q)$. These are perturbations between the two image trimodifications.

First, consider the trimodification $1_{\zeta P} \otimes ((1_{\zeta P} \ast P)(-, k)) \ast 1_{\zeta P}$. Its component at $P'$ is the pseudonatural transformation $1_{\zeta P} \otimes \text{st} P(P', k) = 1_{\zeta P} \ast \text{st} P(P', k) = \text{st} P(P', k)$ since $1_{\zeta P}$ is the identity functor. On the other hand, since $f_{P,Q}$ includes $k$ as the string of length 1, we have to consider the trimodification $(\text{st} P)(-, k) \otimes 1_{\zeta P}$: $(\text{st} P)(-, g) \otimes \zeta P \Rightarrow (\text{st} P)(-, g') \otimes \zeta P$. The latter has component at $P'$ the pseudonatural transformation $(\text{st} P)(P', k) \otimes 1_{\zeta P} = (\text{st} P(P', k) \ast 1_{\zeta P}) = (\text{st} P(P', k), \zeta P)$. We maintain that the identity 2-cell of this length-1-string $1_{\zeta P}$ gives rise to the identity modification $\text{st} P(P', k) \Rightarrow (\text{st} P)(P', k)$, which forms the components of a perturbation as wanted. Indeed, upon replacing $P$ by $P^{\text{op}}$, we have provided such a modification in the proof of Theorem 2.10 in the general case of a string $k$ of length $n$. In the case of a string of length 1, this is in fact a modification between the same pseudonatural transformations (i.e. with the same components and naturality 2-cells) with identity components, i.e. the identity modification. The perturbation axiom for a perturbation with identity components is nothing else than the requirement that the invertible modifications of the source and target trimodifications coincide, and this follows from coherence again. This means the adjoint equivalence (2.54) is in fact the identity adjoint equivalence.

Finally, we have to provide invertible modifications $\Pi$ and $M$. These are just invertible modifications between the adjoint equivalences $\chi$ and $\iota$ of the source and target trihomomorphisms of the alleged tritransformation

$$\text{Tricat}(\text{e}^{\text{op}}, \text{Gray})\text{Tricat}(\text{P}^{\text{op}}, \text{st})y P \Rightarrow y^{\text{st}} P f$$ (2.55)

It is clear that the components of these $\chi$ are both given by $a^*$ for $P$. Their naturality 2-cells then match by coherence.

According to [27, p. 148] cf. A.2, the adjoint equivalence $\chi$ for the Yoneda embedding $y P$ is given by $a^*$ for $\text{st} P$ with two variables held fixed, which has the component of $a^*$ for $P$ as its component. Since $\chi$ for $f$ has identity component, this means $\chi$ for the right hand side has component a component of $a^*$ for $P$ with two variables held fixed. The component of the adjoint equivalence $\chi$ for the left hand side is the same as the component of the adjoint equivalence for $y P$ because $e$ and $st$ are the identity on objects and 1-cells. Now the component of $\chi$ for $y P$ must also be given by a component of $a^*$ for $P$ A.2. This means the adjoint equivalences $\chi$ are the same for source and target of (2.55). Similar arguments apply to the adjoint equivalences $\iota$. This means we can take $\Pi$ and $M$ to be the identity modifications.
2.6 The Yoneda lemma for tricategories

With the results on functor tricategories from Appendix A, we are now ready to prove the Yoneda lemma for tricategories. Given a tricategory $P$, the 3-globular set

$$\text{Tricat}(P^{op}, \text{Bicat})$$

of trihomomorphisms, tritransformations, trimodifications, and perturbations locally has the structure of a bicategory: it is not hard no write down the horizontal composition of trimodifications and the horizontal and vertical composition of perturbations cf. Theorem A.1.

Since whiskering on the left with strictification $st$ gives rise to local biequivalences cf. Proposition A.6, one can give $\text{Tricat}(P^{op}, \text{Bicat})$ the structure of a tricategory via the Transport of structure theorem [27, Theorem 7.22] as we do it in Theorem A.4.

**Theorem 2.12** (The Yoneda lemma for tricategories). Given a small tricategory $P$ and a trihomomorphism $A: P^{op} \to \text{Bicat}$, evaluation of the component at $P$ at the identity induces a biequivalence

$$\text{Tricat}(P^{op}, \text{Bicat})(P^{op}(-, P), A-) \cong AP,$$  \hspace{1cm} (2.57)

which is natural in $P$ meaning that these biequivalences form the components of a biequivalence

$$\text{Tricat}(P^{op}, \text{Bicat})(-, A)^{op} \Rightarrow A$$  \hspace{1cm} (2.58)

in $\text{Tricat}(P^{op}, \text{Bicat})$ where $Y: P \to \text{Tricat}(P^{op}, \text{Bicat})$ is the Yoneda embedding cf. Theorem A.5.

**Proof.** The existence of biequivalences as in (2.57) is proved by the following chain of biequivalences, where $P'$ denotes the triequivalent $\text{Gray}$-category obtained from $P$ by its local strictification $stP$ and the cubical Yoneda embedding, and where $(e, f)$ and $(y, w)$ denote the corresponding triequivalences. Note in particular that $e$ and $f$ are the identity on objects and locally given by the functors of the same name between $P(P, Q)$ and its strictification $st(P, Q)$.

$$\text{Tricat}(P^{op}, \text{Bicat})(P^{op}(-, P), A)$$

$$\cong \text{Tricat}(P^{op}, \text{Gray})(stP^{op}(-, P), stA)$$

$$\cong \text{Tricat}((P')^{op}, \text{Gray})(st(P^{op}(-, P) e^{op} w^{op}, stA e^{op} w^{op})$$

$$\cong \text{Tricat}((P')^{op}, \text{Gray})(st(P^{op}(-, P) e^{op} w^{op}, (stA e^{op} w^{op})_{b})$$

$$\cong \text{Tricat}_{b}((P')^{op}, \text{Gray})(i(stP^{op}(-, f(P)) w^{op}, (stA e^{op} w^{op})_{b})$$

$$\cong \text{Tricat}_{b}((P')^{op}, \text{Gray})(i(P^{op}(-, y(f(P))), (stA e^{op} w^{op})_{b})$$

$$\cong \text{Tricat}_{b}((P')^{op}, \text{Gray})(i(P^{op}(-, y(f(P))), iL(stA e^{op} w^{op})_{b})$$

$$\cong (stA e^{op} w^{op})_{b}(y(f(P)))$$

$$\cong (stA e^{op} w^{op})(y(f(P)))$$

$$\cong AP.$$
The first biequivalence is induced by the construction of the functor tricategory $\text{Tricat}(\mathcal{P}^{\text{op}}, \text{Bicat})$ by transport of structure from the biequivalences $\text{st}^* : \text{Tricat}(\mathcal{P}^{\text{op}}, \text{Bicat}) \rightarrow \text{Tricat}(\mathcal{P}^{\text{op}}, \text{Gray})(\text{st}\mathcal{P}^{\text{op}}(-, P), \text{st} A)$ (2.59)
given by whiskering on the left with the strictification functor $\text{st}$, cf. Theorem A.4. Its naturality in $P$,
$$\text{Tricat}(\mathcal{P}^{\text{op}}, \text{Bicat})(-, A)^{\text{op}} \Rightarrow \text{Tricat}(\mathcal{P}^{\text{op}}, \text{Gray})(-, \text{st} A)\text{st}^* Y$$ (2.60)
follows from naturality of the comparison of representables
$$\text{Tricat}(\mathcal{P}^{\text{op}}, \text{Bicat})(-, A) \Rightarrow \text{Tricat}(\mathcal{P}^{\text{op}}, \text{Gray})(-, \text{st} A)\text{st}^*$$ (2.61)
cf. Theorem 2.8.

The second biequivalence is the biequivalence $(\text{ew})^*$ given by whiskering on the right with the triequivalence $\text{ew} : \mathcal{P}' \cong \mathcal{P}$ cf. Theorem A.9. For its naturality in $P$,
$$\text{Tricat}(\mathcal{P}^{\text{op}}, \text{Gray})(-, \text{st} A)\text{st}^* Y^{\text{op}} \Rightarrow \text{Tricat}(\mathcal{P}^{\text{op}}, \text{Gray})(-, \text{st} Ae^{\text{op}}((\text{ew})^*)^{\text{op}}\text{st}^* Y$$
ote that $(\text{ew})^*$ is a $\text{Gray}$-functor, see Theorem A.6. Hence, naturality in $P$ follows from naturality of the obvious comparison of representables of $\text{Gray}$-categories.

For the third biequivalence, note that we can replace each local functor of $\text{st}A^{\text{op}} : \text{st}\mathcal{P}^{\text{op}} \rightarrow \text{Gray}$ by an equivalent strict functor. The same then applies to $\text{st}A^{\text{op}} W^{\text{op}} : \text{st}\mathcal{P}^{\text{op}} \rightarrow \text{Gray}$ because $W$ is locally strict and $\text{st}A^{\text{op}} W^{\text{op}}$ denotes the biequivalent locally strict functor obtained from change of local functors cf. Theorem 2.5. Replacing $\text{st}A^{\text{op}} W^{\text{op}}$ by $(\text{st}A^{\text{op}} W^{\text{op}})$ gives rise to a biequivalence as required, which is clearly natural in $P$.

The fourth biequivalence and its naturality in $P$ follow from Theorems 2.10 and 2.11.
The fifth biequivalence and its naturality in $P$ follow from Theorems 2.7 and 2.7.
The sixth biequivalence follows from the fact that the unit of the adjunction $L \dashv i$ from Chapter 1 is a biequivalence cf. Theorem 1.8. Its naturality in $P$ is obvious.

The seventh biequivalence is Theorem 2.3—the Yoneda lemma for $\text{Gray}$-categories and locally strict trihomomorphisms.
In the eighth biequivalence we go back from the biequivalent $(\text{st}A^{\text{op}} W^{\text{op}})_n$ obtained from change of local functors to $\text{st}A^{\text{op}} W^{\text{op}}$ again.
The ninth biequivalence follows from the fact that in $\text{Bicat} \rightarrow \text{Bicat}$ is biequivalent to the identity trihomomorphism, where $\text{in}$ is inclusion.
Recalling how the strictification acts on functors, pseudonatural transformations, and modifications, noting that $e$ and $w$ are the identity on objects and recalling that $(\text{st}A^{\text{op}} W^{\text{op}})_n$ agrees with $\text{st}A^{\text{op}} W^{\text{op}}$ on objects, shows that evaluation of the component at $P$ at the identity as in Lemma 2.11 induces a biequivalence as well.
Chapter 3

A three-dimensional descent construction

In this chapter we give a new definition of the descent construction for a trihomomorphism

\[ \mathcal{X}: C^{\text{op}} \rightarrow \text{Bicat}, \]  

(3.1)

where \( C \) is a small category considered as a locally discrete tricategory, and where \( \text{Bicat} \) is the tricategory of bicategories. Such a trihomomorphism has been called a presheaf in bicategories in Nikolaus and Schweigert [61]. The descent construction for \( \mathcal{X} \) is another such trihomomorphism

\[ \text{Desc}(\mathcal{X}): [\Delta_\Delta^{\text{op}}, C]^{\text{op}} \rightarrow \text{Gray} \]  

(3.2)

from the dual of the category of simplicial objects in \( C \) i.e. the functor category \([\Delta_\Delta^{\text{op}}, C]\). Note here that we here use the subcategory \( \Delta_\delta \) of the simplex category \( \Delta \) spanned by the coface maps in order to compare the construction with the descent construction of Nikolaus and Schweigert [61].

On a simplicial object \( \Gamma \), the descent construction would usually be defined by singling out data with coherence conditions from the pseudocosimplicial bicategory given by the composite trihomomorphism \( \mathcal{X}\Gamma^{\text{op}} \). The cocycle condition for transition functions of a bundle on three-fold intersections is an example of this. In this case, we would take \( C \) to be the category \( \text{Man} \) of smooth manifolds. Then an open covering provides a simplicial space via multiple intersections. When \( \mathcal{X} \) is the presheaf of smooth functions into the structure group, \( \text{Desc}(\mathcal{X}) \) should associate to this simplicial space a bicategory related to principal bundles in terms of transition functions for this open covering. Expanding on such ideas an explicit definition of \( \text{Desc}(\mathcal{X}) \) has been given in [61]. Starting with the presheaf of principal bundles, the authors have shown that the descent construction leads to the notion of bundle gerbes via a plus construction. However, the definition suppresses coherence isomorphisms and equivalences, which is why we propose a new definition.
3.1 THE DEFINITION OF THE DESCENT CONSTRUCTION

Let \( \ast : \Delta_\delta \to \text{Bicat} \) denote the constant trihomomorphism at the unit 2-category \( I \).

**Definition 3.1.** Given a trihomomorphism \( X : C^{\text{op}} \to \text{Bicat} \) on the dual of a small category \( C \), the descent construction for \( X \),

\[
\text{Desc}(X) : [\Delta^{\text{op}}_\delta, C]^{\text{op}} \to \text{Bicat}
\]

is defined to be the composite of the trihomomorphism

\[
X_* : [\Delta_\delta, C^{\text{op}}] \to \text{Tricat}(\Delta_\delta, \text{Bicat})
\]

and the trihomomorphism

\[
\text{Tricat}(\Delta_\delta, \text{Bicat})(\ast, -) : \text{Tricat}(\Delta_\delta, \text{Bicat}) \to \text{Bicat},
\]

where \( X_* \) is whiskering on the left with the trihomomorphism \( X \) cf. A.4 and \( \text{Tricat}(\Delta_\delta, \text{Bicat})(\ast, -) \) is the representable of the functor tricategory \( \text{Tricat}(\Delta_\delta, \text{Bicat}) \) cf. A.2.

In particular, given a simplicial object \( \Gamma : \Delta^{\text{op}}_\delta \to C \) in \( C \), the bicategory of descent data,

\[
\text{Desc}(X)(\Gamma) = \text{Tricat}(\Delta_\delta, \text{Bicat})(\ast, X^\Gamma_{\text{op}}),
\]

is the bicategory of tritransformations \( \ast \Rightarrow X^\Gamma_{\text{op}} \).

**Remark 3.1.** Several remarks on this definition have to be made. First, note that the ordinary functor category \( [\Delta^{\text{op}}_\delta, C]^{\text{op}} \cong [\Delta_\delta, C^{\text{op}}] \) coincides with the functor tricategory \( \text{Tricat}(\Delta_\delta, C^{\text{op}}) \). Second, we prove in Theorem A.3 that whiskering on the left gives rise to a trihomomorphism as required, where \( \text{Tricat}(\Delta_\delta, \text{Bicat}) \) inherits its tricategory structure from the \( \text{Gray} \)-category \( \text{Tricat}(\Delta_\delta, \text{Gray}) \) via transport of structure cf. Theorem A.4. Third, the definition involves the composite of trihomomorphisms cf. A.3.

Just at the set of natural transformations between two fixed ordinary functors can be described as an end, the bicategories of tritransformations (3.6) can be understood as a simple tricategorical limit. The concept of such a ‘trilimit’ is introduced in Power [65, Def. 7.3] as a ‘trirepresentation’ much like the concept of a weighted limit in enriched category theory cf. (1.26). Indeed we will see in the next section that the bicategories of descent data strictify to 2-categories of \( \text{Gray} \)-natural transformations cf. (3.9), and the latter constitute a simple \( \text{Gray} \)-enriched limit. This is why we say that the descent construction \( \text{Desc}(X) \) is given by a simple tricategorical limit. Correspondingly, we call the constant trihomomorphism \( \ast : \Delta_\delta \to \text{Bicat} \) at the unit 2-category \( I \) the weight of the three-dimensional descent construction.
3.2 Strictification of the descent construction

In order to compare Definition 3.1 with the descent construction from Nikolaus and Schweigert [61], we have to make the transition to the Gray-enriched context.

On objects, it is obvious how we have to strictify the bicategories of descent data (3.1). Namely, whiskering on the left with the strictification functor \( \text{st}: \text{Bicat} \to \text{Gray} \) gives rise to biequivalences

\[
\text{st}^*: \text{Tricat}(\Delta_\delta, \text{Bicat})(*, X^{*\text{op}}) \to \text{Tricat}(\Delta_\delta, \text{Gray})(\text{st}*, \text{st}X^{*\text{op}}).
\]

(3.7)

Now note that the strict functor \( e: \text{st}I \to I \) has a strict biequivalence-inverse given by the strict functor that sends the single object in \( I \) to the single object in the strictification \( \text{st}I \) of \( I \). It follows that the constant Gray-functors \( \text{st}^* \) and \( * \) are biequivalent in the functor tricategory \( \text{Tricat}(\Delta_\delta, \text{Gray}) \). On the other hand, the composite trihomomorphism \( \text{st}X \) is biequivalent to a locally strict trihomomorphism \( (\text{st}X \text{ls}) \) by Corollary 2.6 from Chapter 2. Hence, we apply the hom adjunction of the left adjoint \( L \) to the inclusion \( i: [\Delta_\delta, \text{Gray}] \to \text{Tricat}_{\text{ls}}(\Delta_\delta, \text{Gray}) \) from Chapter 1 and the fact that its unit is a strict biequivalence to obtain the isomorphism below

\[
\text{Tricat}(\Delta_\delta, \text{Gray})(*, i(L(\text{st}X \text{ls})^{\text{op}})) \cong [\Delta_\delta, \text{Gray}](L*, L(\text{st}X)^{\text{op}}) \text{.}
\]

(3.8)

Summing up, this gives rise to the biequivalence

\[
\text{Desc}(X)(\Gamma) \cong [\Delta_\delta, \text{Gray}](L*, L(\text{st}X)^{\text{op}}).
\]

(3.9)

Since the composition \( \text{st} \) of the strictification \( \text{st}: \text{Bicat} \to \text{Gray} \) and the inclusion \( i: [\Delta_\delta, \text{Gray}] \to \text{Tricat}_{\text{ls}}(\Delta_\delta, \text{Gray}) \) from Chapter 1 and the fact that its unit is a strict biequivalence in \( \Gamma \) to give rise to a strictification of the descent construction itself:

\[
\text{Desc}(X) \cong \text{in}[\Delta_\delta, \text{Gray}](L*, -)[1, L(\text{st}X)^{\text{op}}] \text{.}
\]

(3.10)

**Remark 3.2.** The representable \([\Delta_\delta, \text{Gray}](L*, -)\) and \([1, L(\text{st}X)^{\text{op}}]\) are both Gray-functors, where the latter is given by postcomposition with \( L(\text{st}X)^{\text{op}} \) on objects. The strictification (3.10) motivates the following definition of a descent construction for Gray-functors.

**Definition 3.2.** Given a Gray-functor \( X: C^{\text{op}} \to \text{Gray} \) on the dual of a small category \( C \), the descent construction for \( X \) is defined by the Gray-functor:

\[
\text{Desc}(X) : [\Delta_\delta, \text{Gray}](L*, -)[1, X]: [\Delta_\delta^{\text{op}}, C]^{\text{op}} \to \text{Gray}
\]

(3.11)

In particular, given a simplicial object \( \Gamma : [\Delta_\delta^{\text{op}}, C] \to C \) in \( C \), the 2-category of descent data,

\[
\text{Desc}(X)(\Gamma) = [\Delta_\delta, \text{Gray}](L*, X^{\text{op}}^{\text{op}}) \text{.}
\]

(3.12)

is the 2-category of Gray-natural transformations \( L* \Rightarrow X^{\text{op}}^{\text{op}} \).

\(^1\)involving Theorems 2.8, A.6, and Prop. A.16
Recall that the left adjoint $L$ is given on objects by forming the codescent object of the associated codescent diagram. Since $\ast$ is a Gray-functor, this is the codescent object of a strict codescent diagram as we have analyzed it in Chapter 2. In the next section 3.3 we identify the codescent object $L\ast$ explicitly. This allows us to justify our definition of the descent construction in Section 3.4, where we prove that the strict descent construction of Definition 3.2 coincides with the descent construction from Nikolaus and Schweigert [61].

3.3 The codescent object of the weight of the descent construction

Let again $I: \text{Cat} \rightarrow \text{Gpd}$ be the groupoidification functor cf. Def. 2.2, and let $I_\ast$ be its composition with the inclusions $\Delta_\delta \rightarrow \text{Cat}$ and $\text{Gpd} \rightarrow \text{2Cat}$. In this section we consider a slight variation of the strictification $\text{st}X$ of a small 2-category $X$, where the length-1-strings in an identity 1-cell of $X$ are identified with the corresponding empty string i.e. the identity 1-cell in the 2-category $\text{st}X$. Obviously, this identification may be carried out by adjoining equations of 1-cells for each object of $X$. This process has the form of a pushout over the small set of objects of the 2-category $X$—a colimit whose existence is ensured by the cocompleteness of $\text{2Cat}$. We denote the resulting 2-category by $\text{st}'X$. It is obvious that $\text{st}'$ can be extended to normalized pseudofunctors, pseudonatural transformations of normalized pseudofunctors (for respect of units we need that $X$ is a 2-category), and modifications of the latter.

The strictification $\text{st}'X$ classifies normalized pseudofunctors: a 2-functor $\text{st}'X \rightarrow Y$ corresponds precisely to a normalized pseudofunctor $X \rightarrow Y$. In fact, there is a natural isomorphism of 2-categories

$$[\text{st}'X, Y] \cong \text{Bicat}_n(X, Y),$$

(3.13)

where on the right, we have the 2-category of normalized pseudofunctors, pseudonatural transformations, and modifications.

**Theorem 3.1.** The codescent object $X$ for the codescent diagram $X_\ast$ associated with the constant Gray-functor $\ast: \Delta_\delta \rightarrow \text{Gray}$ is biequivalent in $[\Delta_\delta, \text{Gray}]$ to the composite Gray-functor $\text{st}'I_\ast: \Delta_\delta \rightarrow \text{Gray}$.

**Proof.** The proof is organized as follows. We first produce a Gray-natural transformation $\nu: X_0 \rightarrow \text{st}'I_\ast$ which satisfies the assumptions in the first part of the universal property of the codescent object, and so gives rise to a Gray-natural transformation $\varphi: X \rightarrow \text{st}'I_\ast$ such that $\varphi x = \nu$ cf. Lemma 3.1 below. Next, we construct a Gray-natural transformation $\psi: \text{st}'I_\ast \rightarrow X$ such that, firstly,

$$\varphi \psi = 1_{\text{st}'I_\ast},$$

(3.14)

cf. Lemma 3.2 below. Secondly, $\psi \varphi$ and $1_X$ satisfy the conditions in the second part of the universal property of $X$ cf. Lemma 3.3 below such that we can employ Lemma 2.5 from 2.1 to show that there is an adjoint equivalence between $\psi \varphi$ and $1_X$ in $[\text{ob}\Delta_\delta, \text{Gray}]^\text{F} \cong [\Delta_\delta, \text{Gray}]$. This completes the proof that $X$ and $\text{st}'I_\ast$ are biequivalent in $[\Delta_\delta, \text{Gray}]$. $\square$
Construction of $\nu$. Recall that $X_0 = T^*$ has the following form on objects cf. (1.38) from 1.3.2:

$$X_0([j]) = \Sigma_{k \in \mathbb{N}_0} \Delta_0([k], [j]) \otimes I \cong \Sigma_{k \in \mathbb{N}_0} \Delta_0([k], [j]).$$

In particular, the $\text{Gray}$-functor $X_0$ factorizes through the sub-$\text{Gray}$-category of discrete 2-categories. For $j = 0$, notice that $\Delta_0([k], [0])$ is isomorphic to $I$ for $k = 0$ (with single object the identity of $[0]$) and empty otherwise. On the other hand $\text{st}' I_0 = [0]$. Hence, we define $\nu_0: X_0([0]) \to \text{st}' I_0$ by

$$\nu_0(1_{[0]}) = 0 \in \text{st}'([0]) = [0].$$

(3.15)

Given a morphism $\delta: [0] \to [j]$ in $\Delta_0$, observe that $X_0(\delta)(1_{[0]}) = \delta 1_{[0]} = \delta$. Hence, we define

$$\nu_j(\delta) = (\text{st}' I_0)(\delta)(0) = \delta(0)$$

(3.16)

in $\text{st}' I_j$ using that $(\text{st}' I_0)(\delta)$ agrees with $\delta$ on objects. Notice that we have first defined the component of $\nu$ at $[0]$ as a 2-functor $I \to \text{st}'[0] = [0]$ by specifying its image on the single object $1_{[0]}$. The component of $\nu$ at $[j]$ is given by a 2-functor

$$\Sigma_{k \geq 0} \Delta([k], [j]) \to \text{st}' I_j$$

(3.17)

of which we defined the component at $k = 0$,

$$\Delta([0], [j]) \to \text{st}' I_j,$$

(3.18)

by specifying its image in $\text{ob}(\text{st}' I_j) = \text{ob}[j]$ on each of the objects $\delta$ in such a way that this prescription is natural with respect to $\delta$ considered as a morphism in $\Delta_0$.

We now define it on a general morphism $\epsilon: [k] \to [j]$ by

$$\nu_j(\epsilon) := \nu_j(\epsilon \delta_k \delta_{k-1} \ldots \delta_1),$$

(3.19)

where $\delta_j$ is the coface map in $\Delta_0$. That is, $\delta_j: [n] \to [n+1]$ is the unique order-preserving injection whose image does not contain $j$, so $\delta_0 \delta_{k-1} \ldots \delta_1: [0] \to [k]$ is the unique order preserving injection which sends $0$ to $0$. This prescription is in fact $\text{Gray}$-natural since for $\gamma: [j] \to [l]$ in $\Delta$ we have:

$$\nu_l((X_0(\gamma))(\epsilon)) = \nu_l(\gamma \epsilon) = \nu_l(\gamma \epsilon \delta_k \delta_{k-1} \ldots \delta_1) = \gamma \epsilon \delta_k \delta_{k-1} \ldots \delta_1(0) = \gamma(\nu_j(\epsilon \delta_k \delta_{k-1} \ldots \delta_1)) = (\text{st}' I_0)(\gamma)(\nu_j(\epsilon)).$$

Lemma 3.1. The $\text{Gray}$-natural transformation $\nu$ satisfies the conditions in the first part of the universal property for $X$. 

\textit{Proof.} We have to define an adjoint equivalence 1-cell \( \tilde{\epsilon} : \nu d_1 \Rightarrow \nu d_0 \) in the hom 2-category \([\Delta_0, \text{Gray}](X_1, \text{st}' \mathcal{L})\) of the functor \text{Gray}-category. In general, there are two conditions on the components of such a 1-cell cf. Corollary 1.5 from 1.5.3. However, the condition (1.63) on interchange cells is vacuous since the domain \( \Delta_0 \) is a category. Hence, there remains the naturality condition (1.62). The components

\[ \tilde{\epsilon}_j : \nu_j(d_1) \Rightarrow \nu_j(d_0)_j \]

of \( \tilde{\epsilon} \) are pseudonatural transformations. Let \( \delta : [k] \to [j] \) and \( \delta' : [j] \to [l] \) be morphisms in \( \Delta \), then the naturality condition requires that

\[ (\tilde{\epsilon}_l)_{\delta', \delta} = (\tilde{\epsilon}_j)_{\delta'}(\delta')((\tilde{\epsilon}_j)_1)_{\delta, \delta} = (st' \mathcal{L}_*)((\tilde{\epsilon}_j)_1)_{\delta, \delta} . \]

A specification of adjoint equivalences \( (\tilde{\epsilon}_j)_1 \) for all \( j, k \) and all \( \delta : [k] \to [j] \) hence determines a 1-cell \( \tilde{\epsilon} : \nu d_1 \Rightarrow \nu d_0 \) as wanted \( ((\tilde{\epsilon}_j)_1)_{\delta, \delta} \) is trivially a pseudonatural transformation for fixed \( j \) because there are no nontrivial 1- and 2-cells in \( X_1([j]) \).

According to our definition (3.19) and (3.15) of \( \nu \) and since \( d_1(1_{[j]}, \delta) = 1_{[j]} \) and \( d_0(1_{[j]}, \delta) = \delta \), we have to specify adjoint equivalences

\[ (\tilde{\epsilon}_j)_1 : \delta \cdot \delta_1 \cdot \delta_2 \cdots \delta_1(0) \Rightarrow \delta_1 \cdot \delta_2 \cdots \delta_1(0) \quad (3.20) \]

i.e.

\[ (\tilde{\epsilon}_j)_1 : 0 \Rightarrow \delta(0) \quad (3.21) \]

in \( \text{st}' \mathcal{I}_j \). We choose (3.20) to be the shortest adoint equivalence in \( \text{st}' \mathcal{I}_j \)—i.e. the length-1-string in the unique isomorphism in \( \mathcal{I}_j \). Note that this is the identity i.e. empty string in case that \( \delta(\delta_1 \cdot \delta_2 \cdots \delta_1(0)) = \delta(0) = 0 \). For example, if \( j = 1 \) and \( k = 0 \) and \( \delta = \delta_0 \), this means that

\[ (\tilde{\epsilon}_1)_1 = 01 : 0 \Rightarrow 1 \]

as a length-1-string in \( \text{st}' \mathcal{I}_1 \). The 1-cell \( \tilde{\epsilon} \) has an apparent right adjoint equivalence-inverse \( \tilde{\epsilon} : \nu d_0 \Rightarrow \nu d_1 \).

We now have to construct invertible 2-cells

\[ \bar{M} : (\tilde{\epsilon} 1_{d_0}) \ast (\tilde{\epsilon} 1_{d_1}) \Rightarrow (\tilde{\epsilon} 1_{d_1}) \]

and

\[ U : \tilde{\epsilon} 1_{d_0} \Rightarrow 1_{\nu} \]

in the hom 2-categories \([\Delta, \text{Gray}](X_2, \text{st}' \mathcal{L})\) and \([\Delta, \text{Gray}](X_0, \text{st}' \mathcal{L})\) respectively. Such 2-cells are given by component-2-cells \( M_j \) and \( U_j \) in \( \text{Gray} \)—i.e. modifications for each \( [j] \) in \( \Delta \)—which are subject to a naturality condition cf. Corollary 1.5 from 1.5.3. Let \( \delta : [k] \to [j], \delta' : [j] \to [l], \text{ and } \delta'' : [l] \to [m] \) be morphisms in \( \Delta \). Then the naturality conditions require that

\[ (M_m)_{\delta'', \delta', \delta} = (M_m)_{\delta''}((\tilde{\epsilon} 1_{d_0}) \ast (\tilde{\epsilon} 1_{d_1}) \Rightarrow (\tilde{\epsilon} 1_{d_1}))) \quad (3.22) \]
and

\[(U_j)_{\delta} = (U_j)_{\epsilon_i(\delta)(1_{[1]})} = (st'I_\bullet(\delta))(U_k)_{1_{[1]}} \]  \hspace{1cm} (3.23)

Since by definition of $\tilde{e}_k$ and $\nu_k$ we have

\[(\tilde{e}_k)_{\alpha(1_{[1]})} = (\tilde{e}_k)_{1_{[1]},1_{[1]}} = 1_{\delta_1 \delta_2 \ldots \delta_{1(0)}} = 1_{\nu_k(1_{[1]})} \]

we can take

\[(U_k)_{1_{[1]}}: (\tilde{e}_k)_{\nu_k(1_{[1]})} \rightarrow 1_{\nu_k(1_{[1]})} \]

to be the identity 2-cell. For fixed $k$, this is trivially a modification (the identity modification) and the prescription is extended to a 2-cell in $[\Delta, Gray](X_1, st'I_\bullet)$ according to (3.23).

For

\[(\bar{M}_{1})_{1_{[1]},\delta'}: ((st'I_\bullet(\delta')(\tilde{e}_1)_{1_{[1]},\delta'})) \ast (\tilde{e}_1)_{1_{[1]},\delta'} \Rightarrow (\tilde{e}_1)_{1_{[1]},\delta'} \]

we take the unique invertible 2-cell between those parallel 1-cells in $st'I_\bullet$. For fixed $l$, these trivially give rise to modifications, and this prescription is extended to a 2-cell in $[\Delta, Gray](X_3, st'I_\bullet)$ according to (3.22).

The three axioms in the first part of the universal property of the codescent object reduce to equations of 2-cells in some $st'I_n$, which must hold since any equation of parallel 2-cells holds in $st'I_n$.

Thus by the first part of the universal property of the codescent object $X$, there is a unique 1-cell i.e. $Gray$-natural transformation $\varphi: X \rightarrow st'I_\bullet$ such that $\varphi x = \nu$, $1_x \epsilon = \bar{e}$, $1_x M = \bar{M}$, and $1_x U = \bar{U}$.

**Construction of $\psi$:** Let $\iota: [0] \rightarrow [j]$ be the unique (order preserving) function sending 0 to $i$ where $0 \leq i \leq j$. Then $(st'I_\bullet)(\iota)$ is the unique 2-functor $st'[0] = [0] \rightarrow st'[j]$ sending 0 to $i$. Thus each component

\[\alpha_i: st'I_j \rightarrow X([j])\]

of a $Gray$-natural transformation $\alpha: st'I_\bullet \rightarrow X$ is determined on objects by its component $\alpha_0$ at $[0]$. Namely, for each $i \in ob(st'I_j) = ob[j]$ we have

\[\alpha_i(i) = \alpha_i((st'I_\bullet)(\iota)(0)) = X(\iota)(\alpha_0(0)) \]  \hspace{1cm} (3.24)

Thus the components of $\psi$ are determined on objects by the prescription

\[\psi_0(0) = x_0(1_{[0]}) \in X([0]) \]  \hspace{1cm} (3.25)

Note that by $Gray$-naturality of $x$ we have

\[\psi_i(i) = X(\iota)(\psi_0(0)) \hspace{1cm} \text{(by (3.24))}
= X(\iota)(x_0(1_{[0]}) \hspace{1cm} \text{(by nat. of $x$)}
= x_i(X_0(\iota)(1_{[0]})) \hspace{1cm} \text{(by (3.25))}
= x_i(1_{[0]}) = x_i(i).\]
Thus since we have already determined $\xi$ preserving function $I$ where

\[
\psi_j(\nu_j(\delta)) = \psi_j(\delta_1\delta_k...\delta_1(0)) = x_j(\delta_1\delta_k...\delta_1)
\]

because $\delta_1\delta_k...\delta_1$ clearly sends 0 to $\delta_1\delta_k...\delta_1(0)$.

Next we define $\psi_j$ on 1-cells. Let $f$ be a 1-cell in $st'I_j$. This is a string $f_1 \cdot f_2 \cdot \ldots \cdot f_n$ of length greater or equal to 1 of morphisms in $I_j$ (the empty string was identified with the length-1-string in the identity 1-cell). Since $\psi_j$ is supposed to be a 2-functor, we define it on length-1-strings and extend this prescription to general strings by strictness. Hence, let $f$ be a length-1-string given by a 1-cell $f$ of the same name in $I_j$. The latter is either a morphism from $[j]$ or its inverse in $I_j$. Assume that the former is the case. Note that $f$ is necessarily an adjoint equivalence in $st'(I_j)$. Let $\zeta : [1] \rightarrow [j]$ be the unique order preserving function sending 01 to $f$ where $0 \leq i < j$. Then $st'\zeta(\zeta)$ is the unique 2-functor $st'(I_1) \rightarrow st'(I_j)$ sending the free-living adjoint equivalence 01 in $st'(I_1)$ to the adjoint equivalence $f$ in $st'(I_j)$.

Again, if $\psi$ is to be $\text{Gray}$-natural, we must have

\[
\psi_j(f) = \psi_j((st'\zeta)(\zeta)(01)) = X(\zeta)(\psi_1(01)) .
\]

Hence, specifying the effect of $\psi_1$ on 01 appropriately determines the component 2-functors $\psi_j$ of $\psi$ on arbitrary 1-cells. We define $\psi_1 : st'I_1 \rightarrow X([1])$ to be the 2-functor on the free living adjoint equivalence corresponding to the normalized pseudofunctor $\tilde{\psi}_1 : I_1 \rightarrow X([1])$ determined by sending the nontrivial isomorphism 01 to the following adjoint equivalence in $X([1])$. We know that $\psi_1(0) = x_1(\delta_1)$, $\psi_1(1) = x_1(\delta_0)$, $d_0(1[1],[\delta_1]) = 1[1][\delta_1] = \delta_1$ and similarly $d_0(1[1],\delta_0) = \delta_0$, and $d_1(1[1],[\delta_1]) = 1[1]$ and $d_1(1[1],\delta_0) = 1[1]$. Hence, we define

\[
\psi_1(01) := (e_1)_1[1][\delta_1] \cdot (e_1^*)_1[1][\delta_1] .
\]

Next note that the component 2-functor $\psi_j : st'I_j \rightarrow X([j])$ corresponds to a normalized pseudofunctor $\tilde{\psi}_j : I_j \rightarrow X([j])$. Naturality of $\psi$ is tantamount to naturality of $\tilde{\psi}_j : I_j \rightarrow X$ where $I_j$ and $X$ are considered as ordinary functors $\Delta \rightarrow 2\text{Cat}_{ps}$.

Let now $f$ and $g$ be composable 1-cells in $I_j$, $j > 2$. Then there is a unique order preserving function $\xi : [2] \rightarrow [j]$ such that $fg$ is the image under $I_*\xi([2])$ of a unique composite $f'g'$ in $I_2$.

If $\tilde{\psi}$ is to be natural, we must have the following equality of composition constraints

\[
(\tilde{\psi}_j)_{f'g'} = (\tilde{\psi}_j)_{I_*\xi([f']^\prime,I_*\xi([g']^\prime))} = X(\xi)(\tilde{\psi}_2)(f'g') .
\]

Thus since we have already determined $\tilde{\psi}_j$ on objects and 1-cells and since $I_j$ only has identity 2-cells, we will have defined the data of the normalized pseudofunctor $\tilde{\psi}_j$ as soon as we determine the composition constraints for $\tilde{\psi}_2$. Then it only remains to prove the axioms of a normalized pseudofunctor.
Next note that the composition constraints \((\tilde{\psi}_2)_{01,10}\), \((\tilde{\psi}_2)_{12,21}\), and \((\tilde{\psi}_2)_{02,20}\) are already determined by naturality and the definition of \(\tilde{\psi}_1\). In fact, the only constraint that we have to specify is

\[
(\tilde{\psi}_2)_{12,01} : X(\delta_0)(\psi_1(01)) \ast X(\delta_2)(\psi_1(01)) \Rightarrow X(\delta_1)(\psi_1(01)).
\]  

(3.28)

By naturality of \(\epsilon : xd_1 \to xd_0 : X_1 \to X\),

\[
X(\delta_1)(\psi_1(01)) = X(\delta_1)((\epsilon_1)_{01,0}) \ast (\epsilon_1^*)_{11,1} = (\epsilon_1)_{01,0} \ast (\epsilon_1^*)_{01,1},
\]

and similarly,

\[
(\tilde{\psi}_2)_{12,01} : X(\delta_0)(\psi_1(01)) \ast X(\delta_2)(\psi_1(01)) = (\epsilon_1)_{00,0} \ast (\epsilon_1^*)_{01,1} \ast (\epsilon_1)_{02,0} \ast (\epsilon_1^*)_{02,1}.
\]

Hence, (3.28) has the form

\[
(\tilde{\psi}_2)_{12,01} : (\epsilon_1)_{00,0} \ast (\epsilon_1^*)_{00,1} \ast (\epsilon_1)_{02,0} \ast (\epsilon_1^*)_{02,1} \Rightarrow (\epsilon_1)_{01,0} \ast (\epsilon_1^*)_{01,1}.
\]  

(3.29)

The constraint (3.29) is defined by the string diagram below.

![String Diagram](image)

By naturality, we only have to prove the pseudofunctor axiom for composition constraints for \(\tilde{\psi}_3\) depicted in Figure 3.3. To prove this axiom, one has to transform it into a form, where one can use the simplicial identities. To do so, we apply at each node of the left hand side of the axiom the relation (3.30) below (or its inverse), which is a
Figure 3.1.: Pseudofunctor axiom
A direct consequence of the first axiom (2.1) of the codescent object.

\[
\begin{align*}
\epsilon_{k,\gamma,\delta} & \quad \epsilon_{k,\gamma,\delta} \\
M_{\gamma,\delta,\zeta} & = M_{\gamma,\delta,\zeta} \\
(\alpha_{j})_{\gamma,\delta,\zeta} & = M_{1[3],\gamma,\delta,\zeta}
\end{align*}
\] (3.30)

This results in the 2-cell depicted in Figure 3.3.

Due to the simplicial identities, we are now able to cancel many nodes by relations such as the one depicted below.

\[
\begin{align*}
M_{1[3],\gamma,\delta,\zeta}^{-1} & = M_{1[3],\gamma,\delta,\zeta}^{-1} \\
M_{1[3],\gamma,\delta,\zeta} & = M_{1[3],\gamma,\delta,\zeta}
\end{align*}
\] (3.31)

Applying such a relation in between the blow-ups once everywhere where it is possible, we obtain the cell below, where a similar relation can in turn be applied to the dashed region. For simplicity, we have omitted labels of 1-cells.
Figure 3.2.: Blow-up of the left hand side of 3.3
We then obtain a diagram, where due to simplicial identities, we can apply a relation similar to the following three times on the left of the diagram.
We finally arrive at the cell below, where at each node, simplicial identities apply.

\[
\begin{align*}
(\epsilon_1 \delta_1 \delta_2 \delta_1) & (\epsilon_1) \delta_3 \delta_2 \delta_0
\end{align*}
\]

Namely, this is clearly equal to the cell below, which is obtained from the right hand side of the axiom 3.3 by a similar computation.

\[
\begin{align*}
(\epsilon_1 \delta_1 \delta_2 \delta_1) & (\epsilon_1) \delta_1 \delta_2 \delta_0
\end{align*}
\]

Lemma 3.2. $\psi$ satisfies equation (3.14).

Proof. We show that $\varphi_j \tilde{\psi}_j: I_j \to st'I_j$ is the unit of the adjunction $f: I_j \to st'I_j$ (the pseudofunctor that is given by the inclusion as length-1-strings). Then by naturality, this means $\varphi_j \tilde{\psi}_j = 1_{st'I_j}$. The components of $\psi$ were determined on objects by the prescription (3.25) for the component $\psi_0: st'I_0 = [0] \to X([0])$. By naturality, this means that (3.14) is satisfied on components on objects because clearly, it is satisfied for the zero-component by (3.15):

\[
\varphi_0(\psi_0(0)) = \varphi_0(x_0(1_{[0]})) = \nu_0(1_{[0]}) = 0.
\]


Similarly, by naturality, we only have to check that \( \varphi_1 \tilde{\psi}_1 = f_1 : I_1 \to st' I_j \):
\[
\varphi_1 (\tilde{\psi}_1(01)) = \varphi_1 ((\epsilon_1)_1[1] \delta_0 \ast (\epsilon_1^* )_1[1] \delta_1 ) = ((1_\varphi \epsilon )_1[1] \delta_0 \ast ((1_\varphi \epsilon^* )_1)_1[1] \delta_1 ) = (\tilde{\epsilon}_1)_1[1] \delta_0 \ast (\tilde{\epsilon}_1^* )_1[1] \delta_1 = 01 \ast 00 = 01.
\]
This is indeed all that we need to show. The constraints must be the same as those of \( f_j \) because there are unique such cells in \( st' I_j \).

**Lemma 3.3.** The 1-cells \( 1_X, \varphi \psi : X \to X \) satisfy the conditions in the second part of the universal property of the codescent object \( X \)—i.e. there is a 1-cell of cocones \( (\alpha, \Gamma) : (X, x, \epsilon, M, U) \to (X, \varphi \psi x, \varphi \psi \epsilon, \varphi \psi M, \varphi \psi U) \)—and \( \alpha \) is part of an adjoint equivalence.

**Proof.** The component of the adjoint equivalence \( \epsilon : xd_1 \Rightarrow xd_0 \) at \( j \) is an adjoint equivalence \( \epsilon_j : (xd_1)_j \Rightarrow (xd_0)_j \) of 2-functors. Hence, since \( d_0 (\delta, \delta \delta_{k-1} \ldots \delta_1) = \delta \delta_k \delta_{k-1} \ldots \delta_1 \) and \( d_1 (\delta, \delta \delta_{k-1} \ldots \delta_1) = \delta \), its component at \( (\delta, \delta \delta_{k-1} \ldots \delta_1) \) is an adjoint equivalence

\[
(\epsilon)_k \delta \delta_k \delta_{k-1} \ldots \delta_1 : x_j(\delta) \to x_j(\delta \delta_k \delta_{k-1} \ldots \delta_1).
\]
We take (3.32) to be the component of \( \alpha : x \Rightarrow \psi \varphi x = \psi \varphi x \) at \( \delta \), cf. (3.26). Correspondingly, we take its adjoint \( (\epsilon)_k \delta \delta_k \delta_{k-1} \ldots \delta_1 \) for the component of \( \alpha^* : \psi \varphi x \Rightarrow x \). These trivially gives rise to pseudonatural transformations, but this is also follows from naturality of \( \epsilon_j \) and \( \epsilon_j^* \). Similarly, \( \alpha \) are \( \alpha_* \) are \( \text{Gray} \)-natural as a consequence of \( \epsilon \) and \( \epsilon^* \) being \( \text{Gray} \)-natural. Similar arguments apply to the unit and counit, and thus \( \alpha \) is indeed part of an adjoint equivalence.

We next have to provide an invertible 2-cell
\[
\Gamma : (\alpha 1_{d_0}) \ast (1_\psi \epsilon) \Rightarrow (1_\psi \varphi \epsilon) \ast (\alpha 1_{d_1}) .
\]
Let \( \delta : [k] \to [j] \) and \( \delta' : [j] \to [l] \) be morphisms in \( \Delta \), then this has components
\[
(\Gamma)_{\delta', \delta} : (\alpha_1)_{\delta', \delta} \ast (\epsilon_1)_{\delta', \delta} \Rightarrow (\psi_1)((\tilde{\epsilon}_1)_{\delta', \delta}) \ast (\alpha_1)_{\delta'} .
\]
Spelled out, this is
\[
(\epsilon_1)_{\delta \delta_k \delta_{k-1} \ldots \delta_1} \ast (\epsilon_1^* )_{\delta \delta_k \delta_{k-1} \ldots \delta_1} \Rightarrow (\psi_1)((\tilde{\epsilon}_1)_{\delta', \delta}) \ast (\epsilon_1^* )_{\delta', \delta \delta_k \delta_{k-1} \ldots \delta_1} .
\]
For \( \delta' = 1_{[j]} \) and \( \delta(0) \neq 0 \), this has the form
\[
\epsilon_{\delta \delta_k \delta_{k-1} \ldots \delta_1} \ast \epsilon_{1_{[j]} \delta} \Rightarrow X(\zeta)((\epsilon_1)_1[1] \delta_0 \ast (\epsilon_1^* )_1[1] \delta_1 ) \ast \epsilon_{1_{[j]} \delta \delta_{j-1} \ldots \delta_1} .
\]
where \( \zeta : [1] \to [j] \) be the unique order preserving function sending \( 01 \) to the unique isomorphism
\[
0 = \delta_0 \delta_{j-1} \ldots \delta_1(0) \to \delta \delta_k \delta_{k-1} \ldots \delta_1(0) = \delta(0)
\]
in $I_j$. By naturality of $\epsilon$, this has the form

$$(\epsilon_j)\delta_0\delta_{k-1}...\delta_1 \ast (\epsilon_j)_{1|I|,\delta} \Rightarrow (\epsilon_j)\zeta_0 \ast (\epsilon_j)\delta_1 \ast (\epsilon_j)_{1|I|,\delta_1}...\delta_1$$

Note that we must have $\zeta\delta_1(0) = \zeta(0) = 0$, hence $\zeta\delta_1 = \delta_j\delta_{j-1}...\delta_1$ as morphisms $[0] \rightarrow [j]$ in $\Delta$. Similarly, we have $\zeta\delta_0 = \delta_0\delta_{k-1}...\delta_1$. In the case that $\delta' = 1_{[j]}$ and $\delta(0) \neq 0$, the component $(\Gamma_j)_{1|I|,\delta}$ of $\Gamma$ is defined to be the cell represented by the string diagram below.

\[
\begin{array}{c}
\text{(e)}_{\delta}' \downarrow \\
(M_{\delta}^1)_{\delta_1} \downarrow \\
(M_{\delta_1}^1)_{\delta \delta_{k-1}...\delta_1} \\
\text{(e)}_{\delta_1}' \\
\end{array}
\]

In the case that $\delta' = 1_{[j]}$ and $\delta(0) = 0$, we have $(\tilde{e})_{1|I|,\delta} = 1$ cf. (3.21). Hence,

$$(\Gamma_j)_{1|I|,\delta} : \epsilon_{\delta_0\delta_{k-1}...\delta_1} \ast \epsilon_{1|I|,\delta} \Rightarrow X(\zeta)((\tilde{e}))_{1|I|,\delta} \ast \epsilon_{1|I|,\delta_1}...\delta_1$$

has the form

$$(\Gamma_j)_{1|I|,\delta} : \epsilon_{\delta_0\delta_{k-1}...\delta_1} \ast \epsilon_{1|I|,\delta} \Rightarrow \epsilon_{1|I|,\delta_1}...\delta_1$$

where $\delta_j\delta_{j-1}...\delta_1 = \delta_0\delta_{k-1}...\delta_1$ because $\delta_0\delta_{k-1}...\delta_1(0) = \delta(0) = 0$. Therefore, we define the component $(\Gamma_j)_{1|I|,\delta}$ of $\Gamma$ to be $(M_j)_{1,\delta_0\delta_{k-1}...\delta_1}$:

\[
\begin{array}{c}
\text{(e)}_{\delta} \downarrow \\
(M_j)_{1,\delta_0\delta_{k-1}...\delta_1} \\
\text{(e)}_{\delta} \downarrow \\
\end{array}
\]

These definitions are then extended to the case $\delta' \neq 1_{[j]}$ by naturality.

The invertible 2-cell $\Gamma$ has to satisfy the two axioms in the second part of the universal property of the codescent object. This is proved by a case analysis. The first axiom for
Γ in case that $\delta'(0) \neq 0$ and $\delta(0) \neq 0$ is depicted in the string diagram below.
Here, we have already transformed the lower right hand part according to the following Lemma.

Lemma 3.4.

\begin{align*}
\left(\epsilon_j^\ast\right)_{\hat{\phi}_2,1} & \quad \left(\epsilon_j\right)_{\hat{\phi}_2,0} & \quad \left(\epsilon_j^\ast\right)_{\hat{\phi}_0,1} & \quad \left(\epsilon_j\right)_{\hat{\phi}_0,0} \\
M_{\hat{\phi}_1,1}^{-1} & \quad M_{\hat{\phi}_2,0} & \quad M_{\hat{\phi}_0,1}^{-1} & \quad M_{\hat{\phi}_0,0} \\
\left(\epsilon_j^\ast\right)_{\hat{\phi}_1,1} & \quad \left(\epsilon_j\right)_{\hat{\phi}_1,0} \\
M_{\hat{\phi}_1,1} & \quad M_{\hat{\phi}_2,0}^{-1} \\
\left(\epsilon_j^\ast\right)_{\hat{\phi}_1,1} & \quad \left(\epsilon_j\right)_{\hat{\phi}_1,0} \\
M_{\hat{\phi}_1,1}^{-1} & \quad M_{\hat{\phi}_2,0} & \quad M_{\hat{\phi}_0,1}^{-1} & \quad M_{\hat{\phi}_0,0} \\
\left(\epsilon_j^\ast\right)_{\hat{\phi}_1,1} & \quad \left(\epsilon_j\right)_{\hat{\phi}_1,0} \\
M_{\hat{\phi}_1,1} & \quad M_{\hat{\phi}_2,0}^{-1} \\
\left(\epsilon_j^\ast\right)_{\hat{\phi}_1,1} & \quad \left(\epsilon_j\right)_{\hat{\phi}_1,0}
\end{align*}

\textbf{Proof.} By blow-up according to (3.30) as above.

\hfill \Box

By blowing up each of the three nodes in the dashed region according to (3.30), the cell in the dashed region is transformed into the one depicted below.
Employing relations as in (3.31), this is clearly the same as the following.

Implementing this transformation in the left hand side of the axiom, one easily transforms it into the right hand side of the axiom by employing similar relations.
The first axiom for $\Gamma$ in case that $\delta'(0) = 0$ and $\delta(0) \neq 0$ has the form below.

To see that domain and codomain match on both sides, note that $\zeta_{\delta,\delta} = \delta \zeta$ and that $\zeta_{\delta,\delta} = \delta \zeta \delta_{j-1} \cdots \delta_1$ (because both map 0 to 0). Blowing-up the two nodes in the dashed region according to (3.30), the axiom is easily seen to be satisfied by applying the first axiom for the codescent object on the right hand side.

In the case that $\delta'(0) \neq 0$ and $\delta(0) = 0$, the first axiom for $\Gamma$ follows directly from the first axiom for the codescent object.

Finally, in the case that $\delta'(0) = 0$ and $\delta(0) = 0$, the first axiom for $\Gamma$ is literally the first axiom for the codescent object.

Observing that $1_{U_\varphi} U = 1_{\varphi U} = 1$, the second axiom for $\Gamma$, cf. (2.11), follows from the second axiom for the codescent object. \qed

### 3.4 Identification with descent data

**Lemma 3.5.** Given a $\text{Gray}$-functor $\mathcal{X} : C^{\text{op}} \to \text{Gray}$ with values in $\text{Gray}$ on a category $C$, and a simplicial object $\Gamma : \Delta_\delta^{\text{op}} \to C$, an object in the 2-category

$$[\Lambda_\delta, \text{Gray}](st'I_*, \mathcal{X}_{\text{op}})$$

is given by

- an object $\mathcal{G}$ in $\mathcal{X}(\Gamma_0)$,
- an adjoint equivalence

$$P : d_0^* \mathcal{G} \to d_1^* \mathcal{G}$$

in the 2-category $\mathcal{X}(\Gamma_1)$, and
A THREE-DIMENSIONAL DESCENT CONSTRUCTION

• an invertible 2-cell

\[ \mu: d^*_2 P \ast d^*_0 P \Rightarrow d^*_1 P \quad (3.37) \]

satisfying the following equation

\[ d^*_2 \mu \ast (1 \ast d^*_0 \mu) = d^*_1 \mu \ast (d^*_3 \mu \ast 1) . \quad (3.38) \]

Proof. An object in the hom 2-category (3.35) of the functor \( \text{Gray} \)-category is a \( \text{Gray} \)-natural transformation

\[ \alpha: \text{st}' I \Rightarrow \mathfrak{X} \circ \Gamma^\circ: \Delta \to \text{Gray} . \quad (3.39) \]

Since \( \text{st}' I_0 = \text{st}'[0] = [0] = I \), the component \( \alpha_{[0]} \) of \( \alpha \) at \( [0] \in \text{ob}\Delta \) is a 2-functor \( \alpha_0: I \to \mathfrak{X}(\Gamma_0) \), which is uniquely determined by its image on the single object 0 in \( [0] = I \), and so we define

\[ G := \alpha_{[0]}(0) . \quad (3.40) \]

Next, the 2-category \( \text{st}' I_1 \) is exactly the free living adjoint equivalence. Therefore, the component \( \alpha_{[1]} \) of \( \alpha \) at \( [1] \in \text{ob}\Delta \), which is a 2-functor \( \alpha_{[1]}: \text{st}' I_1 \to \mathfrak{X}(\Gamma_1) \). Since \( \delta_0: [0] \to [1] \) is the (order-preserving) injection whose image does not contain 0, the source of this adjoint equivalence is \( \delta_0(0) \), while its target is similarly given by \( \delta_1(0) \). We thus define \( P \) to be the opposite adjoint equivalence.

By \( \text{Gray} \)-naturality \( P \) indeed has source

\[ \alpha_{[1]}(1) = \alpha_{[1]}(\delta_0(0)) = d^*_0(\alpha_{[0]}(0)) = d^*_0 G \quad (3.41) \]

and similarly target

\[ \alpha_{[1]}(\delta_1(0)) = d^*_1 G . \quad (3.42) \]

Next, the component of \( \alpha \) at \( [2] \in \text{ob}\Delta \), which is a 2-functor \( \alpha_{[2]}: \text{st}' I_2 \to \mathfrak{X}(\Gamma_2) \), corresponds to a normalized pseudofunctor

\[ \tilde{\alpha}_{[2]}: [2] \to \mathfrak{X}(\Gamma_2) . \quad (3.43) \]

By \( \text{Gray} \)-naturality of \( \tilde{\alpha} \), this normalized pseudofunctor is already determined on objects and 1-cells, and thus since \( [2] \) is locally discrete, as a normalized pseudofunctor, \( \tilde{\alpha}_{[2]} \) is already completely determined on the cells of \( [2] \). Also notice that, by \( \text{Gray} \)-naturality, \( \tilde{\alpha}_{[2]} \) sends any morphism in \( [2] \) to an adjoint equivalence, and thus its corresponding composition constraints are already determined by unit and counit of these. In effect, the only composition constraint which gives rise to new data is, by \( \text{Gray} \)-naturality,

\[ \mu := (\tilde{\alpha}_{[2]}{\text{10,21}}): d^*_2 P \ast d^*_0 P \Rightarrow d^*_1 P . \quad (3.44) \]

(The rest of the composition constraints are determined from (3.44), units, and counits by the pseudofunctor axiom for composition constraints. The pseudofunctor axioms
for the (trivial) unit constraints force the corresponding composition constraints to be identity 2-cells.

Finally, there is one equation enforced on this data by Gray-naturality and the pseudofunctor axiom for composition constraints for the pseudofunctor $\tilde{\alpha}_{[3]}: I_3 \to \mathfrak{x}(\Gamma_3)$ corresponding to the component $\alpha_{[3]}: \text{st}I_3 \to \mathfrak{x}(\Gamma_3)$. This equation is precisely (3.38).

The components $\alpha_{[j]}$ for $j > 3$ are completely determined by Gray-naturality and the components for $j \leq 3$.

Remark 3.3. Apart from the fact that $P$ is required to be an adjoint equivalence and not merely an equivalence, this is precisely the definition of a $\Gamma$-equivariant object given in Nikolaus and Schweigert [61].

Also note that a mere equivalence can be replaced by an adjoint equivalence cf. Gurski [24, Th. A.1.10, p. 145].

Lemma 3.6. Let $(\mathcal{G}, P, \mu)$ and $(\mathcal{G}', P', \mu')$ be objects in (3.35). Then a 1-cell

$$(\mathcal{G}, P, \mu) \to (\mathcal{G}', P', \mu')$$

(3.45)
is given by

• a 1-cell

$$A : \mathcal{G} \to \mathcal{G}'$$

(3.46)
in $\mathfrak{x}(\Gamma_0)$, and

• an invertible 2-cell

$$\alpha : P' * d_0^*A \Rightarrow d_1^*A * P$$

(3.47)
satisfying the following equation

$$(1 * \mu') \circ (d_0^* \alpha * 1) \circ (1 * d_0^* \alpha) = d_1^* \alpha \circ (\mu * 1) .$$

(3.48)

Proof. By similar arguments as above. We only note that equation (3.48) is exactly respect for composition of a pseudonatural transformation.

Lemma 3.7. A 2-cell $(A, \alpha) \Rightarrow (A', \alpha')$ in (3.35) is given by

• a 2-cell

$$\beta : A \to A'$$

(3.49)
in $\mathfrak{x}(\Gamma_0)$ satisfying the following equation

$$\alpha' \circ (1 * d_0^* \beta) = (d_1^* \beta * 1) \circ \alpha .$$

(3.50)

Proof. By similar arguments as above. We only note that equation (3.50) is exactly the modification axiom.
By reference to Theorem 3.1 we have thus proved the following theorem.

**Theorem 3.2.** The descent construction from Nikolaus and Schweigert [61] coincides with the three-dimensional descent construction for a Gray-functor $\mathbf{x}: C^{\text{op}} \to \text{Gray}$:

$$[\Delta_3, \text{Gray}](L*, -)[1, \mathbf{x}] \cong \text{Tricat}_{\mathbf{B}U(1)}(\Delta_3, \text{Gray})(*, -)[1, \mathbf{x}]: [\Delta_3^{\text{op}}, C]^{\text{op}} \to \text{Gray}. \quad \Box$$

To draw the connection to the theory of bundle gerbes, we consider again the Gray-functor $\text{Bun}_{U(1)}': \text{Man}^{\text{op}} \to \text{Gray}$ on the category $\text{Man}$ of smooth manifolds from the Introduction. To a manifold $M$, the functor $\text{Bun}_{U(1)}'$ assigns the one-object 2-category given by the monoidal category of principal smooth $U(1)$-bundles over $M$ in terms of open coverings and smooth transition functions. The monoidal structure is defined by the tensor product of principal bundles. As explained in the Introduction, this is in fact a strict monoidal category, and pullback of principal $U(1)$-bundles gives rise to a Gray-functor as required.

Let $Y \to M$ be a surjective submersion of smooth manifolds. Then there is an associated simplicial object $Y\{\cdot\}$ in $\text{Man}$ assigning to $[n]$ the $(n + 1)$-fold fiber product $Y^{[n]} = Y \times_M Y \times_M \ldots \times_M Y$ of $Y$ with itself over $M$. A bundle gerbe over $M$ is exactly given by a surjective submersion $Y \to M$ and a $Y\{\cdot\}$-equivariant object [61, 4.1]. Thus the theorem above implies the following.

**Corollary 3.1.** A bundle gerbe over a manifold $M$ corresponds to a tritransformation $\mathbf{x}(\text{tr}1, -)[1, \mathbf{x}]: [\Delta_3, \text{Gray}](\mathbf{1}, -)[1, \mathbf{x}] : [\Delta_3^{\text{op}}, C]^{\text{op}} \to \text{Gray}$. \quad (3.51)

for a surjective submersion $Y \to M$. \quad \Box

### 3.5 Outlook

The identification of the three-dimensional descent construction with the explicit one in terms of descent data given in Nikolaus and Schweigert [61] is of course not the end of the story. We expect that this comparison allows us to construct the stackification of a trihomomorphism

$$\mathbf{x}: C^{\text{op}} \to \text{Bicat}. \quad (3.52)$$

Therefore one has to specify generalizations of the sheaf conditions on such a trihomomorphism. This is done by specifying a collection $\tau$ of coverings in $C$, which should technically form a Grothendieck pretopology. A covering $y \to m$ gives rise to a simplicial object $y\{\cdot\}$ in $C$. There is a projection to the trivial simplicial object $m$ at the base $m$ of the covering, and the generalized sheaf conditions—the stack conditions—require the induced functors

$$\mathbf{x}(m) \cong \text{Desc}(\mathbf{x})(m) \to \text{Desc}(\mathbf{x})(y\{\cdot\}) \quad (3.53)$$
to be biequivalences [61].

There should be a plus construction stackifying a given presheaf with appropriate properties. Since we are working with bicategories, there is a variety of conditions, which one could impose on (3.53), e.g. that for any covering it is 2-locally fully faithful, locally an equivalence, a biequivalence, or even an isomorphism of bicategories. Correspondingly, there should be a variety of plus constructions which sheafify or stackify a given presheaf with appropriate properties. A tentative idea is that this somewhat resembles the situation in two- and three-dimensional monad theory, where there are new kinds of algebras turning up, but these can be studied by reference to the strict algebras. For example, the 'exchange of homotopy limits' in [61, Prop. 7.4] may be reduced to the usual exchange of limits in enriched category theory via the strictification described in 3.2.

Apart from exchange of limits, a second property of the descent construction enters critically in the proof that one can stackify a given presheaf, namely that \(\text{Desc}(\mathfrak{X})\) preserves pointwise biequivalences. However, from its tricategorical description as the composition of a representable and whiskering with \(\mathfrak{X}\) on the left \(\text{Desc}(\mathfrak{X})\) clearly has the structure of a trihomomorphism. The latter in particular implies that it preserves biequivalences: thus maps a pointwise biequivalence to a biequivalence cf. Prop. A.16.

Finally, we comment briefly on another aspect of the theory. There is a canonical functor \(\bullet: C \to [\Delta^{op}, C]\) sending an object \(c\) in \(C\) to the trivial simplicial object at \(c\). In fact, this gives rise to a biequivalence

\[
\mathfrak{X} \cong \text{Desc}(\mathfrak{X}) \circ \bullet^{op}
\]  

(3.54)

of trihomomorphisms. Note that this is implied by the hypothetical result that the bicategory of tritransformations between constant trihomomorphisms is biequivalent to the relevant hom bicategory in the target. The corresponding result for ordinary categories is trivial: the axiom of a natural transformation between constant functors just requires all components to be the same, but this component can be an arbitrary morphism between the corresponding objects in the target. Thus we have a bijection between the set of natural transformations between constant functors and the corresponding hom set of the target category. For bicategories, the argument is already slightly more complicated. First, domain and target are replaced by their strictifications. The resulting category of pseudonatural transformations and modifications is equivalent to the original one. Next, the induced functors between the strictifications can be replaced by the strictifications of the original constant functors, and these are again constant functors. This reduces the question to the case of 2-categories. For tricategories, we can not yet mirror this argument since this requires more knowledge about functor tricategories than we are able to give in Appendix A. For the descent construction in terms of its explicit identification from 3.4, on the other hand, a straightforward calculation proves that (3.54) is a biequivalence.
Appendix A

Functor tricategories

Given tricategories $R$ and $S$, the notions of trihomomorphisms $F, F': R \to S$, tritransformations $\alpha, \alpha': F \Rightarrow F'$ between such trihomomorphism, trimodifications $m, m': \alpha \Rightarrow \alpha'$, and perturbations $\sigma: m \Rightarrow m'$ clearly give rise to a 3-globular set $\text{Tricat}(R, S)$. The question if this supports the structure of a tricategory has been answered positively in case that the target $S$ is $\text{Gray}$-category in Gurski [27, Theorem 9.4], in which case $\text{Tricat}(R, S)$ is actually a $\text{Gray}$-category. In case that the domain $R$ is a category considered as a locally discrete tricategory and the target is the tricategory $\text{Bicat}$ of bicategories such a functor tricategory has been described by Carrasco et al. [11, 2.2].

In this section, we follow a strategy sketched in Gordon et al. [21, Cor. 8.3, p.74] to show that $\text{Tricat}(R, \text{Bicat})$ inherits the structure of a tricategory from the $\text{Gray}$-category $\text{Tricat}(R, \text{Gray})$ via transport of structure, where we use the $\text{Gray}$-category structure of $\text{Tricat}(R, \text{Gray})$ described by Gurski. Namely, we first show how whiskering on the left with a trihomomorphism gives rise to morphisms of 3-globular sets. Then we show that whiskering with the strictification $\text{st}: \text{Bicat} \to \text{Tricat}$ gives rise to local biequivalences

$$\text{st}: \text{Tricat}(S, \text{Bicat})(F, F') \xrightarrow{\approx} \text{Tricat}(S, \text{Gray})(\text{st} \circ F, \text{st} \circ F') \quad (\text{A.1})$$

The implementation of this strategy for general target $S$ depends on a complete description of whiskering on the left, cf. Conjecture A.2, as we present it below for whiskering on the right cf. A.6 in case that the target is a $\text{Gray}$-category.

To make sense of (A.1), one first has to describe the bicategory structure of the domain and target. This has been carried out in Gurski [27, 9.1], and we only describe the straightforward structure here.

**Theorem A.1.** Given tricategories $R, S$ and trihomomorphisms $F, F': R \to S$, the following prescriptions give the 2-globular set

$$\text{Tricat}(R, S)(F, F') \quad (\text{A.2})$$

the structure of a bicategory.

The vertical composite

$$\sigma' \circ \sigma: m \Rightarrow m'' \quad (\text{A.3})$$
of two perturbations $\sigma: m \Rightarrow m': \alpha \Rightarrow \alpha'$ and $\sigma': m' \Rightarrow m'': \alpha \Rightarrow \alpha'$ has component at an object $a$ in $R$ the vertical composite $\sigma'_a \circ \sigma_a$.

The identity perturbation at the trimodification $m$ has component at $a$ the identity $2$-cell $1_{m_a}$.

The horizontal composite

$$n * m: \alpha \Rightarrow \alpha''$$

of two trimodifications $m: \alpha \Rightarrow \alpha'$ and $n: \alpha' \Rightarrow \alpha''$ has component at $a$ the horizontal composite $n_a * m_a$. If the target $S$ is a cubical tricategory, the component at a $1$-cell $f: a \rightarrow b$ in $R$ of the invertible modification of the trimodification $n * m$ is defined by the string diagram below.

If the target is not cubical, one has to supplement this diagram in the source and the target with a constraint for the composition functor of $S$.

The horizontal composite

$$\tau * \sigma: n * m \Rightarrow n' * m'$$

of two perturbations $\sigma: m \Rightarrow m': \alpha \Rightarrow \alpha'$ and $\tau: n \Rightarrow n': \alpha' \Rightarrow \alpha''$ has component at the object $a$ in $R$ given by the horizontal composite of $2$-cells

$$\tau_a * \sigma_a$$

in the bicategory $S(Fa, F'a)$.

The constraints of the bicategory (A.2) are perturbations with components given by the corresponding constraints of the hom bicategories of the target $S$.

Proof. See Gurski [27, Theorem 9.1].

Corollary A.1. Given a tricategory $R$, a Gray-category $L$, and trihomomorphisms $F, F': R \rightarrow S$, then the bicategory

$$\text{Tricat}(R, L)(F, F')$$

described in Theorem A.1 is a $2$-category.

Proof. Immediate from the description of the constraints of the bicategory in Theorem A.1.
A.1 The functor tricategory for target a Gray-category

**Theorem A.2.** Let $\mathcal{L}$ be a Gray-category and $\mathcal{R}$ be a tricategory. Then the prescriptions below give the 2-category enriched graph

$$\text{Tricat}(\mathcal{R}, \mathcal{L})$$  \hspace{1cm} (A.9)

of trihomomorphisms, tritransformations, trimodifications, and perturbations the structure of a Gray-category.

The composite $\beta \alpha$ of two tritransformations $\alpha: F \Rightarrow G$ and $\beta: G \Rightarrow H$ has component at the object $a \in \mathcal{R}$ given by the composite

$$\beta_a \alpha_a$$  \hspace{1cm} (A.10)

of 1-cells in the Gray-category $\mathcal{L}$. The adjoint equivalence is defined by the obvious composite adjoint equivalence with component at the 1-cell $f: a \rightarrow b$ in $\mathcal{R}$ given by

$$(\beta_f \alpha_a)^* (\beta_b \alpha_f) : \beta_b \alpha_b F f \rightarrow H f \beta_b \alpha_a .$$  \hspace{1cm} (A.11)

The component of the invertible modification $\Pi$ at composable 1-cells $f$ and $g$ in $\mathcal{R}$ is given by the string diagram below.

\[
\begin{array}{c}
\begin{tikzpicture}
\draw (0,0) -- (0,2) -- (2,2) -- (2,0) -- cycle;
\draw (0,2) -- (2,0);
\draw (0,0) -- (2,2);
\draw (1,0) .. controls (2,1) .. (2,2);
\draw (1,2) .. controls (2,1) .. (2,0);
\end{tikzpicture}
\end{array}
\]

\hspace{1cm} (A.12)

The single component of the invertible modification $M$ at the object $a \in \mathcal{R}$ is given by the string diagram below.

\[
\begin{array}{c}
\begin{tikzpicture}
\draw (0,0) -- (0,2) -- (2,2) -- (2,0) -- cycle;
\draw (0,2) -- (2,0);
\draw (0,0) -- (2,2);
\draw (1,0) .. controls (2,1) .. (2,2);
\draw (1,2) .. controls (2,1) .. (2,0);
\end{tikzpicture}
\end{array}
\]

\hspace{1cm} (A.13)
The whiskering

\[ M(1, m) = \beta m: \beta \alpha \Rightarrow \beta \alpha' \] (A.14)

of a trimodification \( m: \alpha \Rightarrow \alpha': F \rightarrow G \) with a tritransformation \( \beta: G \Rightarrow H \) on the left is a trimodification with component at the object \( a \in R \) given by the whiskering

\[ M_L(1, m_a) = \beta_a m_a \] (A.15)

in the target \( \text{Gray}-\text{category} \ L \). The invertible modification of the trimodification (A.14) has component at a 1-cell \( f: a \rightarrow b \) in \( R \) defined by the string diagram below.

The whiskering

\[ M(n, 1) = n \alpha: \beta \alpha \Rightarrow \beta \alpha' \] (A.17)

of a trimodification \( n: \beta \Rightarrow \beta': G \rightarrow H \) with a tritransformation \( \alpha: F \Rightarrow G \) on the right is a trimodification with component at the object \( a \in R \) given by the whiskering

\[ M_L(n_a, 1) = n_a \alpha_a \] (A.18)

in the target \( \text{Gray}-\text{category} \ L \). The invertible modification of the trimodification (A.17) has component at a 1-cell \( f: a \rightarrow b \) in \( R \) defined by the string diagram below.

The whiskering

\[ M(1, \sigma) = \beta \sigma: \beta m \Rightarrow \beta m' \] (A.20)
of a perturbation $\sigma: m \to m': \alpha \Rightarrow \alpha'$ with a tritransformation $\beta: G \Rightarrow H$ on the left is a perturbation with component at the object $a \in R$ given by the whiskering

$$M_L(1, \sigma_a) = \beta_a \sigma_a$$  \hfill (A.21)

in the target Gray-category $L$.

The whiskering

$$M(\tau, 1) = \tau \alpha: n \alpha \Rightarrow n' \alpha$$  \hfill (A.22)

of a perturbation $\tau: n \Rightarrow n': \beta \Rightarrow \beta'$ with a tritransformation $\alpha: F \Rightarrow G$ on the right is a perturbation with component at the object $a \in R$ given by the whiskering

$$M_L(\tau_a, 1) = \tau_a \alpha_a$$  \hfill (A.23)

in the target Gray-category $L$.

The interchange cell $\Sigma_{n,m}$ at trimodifications $n: \beta \Rightarrow \beta'$ and $m: \alpha \Rightarrow \alpha'$ is a perturbation $(\alpha' n) \ast (\beta m) \Rightarrow (\beta' m) \ast (n \alpha)$ with component at the object $a \in R$ given by the interchange cell $\Sigma_{n, m}$ in the target $L$.

Proof. See Gurski [27, Theorem 9.4, P. 143].

\hfill $\square$

### A.2 Representables

**Lemma A.1.** For every object $P$ in a tricategory $\mathcal{P}$, there is a trihomomorphism

$$\mathcal{P}(-, P): \mathcal{P}^{op} \to \text{Bicat}$$

whose value at the object $Q$ in $\mathcal{P}$ is the bicategory $\mathcal{P}(Q, P)$.

Proof. We first have to define $\mathcal{P}(-, P)$ on the hom bicategories $\mathcal{P}(Q, Q')$. Given an object $f$ in $\mathcal{P}(Q, Q')$, we have to construct a functor

$$\mathcal{P}(f, P): \mathcal{P}(Q', P) \to \mathcal{P}(Q, P)$$

of bicategories. Let $g, h$ be objects, $\alpha, \beta: g \to h$ be 1-cells, and $\Gamma: \alpha \Rightarrow \beta$ be a 2-cell in $\mathcal{P}(Q', P)$. Then $\mathcal{P}(f, P)$ is defined on this data by whiskering with $f$ on the right in $\mathcal{P}$, e.g.

$$\mathcal{P}(f, P)(g) = g f, \quad \mathcal{P}(f, P)(\alpha) = \alpha 1_f, \quad \mathcal{P}(f, P)(\Gamma) = \Gamma 1_f.$$  \hfill (A.24)

Since the composition functors for $\mathcal{P}$ are functorial on 2-cells, so is the given prescription. Given composable 1-cells $\alpha: g \to h$ and $\beta: h \to i$ in $\mathcal{P}(Q', P)$, the composition constraint is defined as the unique invertible 2-cell

$$\mathcal{P}(f, P)_{\beta, \alpha}: (\beta 1_f) \ast (\alpha 1_f) \Rightarrow (\beta \ast \alpha) 1_f$$
arising from coherence for the tricategory $\mathcal{P}$. Naturality with respect to 2-cells $\Gamma$: $\alpha \Rightarrow \alpha'$ and $\Delta$: $\beta \Rightarrow \beta'$ can be easily deduced from the comparison of the free tricategory and the free Gray-category on the target.

The unit constraint is defined as the unique invertible 2-cell

$$\mathcal{P}(f, P)_g = \otimes_{g, f}: 1_{gf} \Rightarrow 1_g 1_f$$

arising from coherence for the tricategory $\mathcal{P}$. The three pseudofunctor axioms follow from coherence for the tricategory $\mathcal{P}$.

Next, given a 1-cell $\alpha$: $f \rightarrow f'$ in $\mathcal{P}(Q, Q')$, we have to specify a pseudonatural transformation

$$\mathcal{P}(\alpha, P): \mathcal{P}(f, P) \Rightarrow \mathcal{P}(f', P): \mathcal{P}(Q', P) \rightarrow \mathcal{P}(Q, P).$$  \hspace{1cm} (A.25)

Given an object $g$ in $\mathcal{P}(Q', P)$, the component of (A.25) is defined by

$$\mathcal{P}(\alpha, P)_g = 1_g \alpha: gf \rightarrow gf'.$$

Given a 1-cell $\beta$: $g \rightarrow g'$ in $\mathcal{P}(Q', P)$, the naturality 2-cell of (A.25) is defined by the unique invertible 2-cell

$$\mathcal{P}(\alpha, P)_\beta: (1_g \alpha) * (\beta 1_f) \Rightarrow (\beta 1_{f'}) * (1_g \alpha)$$

arising from coherence for the tricategory $\mathcal{P}$. Naturality with respect to a 2-cell $\Gamma$: $\beta \Rightarrow \beta'$ can be easily deduced from the comparison of the free tricategory and the free Gray-category on the target. The two transformation axioms follow from coherence for the tricategory $\mathcal{P}$.

Finally, given a 2-cell $\Gamma$: $\alpha \Rightarrow \alpha'$: $f \rightarrow f'$ in $\mathcal{P}(Q', P)$, we have to specify a modification

$$\mathcal{P}(\Gamma, P): \mathcal{P}(\alpha, P) \Rightarrow \mathcal{P}(\alpha', P): \mathcal{P}(f, P) \Rightarrow \mathcal{P}(f', P): \mathcal{P}(Q', P) \rightarrow \mathcal{P}(Q, P).$$  \hspace{1cm} (A.26)

Given an object $g$ in $\mathcal{P}(Q', P)$, the component of (A.26) is defined by

$$\mathcal{P}(\Gamma, P)_g = 1_g \Gamma: 1_g \alpha \Rightarrow 1_g \alpha': gf \rightarrow gf'.$$

The modification axiom can easily be deduced from the comparison of the free tricategory and the free Gray-category on the target.

We now have to check that these prescriptions support the structure of a trihomomorphism. First, we check that they give rise to pseudofunctors on the hom bicategories.

Since the composition functors for $\mathcal{P}$ are functorial on 2-cells, so is $\mathcal{P}(\cdot, P)$ i.e. for composable 2-cells $\Gamma$ and $\Gamma'$, we have an equality of modifications

$$\mathcal{P}(\Gamma', P) \circ \mathcal{P}(\Gamma, P) = \mathcal{P}(\Gamma' \circ \Gamma, P),$$

and $\mathcal{P}(1_\alpha, P)$ is the identity modification.

Now for the composition constraint, given composable 1-cells $\alpha$: $f \rightarrow f'$ and $\alpha'$: $f' \rightarrow f''$, we have to specify an invertible modification

$$\mathcal{P}(\cdot, P)_\alpha \alpha': \mathcal{P}(\alpha', P) \circ \mathcal{P}(\alpha, P) \Rightarrow \mathcal{P}(\alpha' \circ \alpha, P).$$  \hspace{1cm} (A.27)
The component of (A.27) at an object \( g \) in \( \mathcal{P}(Q', P) \) is the unique invertible 2-cell
\[
(\mathcal{P}(\cdot, P)_{\alpha', \alpha})_g : (1_ga') \ast (1_ga) \Rightarrow 1_g(a' \ast a),
\]
arising from coherence for the tricategory \( \mathcal{P} \), and the modification axiom follows from coherence for the tricategory \( \mathcal{P} \). Naturality with respect to 2-cells \( \Gamma : \alpha \Rightarrow \beta \) and \( \Delta : \alpha' \Rightarrow \beta' \) can be easily verified on components from the comparison of the free functor tricategory and the free \( \text{Gray} \)-category on the target.

For the unit constraint at \( f \) we have to specify an invertible modification
\[
\mathcal{P}(\cdot, P)_f : 1_{\mathcal{P}(f, P)} \Rightarrow \mathcal{P}(1_P, P). \tag{A.28}
\]
The component of (A.28) at an object \( g \) in \( \mathcal{P}(Q', P) \) is the unique invertible 2-cell
\[
(\mathcal{P}(\cdot, P)_f)_g = \otimes_{g,f} : 1_{g1} \Rightarrow 1_{g1}
\]
arising from coherence for the tricategory \( \mathcal{P} \), and the modification axiom follows from coherence for the tricategory \( \mathcal{P} \). The three pseudofunctor axioms are verified on components by reference to coherence for the tricategory \( \mathcal{P} \).

Next, we have to specify an adjoint equivalence
\[
\chi : \otimes_{\text{bicat}} (\mathcal{P}(\cdot, P)_{Q', Q} \times \mathcal{P}(\cdot, P)_{Q', Q'}) \Rightarrow \mathcal{P}(\cdot, P)_{Q', Q} \otimes_{\text{prop}}. \tag{A.29}
\]
At the objects \( f \in \mathcal{P}(Q, Q') \) and \( f' \in \mathcal{P}(Q', Q'') \), (A.29) has component an adjoint equivalence
\[
\chi_{f, f}' : \mathcal{P}(f, P)\mathcal{P}(f', P) \Rightarrow \mathcal{P}(f'f, P). \tag{A.30}
\]
with component
\[
(\chi_{f, f})_g = a_{f, f', f} : (gf')f \Rightarrow g(f'f).
\]
at the object \( g \) in \( \mathcal{P}(Q'', P) \), and naturality 2-cell \( (\chi_{f, f}')_\beta = a_{\beta, 1_{f}, 1_{f'}} \) at \( \beta : g \Rightarrow g' \). Naturality follows from naturality of \( a \), the transformation axioms from the corresponding axioms for \( a \) and its naturality (with respect to bicategory constraints). The simpler argument is to appeal to coherence again. The naturality 2-cell of (A.29) at 1-cells \( \alpha : f \Rightarrow e \) and \( \alpha' : f' \Rightarrow e' \) is a modification with component \( \chi_{\alpha, \alpha'} = a_{1_f, \alpha, 1_{f'}} \) at the object \( g \). The modification axiom follows from coherence. Naturality is verified on components by naturality of \( a \), and the transformation axioms follow from coherence.

Analogously, the pseudonatural transformation \( a^* \) gives rise to a pseudonatural transformation \( \chi^*_{f, f} \), and unit and counit of the adjoint equivalence \( (a, a^*) \) give rise to unit and counit for an adjoint equivalence \( (\chi_{f, f}, \chi^*_{f, f}) \).

The adjoint equivalence
\[
t : 1_{\mathcal{P}(Q, P)} \Rightarrow \mathcal{P}(\cdot, P)_{Q, Q}I_Q \tag{A.31}
\]
consists of a single component which is an adjoint equivalence
\[
t_Q : 1_{\mathcal{P}(Q, P)} \Rightarrow \mathcal{P}(1_Q, P)
\]
with component

\[(\iota_Q)_g = r_g^* \colon g \to g 1_Q\]

at the object \(g\) in \(\mathcal{P}(Q,P)\), and naturality 2-cell

\[(\iota_Q)_\beta = r_{\beta}^* \circ r_g^* \Rightarrow (\beta 1_g) \circ r_g^*\]

at the 1-cell \(\beta \colon g \to g'\). That is, \(\iota_Q\) is precisely given by the adjoint equivalence \(r^*\).

Hence, the opposite adjoint equivalence \((r^*, r)\) gives rise to an adjoint equivalence \((\iota_Q, r_Q^*)\) as required.

The invertible modifications \(\omega, \gamma, \delta\) of a trihomomorphism have components invertible modifications the components of which are all given by the unique invertible 2-cells arising from coherence. The two trihomomorphism axioms follow from coherence.

\[\square\]

**Remark A.1.** The proof is just a generalization by coherence of the proof in the case that \(\mathcal{P}\) is a \(\text{Gray}\)-category [27]. It is however to be noted that the Yoneda embedding from [27] led itself to a coherence theorem, which is why coherence was not employed ibidem.

**Lemma A.2.** Given a 1-cell \(f \colon P \to P'\) in a tricategory \(\mathcal{P}\), there is a tritransformation

\[
\mathcal{P}(-, f) \colon \mathcal{P}(-, P) \Rightarrow \mathcal{P}(-, P') ; \mathcal{P}^{op} \to \text{Bicat} \quad (A.32)
\]

of representables whose component at the object \(Q\) in \(\mathcal{P}\) is a pseudofunctor

\[
\mathcal{P}(Q, f) \colon \mathcal{P}(Q, P) \to \mathcal{P}(Q, P') \quad (A.33)
\]

whose component at a 1-cell \(g \colon Q \to P\) in \(\mathcal{P}\) is the composite \(fg\) in \(\mathcal{P}\).

**Proof.** The proof is again an extension by coherence of the proof in the case that \(\mathcal{P}\) is a \(\text{Gray}\)-category cf. Gurski [27, Lemma 9.8]. For this reason, we will just outline the data of the tritransformation.

The pseudofunctor (A.33) is defined similarly to the definition of the pseudofunctor \(\mathcal{P}(f, P)\) appearing in the proof of Lemma A.1: Let \(g, h\) be objects, \(\alpha, \beta \colon g \to h\) be 1-cells, and \(\Gamma \colon \alpha \Rightarrow \beta\) be a 2-cell in \(\mathcal{P}(Q, P)\). Then \(\mathcal{P}(Q, p)\) is defined on this data by whiskering on the left with \(f\) in \(\mathcal{P}\), e.g.

\[
\mathcal{P}(Q, f)(g) = fg, \quad \mathcal{P}(Q, f)(\alpha) = 1_f \alpha, \quad \mathcal{P}(Q, f)(\Gamma) = 1_f \Gamma. \quad (A.34)
\]

This is made into a pseudofunctor by coherence. The adjoint equivalence

\[
\text{Bicat}(1, \mathcal{P}(R, f)) \mathcal{P}(-, P)_{QR} \Rightarrow \text{Bicat}(\mathcal{P}(Q, f), 1) \mathcal{P}(-, P')_{QR} \quad (A.35)
\]

has component at the object \(g \in \mathcal{P}(Q, R)\) a 1-cell in \(\text{Bicat}\) i.e. a pseudonatural transformation

\[
\mathcal{P}(R, f) \mathcal{P}(g, P) \Rightarrow \mathcal{P}(g, P') \mathcal{P}(Q, f) \quad (A.36)
\]
with component at the object \( j \in \mathcal{P}(Q, P) \), the component

\[
a^*_{f,kg} : f(g) \to (fj)g
\]

of the right adjoint \( a^* \) of the associativity adjoint equivalence \( a \) for \( \mathcal{P} \). The naturality 2-cell of (A.36) at \( \alpha : j \to j' \) is exactly the naturality 2-cell \( a^*_{1,1,1} \), but the naturality 2-cell of (A.35) contains further constraints due to the whiskering in \( \textbf{Bicat} \). The invertible modifications \( \Pi \) and \( M \) are determined by coherence, from which the tritransformation axioms follow automatically.

**Lemma A.3.** Given a 2-cell \( \alpha : f \Rightarrow f' : P \to P' \) in a tricategory \( \mathcal{P} \), there is a trimodification

\[
\mathcal{P}(-, \alpha) : \mathcal{P}(-, f) \Rightarrow \mathcal{P}(-, f')
\]

whose component at the object \( Q \) in \( \mathcal{P} \) is a pseudonatural transformation

\[
\mathcal{P}(Q, \alpha) : \mathcal{P}(Q, f) \to \mathcal{P}(Q, f')
\]

whose component at a 1-cell \( g : Q \to P \) in \( \mathcal{P} \) is the whiskering \( \alpha 1_g \) in \( \mathcal{P} \) and whose naturality 2-cell at a 2-cell \( \beta : g \Rightarrow g' \) is the 'interchange' cell \( \Sigma_{\alpha, \beta} \).

**Proof.** The invertible modification for the trimodification \( \mathcal{P}(-, \alpha) \) is determined by coherence, from which the trimodification axioms follow automatically.

**Lemma A.4.** Given a 3-cell \( \Gamma : \alpha \Rightarrow \alpha' : f \Rightarrow f' : P \to P' \) in a tricategory \( \mathcal{P} \), there is a perturbation

\[
\mathcal{P}(-, \Gamma) : \mathcal{P}(-, \alpha) \Rightarrow \mathcal{P}(-, \alpha')
\]

whose component at the object \( Q \) in \( \mathcal{P} \) is a modification

\[
\mathcal{P}(Q, \Gamma) : \mathcal{P}(Q, \alpha) \to \mathcal{P}(Q, \alpha')
\]

whose component at a 1-cell \( g : Q \to P \) in \( \mathcal{P} \) is the whiskering \( \Gamma 1_g \) in \( \mathcal{P} \).

**Proof.** The perturbation axiom follows from the comparison of the free tricategory and the free \textbf{Gray}-category on the underlying category-enriched 2-graph of \( \textbf{Bicat} \).

**Remark A.2.** After we will have defined a tricategory structure on the 3-globular set \( \text{Tricat}(\mathcal{P}^{\text{op}}, \textbf{Bicat}) \) in Theorem A.4, we will prove in Theorem A.5 below that the prescriptions from Lemmata A.1-A.4 give rise to a trihomomorphism—the Yoneda embedding for tricategories.
A.3 Composition of trihomomorphisms

Below we recollect the critical bits and pieces of the definition of the composite of trihomomorphisms introduced in Gurski [27, 7.1].

Definition A.1. Let $R$, $S$, and $T$ be tricategories, and let $H: R \to S$ and $J: S \to T$ be trihomomorphisms. The following prescriptions define the composite trihomomorphism $JH: R \to T$.

- On objects, $JH$ is given by the composition of the object-functions for $J$ and $H$.
- Locally, $JH$ is given by the composition of the hom functors of $J$ and $H$ i.e., for objects $a, b$ in $R$,
  \[(JH)_{a,b}: R(a,b) \xrightarrow{H_{a,b}} S(Ha,Hb) \xrightarrow{JH_{Ha,Hb}} T(JHa,THb)\].
- For objects $a, b, c$ in $R$, the adjoint equivalences $\chi_{JH}: \otimes_T (JH \times JH) \Rightarrow JH \otimes_R: R(b,c) \times R(a,b) \to T(a,c)$ are defined as the composite adjoint equivalences
  \[\otimes_T(J \times J)(H \times H) \xrightarrow{\chi_{JH}} J \otimes_S (H \times H) \xrightarrow{1_{JH}} JH \otimes_R\]
  where identifiers for objects have been omitted for readability.
- For an object $a$ in $R$, the adjoint equivalences $\iota_{JH}$ are defined as the composite adjoint equivalences
  \[j_T \xrightarrow{1_{JH}} J j_S \xrightarrow{1_{JH}} JH j_R: I \to T(JHa, JHa)\].
- For cubical trihomomorphisms, the component of the invertible modification $\omega_{JH}$ at appropriate 1-cells $(h, g, f)$ in $R$ is represented by the string diagram below.
It is not hard to supplement this diagram to cover the general case cf. also Gurski [27, 7.1, p. 108].

- For cubical trihomomorphisms, the component of the invertible modification $\gamma_{JH}$ at a 1-cell $f$ in $R$ is represented by the string diagram below.

It is not hard to supplement this diagram to cover the general case cf. also Gurski [27, 7.1, p. 109].

- For cubical trihomomorphisms, the component of the invertible modification $\delta_{JH}$ at a 1-cell $f$ in $R$ is represented by the string diagram below.

It is not hard to supplement this diagram to cover the general case.

**Proposition A.1.** The prescriptions in Definition A.1 give rise to a trihomomorphism as required.

**Proof.** See [27, Prop. 7.1].
A.4 Whiskering with a trihomomorphism on the left

Let $R$, $S$, and $T$ be tricategories, and let $F: R \to S$ and $G: S \to T$ be trihomomorphisms.

**Proposition A.2.** Let $R$, $S$, and $T$ be tricategories, let $F, F': R \to S$ and $G: S \to T$ be trihomomorphisms, and let $\alpha: F \Rightarrow F'$ be a tritransformation. Then the following prescriptions define a tritransformation

$$G_\ast \alpha: GF \Rightarrow GF'.$$

The tritransformation $G_\ast \alpha$ has component at an object $a$ in $R$ given by

$$G_\alpha a: GFa \to GF'a.$$

Its adjoint equivalence is defined by the evident composite of adjoint equivalences with component at a 1-cell $f: a \to b$ in $R$ given by

$$(\chi_G)_f^{F',a} \ast G(\alpha_f) \ast (\chi_G)_{a,b,Ff}$$

(where we have chosen no particular association), and its naturality 2-cell at a 2-cell $\sigma: f \to f'$ in $R$ is represented by the following string diagram

$$\text{where the cell } G_\alpha \sigma \text{ has to be interpreted correctly if } G \text{ is not cubical.}$$

The invertible modification $M_{G, \alpha}$ has component at the object $a$ in $R$ given by the string
Proof. See Gurski [27, Prop. 7.5].

**Proposition A.3.** Let $R, S,$ and $T$ be tricategories, let $F, F': R \to S$ and $G: S \to T$ be trihomomorphisms, let $\alpha, \alpha': F \Rightarrow F'$ be tritransformations, and let $m: \alpha \Rightarrow \alpha'$ be a trimodification. Then the following prescriptions define a trimodification

$$G_* m: G_* \alpha \Rightarrow G_* \alpha' .$$

The trimodification $G_* m$ has component at an object $a$ in $R$ given by

$$Gm_a: G_a \alpha \to G_a \alpha' .$$

The component at a 1-cell $f: a \to b$ in $R$ of its invertible modification is represented by the following string diagram

where the cell $Gm_f$ has to be interpreted correctly if $G$ is not cubical.
Proof. The modification axiom is given by the equation of string diagrams below.

It is a pleasing exercise in the diagrammatical calculus to verify this axiom, in particular if one assumes for simplicity that $G$ and the target are cubical. The proof is only mildly more complicated if $G$ and the target are not assumed to be cubical. \hfill \Box

**Proposition A.4.** Let $R, S,$ and $T$ be tricategories, let $F, F': R \to S$ and $G: S \to T$ be trihomomorphisms, let $\alpha, \alpha': F \Rightarrow F'$ be tritransformations, $m, m': \alpha \Rightarrow \alpha'$ trimodifications, and let $\sigma: m \Rightarrow n$ be a perturbation. Then the following prescriptions define a perturbation

\[ G_* \sigma: G_* m \Rightarrow G_* m'. \]

The perturbation $G_* \sigma$ has component at an object $a$ in $R$ given by

\[ G_\sigma_a: Gm_a \to Gm'_a. \]

Proof. The perturbation axiom is easily verified by naturality of $(\chi_G)^{-1}$ and $(\chi_G)'$, and the perturbation axiom for $\sigma$ (in the general non-cubical case, one also has to use naturality of the constraints of the hom functors of $G$). \hfill \Box

**Proposition A.5.** Let $R, S,$ and $T$ be tricategories, and let $F, F': R \to S$ and $G: S \to T$ be trihomomorphisms. Then the prescriptions in Propositions A.1-A.4 support the structure of local functors of functor tricategories

\[ (G_*)_{F, F'}: \mathcal{T} \text{Tricat}(S, T)(F, F') \to \mathcal{T} \text{Tricat}(S, T)(GF, GF'). \] \hfill (A.42)

Given tritransformations $\alpha, \alpha', \alpha'': F \Rightarrow F'$ and trimodifications $m: \alpha \Rightarrow \alpha'$ and $m': \alpha' \Rightarrow \alpha''$, the composition constraint of this pseudofunctor (A.42) is a perturbation

\[ (G, m') * (G_* m) \Rightarrow G_*(m' * m). \]
with component at an object \(a\) in \(R\) the composition constraint
\[
G_{m'_a, m_a} : Gm'_a * Gm_a \Rightarrow G(m'_a * m_a) \tag{A.43}
\]
of the hom functor
\[
G_{Fa,F'a} : S(Fa,F'a) \to T(GFa,GF'a) \tag{A.44}
\]
of \(G\).

The unit constraint of (A.42) at the tritransformation \(\alpha\) is a perturbation
\[
1_{G,\alpha} \Rightarrow G_1 \alpha \tag{A.45}
\]
with component at an object \(a\) in \(R\) the unit constraint
\[
G_{\alpha a} : 1_{G\alpha a} \Rightarrow G(1_{\alpha a})
\]
of (A.44).

Proof. It is straightforward to check that the component prescriptions in (A.43) and (A.45) give rise to perturbations as required by spelling out the composite trimodifications. The pseudofunctor axioms for \((G_\ast)_{F,F'}\) as equations of perturbations—are verified on components where they follow from the pseudofunctor axioms for the hom functor \(G_{Fa,F'a}\).

Lemma A.5. Let \(R, S,\) and \(T\) be tricategories, let \(F, F', F'' : R \to S\) and \(G : S \to T\) be trihomomorphisms, and let \(\alpha : F \Rightarrow F'\) and \(\beta : F' \Rightarrow F''\) be tritransformations. Then there is an adjoint equivalence
\[
\chi_{\beta,\alpha} : (G_\ast \beta)(G_\ast \alpha) \Rightarrow G_\ast (\beta \alpha)
\]
in \(\Tricat(R,T)(GF,GF'')\) with component at an object \(a\) in \(R\) given by the adjoint equivalence
\[
(\chi_G)_{\beta,\alpha a} : (G\beta a)(G\alpha a) \to G(\beta a\alpha a).
\]
This adjoint equivalence forms the component of an adjoint equivalence
\[
\chi : \otimes_{\Tricat(R,T)} (G_\ast \times G_\ast) \Rightarrow G_\ast \otimes_{\Tricat(R,S)} \tag{A.46}
\]
in the situations where the tricategory structure of \(\Tricat(R,T)\) and \(\Tricat(R,S)\) is known. For example, this is the case when \(T\) and \(S\) are either a \(\text{Gray}\)-category (in particular, a category) or \(\Bicat\) cf. Theorem A.4.

Proof. The component of the invertible modification of the trimodification with component \((\chi_G)_{\beta,\alpha a}\) can be chosen as the unique constraint given by coherence for the trihomomorphism \(G\). The trimodification axioms then follow from the definition of the composition of tritransformations and coherence for \(G\). By similar arguments, one checks
that $\chi^* \circ G$ gives rise to a right adjoint $\chi^*$. The component of the invertible modification of the latter is in fact the mate of the one for the left adjoint.

The proof that the naturality 2-cells for $\chi G$ give rise to naturality 2-cells for (A.46), which involves proving a perturbation axiom, proceeds essentially by coherence for $G$ and the definition of the (tricategorical) composite of trimodifications. The axioms for a pseudonatural transformation follow from those for $\chi G$. That unit and counit induce perturbations follows again from coherence for $G$, and the modification axioms follows from the modification axiom for unit and counit of the adjoint equivalence $\chi G$.

Lemma A.6. Let $R, S,$ and $T$ be tricategories, let $F, F' : R \to S$ and $G : S \to T$ be trihomomorphisms, and let $\alpha : F \Rightarrow F'$ be a tritransformations. Then there is an adjoint equivalence 

$$\iota_{\alpha} : 1_{G \circ \alpha} \Rightarrow G_*(1_{\alpha})$$

in $\text{Tricat}(R, T)(GF, GF')$ with component at an object $a$ in $R$ given by the adjoint equivalence 

$$(\iota_G)_{a a} : 1_{G a_a} \to G(1_{a a}) .$$

Proof. By similar arguments.

Conjecture A.1. Let $R, S,$ and $T$ be tricategories, and let $G : S \to T$ be a trihomomorphisms. Then the prescriptions above give rise to a trihomomorphism 

$$G_* : \text{Tricat}(R, S) \to \text{Tricat}(R, T) .$$

(A.47)

Theorem A.3. Given tricategories $R, S,$ and $T$ and a trihomomorphism $G : S \to T$, where $S$ and $T$ are respectively either a Gray-category (in particular, a category) or $\text{Bicat}$, then the prescriptions above give rise to a trihomomorphism 

$$G_* : \text{Tricat}(R, S) \to \text{Tricat}(R, T) .$$

(A.48)

Proof. What remains to be proved is to construct the invertible modifications $\omega, \gamma,$ and $\delta$, and show that they satisfy the trihomomorphisms axioms. The component of $\Pi$ at composable tritransformations $\alpha : F \Rightarrow F' : R \to S$ and $\alpha' : F' \Rightarrow F'' : R \to S$ are perturbations with component at $a \in \text{ob} R$ given by $(\omega_G)_{a a}$. The perturbation axiom follows from coherence for $G$. Similarly, one defines the invertible modifications $\gamma$ and $\delta$. The two trihomomorphism axioms then follow from the trihomomorphism axioms for $G$. Notice that the constraints of the functor tricategories have components induced by the constraints of the target. If the target is a Gray-category, these are trivial. If the target is $\text{Bicat}$, these are the unique constraint cells given by coherence in the relevant bicategory.

Conjecture A.2. Given tricategories $R, S,$ and $T$, then whiskering on the left supports the structure of a trihomomorphism 

$$(-)_* : \text{Tricat}(S, T) \to \text{Tricat}(\text{Tricat}(R, S), \text{Tricat}(R', T)) .$$

(A.49)
A.5 Whiskering on the left with strictification

**Proposition A.6.** Whiskering on the left with the strictification functor $\text{st}$ is a biequivalence on hom bicategories

$$\text{st} : \text{Tricat}(S, \text{Bicat})(F,F') \xrightarrow{\sim} \text{Tricat}(S, \text{Gray})(\text{st} \circ F, \text{st} \circ F') .$$ (A.50)

**Proof.** Let $\alpha : \text{st} \circ F \Rightarrow \text{st} \circ F'$ be a tritransformation. We aim to construct a tritransformation $\tilde{\alpha} : F \Rightarrow F'$ such that $\text{st} \circ \tilde{\alpha}$ is equivalent to $\alpha$ in $\text{Tricat}(S, \text{Gray})(F,F')$.

The component of $\tilde{\alpha}$ at an object $a$ in $S$ is a pseudofunctor defined by the diagram below

\[
\begin{array}{ccccccc}
\text{st}F(a) & \xrightarrow{\alpha_a} & \text{st}F'(a) \\
\downarrow f & & \downarrow e \\
F(a) & \xrightarrow{\tilde{\alpha}_a} & F'(a)
\end{array}
\] (A.51)

which commutes up to an invertible icon $\omega$. In particular, $\tilde{\alpha}_a$ agrees with $\alpha_a$ on objects.

The adjoint equivalence of the alleged tritransformation $\tilde{\alpha}$ has component at a 1-cell $f : a \rightarrow b$ the pseudonatural transformation given by the adjoint equivalence $\alpha_f$ whiskered with $f$ and $e$ and the icon

\[
\begin{array}{ccccccc}
\text{st}F(a) & \xrightarrow{\alpha_a} & \text{st}F'(a) & \xrightarrow{\text{st}F(f)} & \text{st}F'(b) \\
\downarrow f & & = & \downarrow \omega & \downarrow e \\
F(a) & \xrightarrow{\tilde{\alpha}_a} & F'(a) & \xrightarrow{F(f)} & F'(b)
\end{array}
\]

noting that

\[
\begin{array}{ccccccc}
\text{st}F(a) & \xrightarrow{\text{st}F(f)} & \text{st}F(b) & \xrightarrow{\alpha_b} & \text{st}F'(b) \\
\downarrow f & & = & \downarrow e \\
F(a) & \xrightarrow{F(f)} & F(b) & \xrightarrow{\tilde{\alpha}_b} & F'(b)
\end{array}
\]

In particular, the component of $\tilde{\alpha}_f$ at an object $k$ in $F(a)$ is given by $e((\alpha_f)_k)$ (up to whiskerings with identities coming from the icons).

The naturality 2-cell of the adjoint equivalence $\tilde{\alpha}$ at a 2-cell $\gamma : f \Rightarrow f'$ is an invertible modification

$$\tilde{\alpha}_{f'} \ast (1_{\tilde{\alpha}_b} F(\gamma)) \Rightarrow (F'(\gamma)1_{\tilde{\alpha}_a}) \ast \tilde{\alpha}_f$$

given as follows. Since up to coherence isomorphism

$$\omega \ast (1_{\text{st}F'(\gamma)}) = (F'(\gamma)1_e) \ast \omega$$ (A.52)
and since clearly,
\[ \text{st} F(\gamma) 1_f = 1_f F(\gamma) \quad (A.53) \]
up to coherence isomorphism\(^1\), we can define the naturality 2-cells of \( \tilde{\alpha} \) as
\[ 1_1(\alpha_\gamma) \] .

Transformation axioms: For naturality, we have to argue why, for a 3-cell \( \Theta: \gamma \Rightarrow \gamma' \), \( 1_{\alpha_f} \ast (1_{1_{\bar{\alpha}}} F(\Theta)) \) and \( (F'(\Theta))_{1_{\bar{\alpha}}} \ast 1_{\tilde{\alpha}_f} \) commute appropriately with the coherence isomorphism (A.52) and the equality (A.53). Spelling out these commutation conditions, they are easily seen to follow from comparison of the free tricategory and the free Gray-category on \( \text{Bicat} \) cf. also A.8. Naturality then follows from naturality of the adjoint equivalence \( \alpha \). Respect for composition and units follows from the very same for \( \alpha \) noting that the coherence isomorphisms in between have to cancel by coherence. Also observe that this involves composition and unit constraints for the local functors of \( F \) and \( F' \), and note that these coincide with the corresponding constraints for the local functors of \( \text{st} F \) and \( \text{st} F' \) up to coherence isomorphisms on components. This is because composition and unit constraints of the local functors of \( \text{st} \) are given by coherence isomorphisms on components.

Invertible Modifications \( \Pi \) and \( M \). These have components invertible modifications. Note that since the components of the component transformations of the adjoint equivalences are given by \( e((\alpha_f)_\lambda) \), domain and codomain of \( \Pi \) and \( M \) only differ in a coherence isomorphism from domain and codomain for \( \Pi \) and \( M \) for \( \alpha \) on components. Therefore, the components of the component modifications of the invertible modifications \( \Pi \) and \( M \) for \( \tilde{\alpha} \) can be defined in terms of the corresponding components of the component modifications of \( \Pi \) and \( M \) for \( \alpha \) respectively and coherence isomorphisms.

Modification axioms: We have to verify the modification axiom for the components and the alleged modifications \( \Pi \) and \( M \) for \( \tilde{\alpha} \) themselves. This follows from the very same axioms for the component modifications of \( \Pi \) and \( M \) for \( \alpha \) and the latter themselves by similar arguments as above.

Tritransformation axioms: The axioms are verified on components of the component modifications. Again, coherence isomorphisms in between must cancel by coherence, so the axioms follow from the tritransformation axioms for \( \alpha \), indeed are equivalent.

Locally essentially surjective: given a trimodification \( m \) between two tritransformations \( \text{st} \alpha \) and \( \text{st} \beta \), it has components which are transformations \( m_\alpha \), and we take the transformation \( \bar{m}_\alpha \) as in Gurski [27, p. 136] which has components \( e(m_\alpha) \) and naturality 2-cells \( e(m_f) \) up to coherence isomorphisms. Since the adjoint equivalences \( \chi \) for the trihomomorphism \( \text{st} \) are induced by icons cf. Gurski [27, p. 137], they have identity components, and the transformations \( \text{st}(\alpha_f) \) and \( \text{st}(\beta_f) \) have length 1 components coinciding with the ones for \( \alpha_f \) and \( \beta_f \). From this it follows that, up to coherence isomorphism, we can take the same components as for the invertible modification of \( m \).

Modification axiom: The 2-cells of the adjoint equivalences of the tritransformations \( \text{st} \alpha \) and \( \text{st} \beta \), at a 2-cell \( \sigma \), are given by naturality 2-cells of \( \chi \) for \( \text{st} \)—which are given by

\(^1\)meaning up to an invertible modification with components coherence isomorphisms
coherence isomorphisms—and $st(\alpha_{\tau})$ and $st(\beta_{\tau})$. The latter are strictifications of modifications, which have components represented by the same 2-cells. The modification axiom thus follows from coherence and the modification axiom for the invertible modification of $m$.

Trimodification axioms: These follow again from the trimodification axioms for $m$ because the coherence isomorphisms in between have to cancel.

2-locally fully faithful: Given a perturbation it has as its component a modification between strictifications of transformations. By restriction this gives rise to a unique modification the strictification of which coincides with the original modification cf. Gurski [27, p. 136]. The perturbation axiom directly follows from the one for the original perturbation.

$\square$

**Theorem A.4.** The bicategory enriched graph $\text{Tricat}(S, \text{Bicat})$ of trihomomorphisms, tritransformations, trimodifications, and perturbations has the structure of a tricategory such that whiskering on the left with the strictification $st$: $\text{Bicat} \to \text{Gray}$ gives rise to a triequivalence

$$st_\ast: \text{Tricat}(S, \text{Bicat}) \to \text{Tricat}(S, \text{Gray})'$$

with the sub-$\text{Gray}$-category $\text{Tricat}(S, \text{Gray})'$ of $\text{Tricat}(S, \text{Gray})$ given by the (essential) image of $st_\ast$.

Proof. Replacing the local biequivalences from Proposition A.6 by biaadjoint biequivalences cf. Gurski [26, Theorem 4.5], the theorem follows from Transport of structure cf. Gurski [27, Th. 7.22, p. 124] and the $\text{Gray}$-category structure of $\text{Tricat}(S, \text{Gray})$. $\square$

**Theorem A.5.** The prescriptions from Lemmata A.1-A.4 support the structure of a trihomomorphism

$$y: \mathcal{P} \to \text{Tricat}(\mathcal{P}_{\text{op}}, \text{Bicat}).$$

Proof. Given a 2-cell $\alpha: f \Rightarrow f'$: $P \to P'$ in $\mathcal{P}$, note that $y(1_{\alpha}) = \mathcal{P}(\alpha, 1_{\alpha})$ is a perturbation with component at $Q$, a modification $\mathcal{P}(Q, 1_{\alpha})$ with component at the 1-cell $g: Q \to P$ in $\mathcal{P}$ the whiskering $1_{\alpha}1_{\alpha}$. Since the composition in $\mathcal{P}$ is given by pseudofunctors this is the identity 2-cell $1_{\alpha}1_{\alpha}$ in $\mathcal{P}(Q, P')$. Thus the modification $\mathcal{P}(Q, 1_{\alpha})$ must be the identity modification, and hence the perturbation $\mathcal{P}(\alpha, 1_{\alpha})$ must be the identity modification. Similarly, for composable 3-cells $\Gamma$ and $\Gamma'$, one sees that $y(\Gamma') \circ y(\Gamma) = y(\Gamma' \circ \Gamma)$ because $(\Gamma'1_{\alpha}) \circ (\Gamma1_{\alpha}) = (\Gamma' \circ \Gamma)1_{\alpha}$. We next have to argue why $y$ locally has the structure of a pseudofunctor. The constraint $y(\alpha') \ast y(\alpha) \Rightarrow y(\alpha' \ast \alpha)$ is a perturbation with component given by the unique coherence isomorphism $(\alpha'1_{\alpha}) \ast (\alpha1_{\alpha}) \equiv (\alpha' \ast \alpha)1_{\alpha}$ arising from coherence for $\mathcal{P}$. Similarly, one determines the unit constraints of the local pseudofunctors.

For the adjoint equivalence $\chi$, its component at composable 1-cells $f: Q \to R$ and $g: R \to S$ in $\mathcal{P}$ is a trimodification with component at $P$ a modification with component at the 1-cell $h: P \to Q$ in $\mathcal{P}$ given by $a_{f,g,h}^*: fgh \to (fh)g$. We remark that although the composition in $\text{Tricat}(\mathcal{P}_{\text{op}}, \text{Bicat})$ is obscured by its definition
through Transport of structure, it is still true that the composite of tritransformations $\mathcal{P}(\cdot, f)\mathcal{P}(\cdot, g)$ has component a pseudofunctor with value on $h$ given by $f(gh)$ because $e((\text{st}\mathcal{P}(Q, f)\text{st}\mathcal{P}(Q, g))(f(h))) = \mathcal{P}(Q, f)(\mathcal{P}(Q, g)(h)) = f(gh)$ cf. (A.51).

Similarly, the single component of the adjoint equivalence $\iota$ at $S$ is a trimodification with component at $R$ a modification with component at $h: R \to S$ given by $l_h^*.$

The invertible modifications $\omega, \gamma, \text{ and } \delta,$ and the rest of the data of the trihomomorphism are determined by coherence, from which the trihomomorphism axioms follow automatically. \hfill \Box

**Remark A.3.** Determining the domain and codomain for the components of the invertible modifications $\omega, \gamma, \text{ and } \delta$ in the proof above involves whiskerings of trimodifications in $\text{Tricat}(\mathcal{P}^{op}, \text{Bicat})$. Tracing through the proof of Prop. (A.6), one sees that the pseudonatural transformations which form the components of these whiskerings have the same components as the corresponding whiskerings in $\text{Bicat}$ (of the component-transformation of the trimodification with the component-functor of the tritransformation). Therefore, the components of the component modifications of the invertible modifications $\omega, \gamma, \text{ and } \delta$ are given by mates of components of the invertible modifications $\pi^{-1}, \lambda$, and $\rho^{-1}$ of the tricategory $\mathcal{P}$ respectively.

### A.6 Whiskering with a Trihomomorphism on the Right

**Proposition A.7.** Given a $\text{Gray}$-category $\mathcal{L}$, tricategories $\mathcal{R}$ and $\mathcal{S}$, a trihomomorphism $F: \mathcal{R} \to \mathcal{S}$, and a tritransformation $\beta: G \Rightarrow G': \mathcal{S} \to \mathcal{L}$ of trihomomorphisms, there is a tritransformation

$$F^*\beta: GF \Rightarrow G'F$$

The tritransformation $F^*\beta$ has component at an object $a$ in $R$ given by

$$\beta_{Fa}: GFa \to G'Fa.$$

Its adjoint equivalence is defined by the whiskering $F^*\beta$ of the adjoint equivalence of $\beta$. That is, its component at a 1-cell $f: a \to b$ in $R$ is given by

$$\beta_{Ff}.$$
The component of the invertible modification $\Pi F^*\beta$ at composable 1-cells $f, g$ in $R$ is given by the string diagram below.

The component of the invertible modification $M F^*\beta$ at an object $a$ in $R$ is given by the string diagram below.

Proof. See Gurski [27, Prop. 7.5].

Proposition A.8. Given a Gray-category $L$, (cubical) tricategories $R$ and $S$, a (cubical) trihomomorphism $F : R \to S$, tritransformations $\beta, \beta' : G \to G' : S \to L$ of (cubical) trihomomorphisms, and a trimodification $n : \beta \Rightarrow \beta'$, the following prescriptions define a trimodification

$$F^*n : F^*\beta \Rightarrow F^*\beta'.$$

The trimodification $F^*n$ has component at an object $a$ in $R$ given by

$$n_{Fa} : \beta_{Fa} \Rightarrow \beta'_{Fa}. $$

Its invertible modification is defined by the whiskering $F^*n$ of the invertible modification of $n$. That is, its component at a 1-cell $f : a \to b$ in $R$ is given by

$$m_{Ff} : (1_{GF} m_{Fa}) * \beta_{Ff} \Rightarrow \beta'_{Ff} * (m_{Fb} 1_{GF}).$$

Proof. We have to prove the two trimodification axiom. The first trimodification axiom is easily verified from the first trimodification axiom for $n$ and the modification axiom for its invertible modification at $(\chi_F)_a$. Similarly, the second trimodification axiom is verified from the corresponding axiom for $n$ and the modifications axiom for its invertible modification at $(\iota_F)_a$. 

Proposition A.9. Given a Gray-category $L$, (cubical) tricategories $R$ and $S$, a (cubical) trihomomorphism $F: R \to S$, tritransformations $\beta, \beta': G \to G': S \to L$ of (cubical) trihomomorphisms, trimodifications $n, n': \beta \Rightarrow \beta'$, and a perturbation $\tau: n \Rightarrow n'$, there is a perturbation

$$F^*\tau: F^*n \Rightarrow F^*n'.$$

with component at an object $a$ in $R$ given by

$$\tau_{Fa}: n_{Fa} \to n'_{Fa}.$$

Proof. It is immediate that this data satisfies the perturbation axiom since this is literally the perturbation axiom for $\tau$ at $Fa$. \hfill $\Box$

Theorem A.6. Given a Gray-category $L$ and tricategories $R$ and $S$ and a trihomomorphism $F: R \to S$, then whiskering on the right with $F$ has the structure of a Gray-functor

$$F^*: \text{Tricat}(S, L) \to \text{Tricat}(R, L) \quad \text{(A.58)}$$

of functor tricategories.

Proof. First, note that $F^*1_G$ is the identity tritransformation $1_{FG}$. It clearly has identity components and identity adjoint equivalences. Since the identity tritransformation $1_G$ has identity adjoint equivalences, the naturality 2-cells of the latter are identities. This implies that the invertible modifications of $F^*1_G$ described in Proposition A.7 are given by identity modifications as required.

Second, for composable tritransformations $\beta: G \Rightarrow G'$ and $\beta': G' \Rightarrow G''$, note that $F^*(\beta', \beta) = (F^*\beta')(F^*\beta)$, as is easily verified from the definition of the composite of two tritransformations with 0-cell target a Gray-category cf. Th. A.2.

Third, it similarly follows that $F^*$ preserves the two compositions of trimodifications, and it is easy to to see that $F^*$ preserves the three compositions of perturbations as these are given by the three compositions of 3-cells in the target.

Fourth, it is easy to see that $F^*$ preserves interchange cells. \hfill $\Box$

Proposition A.10. Given a Gray-category $L$, tricategories $R$, $S$, $T$, and trihomomorphisms $F: R \to S$ and $F': S \to T$, then we have an identity of Gray-functors

$$(F'F)^*: \text{Tricat}(T, L) \to \text{Tricat}(R, L) \quad \text{(A.59)}$$

and the whiskering with the identity trihomomorphism is the identity on functor tricategories i.e. we have an identity of Gray-functors

$$(1_T)^*: \text{Tricat}(T, L) \to \text{Tricat}(T, L) \quad \text{(A.60)}$$

Proof. That $(1_T)^*$ is the identity Gray-functor is nearly immediate from the prescriptions defining it—verifying this only involves respect for units of the adjoint equivalences of a tritransformation $\beta$ (using that both source and target are locally strict) to show that $\Pi(1, \beta'(\beta)) = \Pi_\beta$ and $M(1, \beta'(\beta)) = M_{\beta'}$ cf. (A.56) and (A.57).
To prove the equality (A.59) note that for a trihomomorphism $G: T \to L$, we have $G(F'F) = (GF')F$ because the target $L$ is a $\text{Gray}$-category—this is not true in general, rather these agree up to an identity-component tritransformation cf. Gurski [27, Prop. 7.6] or ico-icon cf. Garner and Gurski [18, pp. 561-562].

Remark A.4. Notice that the identities (A.59) and (A.60) only hold true if we restrict to locally strict trihomomorphisms. In general (for target a $\text{Gray}$-category), there is an identity component tritransformation

$$ (F'F)^*G \cong F^*F'^*G $$  \hspace{1cm} (A.61)

where the adjoint equivalences are the identity adjoint equivalences, and where $\Pi$ and $M$ are basically given by the composition constraints of a hom functor of $G$. These tritransformations give rise to a $\text{Gray}$-natural isomorphism

$$ (F'F)^* \cong F^*F'^* $$  \hspace{1cm} (A.62)

since the prescriptions clearly coincide on trimodifications and perturbations. The composition of the tritransformation/ico-icon above with the tritransformations $(F'F)^*\beta$ and $F^*F'^*\beta$ inject exactly the composition and unit constraints in the composite $\Pi$ and $M$ to make them coincide.

Similarly, there is an identity component tritransformation (invertible ico-icon)

$$ (1_T)^*G = G1_T \cong G $$  \hspace{1cm} (A.63)

with identity adjoint equivalences and $\Pi$ and $M$ given by unit constraints of a hom functor of $G$. These constraints are exactly forming the component of a $\text{Gray}$-natural isomorphism

$$ (1_T)^* \cong 1. $$  \hspace{1cm} (A.64)

Hence we have the following.

**Proposition A.11.** Given a $\text{Gray}$-category $L$, tricategories $R$, $S$, $T$, and trihomomorphisms $F: R \to S$ and $F': S \to T$, then there are $\text{Gray}$-natural isomorphisms

$$ (F'F)^* \cong F^*F'^* : \text{Tricat}(T, L) \to \text{Tricat}(R, L) $$  \hspace{1cm} (A.65)

and

$$ (1_T)^* \cong 1 : \text{Tricat}(T, L) \to \text{Tricat}(T, L) $$  \hspace{1cm} (A.66)

**Proposition A.12.** Given a $\text{Gray}$-category $L$, tricategories $R$ and $S$, and a tritransformation $\alpha: F \Rightarrow F': R \to S$, the following prescriptions define a tritransformation

$$ \alpha^*: F^* \Rightarrow F'^* : \text{Tricat}(S, L) \to \text{Tricat}(R, L). $$  \hspace{1cm} (A.67)
The component of $\alpha^*$ at a trimonomorphism $G: S \to \mathcal{L}$ is defined to be
the tritransformation

$$G, \alpha: GF \Rightarrow GF'$$

from Proposition A.2 with component $G\alpha_a$ at $a \in \text{ob} R$. Given a tritransformation
$\beta: G \Rightarrow G': S \to \mathcal{L}$, the component of the corresponding adjoint equivalence of $\alpha^*$ is
a trimodification with component at $a \in \text{ob} R$ defined by the 2-cell component

$$\beta^*\alpha_a: G'\alpha_a\beta_F a \Rightarrow \beta_F a G\alpha_a$$

of the adjoint equivalence $\beta^*$ of $\beta$.

The invertible modification of this trimodification has component at a 1-cell $f: a \to b$ in $R$ given by the string diagram below.

The naturality 2-cell at a trimodification $m: \beta \Rightarrow \beta': G \Rightarrow G'$ of the adjoint equivalence
of $\alpha^*$ is a perturbation with component at $a \in \text{ob} R$ given by the mate of the component
$m_{\alpha_a}$ of the invertible modification of $m$ depicted in the string diagram below.

Proof. The hard bit in the proof is the verification of the two trimodification axioms for
(A.70), which requires substantial calculation.

**Proposition A.13.** Given a Gray-category $\mathcal{L}$, tricategories $R$ and $S$, and a trimodification

$$n^*: \alpha \Rightarrow \alpha': F \Rightarrow F': R \to S,$$
the following descriptions define a trimodification

\[ n^*: \alpha^* \Rightarrow \alpha^{**} \]  
(A.72)

The component of the trimodification \( n^* \) at a trihomomorphism \( G: S \to L \) is defined to be the trimodification

\[ G_* n: G_* \alpha \Rightarrow G_* \alpha' \]  
(A.73)

from Proposition A.3 with component \( Gn_a \) at \( a \in \text{ob} R \). The component at a tritransformation \( \beta: G \Rightarrow G': S \to L \) of the invertible modification of the trimodification \( n^* \) is a perturbation with component at \( a \in \text{ob} R \) given by the naturality 2-cell of the adjoint equivalence \( \beta^* \) below.

\[(\beta^*_{\alpha a})^{-1} : (1_{\beta F a} Gn_a)^* \beta^*_{\alpha a} \Rightarrow \beta^*_{\alpha a} (G'n a_{1_{\beta F a}}) \]  
(A.74)

**Proof.** The perturbation axiom at a 1-cell \( f: a \to b \) in \( R \) is proved by a straightforward calculation involving the modification axioms for \( \Pi \) and \( n \). The modification axiom at a trimodification \( m: \beta \Rightarrow \beta': G \Rightarrow G' \) is an equation of perturbations. At \( a \in \text{ob} R \) it is tantamount to the modification axiom for \( m \) at \( n_a \). Noting that \( F^* \) and \( F'^* \) are \( \text{Gray} \)-functors cf. Th. A.6, the first trimodification axiom at composable tritransformations \( \beta \) and \( \beta' \) is just the definition of the adjoint equivalence for the composite tritransformation \( \beta' \beta \). The second trimodification axiom is trivially satisfied. \( \square \)

**Proposition A.14.** Given a \( \text{Gray} \)-category \( L \), tricategories \( R \) and \( S \), and a perturbation

\[ \sigma: m \Rightarrow m': \alpha \Rightarrow \alpha': F \Rightarrow F': R \to S \] ,

there is a perturbation

\[ \sigma^* : m' \Rightarrow n'^* \]  
(A.75)

with component at a trihomomorphism \( G: S \to L \) given by the perturbation

\[ G_* \sigma: G_* m \Rightarrow G_* m' \]  
(A.76)

from Proposition A.4 with component \( G\sigma_a \) at \( a \in \text{ob} R \).

**Proof.** The perturbation axiom is verified on components, where it is tantamount to naturality of the adjoint equivalence \( \beta^* \) at \( \sigma_a \). \( \square \)

**Theorem A.7.** Given a \( \text{Gray} \)-category \( L \) and tricategories \( R \) and \( S \), then whiskering on the right supports the structure of a morphism of 3-globular sets

\[ \text{Tricat}(R, S) \to \text{Tricat}(\text{Tricat}(S, L), \text{Tricat}(R, L)) \] .  
(A.77)
**Proposition A.15.** Given a Gray-category \(L\), tricategories \(R\) and \(S\), and trimorphisms \(F,F': R \to S\), whiskering on the right supports the structure of local pseudofunctors

\[
(-)^L_{F,F'}: \text{Tricat}(R,S)(F,F') \to \text{Tricat}(\text{Tricat}(S,L),\text{Tricat}(R,L))(F',F''). \tag{A.78}
\]

*Proof.* We have to specify the constraints of the alleged pseudofunctor. These are perturbations with component at an object \(G\) in a modification of the trimodification (A.79) is a perturbation with component at an object \(G\) with component at a trihomomorphism \(F\). The trimodification axioms follow from the definition of \(\Pi\), then there is a tritrimodification

\[
\chi_{\alpha',\alpha}: \alpha''\alpha \Rightarrow (\alpha'\alpha)'': F'' \Rightarrow F'': \text{Tricat}(S,L) \to \text{Tricat}(R,L) \tag{A.79}
\]

with component at a trihomomorphism \(G\): \(S \to T\) the adjoint equivalence \(\chi_{\alpha',\alpha}\) from Lemma A.5. This tritrimodification is itself part of an adjoint equivalence in \(\text{Tricat}(\text{Tricat}(S,L),\text{Tricat}(R,L))\), which forms the components of an adjoint equivalence

\[
\chi': \otimes_{\text{Tricat}(\text{Tricat}(S,L),\text{Tricat}(R,L))} ((-)^* \times (-)^*) \Rightarrow (-)^* \otimes_{\text{Tricat}(R,S)} \tag{A.80}
\]

*Proof.* The component at a tritransformation \(\beta: G \Rightarrow G': S \to L\) of the invertible modification of the trimodification (A.79) is a perturbation with component at an object \(a\) in \(R\) given by the mate of \((\Pi\beta)^{-1}\) depicted in the string diagram below.

\[
\text{(A.81)}
\]

The hard bit of the proof is the verification of the perturbation axiom at a 1-cell \(f: a \to b\), which follows from a substantial calculation. The modification axiom at a trimodification \(m: \beta \Rightarrow \beta': G \Rightarrow G'\) follows from the first trimodification axiom for \(m\). The trimodification axioms follow from the definition of \(\Pi\) for the composite of two tritransformations (with 0-cell target a Gray-category).
On the other hand, there is a trimodification with component the right adjoint $\chi_{a',a}$. The component at a tritransformation $\beta: G \Rightarrow G': S \rightarrow L$ of the invertible modification of this trimodification is a perturbation with component at an object $a$ in $R$ given by the mate of $(\Pi_\beta)a'a, a$ depicted in the string diagram below.

\[
\begin{align*}
(\Pi_\beta)a'a & \rightarrow (G'\alpha_a^\ast) & \beta_{a'a}^\ast \rightarrow (1_{a'a})^\ast \\
(\chi_{G'}) & \rightarrow (G'\alpha_a^\ast) & \beta_{a'a}^\ast \rightarrow (G_a^\ast) \\
\beta_{a'a}^\ast & \rightarrow (\Pi_\beta)a'a & \beta_{a'a}^\ast \rightarrow (\Pi_\beta)a'a
\end{align*}
\]

The perturbation axiom is already implied by the perturbation axiom for $(A.81)$. That the unit and counit of this adjoint equivalence satisfy the perturbation axiom—thus give rise to an adjoint equivalence as required—is proved by a short calculation, where one has to cancel $\Pi$ and $\Pi^{-1}$.

The naturality 2-cells for $(A.80)$ are perturbations $\chi_{a'a_2}^\ast (n' n^\ast) \Rightarrow (n' n^\ast) \chi_{a'a_1}^\ast$ with components given by the naturality 2-cells of the adjoint equivalence $(A.46)$ from Lemma A.5 with components naturality 2-cells of $\chi_G$ at $n'_a$ and $n_A$. The axioms for a pseudonatural transformation thus in the end follow from those for the adjoint equivalence $\chi_G$. The perturbation axiom at $\beta: G \Rightarrow G': S \rightarrow L$ follows from the modification axiom for $\Pi_\beta$. Similarly, we have a right adjoint $\chi^\ast$ to $(A.80)$, where the modification axiom for unit and counit follow from the modification axiom for unit and counit of the adjoint equivalence $(\chi_G, \chi^\ast_G)$.

\[\text{Lemma A.8.} \quad \text{Given a Gray-category $L$, tricategories $R$ and $S$, and a tritransformation $\alpha: F \Rightarrow F': R \rightarrow S$, there is a trimodification}
\]

\[\iota_a: 1_{a'} \Rightarrow (1_a)^\ast: F^\ast \Rightarrow F'^{\ast} : \text{Tricat}(S, L) \rightarrow \text{Tricat}(R, L)
\]

with component at a trihomomorphism $G: S \rightarrow T$ the adjoint equivalence $\iota_a$ from Lemma A.6, and this trimodification is itself part of an adjoint equivalence in $\text{Tricat}(\text{Tricat}(S, L), \text{Tricat}(R, L))$.

\[\text{Proof.} \quad \text{By similar arguments.}\]

\[\text{Theorem A.8.} \quad \text{Given Gray-categories $L$ and $S$ and a tricategory $R$, then whiskering on the right supports the structure of a trihomomorphism}
\]

\[(-)^\ast: \text{Tricat}(R, S) \rightarrow \text{Tricat}(\text{Tricat}(S, L), \text{Tricat}(R, L))
\]

\[\text{Proof.} \quad \text{What remains to be proved is to construct the three invertible modifications $\omega, \gamma$, and $\delta$ of the alleged trihomomorphism and to prove that these satisfy the two trihomomorphism axioms. The components of these invertible modifications are perturbations}\]
with component at $G: S \rightarrow L$ given by the perturbations $\omega, \gamma,$ and $\delta$ for $G$, cf. Th. A.3 with components given by components of $\omega, \gamma,$ and $\delta$ for $G$. The trihomomorphism axioms thus follow from the trihomomorphism axioms for $G$. The modification axioms follow from the modification axioms for $\omega, \gamma,$ and $\delta$ for $G$, and the perturbation axioms at a tritransformation $\beta: G \Rightarrow G': S \rightarrow L$ correspond precisely to the three tritransformation axioms for $\beta$.

\begin{conjecture}
Given a Gray-category $L$ and tricategories $R$ and $S$, then whiskering on the right supports the structure of a strict trihomomorphism $(\cdot)^*: \text{Tricat}(R, S) \rightarrow \text{Tricat}(\text{Tricat}(S, L), \text{Tricat}(R, L))$. (A.85)
\end{conjecture}

\begin{theorem}
Given a Gray-category $L$ and a triequivalence $F: R \rightarrow S$ of tricategories $R$ and $S$, whiskering on the right with $F$ gives rise to a triequivalence of functor tricategories:

$$F^*: \text{Tricat}(S, L) \cong \text{Tricat}(R, L).$$

(A.86)
\end{theorem}

\begin{proof}
If $S$ is a Gray-category, this follows directly from Theorem A.8. In the general case, we have already determined enough structure of the alleged trihomomorphism in Conjecture A.3 to prove this explicitly: Let $G: S \rightarrow R$ be a triequivalence inverse of $F$, and let $\alpha: FG \Rightarrow 1$ and $\beta: 1 \Rightarrow GF$ be biequivalence tritransformations with biequivalence inverses $\alpha': 1 \Rightarrow FG$ and $\beta': GF \Rightarrow 1$ and equivalences $m: \alpha \alpha' \cong 1_S$, $m': \alpha' \alpha \cong 1_F$, $n: \beta \beta' \cong 1_G$, and $n': \beta' \beta \cong 1_R$. With the Gray-natural isomorphisms from Prop. A.11, we aim to show that $\alpha$ gives rise to a biequivalence

$$G^*F^* \cong (FG)^* \alpha^* \cong (1_S)^* \cong 1_{\text{Tricat}(S, L)}$$

(A.87)

with biequivalence inverse

$$1_{\text{Tricat}(S, L)} \cong (1_S)^*(\alpha')^* \xrightarrow{\alpha'^*} (FG)^* \xrightarrow{\epsilon 1_S} G^*F^*$$

(A.88)

and similarly for $\beta$.

Since the transformations from Prop. A.11 are Gray-natural isomorphisms, we only have to show that $\alpha^*$ is a biequivalence with biequivalence inverse $(\alpha')^*$. This follows from the fact that the composite of equivalences

$$\alpha^*(\alpha')^* \xrightarrow{x_{\alpha'}} (\alpha\alpha')^* \xrightarrow{m^*} (1_1)^* \xrightarrow{\epsilon_{1_S}} 1_{(1_1)^*}$$

(A.89)

is an equivalence, where we use that $m^*$ is an equivalence because $m$ is an equivalence cf. Prop. A.5.}

\end{proof}
A.7 Biequivalences of trihomomorphisms

Let $S$ and $T$ be tricategories. Under the assumption that $S$ is small, there is surely a forgetful functor

$$\text{Tricat}(S, T) \to \prod_{\text{ob}S} T$$

sending a trihomomorphism to its image on objects, a tritransformation to its components, a trimodification to its components, and a perturbation to its components. This is obviously a strict trihomomorphism.

**Proposition A.16.** Let $S$ be a small tricategory, and let $T$ be a cocomplete $\text{Gray}$-category or the tricategory $\text{Bicat}$. Then the forgetful functor

$$\text{Tricat}(S, T) \to \prod_{\text{ob}S} T$$

reflects internal biequivalences.

**Proof.** Suppose $\sigma: F \Rightarrow G: S \to T$ is a tritransformation such that its components are internal biequivalences in the tricategory $T$. We have to show that $\sigma$ is itself an internal biequivalence in $\text{Tricat}(S, T)$.

To begin with, we replace $T$ by $T' = \text{Gray}$ if $T = \text{Bicat}$ (otherwise $T' = T$), and then $S$ by the triequivalent $\text{Gray}$-category $S'$ obtained from the local strictification $\text{st}S$, which is a cubical tricategory, and the cubical Yoneda embedding [27, Th. 8.4 and Th. 9.12]; $\text{ew}: S' \cong \text{st}S \cong S$. These replacements give rise to a triequivalence

$$\text{Tricat}(S, T) \to \text{Tricat}(S', T'),$$

cf. Theorems A.4 and A.9, and thus a tritransformation $\sigma': F' \Rightarrow G': S' \to T'$ with components that are again internal biequivalences in $T'$. In the case that $T = \text{Bicat}$, we have $F' = \text{st}F_{\text{ew}}$ and $G' = \text{st}G_{\text{ew}}$. Since $\text{st}S$ is locally given by the strictification $\text{st}S(S, S')$ of the hom bicategories of $S$, the local functors of the trihomomorphisms $\text{st}F_{\text{e}}$ and $\text{st}G_{\text{e}}$ are biequivalent to strict functors. The same then holds for $F'$ and $G'$ as the inverse $w$ of the triequivalence induced by the cubical Yoneda embedding is locally strict, see [27, Prop. 9.14]. By Theorem 2.5 from Chapter 2, $F'$ and $G'$ are biequivalent to locally strict trihomomorphisms $F''$ and $G''$ (which agree with $F'$ and $G'$ on objects), thus giving rise to a tritransformation $\sigma'': F'' \Rightarrow G''$ in $\text{Tricat}_{\text{ls}}(S', T')$ with components that are biequivalences again. Since by Theorem 1.7 from Chapter 1, $\text{Tricat}_{\text{ls}}(S', T')$ is the $\text{Gray}$-category of pseudo algebras for the $\text{Gray}$-monad on $[\text{ob}S', T']$ generated by the Kan adjunction, by [27, Lemma 15.11], the forgetful functor

$$U: \text{Tricat}_{\text{ls}}(S', T') \to [\text{ob}S', T'] \cong \prod_{\text{ob}S'} T'$$

reflects internal biequivalences. As a consequence $\sigma''$ must be a biequivalence in $\text{Tricat}_{\text{ls}}(S', T')$, which implies that $\sigma$ must be a biequivalence in $\text{Tricat}(S, T)$. 

$\square$
A.8 Internal coherence for $\text{Bicat}$

The cells of the tricategory $\text{Bicat}$ of bicategories have constraints themselves: an object i.e. a bicategory has associators and unitors, a 1-cell i.e. a (pseudo)functor has composition and unit constraints, and a pseudonatural transformation has naturality 2-cells. These constraints can in fact be recovered solely from the tricategory structure of $\text{Bicat}$ as we briefly outline below\(^2\). We refer to this phenomenon as internal coherence for the tricategory $\text{Bicat}$.

To recover the internal constraints of $\text{Bicat}$, one represents objects $b$ of a bicategory $B$ by strict functors $b: I \to B$, 1-cells $f: b \to b'$ by pseudonatural transformations $f: b \Rightarrow b': I \to B$ (the single naturality 2-cell is determined by respect for units and is composed out of unitors, hence gives no new data), and 2-cells by modifications of such transformations. For example, the associators of $B$ are then recovered from associators of compositions of pseudonatural transformations i.e. associators of the hom bicategories of $\text{Bicat}$. The image of a 1-cell $f$ in $B$ under a functor $F: B \to C$ is given (up to an identity 1-cell) by whiskering on the left $1_F \ast f$ of the pseudonatural transformation $f$ with $F$ in $\text{Bicat}$, and so the constraints of $F$ are recovered as constraints of the composition in $\text{Bicat}$ (since we have already recovered unitors, this is really true, and we can eliminate the extra constraint coming from the additional identities above).

The component at $b \in B$ of a pseudonatural transformation $\sigma: F \Rightarrow G: B \to C$ is given (up to the image of an identity 1-cell under the target pseudofunctor $G$—for the usual convention for composition of pseudonatural transformations, otherwise its the source functor) by whiskering on the right $\sigma \ast 1_b$ with $b: I \to B$ in $\text{Bicat}$, and thus the naturality 2-cells are recovered as interchange constraints for the composition in $\text{Bicat}$ (up to unitors and unit constraints, which we have already recovered, and which we can thus eliminate).

As a first observation note that one can recover coherence results for cells in $\text{Bicat}$ from coherence for $\text{Bicat}$: From the coherence theorem for bicategories, we know that any diagram of constraints for a bicategory commutes, but since the constraints of this bicategory can be expressed as constraints of $\text{Bicat}$, this also follows from coherence for the tricategory $\text{Bicat}$—note that no interchange cells in $\text{Bicat}$ are involved. Similarly, we recover coherence for functors. More interestingly, we get a coherence result for pseudonatural transformations saying that any diagram (in the image of the free tricategory) composed out of naturality 2-cells and constraints of the source and target functors commutes.

Consider a trihomomorphism $\mathcal{P} \to \text{Bicat}$. The image of this trihomomorphism is composed out of bicategories, functors, pseudonatural transformations, and modifications, yet the constraints associated with those bicategories, functors, and pseudonatural transformations are not constraints of the trihomomorphism. By the argument above they are however recovered as constraints of the target $\text{Bicat}$. Thus, as a consequence of coherence for the trihomomorphism one concludes that any diagram of constraints (in the image of the free functor tricategory) composed out of the images of constraints from the source $\mathcal{P}$, constraints of the trihomomorphism, and constraints of the target $\text{Bicat}$

\(^2\)This was also observed by Benjamín Alarcón Heredia.
commutes, and the latter includes all constraints associated with the cells in the image of the trihomomorphism.
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TOPICS IN THREE-DIMENSIONAL DESCENT THEORY

This thesis is concerned with the concept of strictification in three-dimensional category theory. Every tricategory is triequivalent to a \textit{Gray}-category. However, the theory of tricategories is not equivalent to \textit{Gray}-enriched category theory. Nevertheless their connection may be strained to allow for substantial results such as a tricategorical Yoneda lemma as we show in this thesis.

A major impetus to analyze three-dimensional strictification comes from mathematical physics. Motivated by the construction of bundle gerbes in terms of descent, we analyze coherence in the context of the three-dimensional monadicity of the \textit{Gray}-enriched functor category. We identify the \textit{Gray}-category of pseudo algebras for this monad with the \textit{Gray}-category of locally strict trihomomorphisms, tritransformations, trimodifications, and perturbations, and show that coherence results from three-dimensional monad theory apply to establish an adjunction between the latter tricategorical functor category and the \textit{Gray}-enriched functor category.

As an application, we are able to prove that any locally strict trihomomorphism with domain a small and codomain a cocomplete \textit{Gray}-category is biequivalent to a \textit{Gray}-functor. The Yoneda lemma for tricategories is then proved via the \textit{Gray}-enriched Yoneda lemma. The concept of a codescent object takes a special position in the argument and also underlies the coherence theorem from three-dimensional monad theory that we employ. The codescent object is a certain \textit{Gray}-enriched colimit, which we analyze on the free algebras of a \textit{Gray}-monad. We show that the codescent object of the codescent diagram of a free algebra is strictly biequivalent to the free algebra itself. Since representables are in particular also free algebras for the \textit{Gray}-monad of the \textit{Gray}-enriched functor category, we are thus able to prove a Yoneda lemma for \textit{Gray}-categories and locally strict trihomomorphisms, which enables us to specify an explicit strictification of a locally strict trihomomorphism with values in \textit{Gray}. To prove a Yoneda lemma for tricategories, we analyze the invariance of functor tricategories and their representables, which broadens the basic knowledge of the theory of tricategories.

Finally, we introduce a new three-dimensional descent construction as a simple tricategorical limit. We show that the strictification of this construction coincides with a known explicit strict descent construction. This involves the identification of yet another codescent object up to strict biequivalence, namely the codescent object of the weight of the tricategorical limit, and the proof that the known strict descent construction coincides exactly with the resulting \textit{Gray}-enriched limit. These results enable us both to give new explanations for the properties of the strict descent construction as well as to apply the latter on the three-dimensional descent construction in the general non-strict context. Finally, a new perspective on bundle gerbes is accomplished in that we show that they can be understood as tritransformations.
ZUSAMMENFASSUNG

THEMEN DREIDIMENSIONALER ABSTIEGSTHEORIE


Schließlich führen wir eine neue dreidimensionale Abstiegskonstruktion als einen einfachen trikategorientheoretischen Limes ein. Wir zeigen, daß die Striktifizierung dieser Abstiegskonstruktion mit einer bekannten expliziten strikten Abstiegskonstruktion übereinstimmt. Dafür identifizieren wir abermals ein Koabstiegsobjekt, nämlich jenes des Gewichts der neu eingeführten Abstiegskonstruktion bis auf strikte Biäquivalenz und zeigen, daß die bekannte Konstruktion gerade mit dem resultierenden Gray-angereicherten Limes übereinstimmt. Diese Erkenntnisse ermöglichen sowohl neue Erklärungen für die Eigenschaften der bekannten Abstiegskonstruktion als auch die Anwendung letztgenann-
ter auf die neu eingeführte Abstiegskonstruktion im allgemeinen nicht-strikten Kontext. Schließlich ermöglichen wir eine neue Perspektive auf Bündelgerben, indem wir zeigen daß man Bündelgerben als Tritransformationen verstehen kann.

Das erste Kapitel dieser Arbeit basiert auf der folgenden Vorveröffentlichung des Autors: