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Abstract

Because of their unique structure, thin films provide an unprecedented view into the fundamental physics of a two-dimensional world. There is also an enormous demand for such materials in applied fields, and many thin films find use as platforms for device applications.

To further our understanding of such materials, this thesis investigates the properties of thin films on the time- and length-scales associated with atomic motions. To do this, two techniques with access to these extreme scales were used: transient spectroscopy, and ultrafast electron diffraction. Transient spectroscopy is equipped with the temporal resolution required to witness chemical dynamics; this fact is demonstrated in this thesis by an experiment which probes the ultrafast formation of graphene from an oxidized precursor. However, only ultrafast electron diffraction has the spatial resolution required to watch atoms move in real time.

Thin films add another layer of complexity to such already challenging experiments due to the fact that they typically have a minimal response to optical and electron probes as a result of their low-dimensionality. To address this issue, this thesis introduces several novel design principles in order to optimize ultrafast electron diffraction for studying thin films and monolayers. This culminates in the construction of a low-energy electron diffractometer, the first of its kind in the world. The successful demonstration of this machine to study the transient electric fields produced near a laser-irradiated graphene surface confirms that the electron diffraction can interrogate the two-dimensional world.

However, this device, as with all conventional ultrafast electron diffractometers, is poorly-suited to investigate irreversible reactions, a restriction that has recently been lifted with the advent of ultrafast streak cameras. Because streaking is a fairly new technique, there are many open questions as to how to interpret the streaked diffraction data. In this thesis, ultrafast streaking is put on firm theoretical grounds through the development of a new analysis approach that allows the entire time-dependent diffraction pattern to be recovered from a single streaked diffraction image. This development enables access to the entire range of possible thin film dynamics, both reversible and irreversible.
Zusammenfassung


1. Transient Dynamics in Thin Films

“In research, if you know what you are doing, then you shouldn’t be doing it.”

— Richard W. Hamming

1.1. The Information Age and Science’s Fascination with the Two-Dimensional World

The first electronic computer occupied over 150 m$^2$ and cost over $6$ million (ref. 1), whereas modern microprocessors can be as small as 350 mm$^2$ (ref. 2) and cost an average of $6$ (ref. 3). This six order of magnitude decrease in both size and cost is an impressive indication of the advancement made toward the miniaturization of technology. In an apt observation, Gordon Moore, of the eponymous law expressing that the number of transistors on a microchip doubles every two years, stated$^4$

In terms of size you can see that we’re approaching the size of atoms which is a fundamental barrier, but it’ll be two or three generations before we get that far.

While the timescale of manufacturing atomically thin electronics might be a few generations, materials science research has been toying with this fundamental limit for the last decade. This emphasis on materials with reduced dimensionality has been driven by a combination of purely academic interest and the miniaturization of technology; thus the information age is partly responsible for ushering in the era of the thin film: materials ranging from the smallest possible thickness (one atomic monolayer), to stacks of a few hundreds of such monolayers.

The fascination with thin films and monolayers has arisen in the wake of the discovery of graphene$^5$, the first truly two-dimensional material. Graphene, which will be described in more detail in Chapter 2 and will appear several times throughout this thesis, is only one carbon atom thick, or roughly 0.000 000 000 3 m. In addition to serving as a playground for fundamental physics due its multitude of bizarre properties$^6$–$^{10}$, graphene has shown the potential to revolutionize many aspects of modern technology; Jonathan Coleman, one of the world leaders in the production of two-dimensional materials, went as far as saying, “For every application you can think of, there will be a two-dimensional material for you” (ref. 11). Moreover, graphene is seen as a prototype for other two-dimensional materials; a remarkable demonstration of this was the identification of over 550 types of ultra-thin films and “nanosheets” that can be synthesized with the same techniques developed for graphene$^{12}$. 
These materials and other like them are ready to serve as the fundamental building blocks for future electronics and micro-technology.

The promise and usefulness of such materials is due to their unique two-dimensional structure. Dimensionality has long been a muse to physicists, stemming from the fact that many systems can be analyzed and solved in a reduced one-dimensional framework\textsuperscript{13}, to the seemingly unbounded multitude of dimensions in contemporary string theories (the most mature theories sport upward of 20 dimensions\textsuperscript{14}). From a materials science point-of-view, the dimensionality\textsuperscript{*} of a system profoundly influences its physical and electronic properties. The allotropes of carbon are a canonical example, with the properties in zero dimensions (C\textsubscript{60} and the other round fullerenes), one dimension (nanotubes), two dimensions (graphene), and three dimensions (graphite and diamond), all being vastly different\textsuperscript{15}. Fig. 1.1 illustrates how the dimension of the allotrope can be controlled through the manipulation of graphene.

\textbf{Figure 1.1.: } Illustration of how allotropes of carbon with varying degrees of translational symmetry (also known as dimensionality) can be constructed from graphene. Reprinted with permission from ref. 16. Copyright © 2012 American Chemical Society.

While adding dimensions has previously been a purely academic exercise, the techniques developed for graphene have made reducing dimensionality experimentally accessible and a means of generating exotic behaviour from many materials. Inspired by the exciting potential and fascinating physics of thin films and monolayers, this thesis strives to further the understanding of such materials by delving deeper into this two-dimensional world.

\textsuperscript{*} In this context, dimensionality refers to the number of perpendicular axes along which possess translational symmetry.
1.2 Faster Than Fast and Smaller Than Small: Transient Structural Dynamics

While thin film research still has many exciting venues to explore, the particular focus of this thesis will be on the atomic motions and rearrangements that are associated with chemical reactions and out-of-equilibrium dynamics. The motivation for this endeavour is that chemical reactions have long been a sort of “black box”, where the input (reactants) and output (products) are known, but what happens in-between is a mystery. While treating reactions this way has led to some incredible results, Science has begun a quest to have look inside this black box. This field is known as transition state chemistry, and is well motivated by this statement by Nobel laureates John Polanyi and Ahmed Zewail:\textsuperscript{17}:

*The transition state is neither one thing, namely, chemical reagents, nor the other, reaction products. Instead it illustrates the mystical event of trans-substantiation.*

While this is expressed rather whimsically, the authors are correct to be in awe. Transition states have eluded scientists for years, and it is just recently that technology has become sufficiently advanced to study them. The challenge with this venture lies in the inherent properties of chemical reactions. Put generally, chemical reactions are:

**Small:** Typical crystalline unit cells are on the order of 1 – 10 angstroms (1 Å = 10^{-10} m) in size. However, the structural changes that accompany a chemical reaction often involve the movement of a few atoms, and are associated with atomic displacements of < 0.1 Å.

**Fast:** Transition states often exist for a few picoseconds, and some as short as a few tens of femtoseconds (1 fs = 10^{-15} s).

These are extreme spatial and temporal scales, and are so beyond what we experience in our everyday life that it is challenging to fully appreciate them. To put the spatial scale into perspective, consider the fact that observing a 1 Å change from a meter away is akin to standing on the moon and watching someone on Earth wave their hand. And while femtosecond lasers have become commonplace in laboratories all over the world, it is humbling to think that one second contains ten times more femtoseconds than the total number of years the entire universe has ever existed. It is an impressive feat of technology that such extreme scales are accessible at all.

To investigate such atomic dynamics in thin films, these challenges are compounded with the fact that thin films are notoriously difficult to study, because they:

1. are generally difficult to produce
2. are fragile to handle
3. have minimal response to traditional probes (i.e. they are almost optically transparent, they are thin enough that they hardly scatter radiation or matter waves, etc.)

4. are extremely sensitive to the surrounding environment (i.e. prone to adsorption)

Because of this, there is a need to develop new tools to approach this problem: a technique which has access to the ultrafast and ultrashort scales associated with chemical reactions, as well as sensitivity to extremely thin films.

### 1.3. Photons and Electrons as Ultrafast Probes

To capture a transient event, the probing device must have a temporal resolution faster than the timescale of the event. The consequences of this are easily seen in Fig. 1.2, which shows the same scene of a fountain photographed with two different exposure times. The left image was taken with a slow shutter speed (corresponding to a long exposure time), and the right image was taken with a fast shutter speed (corresponding to a short exposure time). It is evident that the left image was taken with insufficient temporal resolution, since the dynamics of interest (in this case, the falling water droplets) are blurred. This makes it impossible to trace out the trajectory of a single water droplet.

![Figure 1.2: Photograph of fountain taken with slow shutter speed/long exposure time (left) and fast shutter speed/short exposure time (right)](image)

In light of the discussion of the characteristics of atomic motions, time-resolved probes of
such dynamics must possess sub-picosecond temporal resolution. Fortunately, the invention of lasers capable of producing short bursts of light with durations on the femtosecond timescale led to the development of the workhorse of ultrafast measurements, the celebrated pump-probe method. In this technique, the dynamics of interest are initiated with a laser pulse that “pumps” the sample. This is a versatile way of perturbing the sample, since the pump laser can be used to deposit heat, initiate lattice vibrations, or selectively exciting an electronic transition, each of which can be carefully controlled by the choice of pump intensity, wavelength, size, and duration. At a later time, another laser pulse “probes” the sample and records the absorption properties of the sample. The power of this approach is that since the probe is has a duration on the order of femtoseconds, it only takes a “snapshot” of the sample at a specific time after the dynamics were initiated; therefore, by varying the time delay between the arrival of the pump and the probe, the time-dependent absorption of the sample can be traced through the entire dynamics. An entertaining illustration of this pump-probe technique is shown in Fig. 1.3, which shows Étienne-Jules Marey’s famous 1894 experiment of taking a series of sequential photographs of a falling cat. In this case, the “pump” is the action of dropping the cat, and the “probes” are the photographs. The difference between this and the pump-probe experiments that are discussed in this thesis is that there is one pump event for each probe; that is, the cat would be dropped and then a single photograph would be taken. Then, the cat would be dropped again and, at a later time, another photograph would be taken, and so on.

![Figure 1.3: Images of a falling cat captured with chronophotography in 1894 (ref. 19)](image)

From an experimental point-of-view, there is the added benefit that both the pump and the probe pulses can be derived from the same laser source, and so this technique is completely insensitive to timing jitter. However, there are several limitations, the most severe being that transient absorption measurements contain no structural information. So while they are
well-suited for investigating the timescales associated with various dynamics in thin films, they lack the spatial resolution to track atomic trajectories.

The inadequacy of transient spectroscopy as a structural probe has led to the development of Ultrafast Electron Diffraction (UED), a related pump-probe method that uses short electron pulses as the probe. The required sub-angstrom spatial resolution comes from Louis de Broglie’s 1924 prediction that all moving particles, including electrons, exhibit wave-like behavior, with wavelengths given by:

$$\lambda = \frac{h}{p}$$  \hspace{1cm} (1.1)

where \( h = 6.626 \times 10^{-34} \text{kg m}^2/\text{s} \) is Planck’s constant and \( p \) is the particle’s momentum. By accelerating electrons to extremely high momenta (\( p > 10^{-23} \text{kg m/s} \)), the electrons can exhibit sub-angstrom wavelengths. The UED technique is additionally equipped with the desired sub-picosecond temporal resolution; much like with transient spectroscopy, this is again due to femtosecond lasers, since electrons pulses that are the same duration as laser pulses can be produced via the photoelectric effect by irradiating a metal cathode.

Although many recent reviews exist, it is beneficial to give a brief introduction to UED for completeness. In such experiments, a femtosecond laser is divided into two optical lines: one for the pump and the other for probe (analogous to optical pump-probe). The pump line is used to optically excite the sample, whereas the probe is sent to an electron gun to produce an electron pulse. A conventional electron gun consists of several components, some of the most important of which are a metallic photocathode (typically gold or copper) that is held at a negative voltage and a grounded anode plate with a small hole in its center through which the electrons pass (see Fig. 1.4). The gap between the cathode and anode results in high electric fields which accelerates the electrons to the required momentum. Both the electron gun and the sample are contained within a vacuum chamber, and the diffraction pattern is collected by an imaging detector. A detailed introduction into the experimental details of UED experiments will be presented in Chapter 3. In the same way temporal resolution is obtained in transient absorption measurements, by changing the delay between the pump and the probe, the diffraction pattern can be recorded at different time points during the dynamics, making it possible to record “movies” in a stroboscopic fashion. By comparing the locations and intensities of the diffraction peaks at each time point, the exact structural dynamics of the reaction can be determined with the resolution of the electron pulse duration. This technique therefore enables atomic motions to be recorded in real time with high spatial and temporal resolution.

The energy of the probe electrons in the UED setup ultimately determines what thickness of material the setup will be sensitive to. As will be argued extensively in Section 3.3.1, the ideal acceleration voltage to study thin films and monolayers is 1 – 10 kV. This is a previously unexplored energy regime for UED systems, which typically operate in the 50 – 200 kV range, and so existing machines are not optimized for exploring structural dynamics in thin films. To this end, a large portion of this thesis will be dedicated to the
development and demonstration of “low-energy” UED, designed specifically to study thin films. A photograph and schematic of the novel UED setup, including all the supporting optics, is shown in Fig. 1.5.

There is an inherent challenge to working with short electron pulses: because electrons are negatively charged, dense bunches of them tend to expand due to space-charge effects, which degrades the temporal resolution of the experiment. This is particularly pronounced when working in the low-energy regime, because both longitudinal and transverse beam growth due to space-charge effects scales as $(1 - \beta)^{-3/2}$ (ref. 25), where $\beta$ is the ratio of the electrons’ speed to the speed of light. Because $\beta$ is proportional to the square root of the acceleration voltage, low-energy electrons suffer significantly from unwanted space-charge effects. Because of this, adapting the UED technique to study thin films requires some particular design considerations that are absent in traditional setups.
Figure 1.5.: Photograph (top) and simplified schematic (bottom) of the optics associated with the ultrafast electron diffraction (UED) setup used in this thesis. THG: third harmonic generation, DAQ: data acquisition
1.4 Contributions of This Thesis

This thesis is combined of several contributions which work toward the understanding of structural dynamics in thin films and the development of suitable tools to examine them. Each chapter is intended to motivate the next; Chapter 2 starts by using transient spectroscopy to study the ultrafast production of graphene from an oxidized precursor. While the timescale and the different species involved with the reaction are identified, very little can be inferred about the structural changes that occur. This is because, as stated above, structural information is generally inaccessible to spectroscopic measurements in the visible domain.

This leads to Chapter 3, which comprises of the bulk of the work presented in this thesis, and introduces a novel tool for measuring structural dynamics of thin films. By limiting the acceleration voltage to the low-energy regime (1 – 10 kV) in a compression-less UED system, it is shown that the sensitivity to films of thickness < 10 nm can be achieved while maintaining sub-picosecond temporal resolution.

Chapter 4 presents an application of the low-energy UED technique, where 6 kV electrons are used to probe the transient electric fields produced by photoionized graphene. In addition to gleaning some insight into the ionization process, this experiment serves to validate the new low-energy UED design and demonstrate its utility for investigating thin films and monolayers.

Returning back to the contents of Chapter 2, it would be ideal to be able to use UED to study the ultrafast production of graphene. However, the UED technique, in the pump-probe paradigm that is presented in Chapter 3 and Chapter 4, is only suitable for reversible reactions (those which can be repeated several thousands of times in a row without damaging or modifying the sample). This is an issue that severely restricts the types of thin films that can be studied, additionally excluding the experiment in Chapter 2. To mitigate this, Chapter 5 introduces the recently established technique of ultrafast streaking of diffraction patterns, which allows an entire molecular movie to be recorded with a single probe pulse. The contribution of this thesis to this technique is to develop the appropriate theory and analysis tools that have thus far been missing.

Within the framework of these chapters, this thesis strives towards the development of tools capable of examining structural dynamics in thin films. While the content of this thesis can be seen as progress towards this goal, there are many potential experiments that could contribute to the further understanding of the groundwork laid here. For instance, it would be worth demonstrating that a low-energy setup capable of the streaking is feasible, to open up the possibility of exploring irreversible dynamics in thin films. The ultrafast production of graphene, would be a good first potential candidate. This experiment, and others like it, would encourage Science to delve into the two-dimensional world, providing a deeper understanding of the properties and prospective uses of thin films.
2. The ultrafast chemistry of graphene oxide: Revealing the process behind photoreduction∗

“When one’s curiosity is one of the greatest sources of happiness in life.”

— Linus Pauling

2.1. Introduction

A single word can encompass millions of dollars of research funding, thousands of publications, hundred of careers, and even a couple of Nobel prizes. This word is: graphene. Since its discovery just over a decade ago, graphene has been championed as having the potential to revolutionize almost every aspect of modern technology, and accordingly it is at the forefront of cutting-edge fundamental science. Such widespread uses has garnered graphene the attention of the international community, from both scientists and non-scientists.

The reason for all the attention is the plethora of unusual properties that graphene exhibits as a result of its unique two-dimensional structure. Graphene consists of carbon atoms arranged in a planar “honeycomb” hexagonal lattice as shown in Fig. 2.1 A, and the resulting electronic structure shows linear dispersion near the K points, which is uncommon in most solid state materials. This gives rise to several strange quantum effects, such as the quantum Hall effect and the presence of massless Dirac fermions. It addition, its unique structure equips it with a wide range of peculiar electrical, optical, and structural properties. A summary of these and other exciting features can be found in the many reviews that have been written about graphene.

Because graphene is suitable for a wide-range of real-world applications, there is a need for rapid, facile, green, robust, and efficient methods to meet the industrial demands for high quality graphene. There are currently several production methods that are commonly used:

**Mechanical Exfoliation** This technique, also known as the “Scotch tape” method due to its historical implementation, involves the use of an adhesive tape to cleave bulk graphite

∗ Portions of this chapter were previously published as R. Y. N. Gengler, D. S. Badali et al., Nat. Comm 2013 (ref. 26), and have been reproduced with permission. Copyright is held by Nature Publishing Group.
into few-layer graphene by repeatedly peeling off the top layer.\textsuperscript{5,33}

**Chemical Vapor Deposition (CVD)** In general, CVD refers to the exposure of a substrate to gaseous compounds which decompose on the surface to grow a thin film. Although there are several ways to achieve this for graphene, the most popular is the exposure of a nickel or copper substrate to a gaseous mixture containing CH\textsubscript{4} at about 1000°C (ref. 34).

**Epitaxial Growth** Similar to CVD, epitaxial growth also involves the formation of graphene directly on a surface. It is quite straightforward, and high quality graphene can be obtained by simply heating and cooling a single crystal of SiC (ref. 35, 36).

**Reduction from Graphene Oxide (GO)** GO is an oxidized form of graphene, where the carbon atoms are arranged in the traditional honeycomb lattice, but oxygen-containing moieties are present in the form of defects. There are several methods in which the oxygen can be removed, resulting in the recovery of graphene. This approach is discussed in detail below.

While each of these has its advantages and disadvantages (see Table 2.1), the final option, reduction from GO, shows significant promise. This is mainly due to the fact that GO, unlike graphene, is soluble in water, which opens the door to a number of established handling techniques from the field of solution chemistry. Additionally, GO can be readily prepared in large quantities, in a controlled fashion, by several techniques. The most prominent are methods due to Hummers and Offeman\textsuperscript{37}, and Staudenmaier\textsuperscript{38}, where a strong acid is used to simultaneously exfoliate and oxidize graphite flakes. It is the reduction of GO that will be the topic of this chapter.

<table>
<thead>
<tr>
<th>Method</th>
<th>Quality</th>
<th>Size</th>
<th>Amount</th>
<th>Control</th>
<th>Ease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanical exfoliation</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>CVD</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Epitaxial growth</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Reduction of GO</td>
<td>×/✓</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 2.1.: *Overview of the performance of some of the most popular methods to produce graphene. Adapted from ref. 39.*

Because GO will play such a prominent roll in the following sections, it will be informative to discuss its structure in a bit more detail. The oxygen-containing groups in GO come in several forms\textsuperscript{40–43}: the basal plane is decorated with both hydroxyl (C–OH) and epoxy (C–O–C) groups, with the proportion of the two dependent on method of production\textsuperscript{44}. The edges of the flakes mainly contain carboxyl groups (C(O)OH). An illustration of a typical GO structure is shown in Fig. 2.1 B. After reduction, a fraction of the oxygen groups are removed\textsuperscript{45}, and the honeycomb lattice is partially recovered. However, the aromatic rings that previously contained oxygen are left damaged, typically forming pentagons and heptagons.
with neighbouring rings\textsuperscript{46}. Because the product of the reduction is not quite graphene, it has been termed Reduced Graphene Oxide (rGO). rGO does not fully regain all of the favorable properties of graphene, but considerable effort\textsuperscript{47–49} has been made to repair the defects and recover true graphene. rGO is shown in Fig. 2.1 C.

**Figure 2.1.** Illustration of the accepted structure of pristine graphene (A), graphene oxide (B), and reduced graphene oxide (C). Oxygen-containing moieties are present as defects from the well-known honeycomb lattice, with the main groups being hydroxyl (blue), epoxy (red), and carboxyl (green).

Several schemes to reduce GO have been reported over the years, again with varying degrees of usefulness and scalability. The most popular are:

**Thermal** By heating GO sheets to high temperatures (>1000 °C), the oxygen-containing groups decompose into gases (typically CO and CO\textsubscript{2}) and eventually escape from their bonding to the carbon plane\textsuperscript{50}. The efficiency of this process is strongly dependent on the reducing environment, and it was found that exposure to various gases during reduction leads to favorable results\textsuperscript{51,52}. However, thermal reduction results in a significant loss of carbon material (approximately 30\% of the starting GO mass\textsuperscript{50}), and is not a possibility when the GO is part of an assembly or on a substrate that would be damaged by such high temperatures. Additionally, thermal reduction is typically a slow and energy-consuming process.

**Chemical** The reaction of GO with various chemical reagents can lead to reduction. The most popular reagents are hydrazine\textsuperscript{53,54} (N\textsubscript{2}H\textsubscript{4}) and sodium borohydride\textsuperscript{55} (NaBH\textsubscript{4}). However, both of these chemicals are extremely environmentally unfriendly, and so this is not a particularly “green” approach.

**Photo-induced** The exposure of GO to various light sources in ambient conditions has been found to lead to the production of rGO (see the references contained in Table 2.2). This has been observed in both solid films and dispersions of GO with a high degree of control.

Of these, photo-induced reduction has shown promise to be a rapid and facile way of reducing GO while avoiding the use of harsh chemicals. Additionally, recent work using lasers as the light source has illustrated the potential of harnessing the high level of control over almost all optical characteristics (spatial profile, temporal profile, spectrum, etc.) offered by lasers. The
literature is full of various “recipes” in terms of the reduction conditions; this is elucidated in Table 2.2, which lists the experimental conditions of several of the pioneering works in light-induced reduction of GO. The deduced timescale of the reduction reaction ranges from sub-microsecond up to several hours.

Evidently, there is a lack of understanding of the exact chemical mechanism of the reduction. Several potential explanations exist: first, since relatively high powers are used, it is likely that a lot of the experiments listed in Table 2.2 involved photo-thermal reduction. From a more chemical standpoint, it is possible that the reduction consists of a direct mechanism (that is, the oxygen groups could directly absorb the illumination putting them in an excited, dissociative state). Alternatively, an indirect mechanism is possible, where the illumination modifies the environment (the dispersing solution, the substrate, etc.) which leads to reduction. Distinguishing between the possible reduction mechanisms and understanding their dynamics is challenging, but is important from both a fundamental and applied point of view.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Wavelength</th>
<th>Repetition Rate</th>
<th>Pulse Duration</th>
<th>Exposure Time</th>
<th>Fluence/Power</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>56</td>
<td>532 nm</td>
<td>Continuous Wave (CW)</td>
<td>–</td>
<td>1 s</td>
<td>20 mW</td>
<td>solid</td>
</tr>
<tr>
<td>56</td>
<td>355/532 nm</td>
<td>20 Hz</td>
<td>9 ns</td>
<td>20 s</td>
<td>0 – 5 MW/cm²</td>
<td>solid</td>
</tr>
<tr>
<td>57</td>
<td>790 nm</td>
<td>80 MHz</td>
<td>120 fs</td>
<td>600 µs</td>
<td>20 mW</td>
<td>solid</td>
</tr>
<tr>
<td>58</td>
<td>663 nm</td>
<td>CW</td>
<td>–</td>
<td>?</td>
<td>1.6 MW/cm²</td>
<td>solid</td>
</tr>
<tr>
<td>59</td>
<td>248 nm</td>
<td>5 Hz</td>
<td>30 ns</td>
<td>6 µs</td>
<td>300 mJ</td>
<td>solid</td>
</tr>
<tr>
<td>60</td>
<td>532 nm</td>
<td>CW</td>
<td>–</td>
<td>20 ms</td>
<td>0.15 – 2.5 MW/cm²</td>
<td>solid</td>
</tr>
<tr>
<td>61</td>
<td>9.4 µm</td>
<td>CW</td>
<td>–</td>
<td>?</td>
<td>4.8 MW/cm²</td>
<td>solid</td>
</tr>
<tr>
<td>62</td>
<td>46.9 nm</td>
<td>?</td>
<td>1.5 ns</td>
<td>?</td>
<td>200 mJ/cm²</td>
<td>solid</td>
</tr>
<tr>
<td>63</td>
<td>248 nm</td>
<td>1 Hz</td>
<td>20 ns</td>
<td>0.2 – 24 µs</td>
<td>20 – 80 mJ/cm²</td>
<td>solid</td>
</tr>
<tr>
<td>64</td>
<td>248 nm</td>
<td>5 Hz</td>
<td>20 ns</td>
<td>640 ns</td>
<td>138 mJ/cm²</td>
<td>solid</td>
</tr>
<tr>
<td>65</td>
<td>355/532 nm</td>
<td>30 Hz</td>
<td>?</td>
<td>5 – 10 min</td>
<td>5 – 7 W</td>
<td>dispersion</td>
</tr>
<tr>
<td>66</td>
<td>280 – 450 nm</td>
<td>CW</td>
<td>–</td>
<td>2 – 5 h</td>
<td>67 mW/cm²</td>
<td>dispersion</td>
</tr>
<tr>
<td>67</td>
<td>248 nm</td>
<td>5 Hz</td>
<td>?</td>
<td>0.5 h</td>
<td>300 mJ</td>
<td>dispersion</td>
</tr>
<tr>
<td>68</td>
<td>248 nm</td>
<td>5 Hz</td>
<td>20 ns</td>
<td>5 min</td>
<td>833 mW/cm²</td>
<td>dispersion</td>
</tr>
<tr>
<td>69</td>
<td>280 – 450 nm</td>
<td>CW</td>
<td>–</td>
<td>5 min – 24 h</td>
<td>636 W/cm²</td>
<td>dispersion</td>
</tr>
<tr>
<td>70</td>
<td>800 nm</td>
<td>1 kHz</td>
<td>100 fs</td>
<td>?</td>
<td>58 mJ/cm²</td>
<td>dispersion</td>
</tr>
<tr>
<td>71</td>
<td>400 nm</td>
<td>1 kHz</td>
<td>100 fs</td>
<td>1 min</td>
<td>4.1 mJ/cm²</td>
<td>dispersion</td>
</tr>
<tr>
<td>71</td>
<td>300 – 1000 nm</td>
<td>CW</td>
<td>–</td>
<td>2 h</td>
<td>450 W</td>
<td>dispersion</td>
</tr>
</tbody>
</table>
This chapter is devoted to examining the underlying chemical mechanism of the Ultraviolet (UV) reduction of GO in water. To access the fundamental timescale of the reaction, a pump-probe experiment using ultrafast laser pulses was conceived in which a flowing aqueous dispersion of GO is irradiated by a UV femtosecond pulse (the pump), followed by a second femtosecond visible pulse (the probe). The reduction of GO is accompanied by a significant spectral change, as highlighted by the “before” and “after” photographs in Fig. 2.2 (also see Fig. 2.3). As such, by measuring the change in absorption of the probe pulse, the evolution of the spectral changes during reduction can be followed in real time. In the following sections, the results of the experiment will be used to motivate the introduction of a chemical pathway that accounts for the observed UV photoreduction in both solids and dispersions.

Figure 2.2.: Photograph of dispersions of graphene oxide (GO) and reduced graphene oxide (rGO) in water. The rGO was formed by exposing a dispersion identical to the one on the left to an ultraviolet laser overnight.

2.2. Preparation and Characterization of Graphene Oxide and Reduced Graphene Oxide

GO flakes were prepared by the Staudenmaier method\textsuperscript{38}, which, as mentioned in the Introduction, consists of using a strong acid to simultaneously exfoliate and oxidize graphite

\textsuperscript{*} The production of the GO flakes and both the Raman and XPS measurements discussed in this chapter were performed by the group of Prof. Dimitrios Gournis at the University of Ioannina (see ref. 26). These results will be described here for completeness.
2.2 Preparation and Characterization of Graphene Oxide and Reduced Graphene Oxide

flakes. Aqueous dispersions were prepared by mixing the flakes in ultrapure, demineralized, deionized water (18.2 MΩ cm) and sonicating overnight in a sonicator bath (Bandelin Sonorex RK 510, 400 W). Very high loading of GO was required in order to achieve a sufficiently high optical density to give a measurable signal. This high loading (~ 10 mg/mL) led to precipitation of non-exfoliated GO flakes in the prepared dispersion, therefore the supernatant was separated using centrifugation (10 min at 3000 rpm in a Hermle Z 206 A). The final concentration (~ 2 mg/mL) of the supernatant was measured by drying a small volume in air and weighing the residual solid material.

The GO and the product of the photoreduction (rGO) were characterized by a variety of methods to firmly establish the initial and final states of the reduction reaction. To obtain the rGO, a volume of aqueous GO dispersion was irradiated overnight with the ultraviolet pump laser that was used in the time-resolved measurements (see Section 2.3). The solution was continuously stirred with a magnetic stirring rod to ensure homogeneous illumination of the entire volume. Such a long exposure time was chosen to allow for the vast majority of the GO to become reduced.

From the corroboration of the independent characterization methods presented below it can be concluded that the sample produced after ultraviolet irradiation is truly rGO.

2.2.1. Ultraviolet-Visible Absorption Spectroscopy

![Ultraviolet-visible absorption spectra of aqueous dispersions of graphene oxide (GO) and reduced graphene oxide (rGO)](image)

**Figure 2.3.** Ultraviolet-visible absorption spectra of aqueous dispersions of graphene oxide (GO) and reduced graphene oxide (rGO)
Due to the presence of the oxygen-containing moieties, GO is expected to have a significantly different electronic structure from both bulk graphite and single-layer graphene. To examine the electronic structure of the GO prior to reduction, ultraviolet-visible (UV-vis) spectroscopy was used to probe the electronic transitions. Fig. 2.3 shows the resulting spectrum (measured on a Shimadzu UV-2600 spectrophotometer), displaying the large $\pi \rightarrow \pi^*$ transition around 231 nm that is characteristic of the aromatic carbon structure. Also present is a significant shoulder around 300 nm due to the $n \rightarrow \pi^*$ transition in the oxygen-containing groups. The UV-vis spectrum of the rGO shows an overall increase in absorption in the 280 – 800 nm range, which is indicative of the presence of more aromatic domains. The decrease in the $n \rightarrow \pi^*$ shoulder corresponds to the removal of some of the oxygen-containing groups.

2.2.2. Raman Spectroscopy

Raman spectroscopy was performed to further characterize the quality of the GO and rGO. Spectra were recorded with a micro-Raman system RM 1000 RENISHAW using a laser excitation line at 532 nm (Nd-YAG) with a power of 1 mW. A 1 mm focusing spot was used in order to avoid photodecomposition of the sample. Minute quantities of GO or rGO dispersions were drop-casted onto a glass substrate and left to dry in air before transfer to the measurement apparatus.

![Raman Spectra](image)

**Figure 2.4.: Raman spectra of graphene oxide before (GO) and after (rGO) photoreduction**

Raman spectroscopy measures the energy in vibrational modes, and so is highly sensitive to the local environment within the GO. For instance, the D band, involving the “breathing” of the aromatic rings, is Raman inactive, but is visible in GO due to the presence of defects in the form of the oxygen-containing groups. The G band however, involving in-plane optical vibrations, is present in both GO and graphene. The ratio of the intensity of the D and
the G bands is inversely proportional to the size of the “graphene-like” domains (sp$^2$-bonded clusters) in the GO$^{74}$. Fig. 2.4 displays the Raman spectra from before (GO, blue) and after (rGO, orange) ultraviolet irradiation. For the starting material (GO), the characteristic D and G bands are at 1348 and 1598 cm$^{-1}$, respectively, and the D/G band intensity ratio is 0.94. The rGO spectrum shows a slightly shifted G band and a reduced D/G intensity ratio of 0.83. This observation, explained by a graphitization of the sample as described by Yang et al.$^{75}$, is in good agreement with the extended literature$^{76-79}$. However, the D/G intensity ratio is highly dependent on the quality of the starting GO and the reduction method employed$^{77}$, and so X-ray Photoelectron Spectroscopy (XPS) was used to quantify the degree of reduction as it constitutes a more direct probe.

2.2.3. X-Ray Photoelectron Spectroscopy

XPS identifies the elemental composition of a sample by measuring the energies of all chemical bonds present. Measurements were performed under ultrahigh vacuum conditions with a base pressure of 5 × 10$^{-10}$ mbar in a SPECS GmbH instrument equipped with a monochromatic Mg K$_\alpha$ source (1253.6 eV) and a Phoibos-100 hemispherical analyzer. The preparation of the sample was identical to that used in the Raman measurements except with a doped silicon substrate. Binding energies were corrected using the C → C$^*$ transition at 284.75 eV as a reference.

As is evident from the spectra in Fig. 2.5, the vast majority of carbon atoms in GO are bonded to oxygen in a variety of functional groups (mainly hydroxyl and epoxy), consistent with the present picture of the structure of GO (see Fig. 2.1 B). This confirms that the GO is significantly oxidized. The removal of the oxygen content after the photoreduction is obvious and observable as a dramatic decrease of the C–O (286.25 eV), C=O (287.25 eV) and C(O)OH (288.75 eV) peaks. By quantifying the relative intensities of the constituent peaks, it was found that a restoration of the pure C–C bond from 8 % to 66 % was obtained by photoreduction.

2.3. Optical Pump-Probe Setup

Satisfied that exposure to UV laser light leads to the production of rGO, the dynamics of the reduction mechanism were studied in optical pump-probe experiments that were performed in transmission mode in the configuration shown in Fig. 2.6. The primary laser source was a 1 kHz regenerative femtosecond laser system that provided 40 fs pulses at 800 nm (Legend Elite Duo, Coherent Inc.). The 400 nm probe and 266.5 nm pump were produced from the second and third harmonics (respectively) of the fundamental beam using $\beta$-Barium Borate (BBO) nonlinear crystals. The process of producing these harmonics will be examined in depth in Section 3.3.2, and so will not be discussed further here, except to state that the
expected pulse durations (full-width at half-maximum) are about 70 fs at 400 nm and 90 fs at 266.6 (see Section 3.3.2 for simulations of harmonic generation). Some experiments used a broad-band, white light probe, which was produced by focusing the fundamental into a 2 mm thick piece of sapphire.

The pump and probe were focused into the sample at incident angles of 31° (pump) and 50° (probe) with respect to the surface normal of the sample cell with spot diameters of 220 µm (pump) and 80 µm (probe). The transmission through the sample was detected using a photodiode and a lock-in amplifier after modulating the pump with a 500 Hz optical chopper. When the white light probe was used, the detector was replaced with a fiber-coupled spectrometer (AvaSpec-2048, Avantes). The pump power was 800 mW at 500 Hz (1.6 mJ per pulse), and the probe power was kept as small as possible while still providing relatively good signal-to-noise (typically ∼ 15 µW). As the reduction is irreversible, all experiments were performed with the sample flowing through an ultraviolet fused-silica optical cell with a 1 mm pathlength. The flow rate was on the order of 3 mL/min.

Figure 2.5.: X-ray photoelectron spectroscopy of graphene oxide (GO) and reduced graphene oxide (rGO)
Figure 2.6: (Top) Illustration of the optical system used to perform pump-probe experiments. SHG: second harmonic generation, CG: continuum generation, THG: third harmonic generation, OD: optical density filter, Det: detector (either a photodiode or a spectrometer). (Bottom) Drawing of the transient absorption setup highlighting the flow cell.
The pump and probe path-lengths from the laser output aperture to the sample position were carefully measured with a ruler and the arrangement of the optics was chosen so that these lengths were roughly equal. To identify the delay stage position corresponding to the temporal overlap, a pump-probe experiment was performed on a sample with an immense response to the UV pump. The large change in the transmission signal facilitated the identification of the temporal overlap. For this purpose, the organic solvent N-Methyl-2-Pyrrolidone (NMP) was used. Being polar, UV-irradiation of NMP results in the production of solvated electrons and the corresponding characteristic increase in absorption.

Rough spatial alignment was achieved by observing the fluorescence produced by the pump and probe beams hitting a piece of paper at the sample position (in the cuvette full of water). The pump was moved until overlap was achieved as observed in an optical microscope. The presence of the liquid within the cell was found to be important to account for the refraction through the liquid in the true experiment. The alignment was then fine-tuned by maximizing the NMP response.

2.4. Transient Absorption of the Reduction of GO

This section will present the core experimental results of this chapter, starting with the transient change in the absorption spectrum shown in the top panel Fig. 2.7. At positive delay times there is a strong but spectrally non-uniform change in absorption. Two regions of increased absorption can be seen, one at lower wavelengths (< 660 nm) and the other at higher wavelengths (> 740 nm). These features can be explained as the consequence of a combination of two processes illustrated in the lower panel of Fig. 2.7: the first is an overall absorption increase that is more heavily weighted toward lower wavelengths associated with the GO to rGO transition (see the spectra in Fig. 2.3). The second is the well-known wavelength-dependent increase of absorption in UV-irradiated water that peaks at 750 nm (ref. 80). This signal originated from the ultrafast formation of solvated electrons as the product of UV photolysis of the water molecules. Because the observed transient absorption signal during the reduction reaction contains a significant contribution from the solvent, these results hinted that reduction may be caused by an indirect mechanism involving the local environment.
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Figure 2.7: Transient differential absorption spectroscopy of a 2 mm mg$^{-1}$ graphene oxide dispersion in water with a 266 nm pump and white light probe (590 – 760 nm) (top). Sketch of the processes resulting in the transient differential absorption spectra. The contribution of reduction overlaps with the rising transient absorption signal of (W) water with contributions from (G) reduced graphene oxide (bottom).
To pursue this possibility, further pump-probe experiments were performed with a 400 nm probe, enabling increased signal-to-noise relative to the white-light probe discussed above. Such measurements are displayed in Fig. 2.8, showing the concentration-dependent transient absorption measurements of GO in water. For all concentrations, a steep rising peak followed by a rapid decay (< 2 ps, Fig. 2.8 A) and a slower decay (< 250 ps, Fig. 2.8 B) can be observed. This behaviour is again due to multiple contributions from the water and GO. The initial rise corresponds to the excitation of water via two photon absorption and the photo-excitation and ionization of GO. The excited state of water leads to the generation of OH$_{aq}$, H$_3$O$_{aq}^+$, and solvated electrons (e$_{aq}^-$) within 1 ps (ref. 80). It is proposed that the solvated electrons act as the reducing agent. Any ionization of GO will likewise generate solvated electrons but this electron source term constitutes an oxidation step. Only the solvated electrons generated in the water region lead to a net surplus of electrons with respect to the GO valence occupancy that in turn can drive the overall reduction process. The slow decay (for t < 250 ps) of the absorption transient results from a decrease in the population of the mobile solvated electrons due to either interaction with GO or recombination with parent ions. The overall proposed reaction is

\[
\text{GO} + \text{H}_2\text{O} + 2h\nu \rightarrow \text{GO}^* + \text{H}_2\text{O} \\
\text{0.5 - 1 ps} \rightarrow \text{GO} + \text{OH}_{aq} + \text{H}_3\text{O}^+ + e_{aq}^- \rightarrow \text{rGO} + \text{H}_2\text{O} \quad \{2.1\}
\]

The data contained in Fig. 2.8 A and B are consistent with this model. The long-lived component of pure water corresponds to a residual absorption increase of \(~1.5 \times 10^{-3}\) after 1 ns and is assigned to a fully thermalized species of solvated electrons\(^{81-84}\). The increased residual absorption change of GO-containing samples, when compared with pure water, results from the additional absorption of newly formed rGO. A quantification of these results was obtained by comparing the residual of the transient absorption with fully rGO absorption extracted from Fig. 2.3. This analysis shows a reduction of \(~2\%\) after 250 ps. Multiple UV laser pulses will therefore be necessary to fully reduce the sample. From Fig. 2.8 C, one sees that the final absorption (proportional to the quantity of rGO produced) increases linearly with the GO concentration indication that the reduction efficiency is concentration independent.
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Figure 2.8: Transient differential absorption of ultraviolet-irradiated aqueous graphene oxide (GO) dispersions at 400 nm. (A) Titration of the GO concentration dependence of the dynamics, in water, ranging from 0 mg mL$^{-1}$ to 2 mg mL$^{-1}$ on a 10 ps time scale. (B) Long time scale dynamics of a 1 mg mL$^{-1}$ GO dispersion versus pure water. (C) Plot of the residual absorption value in $\Delta OD$ versus graphene oxide concentration. The vertical error bars are the standard deviation of the calculated values displayed. Each point represents the average intensity of the last 2 ps (from 8 – 10 ps), thus the error bars represent the noise level. The horizontal error bars represent an estimated 5% experimental error on the measure of the absolute GO concentration.
2.5. Possible Reduction Pathways

To accurately interpret and understand the presented results, it is important to explore the possible reaction pathways leading to the reduction of GO. As stated previously, the possibilities are thermal reduction, direct reduction involving the optical excitation of GO, or an indirect mechanism involving contributions from the local environment. The proposed reaction, Reaction 2.1, falls into the indirect category, but the other possibilities must be considered as well.

2.5.1. Laser-Induced Temperature Increase

Because the reaction under consideration is initiated by an intense laser source, the possibility of thermal reduction needs to be considered. To estimate the temperature rise of the GO flakes caused by the ultraviolet laser exposure, the illumination volume is modeled as a cylinder of radius $R$ and length $L$, where $R$ is the pump laser’s focal radius and $L$ is the path length through the cuvette. The temperature increase $\Delta T$ per laser shot can be conservatively estimated by dividing the energy deposited into the excitation volume by the heat capacity of GO:

$$\Delta T = \frac{pQ}{c_{GO} \pi R^2 L C_{GO}}$$  \hspace{1cm} (2.1)

where $p$ is the fraction of ultraviolet light absorbed by GO, $Q$ is the laser pulse energy and $C_{GO}$ and $c_{GO}$ are the concentration and heat capacity of GO, respectively. The heat capacity is assumed to be similar to that of graphite, and so a value of $c_{GO} = 2 \text{ J/gK}$ can be used.\textsuperscript{85,86} The fraction of absorbed light was found to be $p \approx 0.43$ from the static absorption spectrum, giving a temperature increase of $\Delta T \approx 4.5 \text{ K}$ per laser shot. Additionally, possible heat transfer to the bath was not accounted for in this simple model, and this would serve to decrease the GO temperature. As the sample is continuously refreshed through flow, accumulative heating is excluded. Such a temperature is far below previously reported thermal treatments leading to any observable reduction\textsuperscript{77}, which typically consist of temperatures in the 1000 °C range.

2.5.2. Direct versus Indirect Reduction

Having ruled out thermal reduction, the remaining possibilities are a direct or indirect mechanism. If occurring, the direct photoreduction of GO would consist of the photoionization of the GO as ultraviolet pump (4.65 eV) is far from any resonant excitation of any C=O or C=O bonds, but near the work function of GO (4.9 eV, ref. 87). However, photoionization would
lead to the creation of an electron-hole pair and consequently further oxidize the sample, not reduce it.

Based on this argument, it is unlikely that direct processes contribute significantly to the reduction. Although our results are consistent with the interpretation of solvated electron-mediated reduction, to conclusively support the proposed mechanism an additional control experiment was performed. A so-called electron scavenger (a species that is well known in the field of radiochemistry) was used to ‘capture’ the solvated electrons thereby removing the source of excess electrons. For this purpose, 0.75 % (v/v) acetone was mixed in a 2 mg mL$^{-1}$ aqueous GO dispersion. Time-resolved differential absorption data (Fig. 2.9) shows the evolution of the reaction. One can see a significant decrease in the intensity over the whole trace in comparison to a pure GO dispersion. This behaviour demonstrates the fact that solvated electrons, produced in water after ultraviolet excitation, are rapidly quenched in the presence of acetone.$^{84}$ As acetone and GO are both present in the solution, a competition takes place for the capture of solvated electrons. The existence of these two reaction pathways diminishes the overall yield of the rGO production (Fig. 2.9). These results testify that the excess electrons provided by the water ionization are imperative for the ultraviolet photoreduction of GO.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.9.png}
\caption{Transient differential absorption of a 2 mg mL$^{-1}$ graphene oxide (green) without acetone, (orange) with 0.75% acetone and (blue) pure water.}
\end{figure}
2.6. Conclusions and Outlook

This chapter demonstrated that the photoinduced transformation of GO to rGO is an indirect process, mediated by the involvement of solvated electrons produced by the ultraviolet photoionization of the solvent. The sequence of events in Reaction 2.1 testifies to the non-thermal nature of the reduction in that it is the chemical potential of the solvated electrons that drives the reduction and not simple heating effects on barrier crossing.

It is possible that these results also provide an explanation for some of the solid-state experiments listed in Table 2.2, as certain substrates can provide a surplus of electrons which have shown the potential for driving reactions on adjacent materials. Thus these results call for new investigations of the reduction dynamics of GO in the solid state. However, such experiments are beyond the scope of this thesis; instead, the following chapters will explore how to measure the time-dependent structural changes in reactions such as the reduction of GO.

“It’s still magic even if you know how it’s done.”
— Terry Pratchett

3.1. Introduction

While the previous chapter demonstrated the power of transient spectroscopy for studying the dynamics of thin films, such optical techniques lack direction information about what is happening on a structural level. For instance, in the reduction of GO studied in Chapter 2, it would be insightful to know how the structure of the GO evolves during the reduction; for instance, how does the removal of the oxygen-containing moieties influence the positions of the neighbouring carbon atoms? Such information would be challenging to infer from optical experiments.

To this end, this chapter will introduce the technique of ultrafast electron diffraction (UED), and extend its capacity to the low-energy regime to enable the study of the thin films and monolayers that are the focal point of this thesis. This is achieved by the design and construction of a novel UED system operating at low energies (1 – 10 kV). The successful realization of this machine required the introduction of several new design principles that expand on the traditional UED setup. Detailed simulations of electron beam propagation in the machine were conducted to provide a baseline to compare with the measured performance.

Prior to introducing the experimental details of the UED setup, it should be noted that electron crystallography is a rich and established field, and so the customary introduction to its detailed theory will be omitted for brevity. Instead, the reader is referred to references\textsuperscript{89–93} for a thorough exposition. However, to motivate some of the design principles in the following sections, certain fundamental concepts will be introduced for completeness, with the understanding that this serves only as a superficial introduction.

3.2. Elements of Ultrafast Electron Crystallography

The most important parameter in any diffraction experiment is the wavelength of the probe. In fact, the very short wavelength of fast electrons was the reason for their use in crystal-
lographic experiments in the first place. But what is a suitable wavelength for an electron crystallography experiment? To address this question, consider an electron with wavelength $\lambda$ scattering from the $(h,k,l)$ planes of a crystal. The scattering angle $\theta_{hkl}$ satisfies Bragg’s law:

$$\sin \theta_{hkl} = \frac{\lambda}{2d_{hkl}}$$

where $d_{hkl}$ is the interplanar spacing. Since the values of $\sin \theta_{hkl}$ are bounded by $[-1, 1]$, this imposes a stringent requirement on possible values of the electron’s wavelength, namely

$$\lambda < 2d_{hkl}$$

Erring on the smaller side and taking 1 Å a typical length scale for the periodicity in a crystal, this means that electrons must have sub-angstrom wavelengths in order to be used for crystallography. Fortunately, this is readily achieved by accelerating electrons to extremely high speeds; the de Broglie wavelength of an electron accelerated by a potential $U$ is, accounting for relativistic effects,

$$\lambda = \frac{2\pi}{k} = \frac{\hbar}{\sqrt{2m_e qU + \frac{q^2U^2}{c^2}}}$$

where $k$ is the electron’s wavenumber, $\hbar$ is Planck’s constant, $q = 1.602 \times 10^{-19}$ C is the elementary charge, $m_e = 9.109 \times 10^{-31}$ kg is the electron’s rest mass, and $c = 299,792,458$ m/s is the speed of light in vacuum. This function is plotted in Fig. 3.1, which demonstrates that electrons accelerated by potentials of a few tens of kilovolts have wavelengths comparable to the atomic spacing in matter, and so are suitable for use crystallographic experiments.

In addition to the wavelength of the probe, there are several other characteristics that are imperative for a successful ultrafast diffraction experiment. The first of these is the transverse coherence length, $\xi_\perp$. An intuitive picture of the coherence length can be thought of as follows: in an ideal experiment, the incident electron’s wave is a plane wave, so that all of the unit cells in the illuminated region of the sample scatter in-phase; this maximizes the constructive interference, resulting in the best quality diffraction pattern. However, even the best quality electron beams have some dispersion, and so deviate from an ideal plane wave. In this case, only scatterers that are near each other produce interference. The transverse coherence length provides a measure of how well an electron beam can produce interference from scatterers that are far apart, and can be defined as

$$\xi_\perp = \frac{\lambda}{2\pi \sigma_\theta} = \frac{\hbar}{\sigma_{p\perp}}$$

where $\sigma_\theta$ is the half-angle of the divergence of the beam, and $\sigma_{p\perp}$ is the (local) uncorrelated
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Figure 3.1.: *The dependence of the wavelength and speed on the acceleration voltage of electrons in an electron crystallography, accounting for relativistic effects.*

momentum spread. To see what role this plays in UED experiments, consider an illustrative case in which electron diffracts from a simple cubic lattice with a lattice constant $a$. In the limit that the incident electron is a plane wave, the diffraction pattern (in reciprocal space) will be\(^ {92}\)

$$I(q) \propto \prod_{i=1}^{3} \frac{\sin^2 \left( \frac{N_i q a}{2} \right)}{\sin^2 \left( \frac{a}{2} \right)}$$  \(\text{(3.5)}\)

where $q$ is the electron’s wavevector and $N_i$ denotes the number of illuminated unit cells along the $i^{\text{th}}$ axis. This function is plotted in Fig. 3.2, which shows the dependence of the peak width on the number of unit cells. It is evident that the more unit cells that contribute to the interference process, the sharper the diffraction peaks. It is therefore favorable to have as many unit cells illuminated in phase as possible. Because the transverse coherence length characterizes the distance over which the incident electron wave is roughly planar, $\xi_\perp \propto N_i$ and so a larger transverse coherence length results in sharper diffraction peaks. While this discussion was limited to the simple case of a cubic crystal, the results hold more generally; in fact, regardless of the type of lattice, in an idealized experiment devoid of any instrumental broadening, the width of the Bragg peaks in reciprocal space are exactly equal to the inverse of the transverse coherence length\(^ {97-99}\).

Although there are many additional experimental parameters that play an important role in the quality of a UED experiment, the final one that will be discussed here is the pulse
duration of the electron bunch, which has the strongest influence in the temporal resolution of the experiment. To introduce the time-dependent diffraction pattern, it is first stated that the generalized form of Eq.(3.5), corresponding to an arbitrary crystal, is approximately \( I(q) \propto |F(q)|^2 \), where, in the vicinity of the \((h, k, l)\) reflection, is

\[
F(q) \approx F(hkl) = \sum_{i=1}^{n} f_i \exp \left[-2\pi i \left( h x_i + k y_i + l z_i \right) \right].
\] (3.6)

\( F(hkl) \) is known as the structure factor of the \((hkl)\) reflection, and depends on,

1. the total number \( n \) of atoms in each unit cell,

2. the position \( \mathbf{r}_i = x_i \mathbf{a} + y_i \mathbf{b} + z_i \mathbf{c} \) of the \( i \)th atom in the unit cell, where \((\mathbf{a}, \mathbf{b}, \mathbf{c})\) is the basis of the crystal, and

3. the chemical type of each atom in the unit cell through the atomic scattering factor \( f_i \), which governs the scattering strength of the \( i \)th atom.

All UED experiments to date have either been unimolecular reactions (i.e. \( A \rightarrow B \)), or transient perturbations out of equilibrium (i.e. \( A \rightarrow A^* \rightarrow B \)), and the experiments presented in the following chapters are no exception. Such dynamics manifest themselves as time-dependence of the structure factor, and so either \( f_i \rightarrow f_i(t) \), corresponding to the excitation
of the \(i\)th atom, or \(r_i \rightarrow r_i(t)\), corresponding to the displacement of the \(i\)th atom, or both. In any case, it is therefore imperative that the time resolution of the experiment be sufficient to sample the time-dependent diffraction pattern \(I(\mathbf{q}, t) = |F(hkl, t)|^2\).

The core concepts of wavelength, coherence length, and pulse duration are fundamental to the field of UED, and their introduction here will inform and give context to the discussion of the design principles of the novel UED setup presented in the following section.

3.3. UED of Thin Films: Design Principles and Experimental Parameters

UED setups borrow from many technical fields such as optics, ultrahigh vacuum science, high voltage electronics, and materials science. A successful experiment is reliant on the concerted performance of all these constituent components. The specifics of each of these components and a justification for their design concepts will be outlined in this section, with particular emphasis places on their impact on the experimental parameters introduced in the preceding section.

3.3.1. Electron Gun

Acceleration Voltage

The choice of the appropriate electron energy is key to the design of a successful UED machine. By nature of Eq.(3.3) the acceleration voltage determines electron’s wavelength, but it also influences many other aspects of the experiment. In general, higher energy offers improves temporal resolution and coherence properties, but at the cost of small scattering angles and low scattering cross-sections. On the other hand, low energy electrons travel slowly and so are more prone to space-charge effects, but at the same time scatter more efficiently from thinner samples. The general guiding principle for the design of a UED machine is to find the most appropriate balance between these factors. Ideally the energy is chosen so that the wavelength satisfies Eq.(3.2) and also encourages

1. high temporal resolution (short electron pulses)
2. high spatial coherence
3. high probability of elastic scattering
4. low probability of inelastic scattering
While the first two of these are also strongly influenced by the electron optics and the photoemission process (see Section 3.3.1), the latter two are determined solely by the sample’s chemical composition and the acceleration voltage. Because of this, the following paragraphs will introduce a general rule-of-thumb for choosing the electron energy when applying UED to study thin films.

The theory of electron diffraction can broadly be characterized into two camps: kinematic diffraction, which only considers single scattering events, or dynamic diffraction, where multiple scattering is accounted for. Although the dynamic diffraction theory offers a more realistic description of the true physics, the kinematic theory culminates in a simple relationship between the scattered intensities and the scattering potential, which facilitates analysis of UED data. As such, UED experiments try to operate in the kinematic regime.

Since multiple scattering is composed of independent, sequential scattering events, the probability that an electron scatters \( n_{\text{el/inel}} \) times (either elastically or inelastically) when passing through a sample of thickness \( t \) is given by a Poisson distribution\(^{100} \): 

\[
P(n) = \frac{1}{n!} \left( \frac{t}{\Lambda(E)} \right)^n \exp \left( -\frac{t}{\Lambda(E)} \right)
\]  

(3.7)

where the subscripts “el/inel” have been dropped for brevity. In this expression, \( \Lambda_{\text{el/inel}}(E) \) is the corresponding elastic/inelastic mean free path, which depends on the kinetic energy \( E \) of the probe electrons, and represents the average value which the electron travels between scattering events. The average number of scattering events, \( \bar{n}_{\text{el/inel}} = t/\Lambda_{\text{el/inel}}(E) \), is thus determined by the ratio of the sample’s thickness to the mean free path. Therefore to ensure that the UED experiments remain in the kinematic regime (that is, \( \bar{n}_{\text{el}} \leq 1 \)), it is preferable to choose the electron’s kinetic energy such that the condition

\[
\Lambda_{\text{el}}(E) \geq t
\]  

(3.8)

is fulfilled. This ensures that the electron undergoes at most only one elastic scattering event as it traverses the sample (on average). Additionally, because the ratio of elastic to inelastic events is always larger than one\(^{101} \), this means that, on average, no inelastic scattering occurs. This avoids electron-induced sample damage, as well as improving the quality of the diffraction data by reducing the diffuse background due to inelastic scattering.

There is one caveat to the condition defined in Eq.(3.8); if the electron energy is too large, \( \Lambda_{\text{el}}(E) \gg t \), implying \( \bar{n}_{\text{el}} \to 0 \), meaning that most electrons do not scatter at all. This would not make for a very efficient UED experiment! As such, it is instead preferable that \( \Lambda_{\text{el}}(E) \approx t \), so that most electrons scatter elastically once.

Fig. 3.3 plots both the elastic and inelastic mean free paths for electrons in several common materials. The mean free paths were calculated using the definition
Figure 3.3.: Comparison of the energy dependence of the elastic (solid lines) and inelastic (dashed lines) mean free path of several materials. The shaded area indicates the operating region for ultrafast electron diffraction of thin films and monolayers. The mean free paths were calculated using Eq. (3.9) with elastic scattering cross sections from ref. 102, inelastic scattering cross sections from ref. 103, and number densities from ref. 104.

\[ \Lambda_{\text{el/inel}}(E) \equiv \frac{1}{\eta \sigma_{\text{el/inel}}(E)} \]  

(3.9)

where \( \eta \) is the number density of the sample (number of scatterers per unit volume) and \( \sigma_{\text{el/inel}} \) is the elastic/inelastic scattering cross section. Because the targets of the UED system presented in this chapter are extremely thin films and monolayers, the sample thickness is on the order of a few nanometers. Taking 1 nm as a typical thickness (corresponding to a few monolayers), condition Eq. (3.8) thus requires \( \Lambda_{\text{el}}(E) \geq 1 \text{ nm} \), which, according to Fig. 3.3, limits the electron’s kinetic energy to \( > 1 \text{ keV} \). In light of this, the UED system presented in this chapter is designed to operate in the range 1 – 10 kV and it was this that guided the design of the electron gun presented in the following sections.

**Photocathode**

The electron beam is produced by photoemission from a metal cathode. In a widely adopted model\(^{105}\), this can be envisioned to occur in three steps:
1. Optical excitation of an electron in the cathode material

2. Transport of the excited electrons to the cathode-vacuum interface. Scattering due to phonons, electrons, and impurities occurs during this step. In metal cathodes, electron-electron scattering is the dominant mechanism.

3. Escape through the energy barrier into the vacuum

Gold was chosen as the photocathode material for two reasons: first, due to the design of the UED setup, the photocathode is illuminated from the back. While this is known to produce slightly inferior beam properties compared to front-illuminated photocathodes, the small cathode-anode spacing of the electron gun design inhibits front-illumination (see Section 3.5). For back-illumination, it is preferable to have a thin cathode as this minimizes the scattering in the material (Step 2), thus enabling the creation of a better quality electron beam. In a simple model, the relationship between the film thickness $D$ and the photoemission yield is

\[
I \propto \frac{\alpha \Lambda}{1 - \alpha \Lambda} \left[ e^{-\alpha D} - e^{-\frac{\rho}{\pi}} \right]
\]

where $\alpha$ is the absorption coefficient at the probe wavelength and $\Lambda$ is the inelastic mean free path of electrons in the cathode. Using typical values for UV light and gold, this function is peaked around about 10 nm. Gold facilitates this requirement since it is relatively easy to produce amorphous gold films down to a few tens of nanometers with thermal evaporation deposition.

The second reason for choosing gold can also be explained in reference to the three-step model: in order for electrons to escape the energy barrier in Step 3, they must be excited with energy above the barrier height (which, in this case, is the work function less any lowering due to the Schottky effect). As will be presented in the following section, the probe laser in the UED setup was the third-harmonic of a Ti-sapphire laser with a wavelength of 266.5 nm, corresponding to a photon energy of $E_{ph} = 4.65$ eV. Thin, amorphous gold has an effective work function of around 4.3 eV (ref. 107, 109), and so electrons can be given sufficient energy to escape into the vacuum.

It is important to note that if the electrons have energies significantly above the effective work function of the material, the emitted electron beam will have a relatively large energy spread. Since this translates to reduced temporal resolution and coherence length, among other things, it is desirable to have a cathode material with a work function very close to the probe laser’s photon energy. To explore this further, a chromium cathode (with a work function around 4.5 eV, ref. 110) was tried, but was observed that it oxidized so quickly under ambient conditions (during the transfer from the evaporation deposition machine to the UHV chamber) that it did not produce electrons. Gold was found to be dramatically more robust and longer lasting.
A quartz (UV fused silica) substrate was used to mount the thin gold cathode. This was chosen over the traditional sapphire substrate\textsuperscript{21} because of quartz’s much higher transmission of UV light. Unfortunately, gold does not adhere to quartz (or sapphire) very well, and so a thin, 3 nm layer of chromium was first coated on the substrate. The gold thickness was 20 nm. Coating was performed in an evaporation deposition machine, in which a pellet of the desired metal was heated in a vacuum, resulting in a vapour that the substrate was exposed to. The rate of film growth was measured with a quartz oscillator (INFICON).

**Anode**

For the range of acceleration voltages used in the UED machine, significant distortions in the electron beam shape were observed when using a traditional anode, which is simply a flat metallic plate with a small aperture in it. The inhomogeneous penetration of the accelerating electric field into the aperture is known to cause a defocusing effect\textsuperscript{111} which accounts for the observed distortions. To mitigate this, the finest available mesh (2000 lines per inch, Ted Pella) was laid over the anode’s aperture. Each hole in the mesh has a similar lensing behaviour, but the overall effect, resulting from the contribution from all the holes in the mesh, results in significantly less divergence\textsuperscript{109}. In fact, it was found that this completely removed the observed distortions. This effect is only relevant on the energy-scale considered here (i.e. $< 10$ kV), since high-energy electrons pass the anode region so quickly that they are unaffected by its defocusing effect.

### 3.3.2. Optics

Optical lasers serve two purposes in UED setups: first, they are responsible for the generation of the electron pulses from the cathode via the photoelectric effect. Second, they trigger the dynamics in the sample under study. By the same principle that guarantees no jitter in optical pump-probe experiments (see Chapter 1), both these pump and probe beams were derived from the same laser source.

The laser used with the UED setup presented in this chapter consisted of a Ti-sapphire oscillator (Micra-5, Coherent Inc.) and a single-pass regenerative amplifier (Legend Elite, Coherent Inc.). This system output 4 mJ per pulse at a fundamental wavelength of 800 nm and could operate at repetition rates up to 1 kHz. The pulse duration at the output of the amplifier was 40 fs (full-width at half-maximum), as quoted by the manufacturer and confirmed in an independent frequency-resolved optical gating (FROG) experiment\textsuperscript{112}. 37
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**Probe Arm**

Because the electrons are produced via the photoelectric effect, the quality of the probe laser directly influences the quality of the electron beam. Therefore, it is important that the properties of the probe beam at the cathode be well characterized.

As mentioned in the previous section, the probe laser arm was derived from the third harmonic of the fundamental, resulting in a wavelength of \((800/3)\) nm \(= 266.5\) nm. This was achieved by nonlinear processes in a series of birefringent crystals (see Fig. 3.4). After passing through an 8:3 telescope, the fundamental was passed through a 100\(\mu\)m \(\beta\)-Barium borate (BBO\(^*\)) crystal cut at 29.2\(^\circ\) to enable Type I Second Harmonic Generation (SHG), producing extraordinary 400 nm light. To achieve Third Harmonic Generation (THG), the fundamental was then mixed with the resulting 400 nm in a second 100\(\mu\)m BBO but at 44.3\(^\circ\) to enable Type I Sum Frequency Generation (SFG). This required the use of a 1 mm calcite plate to compensate the group velocity delay between the 800 nm and the 400 nm, and a dual wavelength waveplate, resulting in a \(\lambda/2\) phase-shift at 800 nm and a \(\lambda\) phase-shift at 400 nm to get the desired polarization. Although it involved slightly more supporting optics, this scheme was chosen over Type II SFG (in which case the waveplate is unnecessary) due to the higher effective nonlinear coefficient for BBO, resulting in more efficient THG.

![Diagram of third-harmonic generation scheme](image)

**Figure 3.4.:** Illustration of the third-harmonic generation scheme used for the pump and probe arms. The fundamental (800 nm), polarized along the ordinary axis, passes through a thin BBO nonlinear crystal cut for Type I phase matching to produce the second-harmonic (400 nm). The mismatch between the beam’s group velocities is then compensated with a calcite crystal, and the polarization of the (400 nm) is rotated with a dual wavelength waveplate. The third-harmonic (266.5 nm) is finally produced via Type I sum frequency generation in a second BBO.

To get an estimate of the probe laser’s pulse duration and the efficiency of the THG, this whole process was simulated in SNLO\(^{113}\), which uses a split-step Fourier method to solve the nonlinear Schrödinger equation. The optical properties of the BBO used in the simulation are listed in Table 3.1, and the results of the simulation are shown in Fig. 3.5. The simulations show a conversion efficiency of 7.5\%, which exactly matches what was measured experimentally. The simulated pulse duration directly after the THG setup is about 30 fs Full-Width

\(^*\) All the optics used for THG were purchased from Newlight Photonics.
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at Half-Maximum (FWHM), although this value is very sensitive to dispersion, as mentioned below.

The pulse duration at the photocathode must account for any additional dispersion due to the UV probe propagating through the focusing lens, vacuum chamber window, and cathode substrate. These were all made of UV fused silica, which has a group-velocity dispersion (GVD) $D$ of $196.48 \text{ fs}^2/\text{mm}$ (ref. 114). For an initial FWHM pulse duration of $\tau_0 = 30 \text{ fs}$, the pulse duration at the cathode is

$$\tau = \tau_0 \sqrt{1 + \left(\frac{4\ln(2)DL}{\tau_0^2}\right)^2} \quad (3.11)$$

where $L \approx 9 \text{ mm}$ is the combined thickness of all the components. Performing the calculation gives a final FWHM pulse duration of $\sim 165 \text{ fs}$.

**Figure 3.5.:** Simulated second and third harmonic pulses of a femtosecond laser passing through thin BBO crystals with SNLO. See the main text and Table 3.1 for the parameters of the simulation.

It is evident from Fig. 3.4 that a significant amount of fundamental and second-harmonic are still present in the beam after THG. To filter these unwanted components, the probe beam was reflected off of a series of highly reflecting UV beam splitters (CVI Melles Griot, $> 99\%$ at 270 nm and $< 0.5\%$ at both 405 nm and 810 nm). The effect of the spectrum on the number of reflections is shown in Fig. 3.6. From this it is evident that at least 4 reflections are required to have a sufficiently filtered UV probe beam.
Table 3.1.: Optical properties of β-Barium borate (BBO) at room temperature

<table>
<thead>
<tr>
<th></th>
<th>Type I SHG</th>
<th>Type I SFG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>800.0 + 800.0 = 400.0</td>
<td>800.0 + 400.0 = 266.6</td>
</tr>
<tr>
<td>Polarization</td>
<td>o o e</td>
<td>o o e</td>
</tr>
<tr>
<td>Phase velocities (c/)</td>
<td>1.660 1.660 1.660</td>
<td>1.660 1.693 1.682</td>
</tr>
<tr>
<td>Group velocities (c/)</td>
<td>1.685 1.685 1.743</td>
<td>1.685 1.783 1.906</td>
</tr>
<tr>
<td>Group delay dispersion (fs²/mm)</td>
<td>75.1 75.1 195.9</td>
<td>75.1 215.2 437.1</td>
</tr>
<tr>
<td>Phase-matching angle</td>
<td>29.2°</td>
<td>44.3°</td>
</tr>
<tr>
<td>Nonlinear coefficient, $d_{\text{eff}}$ (pm/V)</td>
<td>2.0</td>
<td>1.87</td>
</tr>
<tr>
<td>Crystal thickness, (µm)</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 3.6.: The effect of the number of reflections from ultraviolet beam splitters on the fraction of the total power contained in the third harmonic (266.6 nm)

The probe laser’s spot size on the cathode can be calculated in the framework of Gaussian optics. For a beam of $1/e^2$ radius $w$ illuminating a lens of focal length $f$, the radius at the focus will be $^{116}$

$$w_0 = \frac{w}{\sqrt{1 + \left(\frac{2w^2}{\lambda R}\right)^2}}$$  \hspace{1cm} (3.12)

where $R$ is the radius of curvature of the beam just after the lens. This is determined by the lens equation $R^{-1} = R_0^{-1} - f^{-1}$, where $R_0$ is the radius of curvature of the incident
beam. For a well-collimated beam, \( R \approx -f \). For the probe laser of 266.6 nm focused through an \( f = 300 \text{mm} \) lens and a measured radius of 1.1 mm (at \( 1/e^2 \) intensity), it is found that the spot size on the cathode has a radius of \( w_0 \approx 23 \mu\text{m} \). The corresponding standard deviation and FWHM\(^*\) are given by 11.5 \( \mu\text{m} \) and 27 \( \mu\text{m} \), respectively. This size was not verified experimentally due to the difficulty of measuring the beam size in the cathode plane. However, the electron beam size was measured (see Section 3.5), which is ultimately the quantity of interest.

**Pump Arm**

The wavelength of the pump must be tuned so that the photon energy is resonant with desired transition in the sample. The experiments discussed in Chapter 4, which used the UED machine presented here, required UV wavelengths, and so the third harmonic of the fundamental was used. This was achieved using the same scheme that was used for the probe (see Fig. 3.4), and so will not be discussed again here. Some experiments additionally used the fundamental directly.

Because most sample’s dynamics are highly dependent on the excitation fluence, it is important to know the size of the pump in the sample plane. This was measured by a variation of the well-known knife-edge method, in which the laser’s power is measured as part of the beam is blocked with a sharp blade. As the blade is translated across the beam, the power measurement traces out the accumulated intensity of the beam. In the case of the system presented here, mounting a knife-edge was not possible, and so a 70 \( \mu\text{m} \) diameter aperture was scanned across the beam instead. Mathematically, this process can be described as follows: suppose the intensity distribution can be written as \( I(x, y) = I_0 \exp\left[-(x^2 + y^2)/w_0^2\right] \) where \( I_0 \) is the peak intensity and \( w_0 \) is the beam waist (twice the standard deviation), and a circular aperture with diameter \( d \) can be represented by the transmission function \( t(x, y) = 1 \) if \( \sqrt{x^2 + y^2} \leq d/2 \) and \( t(x, y) = 0 \) otherwise. As the aperture is translated along one of the axes, say the \( x \)-axis, the measured power is then

\[
P(x_0) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(x, y) t(x - x_0, y) \, dx \, dy \tag{3.13}
\]

The results of such a measurement are shown in Fig. 3.7, with Eq.(3.13) having been numerically integrated to obtain the fit. It was found that, at the sample position, the pump beam FWHM was \( \sim 310 \mu\text{m} \), corresponding to a standard deviation of \( \sim 130 \mu\text{m} \).

\* For a beam with a \( 1/e^2 \) radius of \( w \), the standard deviation and FWHM are given by \( 0.5w \) and \( \sqrt{2\ln(2)}w \), respectively.
3.3.3. Delay Stage

As with the optical pump-probe experiment presented in Chapter 2, time resolution is achieved in UED experiments by varying the arrival time between the pump and the probe. In practice, this is accomplished by increasing the path length of one of the laser arms by reflecting the beam from a retroreflector mounted on a linear translation stage. The probe beam was chosen to be delayed so that if the pump wavelength was changed for different experiments, the retroreflector would not need to be replaced with another with a more suitable material.

It is imperative that the delay stage be extremely well aligned so that the electron bunch properties are agnostic to the delay stage position. Otherwise it would be extremely challenging, if not impossible, to associate time-dependent changes in the diffraction pattern to changes in the electron beam or dynamics in the sample. Alignment was achieved by mounting an iris in front of the retroreflector and trying to obtain the same power transmission through the iris at all delay stage positions. It was not uncommon to see a small amount of decreased laser intensity when the delay stage was moved from one end to the other due to beam divergence; however, with careful alignment, this change was < 1% over 300 mm.

Figure 3.7.: Transmitted power of the pump laser passing through an aperture scanned across the beam
3.3.4. Ultrahigh Vacuum Chamber

There are three reasons why UED experiments must be performed in ultrahigh vacuum (UHV) conditions:

1. An extremely high electric field, on the order of $10^6 \text{ V/m}$ or higher, is present between the cathode and the anode due to the small gap between them. As a consequence of this, any residual gas in the chamber can lead to “breakdown”, a phenomenon in which the vacuum suddenly changes from an insulating to a highly conducting state and arcing occurs. Such arcing can strip the gold coating from the cathode or damage the power supply by creating a short circuit.

2. As the electron bunches propagate toward the sample, they can undergo scattering with any residual gas molecules in the chamber. This has detrimental effects on the bunch’s pulse duration, coherence length, and size, all of which degrade the quality of the experiment. As such, it is desirable that the electrons do not interact with the residual gas at all. The average distance that an electron propagating through a gas at pressure $P$ and temperature $T$ travels before it scatters is the mean free path $\Lambda$

$$\Lambda = \frac{k_B T}{4\pi \sqrt{2} r^2 P}$$

where $k_B = 1.38 \times 10^{-23} \text{ kg m}^2 \text{ s}^{-2} \text{ K}^{-1}$ is Boltzmann’s constant and $r$ is the radius of the gas molecules. This distance must be significantly larger than the source-detector separation, and because it is a statistical quantity, several order of magnitude larger is preferable. As an illustrative calculation, at a pressure of $P = 10^{-6} \text{ mbar}$ an electron’s mean free path in nitrogen is $\sim 400 \text{ m}$.

3. In addition to the probe properties, the sample properties can be significantly influenced when exposed to inadequate vacuum levels. In particular, the sample’s surface quickly becomes contaminated with adsorbate. This is governed by the Hertz-Knudsen formula for the flux $F$ of gas molecules onto the sample’s surface:

$$F = \frac{\alpha P}{\sqrt{2\pi mk_B T}}$$

where $m$ is the molecular mass of the gas. Since this has units of molecules$\times m^{-2} s^{-1}$, it can be used to estimate how long it takes for the sample to be fully covered by a monolayer of gas molecules. Assuming every molecular that hits the surface sticks, and taking $10^{19}$ molecules/m$^2$ as a typical monolayer coverage, it only takes 1 s for a monolayer to form at $10^{-6} \text{ mbar}$, and $10^4$ s at $10^{-10} \text{ mbar}$.

Adequate vacuum pressure of $10^{-8} \text{ mbar}$ satisfying the above three conditions was achieved by pumping with a turbo pump backed by a roughing pump (HiCube 80, Pfeiffer Vacuum).
in combination with an ion pump (25S Titan, Gamma Vacuum, typical operating current = 10 µA). For optimum conditions, the chamber was baked overnight to < 100 °C. To avoid having to regularly vent the chamber, a load-lock system was used to mount and transfer samples. During this process the chamber was flushed with an overpressure of N₂ gas (just over 1 atm) to minimize the amount of contaminants entering the chamber. This significantly reduced the pumping time required to achieve the desired level of vacuum once the chamber was closed again.

Because of the high voltages applied to the cathode and detector (see the following section), the chamber must be conditioned in order to avoid arcing. The following procedure was performed after every time the chamber had been exposed to atmosphere: once moderate vacuum pressure has been achieved (< 10⁻⁶ mbar), the voltages were incrementally increased every 30 minutes (in steps of 0.5 kV on the cathode and phosphor screen and 0.1 kV on the microchannel plate). This was continued until the target voltages had been reached. Additionally, current to the cathode was limited to 0.03 mA to minimize the damage if arcing occurred.

3.3.5. Detection System

Detection of the diffracted electrons takes place in several sequential steps. First, the electrons are amplified through a Microchannel Plate (MCP), to compensate for the low number of electrons used in a typical experiment and to improve signal-to-noise. In addition, MCPs are known to increase the spatial resolution of detection.

The electrons were then converted to visible photons by a phosphor scintillator, and finally imaged with Charge-Coupled Device (CCD) camera, which was cooled to −20 °C to reduce electronic noise in the readout of the chip. The scintillator was coupled to the CCD sensor with a free-space lens as opposed to a fiber taper. While the former method is known to have poor coupling efficiency (typically < 20%, ref. 121), lens coupling is distortion free and maintains the optical resolution. Noise due to ambient light in the room was minimized by building an enclosure around the phosphor screen, lens, and camera.

The scintillator was a P43 phosphor (Gd₂O₂S:Tb) powder which had a decay time of a few hundred microseconds. To avoid residual fluorescence that would decrease the time resolution of the experiment, measurements were taken at a repetition rate of 1000 Hz. P43 phosphor was chosen for several reasons: its peak emission closely matches the peak sensitivity of the CCD chip (≈ 550 nm), it provides significantly higher conversion efficiency than other phosphors, and it has high spatial resolution due to its small grain size (≈ 1 µm, ref. 123).

To propagate the electrons through the MCP to the phosphor screen, an electric field was applied across the detection stack. Typical working voltages were 1.89 kV on the back of the MCP and 3.9 kV on the phosphor screen. Resistors (10 MΩ for the MCP and 40 MΩ for the phosphor) were placed between voltage source and target to limit the current in case of
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![Graph showing the dependence of signal-to-noise ratio on filtering voltage](image)

**Figure 3.8:** The dependence of the signal-to-noise ratio (defined as the intensity of the direct electron beam divided by the standard deviation of the noise) on the filtering voltage applied to the front of the microchannel plate.

Arcing. A slight bias voltage of around $-40\,\text{V}$ was applied to the front face of the MCP to filter electrons with extremely low energy that are produced by stray pump light hitting metal surfaces within the chamber. This was found to dramatically reduce the noise, especially at high pump powers (see Fig. 3.8).

### 3.3.6. Timing and Data Acquisition

In principle, the order in which the images are measured should not matter; that is, the same dynamics should be observed if the pump-only, or probe-only, or pump-and-probe image is acquired first. Similarly, it should be inconsequential whether several complete runs are measured and then averaged, or if the data at each time delay is averaged several times prior to moving to the next delay time. Unfortunately, there is a consequence: due to long-term fluctuations in the laser power, these can lead to significantly differences in the quality of the experiment. This is demonstrated in Fig. 3.9, which shows fluctuations in the electron beam intensity for two different measurements sequences. As a conclusion, all experiments were performed in the “run first” mode. For the same reason, the data acquisition sequence at each time delay (pump, pump-probe, probe) was chosen to minimize the time between measurements involving the same laser pulse. Both of these approaches served to mitigate the influence of long-term drift in the laser power.
3.4. Simulations

To glean insight into the evolving phase-space distribution of the electron bunch and to have estimations of beam characteristics that are experimentally inaccessible, detailed simulations of the electron beam were performed with A Space Charge Tracking Algorithm (ASTRA)\textsuperscript{124}. ASTRA is a sophisticated software suite that performs fully relativistic, non-quantum simulations of particle propagation through external electric and magnetic fields, while accounting for space-charge effects and other complex phenomena such as secondary electron emission and mirror charges at the cathode. A detailed description of its algorithm is available in the manual\textsuperscript{124}; briefly, ASTRA performs 4\textsuperscript{th} order Runge-Kutta (RK4) time integration in a discretized, three-dimensional space. The full equation of motion of the position \( \mathbf{r}_i \) of the \( i \)\textsuperscript{th} electron is:

\[
\frac{d^2 \mathbf{r}_i}{dt^2} = \frac{q^2}{4\pi\varepsilon_0 m_e} \sum_{j \neq i}^N \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|^2} + \frac{q}{m_e} \left( \mathbf{E}(\mathbf{r}_i, t) + \mathbf{v}_i \times \mathbf{B}(\mathbf{r}_i, t) \right)
\]  

where \( \mathbf{E} \) and \( \mathbf{B} \) are the external electric and magnetic fields, respectively, and \( N \) is the total number of electrons. The RK4 method is commonly used in \( N \)-body simulations due to its speed, simplicity, and accuracy. To implement it, a phase-space coordinate \( \mathbf{u}_i(t) = (\mathbf{r}_i(t), \mathbf{v}_i(t)) \) is defined, and the trajectory in phase space evolves according to:

\[
\frac{d\mathbf{u}_i}{dt} = f(\mathbf{u}_i, t) = \left( \mathbf{v}_i, \frac{q^2}{4\pi\varepsilon_0 m_e} \sum_{j \neq i}^N \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|^2} + \frac{q}{m_e} \left[ \mathbf{E}(\mathbf{r}_i, t) + \mathbf{v}_i \times \mathbf{B}(\mathbf{r}_i, t) \right] \right)
\]  

The RK4 method approximates (3.17) as:

\[
\frac{\Delta \mathbf{u}_i}{\Delta t} = \frac{1}{6} \left( 5f(\mathbf{u}_i, t) + f(\mathbf{u}_i + \frac{1}{2} \Delta \mathbf{u}_i, t + \frac{1}{2} \Delta t) + f(\mathbf{u}_i + \Delta \mathbf{u}_i, t + \Delta t) \right)
\]
\[ \vec{u}_{n+1}^i = \vec{u}_n^i + \frac{h}{6} (k_1 + 2k_2 + 2k_3 + k_4) \]  

where the superscript \( n \) denotes the iteration number, \( h \) is a defined time step, and:

\[
\begin{align*}
    k_1 &= f(u_n^i, t^n) \\
    k_2 &= f \left( u_n^i + \frac{k_1}{2}, t^n + \frac{h}{2} \right) \\
    k_3 &= f \left( u_n^i + \frac{k_2}{2}, t^n + \frac{h}{2} \right) \\
    k_4 &= f(u_n^i + k_3, t^n + h)
\end{align*}
\]

The input to the ASTRA simulation is the initial distribution of the electron bunch at the cathode, which is estimated from the measured properties of the probe laser beam. Spatially, the initial electron bunch was taken to be an uncorrelated, two-dimensional normal distribution with a FWHM of 27 \( \mu \)m, identically matching the spatial profile of the probe laser. The initial momentum distribution can be characterized under the confines of the three-step model for photoemission introduced in Section 3.3.1; doing so gives:

\[
\left( \sigma_{p_\perp}^0 \right)^2 = \int \frac{g(E, \theta, \phi) f(s, E, \theta, E_{ph}) p_\perp^2 dE ds d(cos \theta) d\phi}{\int g(E, \theta, \phi) f(s, E, \theta, E_{ph}) dE ds d(cos \theta) d\phi} \]

where \( \sigma_{p_\perp}^0 \) is the initial standard deviation of the transverse component of the momentum, \( g(E, \theta, \phi) \) is the transition probability for an excited electron of energy \( E \) to escape, \( f(s, E, \theta, E_{ph}) \) is the fraction of electrons per unit distance at a depth \( s \) below the surface which survive scattering, and \( (\theta, \phi) \) are the angular coordinates of the electron relative to the cathode’s surface normal. Under the assumptions of the three-step model, the escape probability is governed by the fact that the distribution of occupied states in the cathode is given by the Fermi-Dirac function \( f_{FD}(E) \). Explicitly, \( g(E, \theta, \phi) = [1 - f_{FD}(E + E_{ph})] f_{FD}(E) \). In this case, the integrals in Eq.(3.20) can be calculated analytically to give

\[
\sigma_{p_\perp}^0 = \sqrt{\frac{m_e (E_{ph} - \phi_{eff})}{3}}
\]

This theory was used to randomly distribute the initial momenta of the electron bunch, the results of which are shown in Fig. 3.10. Also presented in this figure are the initial distributions of the other pertinent parameters for the simulation.

Temporally, the emission of the electrons from the cathode was taken to match the pulse profile of the probe laser, and so was taken to be normal with a 165 fs full-width at half-maximum (see Fig. 3.10 and refer to Fig. 3.5 for the temporal profile of the probe laser).
Simulated distributions of the initial parameters (at the cathode) of an electron bunch in the ultrafast electron diffraction chamber. These values were used as the input for ASTRA.

Summary of the parameters used in the simulation can be found in Table 3.2.

Simulations were performed for various numbers of electrons in the bunch, ranging from $10^3$ – $10^5$, and also with acceleration voltages in the range of 1 – 10 kV. Two of the most important beam parameters, the pulse duration and the transverse coherence length, were calculated at the sample position from the results of the simulation and are shown in Fig. 3.11.

The top panel, showing the electron bunch’s pulse duration at the sample, reveals that it is possible to obtain sub-picosecond durations for low acceleration voltages if the number of electrons per pulse is kept low, as this minimizes the broadening due to space-charge effects. This is a promising result, and suggests the UED setup introduced in this chapter can achieve femtosecond temporal resolution with acceleration voltages of a few kilovolts (> 1 kV).

The transverse coherence length, presented in the bottom panel of Fig. 3.11 highlights the importance of the anode aperture on improving the electron beam properties. Because the aperture is so small (40 $\mu$m in diameter), a significant portion of the electrons are lost when...
Table 3.2.: Parameters for the simulation of the ultrafast, low-energy electron diffractometer using ASTRA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser pulse duration (FWHM)</td>
<td>165 fs</td>
</tr>
<tr>
<td>Laser spot size on the cathode (FWHM)</td>
<td>27 µm</td>
</tr>
<tr>
<td>Cathode-anode distance</td>
<td>1 mm</td>
</tr>
<tr>
<td>Anode thickness</td>
<td>0.25 mm</td>
</tr>
<tr>
<td>Anode-sample distance</td>
<td>0.5 mm</td>
</tr>
<tr>
<td>Anode aperture radius</td>
<td>20 µm</td>
</tr>
<tr>
<td>Electrons per pulse</td>
<td>$10^3 - 10^5$</td>
</tr>
<tr>
<td>Charge per pulse</td>
<td>0.1 - 10 fC</td>
</tr>
<tr>
<td>Acceleration voltage</td>
<td>1 - 10 kV</td>
</tr>
</tbody>
</table>

Figure 3.11.: Electron bunch parameters at the sample location simulated by ASTRA

The beam passes through the anode. The result is that the beam divergence significantly decreases, since only the electrons in the center of the beam survive (that is, those which are traveling the most in parallel). This can be used to explain why lower energy electron pulses
have a higher coherence length: because low energy electrons travel more slowly, they have significantly more time to broaden (recall the discussion in Section 3.3.1). As a consequence, the central portion of a low-energy beam is composed of less divergent electrons relative to a higher energy beam. This fact also explains the trend that more electrons results in a higher coherence length, since higher electron density means more divergence before the anode.

3.5. Experimental Apparatus and Characterization

Armed with the design principles outlined in Section 3.3 and the simulations of Section 3.4, this section will present the experimental UED system and the characterization of its properties. The final electron gun design, presented in Fig. 3.12, incorporates all the aspects mentioned above, such as the mesh over the anode plate. The gun was mounted on a linear translation stage to enable a variable source-sample distance. This is important for finding the spatial overlap (which will be discussed below) and also to have control over the electron pulse duration at the sample. The distance between the cathode and anode was fixed at 1 mm by a spacer, and, by using the translation stage, the gun could be position so that the sample holder was in contact with the anode. This resulted in an ∼0.5 mm gap between the anode and the sample. Because of the small cathode-anode separation distance, the accelerating DC electric field was on the order of 1 – 10 MV/m depending on the cathode bias.

![Simplified exploded drawing of the electron gun](Figure 3.12.: Simplified exploded drawing of the electron gun)

Fig. 3.13 shows a photograph of the experimental UED chamber. All aspects of the design, such as the vacuum pumps and load-lock system, are present. Not visible in this picture
are an ion gauge used to continuously monitor that vacuum pressure, and a series of power
supplies to provide high voltage to the electron gun, MCP, and phosphor screen.

Figure 3.13.: Photograph of the ultrafast low-energy electron diffractometer setup with each
individual component identified

A typical diffraction pattern from graphene mounted on a copper mesh coated with lacy
carbon is shown in Fig. 3.14 (B). To provide a point of reference on the quality of the
diffraction, Fig. 3.14 (A) shows a diffraction pattern from the same sample taken in a Philips
CM12 transmission electron microscope (TEM) operating at 80 kV. It is evident that the
UED system presented here is capable of comparable diffraction quality and signal-to-noise.
The diffraction spots are slightly larger, indicative of a small transverse coherence length of
the UED system compared with the TEM. However, the UED system can obtain such quality
images with sub-picosecond time-resolution (see Fig. 3.11). For graphene, diffraction past
the third order was observed.

The following sections will present some characterizations of the system, all of which were
performed with an acceleration voltage of 6 kV.

3.5.1. Electron Beam Size

The size of the electron beam was measured in a manor identical to the way the pump beam
was measured in Section 3.3.2. The results of this measurement are shown in Fig. 3.15, and
by fitting with Eq.(3.13) it was found that the standard deviation of the beam was \( \sim 30 \mu m \)
(standard deviation), corresponding to a FWHM of \( \sim 70 \mu m \).
Figure 3.14.: Comparison of the diffraction pattern of graphene on a copper mesh coated with a lacy carbon film taken with (A) a transmission electron microscope and (B) the ultrafast low-energy electron diffractometer.

Figure 3.15.: Transmitted power of the electron beam passing through an aperture scanned across the beam.
3.5 Experimental Apparatus and Characterization

3.5.2. Transverse Coherence Length

The transverse coherence length can be estimated from the diffraction pattern of a sample with a known structure as follows: recalling the discussion in Section 3.2, the transverse coherence length is roughly the length-scale over which the sample is coherently illuminated. If this corresponds to $N$ unit cells, then $\xi_\perp = Na$, where $a$ is the unit cell parameter of the sample. According to Eq.(3.5), the location of the diffraction peaks are governed by the Bragg condition (when the denominator of the intensity vanishes):

$$q_{Bragg}^m = \frac{2m\pi}{a}, \quad m \in \mathbb{Z}$$

(3.22)

Here $m$ is the diffraction order, and it is important to note that the peak position does not depend on the number of unit cells $N$ in the coherence area. On the other hand, the width of a peak does depend on $N$; to see this, observe that the zeros in the diffraction pattern occur when the numerator of Eq.(3.5) is zero:

$$q_{\text{min}}^n = \frac{2n\pi}{Na}, \quad n \in \mathbb{Z}$$

(3.23)

where $n$ is not an integer multiple of $N$. If the peak is sufficiently narrow that it can be represented as a triangle, then its FWHM can be estimated as $\Delta q_m \approx (q_{\text{min}}^{m+1} - q_{\text{min}}^m)/2 = 2\pi/Na$. Notably, the peak width does not depend on the diffraction order, and so all peaks should all have the same width $\Delta q$.

If the ratio of the distance between neighbouring peaks (say the $m^{\text{th}}$ and $(m + 1)^{\text{th}}$) to the peak width is constructed, an interesting result is obtained:

$$\frac{q_{Bragg}^{m+1} - q_{Bragg}^m}{\Delta q} = N$$

(3.24)

Finally, a method to measure the transverse coherence length of the electron beam has been arrived at: recalling that the number $N$ was defined as the number of unit cells within the coherence length, if the quantity defined in Eq.(3.24) is measured, then the transverse coherence length can be calculated as $\xi_\perp = a\frac{q_{\text{max}}^{m+1} - q_{\text{max}}^m}{\Delta q}$.

This analysis was performed on a typical diffraction pattern from graphene, shown in Fig. 3.16 (A), using the two peaks shown in the highlighted rectangle. Calculating the FWHM of the peaks in the line profile (Fig. 3.16 (B)) results in a coherence length of $\sim 3.3\,\text{nm}$. Of course this value needs to be taken with a grain of salt due to the approximations in its calculation. That being said, it is comparable to state-of-the-art UED machines\textsuperscript{22}, and, since it spans tens of unit cells for most inorganic solids, is sufficient for UED experiments. The measured value very closely matches the ASTRA results (see the lower panel of Fig. 3.11), a fact which both validates the simulation and the measurement.
3.5.3. Spatial and Temporal Overlap

A suitable procedure was devised to align the pump laser to obtain spatial overlap between the pump and the probe electrons. First, a small aperture was mounted into the sample holder and positioned to maximize the intensity of the transmitted electron beam. In this way, the location of the aperture marks the electron beam’s position in the sample plane. A 70 µm diameter aperture was used for this purpose. Then, the pump laser was aligned so that it too passed through the aperture (this was done by retracting the electron gun from the sample and looking for scattering of the pump from the back of the anode, which would only be possible if the pump had first passed through the aperture). In this way, it could be assured that the pump and probe overlapped in space at the sample position.

To find the temporal overlap, that is, the position of the delay stage for which the pump and probe arrive at the sample simultaneously, the established ultrafast plasma formation technique was used\textsuperscript{126,127}. Although this process will be the subject of an entire chapter (Chapter 4), the underlying physics will be briefly presented here: when a metal surface is irradiated by an intense femtosecond laser, one of the processes that occurs is the ultrafast formation of a plasma in the form of a cloud of liberated electrons escaping the surface. Because this moving cloud produces strong electric fields, an electron beam passing through this region can be significantly deflected.

Using this process, it was possible to measure the deflection angle of the electron beam passing through a 300 lines-per-inch copper mesh irradiated by a 800 nm pump. The observed behaviour is known to be fairly independent of the mesh size\textsuperscript{127}, and it has been
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Figure 3.17: Method for finding the temporal overlap in an ultrafast electron diffraction experiment: observation of the transient deflection of the direct electron beam as a result of ultrafast plasma formation generated by irradiating a copper mesh with an intense femtosecond laser

demonstrated\textsuperscript{128} that multiphoton photoemission is more efficient at extracting charge from a metal surface than single-photon ionization using a UV pump. The results of this measurement, using a pump fluence of about 4 mJ/cm, are shown in Fig. 3.17. If the formation of the plasma was an instantaneous event and could be represented as a step function, then these dynamics could be modeled as a step function convoluted with a normal distribution whose width represents the pulse duration of the electron bunch. This results in the function

\[
f(\tau) = \frac{A}{2} \text{erfc} \left( \frac{\tau_0 - \tau}{\sqrt{2} \sigma} \right) \tag{3.25}\]

where \(A\) is the amplitude of the step, \(\sigma_t\) is the pulse duration, \(\tau\) is the delay time between the pump and the probe, and \(\tau_0\) is the location of the temporal overlap. This fit is overlaid on the data in Fig. 3.17, and was used to identify the location of the temporal overlap.

As a result of this fitting, a pulse duration of \(\sigma_t \approx 30\) ps is recovered. This is significantly larger than the sub-picosecond value predicted by the ASTRA simulations in Section 3.4. However, it is well known that plasma formation is not instantaneous\textsuperscript{129–132}; in fact, the rise time is on the order of a few tens of picoseconds, which is on the same order as what was observed in Fig. 3.17. Therefore, although the value of 30 ps could be taken as an upper limit for the electron pulse duration, it is thought that this value is heavily dominated by the time-scale of the plasma formation and not the pulse duration. Because the simulations
matched the transverse coherence length extremely well, the pulse duration of $\sim 500\text{ fs}$ from the simulations will be taken as the estimated pulse duration of the UED setup.

### 3.6. Outlook

The measured and simulated characteristics of the experimental system presented in this chapter suggest it possesses sub-picosecond resolution, while demonstrating the ability to produce TEM-quality diffraction patterns from atomically thin samples. These are the ingredients required to perform ultrafast electron diffraction of thin films and monolayers.

The machine could benefit from further characterization, in particular, from an experimental measurement of the pulse duration. However, since ASTRA is a well-vetted software, and its predictions were validated against the coherence length measurements, it is expected that the simulated pulse durations are likely close to the true pulse durations.

The next step is to demonstrate the functionality of this setup by performing UED experiments to study the dynamics of a transient phenomenon. This is precisely what is presented in the following chapter, which used UED to study transient electric fields from a laser-irradiated graphene surface.
4. Evolution of the Transient Electric Fields produced by the Photoionization of Graphene

“With four parameters I can fit an elephant, and with five I can make him wiggle his trunk.”

— John von Neumann

4.1. Introduction

The development of the ultrafast structural probe presented in Chapter 3 provides a tool capable witnessing transient structural dynamics in the thinnest possible materials. This opens the door to innumerable prospective experiments, driven by the ability to produce new two-dimensional materials. Hopefully this potential will be fully realized in the near future. As a preliminary demonstration of the capability of this new system, this chapter will use ultrafast electron diffraction to study the production of Transient Electric Fields (TEFs) due to the irradiation of thin films.

It is well known that the illumination of a metal surface by an intense femtosecond laser results in complex and diverse physical processes\textsuperscript{127,133,134}. One of the most prominent resulting effects is photoionization, which produces a plume of electrons propagating away from the surface. Associated with these liberated electrons is a strong electric field, whose transient dynamics are determined by the spatial and temporal evolution of the charge distribution of the plume. Photoionization is a ubiquitous phenomenon in physics, and contributes to various applications\textsuperscript{135,136}, fundamental processes\textsuperscript{137,138}, and experimental techniques\textsuperscript{139–141}. From a fundamental point-of-view, ionization is an enticing combination of solid-state physics, electrodynamics, and photon-matter interactions. It is also an important process from an applied perspective, as it constitutes the first step in some photodetectors, and plays the lead role in certain physical techniques such as photoelectron spectroscopy. Furthermore, photoionization is significant for a more practical reason: because it is fairly straight-forward to implement from an experimental point-of-view (requiring only the focusing of a high-powered laser) it has been studied by many different techniques under many experimental conditions. This makes it a good “benchmark” experiment for new techniques such as low-energy ultrafast electron diffraction.

For these reasons, the photoionization of graphene was selected to be the first experiment
performed with the ultrafast electron diffraction system presented in Chapter 3. Graphene itself is an exciting topic of research, and its properties were introduced in Section 2.1. In relevance to photoionization, there is a recent effort to incorporate graphene into extremely sensitive photodetectors\(^{142-145}\), and so it is important to have a thorough understanding of the underlying physics of the interaction between light and graphene. Additionally, in the last few years graphene has served as a substrate for biological samples in electron microscopy\(^{7,146-148}\), and there is a similar effort to use graphene as a substrate in UED experiments. Because UED experiments are initialized by an intense femtosecond laser pulse, it is important to understanding the behaviour of graphene under such experimental conditions.

TEFs produced by the photoionization of various samples and substrates have been examined in several ultrafast electron diffraction experiments in the literature\(^{129-132,149-151}\). This chapter extends this line of research by adding graphene by the list of materials which have been studied. Although this experiment may shed light on the interaction between laser light and the electrons in graphene, its primary purpose is to demonstrate and validate the successful performance of the novel UED system presented in Chapter 3.

### 4.2. Experimental Details

The induced TEFs act as an electron lens, which transversely deflects the probe electron pulses. The graphene was tilted slightly relative to the axis of the chamber so that the TEFs were not parallel to the propagation direction of the probe electrons. In the following sections, the details of the experimental parameters will be presented.

#### 4.2.1. Free-Standing Graphene

Single-layer graphene supported by a lacey carbon film on a 300 lines/inch copper TEM mesh was purchased from Ted Pella, Inc. and used as received. Bright-field TEM images of representative sample areas are shown in Fig. 4.1 A and B, measured in a Philips CM12 microscope operating at 80 kV \((\lambda = 0.0418 \text{ Å})\). It was observed that the graphene was a single-crystal over large areas (hundreds of micrometers), as evident by the diffraction pattern shown in Fig. 4.1 C.

#### 4.2.2. Sample Tilt

Knowledge of the sample tilt relative to the direction of the probe electrons beam is important to have a realistic estimation of the strength of the TEFs. Unfortunately, the intensities of the diffraction peaks of graphene hardly vary with the tilt angle\(^{152}\), and so the traditional
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**Figure 4.1.** (A) Low-magnification and (B) high-magnification bright-field transmission electron microscope images of graphene supported by a lacey carbon film on a copper mesh. (C) Typical selected area electron diffraction pattern of graphene measured in a transmission electron microscope at 80 kV.

method of using diffraction to measure the tilt is not possible. Instead, the angle was carefully measured using a protractor, leading to a value of approximately 10°.

### 4.2.3. Ultrafast Electron Diffraction

Time-resolved experiments were performed on the ultrafast electron diffraction setup described thoroughly in Chapter 3. Probe electrons with an energy of 6 keV were used to provide the best compromise between temporal resolution and sensitivity to the thin graphene films. Each diffraction pattern was accumulated for 0.5 s at a repetition rate of 1000 Hz, and each time-dependent measurement sequence was usually repeated 10 times and then averaged to improve the signal-to-noise ratio. Thus each diffraction pattern was typically collected with $\sim 10^7$ electrons.

### 4.2.4. Optical Excitation

Since the work function of graphene is 4.57 eV (ref. 153), it would be ideal to use pump light of 266.5 nm (4.65 eV). However, it has been demonstrated that multiphoton ionization is much more efficient at extracting charge from thin films$^{127,128}$, and so it was decided to excite the sample with an 800 nm pump. The experiments were repeated with pump powers between 1 mW and 30 mW. Since the pump beam $1/e^2$ radius was measured to be $\sim 260 \mu m$ (see Section 3.3.2), this corresponds to excitation fluences$^*$ of $1 – 30 \text{ mJ/cm}^2$.

$^*$ The fluence of a Gaussian beam with a $1/e^2$ radius of $w$ and pulse energy $E$ is $F = 2E/\pi w^2$ (ref. 116)
4.2.5. Measurement and Analysis Procedure

Prior to any measurement, both the spatial and temporal overlap were checked and adjusted if necessary, using the methods presented in Section 3.5.3. Care was taken to find a region of the sample that consisted of single-crystalline graphene (that is, not multiple domains). Once a suitable region was found, measurements were performed using the sequence described in Section 3.3.6. After background subtraction, each diffraction peak was identified and fit with a two-dimensional asymmetric Gaussian, allowing for the time dependence of the amplitude, position, and shape of each diffraction spot to be determined.

Because the electrons pass through a region containing TEFs after the sample, their trajectory is slightly deflected from what is predicted by the Bragg condition. The transient angular deflection, \( \Delta \alpha(\tau) \), where \( \tau \) is the time delay between the pump and the probe, can be used to estimate the strength and dynamics of the TEF generated by the emitted electrons from the ionization.

In the experiment, the transient deflection angle of the \((m, n)\) diffraction peak was calculated as

\[
\Delta \alpha(\tau) = \tan^{-1} \left[ \tan \theta_{m,n} + \frac{R(\tau)}{L} \right] - \theta_{m,n}
\]

where \( \theta_{m,n} \) is the Bragg angle and \( R(\tau) \) is the transient displacement of the probe beam centroid relative to its initial position before laser irradiation, and \( L \) is the camera length (the distance between the sample and the detector). This expression follows from the scattering geometry illustrated in Fig. 4.2. The camera length is carefully calibrated using a procedure outlined in the following section.

The scattering angles are given by Bragg’s law, which can be expressed as

\[ \theta_{m,n} = \frac{\lambda}{2d} \left( m \sin \theta + n \sin \phi \right) \]

where \( \lambda \) is the wavelength of the incident light, \( d \) is the interlayer distance of the graphene, \( m \) and \( n \) are the indices of the diffraction order, and \( \theta \) and \( \phi \) are the scattering and azimuthal angles, respectively.
4.3. Camera Length Calibration

The camera length, \( L \), is defined as the distance from the sample to the projected image of the diffraction pattern. In a lensless system, such as the one described in Chapter 3, this corresponds to the true physical distance between the sample and the detector. Although its value can be measured as the mechanical distance between the sample holder and the front MCP plate, a more accurate measurement is required to enable proper assignment of scattering angles in the measured diffraction patterns. This can be done by using a sample with a well-known structure as a reference; such a sample should satisfy the following requirements\(^{155}\):

1. many well-defined diffraction spots
2. chemically stable under electron irradiation (no structural changes)
3. structural parameters accurately measured by independent techniques

With these properties in mind, aluminum was chosen as the reference due to its structural robustness, strong scattering, and the fact that its unit cell parameter \( a \) is very thoroughly established\(^{156}\). Thus calibration of the camera length is enabled by deriving a relationship between the camera length and the unit cell parameter. To do this, it is noted that electrons scattered through an angle \( \theta_{hkl} \) from the \((h,k,l)\) diffracting plane in graphene satisfy Bragg’s law\(^{94}\):

\[
\lambda = 2d_{hkl} \sin \theta_{hkl} \quad (4.4)
\]

where \( \lambda \) is the electron’s wavelength, and \( d_{hkl} \) is the spacing between the \((h,k,l)\) planes. Aluminum is well known to form a face-centered cubic (FCC) lattice\(^{156}\), and so the lattice spacing has the simple expression

\[
|G_{m,n}| = \frac{4\pi}{2l} \sqrt{m^2 - mn + n^2} \quad (4.3)
\]

where \( l = 1.42 \, \text{Å} \) is the carbon-carbon bond length\(^{154}\).
where \( a \) is the unit cell parameter. If this is substituted back into Bragg’s law, Eq.(4.4), the scattering angle can be expressed as

\[
\theta_{hkl} = \sin^{-1} \left( \frac{\lambda}{2d_{hkl}} \right) = \sin^{-1} \left( \frac{\lambda \sqrt{h^2 + k^2 + l^2}}{2a} \right) \tag{4.6}
\]

To relate this to the camera length, the geometry of the scattering experiment illustrated in Fig. 4.3 shows that the scattering angle can be determined from the measured radius of the spots in the diffraction pattern from the relation \( \tan(2\theta_{hkl}) = \frac{R_{hkl}}{L} \). This then leads to the final expression for the camera length in relation to the unit cell parameter of aluminum:

\[
L = \frac{R_{hkl}}{\tan \left[ 2 \sin^{-1} \left( \frac{\lambda \sqrt{h^2 + k^2 + l^2}}{2a} \right) \right]} \tag{4.7}
\]

Fig. 4.4 shows an example of a typical ultrafast diffraction pattern from 15 nm thick polycrystalline aluminum used to calibrate the camera length of the UED system. The sample was prepared using thermal evaporation deposition, resulting in a polycrystalline sample. Diffraction patterns were recorded at several electron energies, and for each image, the first few diffraction peaks were used to provide some statistics. The peaks were indexed by sorting
the peaks locations in ascending order by radius and matching them with the lowest order allowed Bragg reflections. For aluminum (and other FCC crystals), allowed reflections are whenever \((h, k, l)\) are either all odd or all even, as listed in Table 4.1.

Table 4.1: Reflections allowed by the face-centered cubic symmetry of aluminum

<table>
<thead>
<tr>
<th>((h, k, l))</th>
<th>(\sqrt{h^2 + k^2 + l^2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 1, 1)</td>
<td>1.73</td>
</tr>
<tr>
<td>(2, 0, 0)</td>
<td>2.00</td>
</tr>
<tr>
<td>(2, 2, 0)</td>
<td>2.83</td>
</tr>
<tr>
<td>(3, 1, 1)</td>
<td>3.32</td>
</tr>
<tr>
<td>(2, 2, 2)</td>
<td>3.46</td>
</tr>
<tr>
<td>(4, 0, 0)</td>
<td>4.00</td>
</tr>
<tr>
<td>(3, 3, 1)</td>
<td>4.36</td>
</tr>
<tr>
<td>(4, 2, 0)</td>
<td>4.47</td>
</tr>
<tr>
<td>(4, 2, 2)</td>
<td>4.90</td>
</tr>
<tr>
<td>(3, 3, 3)</td>
<td>5.20</td>
</tr>
<tr>
<td>(4, 4, 2)</td>
<td>6.00</td>
</tr>
<tr>
<td>(5, 3, 3)</td>
<td>6.56</td>
</tr>
<tr>
<td>(\vdots)</td>
<td>(\vdots)</td>
</tr>
</tbody>
</table>

Using the accepted value of \(a = 404.95\) pm for aluminum\(^{156}\), Eq.(4.7) was then used to calculate the camera length for each reflection and electron energy, as shown in Fig. 4.4. These values were averaged to give the calibrated camera length as \(L = 53.04 \pm 6.25\) mm.

Figure 4.4: (A) Radial diffraction pattern of 15 nm thick polycrystalline aluminum measured with ultrafast, 6 keV electrons, with the peaks used for the camera length calibration identified and indexed. (B) Camera length calculated for each peak identified in (A) for several electron energies, with the average value and standard deviation shown by the dashed line and the shaded region, respectively.
4.4. Model of the Transient Electric Fields Produced by Ultrafast Ionization

This section will introduce a simple model to describe the interaction between the probe electrons and the electric field generated by the negative charge cloud and positive surface charges resulting from the ultrafast ionization of the graphene and the substrate. In this model, the coordinate frame will be aligned so that the probe electrons are traveling along the \( z \)-axis with an initial velocity of \( \mathbf{v}_0 = (0, 0, v_0) \). To account for the tilt between the sample and the probe electron beam, an angle \( \gamma \) is introduced between the sample normal vector \( \mathbf{n} \) and the \( z \)-axis (see Fig. 4.5 for a schematic illustration of the model presented in this section). The plane containing \( \mathbf{n} \) and the \( z \)-axis is used to define the \( x \)-axis, so that the normal vector is \( \mathbf{n} = (\sin \gamma, 0, \cos \gamma) \).

Due to the symmetry of the optical excitation, the components of the electric field transverse to the sample’s normal vanish (in reality there is a little asymmetry which arises from the incidence angle of the pump laser and the inhomogeneity in the excitation profile, but these effects are neglected in this simple model). As such, the electric field is parallel to \( \mathbf{n} \). This makes it convenient to introduce a coordinate frame relative to the sample, where the \( z \)-axis is along \( \mathbf{n} \) (see Fig. 4.5). This frame will be denoted by the primed coordinates \( \mathbf{x}' \), and the electric field in this frame is given by \( (0, 0, E_n(\mathbf{x}', t)) \). In the system’s (unprimed) coordinate frame, this corresponds to a TEF of:

\[
\mathbf{E}(\mathbf{x}; t) = \begin{pmatrix} \cos \gamma & 0 & \sin \gamma \\ 0 & 1 & 0 \\ -\sin \gamma & 0 & \cos \gamma \end{pmatrix} \begin{pmatrix} \mathbf{0} \\ \mathbf{0} \\ E_n(\mathbf{x}; t) \end{pmatrix} = \begin{pmatrix} E_n(\mathbf{x}; t) \sin \gamma \\ 0 \\ E_n(\mathbf{x}; t) \cos \gamma \end{pmatrix} \quad (4.8)
\]
Because the temporal evolution is triggered by the arrival of the pump pulse, the TEF only exists for positive times and so $E_n(x'; t) = 0$ for $t < 0$.

The velocity of a probe electron propagating through this field in the post-sample region obeys

$$\frac{d\mathbf{v}(t; \tau)}{dt} = \frac{q}{m} \mathbf{E}(\mathbf{x}; t - \tau) \quad (4.9)$$

where $m = m_e / \sqrt{1 - v_0^2/c^2}$ is the electron’s relativistic mass and $\tau$ is the temporal delay between the arrivals of the probe electrons and the pump laser. The final velocity $\mathbf{v}(t_0; \tau)$ of the electron (outside of the region of the electric field) can be used to calculate the transient deflection angle at a delay time $\tau$, since

$$\Delta \alpha(\tau) = \tan^{-1} \left[ \frac{v_x(t_0; \tau) - v_x(0)}{v_0} \right] \approx \frac{v_x(t_0; \tau) - v_x(0)}{v_0} \quad (4.10)$$

In this expression, $t_0$ is interaction time between the probe electrons and the electric field (that is, the propagation time of the probe electrons from the sample to the detector). To find this final velocity, Eq.(4.9) can be integrated to give the solution

$$\mathbf{v}(t_0; \tau) = \mathbf{v}(0) + \frac{q}{m} \int_0^{t_0} \mathbf{E}(\mathbf{x}; \xi - \tau) \, d\xi \quad (4.11)$$

The initial condition $\mathbf{v}(0) = \mathbf{v}(0; \tau)$ specifies the initial velocity of the electrons in the post-sample region, accounting for the diffraction angles. For example, the unscattered electrons ($0^{th}$ order diffraction) have $\mathbf{v}(0) = \mathbf{v}_0$. For an $(m, n)$ order diffracted electron, taken to be scattered along the $x$-axis for simplicity, then $\mathbf{v}(0) = (v_0 \sin \theta_{m,n}, 0, v_0 \cos \theta_{m,n})$.

To fit experimental data to Eq.(4.10), one would need an explicit model of the TEF, $\mathbf{E}(\mathbf{x}; t)$. Various such models have been proposed in the literature,$^{129-132,149-151}$ with differing degrees of complexity. Perhaps the most sophisticated model, the so-called “three-layer model” (ref. 132), involves 7 fitting parameters, representing variables such as the speed of the emitted electron cloud, the total charge of emitted electrons, and the fraction of the electrons that fall back to the sample due to the positive mirror charges at the surface of the sample. Although this model might offer the most physically realistic description of the photoionization dynamics, it contains so many parameters that it is difficult to trust and interpret the results of fitting it to one-dimensional data.

With this in mind, this chapter will instead make a simplifying approximation to provide an estimation of the strength of the TEF. This approach has been adopted in several past studies,$^{129,131,149-151}$ and has been found to be highly successful. The approximation is motivated by two facts:
1. At 6 kV, the probe electrons travel at $v_0 = 4.6 \times 10^7 \text{ m/s}$ along the $z$-axis, whereas the electron cloud responsible for the TEFs leaves the graphene surface at about $10^6 \text{ m/s}$ (ref. 129, 132). This order of magnitude difference in speed suggests that the TEFs hardly change during the interaction time, so that the probe effectively sees a “snapshot” of the TEF at a specific delay time.

2. The measured deflection angles are extremely small ($\ll 1 \text{ rad}$), implying that the probe electrons hardly deviate from their unperturbed trajectory. Because the probe electrons are essentially parallel to the $z$-axis (since the diffraction angles are small), this means that they hardly experience the spatial distribution of the TEF. Instead, they see a fairly constant field along $z$ at their transverse location.

These statements suggest the following approximation of replacing the transient field with its temporal and spatial average at each time delay:

$$E(x; t - \tau) \approx \int \int \left[ \frac{1}{t_0} \int_{t_0}^{t} E(x_0, y, z; t - \tau) \, dt \right] \, dy \, dz$$

$\equiv \langle E \rangle_{x_0,t_0}(\tau)$

$$= \langle E_n \rangle_{x_0,t_0}(\tau) \begin{pmatrix} \sin \gamma \\ \cos \gamma \end{pmatrix}$$

where the notation $\langle E \rangle_{x_0,t_0}(\tau)$ for the spatial and temporal average of the electric field at time delay $\tau$ and transverse coordinate $x_0$ has been introduced. With this approximation, the transverse velocity of the probe electrons is

$$v_x(t_0; \tau) = v_x(0) + \int_{0}^{t_0} E_n(x; \xi - \tau) \sin(\gamma) \, d\xi$$

$$\approx v_x(0) + \frac{q}{m} \langle E_n \rangle_{x_0,t_0}(\tau) \sin(\gamma) \int_{0}^{t_0} \, d\xi$$

$$= v_x(0) + \frac{q}{m} \langle E_n \rangle_{x_0,t_0}(\tau) \sin(\gamma) \, t_0$$

which leads to a final deflection angle of

$$\Delta \alpha(\tau) \approx \frac{q \sin(\gamma) \, t_0}{mv_0} \langle E_n \rangle_{x_0,t_0}(\tau)$$

Thus the measured deflection angle is proportional to the strength of the average TEF.
4.5. Experimental Results

The results of the UED experiments of photoionized free-standing graphene are shown in Fig. 4.6 A, which shows the difference in the diffraction patterns with an 800 nm pump and without any pump. It is evident that all the diffraction peaks are deflected along the same axis; this allows for the transient displacement of all peaks of the same order to be averaged, resulting in the traces shown in Fig. 4.6 B. It is evident that the lower order diffraction peaks are deflected more than higher order peaks, with the $0^{th}$ order (unscattered) electrons exhibiting the largest amount of deflection.

Figure 4.6.: (A) Deflection angles of several diffraction orders for electrons passing through a transient electric field from graphene. The graphene was excited with an 800 nm pump and a fluence of about 22 mJ/cm$^2$. (B) Difference diffraction image at an 80 ps time delay

The order-dependence of the transient deflections can be interpreted in terms of the simple model outlined in Section 4.4. The culminating equation, Eq.(4.14), states that the deflection angle is proportional to the average TEF, i.e. $\Delta \alpha(\tau) \propto \langle E_n \rangle_{x_0,t_0}(\tau)$. The field is averaged over two parameters: the interaction time $t_0$ and the transverse location of the scattered beam $x_0$ (refer to Fig. 4.7 A). Because the diffracted beams travel at an angle, they sample the field at different transverse locations. For instance, the $(m, n)$ diffraction beam passes through the shaded region shown in Fig. 4.7 A, and so experiences a different field than, for instance, the undiffraction beam. Very roughly, the $(m, n)$ diffraction order approximately samples the TEF at the transverse location

$$x_{m,n} = \frac{1}{2} z_0 \tan \theta_{m,n} \quad (4.15)$$

In this expression, $z_0$ is the distance between the electron cloud and the sample surface (Fig. 4.7 A). Using the fact that the electron cloud propagates with a speed on the order of $1 \mu$m/ps (ref. 129, 132) and the TEF reaches its maximum around 100 ps, the distance at the peak is about $z_0 \approx 100 \mu$m.
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Figure 4.7.: (A) Illustration of how different diffraction orders sample the spatial dependence of the transient electric field. In the drawing in the \((m,n)\) diffraction order experiences the average electric field in the shaded region. (B) The peak average electric field felt by several diffraction orders. Overlaid is excitation profile of the 800 nm pump laser.

Using the transient deflection data shown in Fig. 4.6 the maximum average electric field \(\langle E_n \rangle_{x_m,n,t_0}\) was calculated and is plotted in Fig. 4.7 B. A significant spatial variation in the TEF is observed, with the strength of the field decreasing further away from central axis. Overlaid on this plot is the excitation profile of the 800 nm pump laser. Evidently, the electric field falls off significantly faster than the excitation, and has a width of around 50 \(\mu m\) compared with the 260 \(\mu m\) width of the pump.

Initially, it is expected that the spatial distribution of the TEF matches the pump’s profile, since the number of ejected electrons is proportional to the number of photons. Since Fig. 4.7 B occurs about 100 ps after the arrival of the pump, the data implies that the TEF becomes more narrow as time progresses. This can be explained by two phenomena: the contraction of the positive surface charges due to neutralization and degradation of mirror-charge effects, and the expansion of the emitted electron cloud due to space-charge broadening. The combined result of these two effects is that the TEF becomes more and more narrowly
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concentrated in the middle of the excitation profile.

Figure 4.8: Transient deflection angles of several diffraction orders, normalized to the maximum angle.

The trajectories were normalized to the peak deflection angle, resulting in the traces shown in Fig. 4.8. It is evident that, within the limits of experimental error, the different diffraction orders show identical transient behaviour. This indicates that the TEF has a spatially-independent time-dependence. This has similarly been identified in other samples, such as thin films of aluminum\textsuperscript{150}.

The peak amplitude of the TEF (i.e. the maximum field felt by the 0\textsuperscript{th} order peak) is around 750 V/m. This is significantly lower than what has been observed in other samples with a similar excitation fluence (see, for instance, ref. 129–132, 149, 150). This is likely due to the comparatively low absorbance of graphene, which is roughly 2.3\% at 800 nm (ref. 157). When this is taken into account, the TEF strength is the same order of magnitude as what has been reported, for instance, for silicon\textsuperscript{129}. This implies that the physics of photoionization of graphene is similar to that of other thin film. Alternatively, the difference in the peak field strength might suggest that the approximate analysis represented by Eq.\textsuperscript{(4.14)} does not provide an adequate model of the effects of the TEF. Although it is beyond the scope of this chapter, which only serves to demonstrate the capability of the UED setup of Chapter 3, further experimentation is required to clarify these points.
4.6. Closing Remarks

In summary, the preliminary experiment presented here tracked the positions of the diffraction peaks from graphene, which were deflected due to the production of transient electric fields. A very simple and approximate analysis was developed to relate the magnitude of the transient deflection angles to the strength and spatial distributions of the TEFs.

Although these results serve the purpose of verifying the potential of UED for studying thin films, it is possible that more information could be extracted from the experimental data presented here. For instance, it might be enlightening to try fitting the data with the aforementioned “three-layer model” (ref. 132) to see if it complements the simple analysis presented here. However, such a sophisticated analysis might require further experimentation than what is appropriate for the verification of UED setup of Chapter 3.

Although brief, this chapter demonstrated the capability of low-energy UED to measure time-dependent changes in thin films. However, TEFs constitute a reversible reaction; that is, the system returns to its initial state after the dynamics are over. Unfortunately, the stroboscopic procedure of the low-energy UED machine is ill-suited for studying irreversible reactions. The following chapter is devoted to solving this problem, and enables UED to have access to both reversible and irreversible reactions in thin films.
5. The Physics of Transient Diffraction with Ultrafast Streak Cameras

“If a picture is worth a thousand words, then a video is worth a million.”
— Troy Olson and Jeff Loquist

5.1. Introduction

Most of the processes studied to date with UED have had a key experimental detail in common: they involved reversible reactions. For example, in the experiment presented in Chapter 4, the plasma formed by ultrafast ionization was short-lived and caused minimal lasting damage to the underlying graphene. This allowed the same area of graphene to be repeatedly pumped and probed. However, the reduction of graphene oxide presented in Chapter 2 would be classified as irreversible since it could not be undone: the newly formed graphene (rGO) was a new species, with no hope of re-oxidation.

Reversible reactions form a small subset of the chemical reactions of interest. In fact, most of the reactions that occur in chemistry and biology are irreversible. This proves to be a hindering step when attempting to bring the spatial and temporal resolution offered by a technique such as UED to such fields. The challenge lies in the fact that, in the pump-probe paradigm, the sample must be moved between each pump shot so that the reaction has a fresh starting point. This not only limits the repetition rate of the experiment (which would be determined by the time required to translate the sample), but also requires extremely large homogeneous sample areas, which might not be possible for all types of materials. Graphene oxide is a perfect example of this; while the global structure can be described by an average oxidation level, the local structure can vary quite dramatically in terms of oxygen content from one spot to the next.

Ultrafast streaking is a technique that bypasses these hurdles by offering the unprecedented opportunity to record an entire time-dependent diffraction pattern with a single probe pulse. This is extremely appealing for irreversible reactions, as even if the sample is completely destroyed by the reaction, a full time series has already been recorded. The measurement may be repeated with new starting sample positions to improve signal-to-noise by averaging, but new machines are coming online capable of true single-shot measurements. Ultrafast streaking is an established technique in time-resolved x-ray diffraction, and has recently been applied to ultrafast electron diffraction. Modern advances in x-ray and electron streak cameras have reported temporal resolution in the femtosecond regime,
making streaking an attractive alternative to the traditional stroboscopic method of time-resolved diffraction.

Ultrafast streaking works by the following principle: the probe pulse (be it x-rays or electrons) is stretched to the order of a few picoseconds, and the resulting diffraction pattern from a pumped sample is detected with an ultrafast streak camera. The long probe pulse captures the transient dynamics of the sample as it diffracts, and the streak camera uses a rapidly oscillating electric field to map the temporal coordinate of the diffraction pattern to a spatial one on the detector. (In the case of an x-ray probe, a photocathode is used to convert the x-rays to electrons prior to the streak camera.) The resulting streaked diffraction pattern then contains the temporal dynamics along one of its spatial dimensions. An illustration of a typical setup is shown in Fig. 5.1

![Diagram of ultrafast streaking](image)

**Figure 5.1:** An illustration of the general principles behind ultrafast streaking of transient diffraction patterns. The probe pulse records the time-dependent diffraction as it propagates, and a streak camera after the sample maps this temporal coordinate to a spatial one on the camera.

While this technique has many challenges, one of the hindering restrictions is the lack of a rig-
orous, quantitative analysis of the streaked diffraction patterns. All previous studies\cite{164-167,169} have adopted the same approach: for each streaked diffraction spot, the image is averaged over the transverse coordinate to the streaking direction to obtain a one-dimensional trajectory of intensity along the streaking direction. While this is the most straightforward approach, it obviously constitutes a loss of information; instead of a two-dimensional diffraction image at each time point, all that is left is one-dimensional data. A slight improvement was made by segmenting the streaked diffraction pattern into boxes along the streaking direction and then fitting to obtain the characteristics of each box\cite{168}. However, both these methods suffer from the same fundamental flaw; they subtly assume that the intensity along the streak of a diffraction spot is equal to the time-dependent intensity of that spot. This can lead to significantly erroneous results when used to analyze even the simplest of dynamics.

In this chapter, this problem will be addressed by the development of a general theory of streaking of time-dependent diffraction patterns. The presented analysis technique provides a way to recover the two-dimensional diffraction image at each time point from the streaked image alone. In addition, it is demonstrated the proposed approach works on diffraction peaks that overlap when streaked, which not only removed the necessity of carefully choosing the streaking direction, but also extends the streaking technique to study polycrystalline samples and materials with complex crystalline structures.

### 5.2. General Streaking Theory

As stated above, the goal of this chapter is to outline a method to recover the time-dependent diffraction pattern $u(x, y; t)$ from a streaked image $s(x, y)$. Here, $x$ and $y$ are the detector coordinates and $t$ is the time-dependence due to the sample dynamics. The relationship between $s$ and $u$ can be arrived at by considering what the streaking process actually entails. Probe electrons (or electrons produced from probe x-rays) are given a transverse momentum kick so that electrons arriving at the sample at different times are deflected to different spatial locations on the detector. This causes the diffraction pattern to be “smeared” along the streaking direction. The streaked diffraction pattern can thus be pictured as being formed by overlapping the instantaneous diffraction patterns during the dynamics recorded by each temporal slice of the electron pulse. Mathematically, this means that for each time $t$, the instantaneous diffraction pattern $u(x, y; t)$ is shifted spatially by the appropriate displacement $v_s t$, where $v_s$ is known as the streaking velocity or the sweep speed\footnote{It has been implicitly assumed that the streak camera works in a linear regime where the spatial position on the detector is related to the temporal coordinate in the pulse by $x = v_s t$. Nonlinearities in this expression resulting from, for instance, poor alignment and space-charge effects, are negligible in most experiments\cite{181}.}. Of course, some parts of the electron pulse will contain more electrons than others, and so each instantaneous diffraction pattern must be weighted by the appropriate temporal electron density $\rho(t)$. The contribution from each temporal slice is then integrated at the detector, resulting in the streaked diffraction pattern.
The first term on the right-hand side of Eq.(5.1) is sometimes known as *spatially-varying convolution*, due to its formal similarity to the conventional convolution operator. In fact, if the diffraction pattern is not changing (i.e. \( u(x, y; t) = u_{\text{static}}(x, y) \)), then \( s = \rho \ast u_{\text{static}} \), where \( \ast \) denotes the convolution operator. This simple relationship can be used to recover \( \rho(t) \) in a separate experiment by streaking the direct probe beam or a static (un-pumped) diffraction pattern\(^{178}\). In the case where dynamics are present, by measuring a single streaked diffraction pattern \( s(x, y) \) and with prior knowledge of the electron density \( \rho(t) \), it will be shown in the following sections that it is possible to recover the time-dependent diffraction pattern \( u(x, y; t) \) by “spatially-varying deconvolution”.

\[
s(x, y) = \int_{-\infty}^{\infty} \rho(t)u(x - v_s t, y; t) \, dt + n(x, y)
\]  

**Figure 5.2.:** Illustration of the contributing terms to the equation governing the streaking of time-dependent diffraction
5.2.1. Discretization

Before presenting the deconvolution algorithm, attention should be drawn to the fact that although each image has been presented as a continuous function, this is not the case in a real experiment due to the discrete nature of the detector (e.g., camera sensor). The discrete version of Eq. (5.1) is

\[ s_{i,j} = \sum_{k=0}^{L-1} \rho_k u_{i,j-k,k} \]

where \( L \) is the length of the vector \( \rho \) representing the electron pulse profile. The temporally evolving diffraction pattern takes the form of a stack of images with elements \( u_{i,j,k} \). The discretization of the time coordinate of \( u \) occurs by sampling \( u(\cdot, \cdot; t) \) at the pixel locations along the \( x \)-axis due to the streaking. This linear model is represented in Fig. 5.3, which also accounts for the additive noise that will be discussed in the following section.

**Figure 5.3.** Block schematic of the linear space-variant image degradation model, with the image dimensions shown

The pertinent image dimensions are:

- \( \rho \in \mathbb{R}^{L \times 1} \)
- \( u \in \mathbb{R}^{N \times M \times L} \)
- \( s \in \mathbb{R}^{N \times Q} \), where \( Q = L + M - 1 \) (note that the full convolution needs to be considered)

In writing Eq. (5.2) it has been implicitly assumed the streaking direction (specified by the \( x \) axis) lies along on a detector pixel axis. This is, however, difficult to achieve in practice, and so all images must be re-sampled on the grid defined by the streaking axis.
Also, because the streaking is solely along the $x$-axis, the spatially-varying convolution along each row of the streaked image can be considered independently. That is, Eq.(5.2) can be written as $N$ independent equations of the form

$$s_j = \sum_{k=0}^{L-1} \rho_k u_{j-k,k} \quad (5.3)$$

Given this information, there are two ways to proceed: the first and most obvious approach would be to loop over the $i$ index and apply spatially-varying deconvolution to solve for $u_{j,k}$ on each pixel row using Eq.(5.3). Alternatively, the images could be stacked lexicographically (row-wise) and the spatially-varying deconvolution algorithm would only need to be performed once. The former was chosen because it dramatically decreases the memory requirements of the algorithm, as well as enabling multi-threaded or parallel implementations. For the remainder of this chapter, the $i$ (or $y$) dependence will be dropped and all equations and quantities will refer to a single pixel row.

The fact that each pixel row in the streaked image can be considered separately is an important result since it opens up the streaked diffraction technique to the class of materials that produce diffraction patterns which contain rings, such as polycrystalline or amorphous samples. This is a category of materials that has been thought to be inaccessible to the streaking technique, and so has gone unexplored in the past. Although this point will not be explored further in this chapter, the results on the overlapping spots presented in Section 5.5 corroborate this claim.

The computation of Eq.(5.3) is quite computationally demanding; if $u$ were constant in time, then the right-hand side is simply a regular convolution, and could be computed in $O(w \log_2 w)$, where $w = \max(M, L)$. Unfortunately, the spatially-varying nature of the convolution due to the temporal evolution of the diffraction pattern requires straight-forward arithmetic operations, and so occurs in $O(ML)^*$. Although this computation might be feasible, it is extremely intensive (since the product $ML$ is large), and so a simplifying approximation known as the “spatially-varying overlap-add method” will be used. To motivate this approximation, the time-dependent diffraction pattern will be re-written in the familiar “overlap-add” framework that is commonly used in the computation of discrete convolutions. The idea is to break the time-dependence of the image into discrete, overlapping “chunks” that are sliced from the full image stack by a set of $W \leq L$ windowing functions $\{\alpha^{(r)}(t)\}_{r=0}^{W-1}$. The windows are only non-zero in a small temporal window, that is, for each $r$, there exists a temporal domain $\Omega_r \subset [0, \infty)$ such that $\alpha^{(r)}(t) = 0$ for all $t \notin \Omega_r$. In the continuous representation, windowing $u(x; t)$ takes the form

$*$ The calculation of the $j$th element of $s$ by Eq.(5.3) requires $L$ multiplications and $(L-1)$ additions, and thus occur in $O(L)$. Obtaining the complete vector $s$ requires this computation to occur $M$ times, and so the total complexity is $O(ML)$. 
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\[ u(x; t) = \sum_{r=0}^{W-1} u(x; t)\alpha_r(t - rT) \] (5.4)

where \( T \) is the so-called “hop size”, which is the temporal spacing between adjacent windows. Equality is ensured by enforcing the windows to satisfy the condition:

\[ \sum_{r=0}^{W-1} \alpha_r(t - rT) = 1 \] (5.5)

The approximation now comes in the form of replacing each \( u(x; t) \) on the right-hand side of Eq.(5.4) with a constant value in time; this constant value is chosen as the value of \( u(x; t) \) at the center of the temporal window, so that \( u(x; t)\alpha_r(t - rT) \approx u(x; rT)\alpha_r(t - rT) \). That is,

\[ u(x; t) \simeq \sum_{r=0}^{W-1} u(x; rT)\alpha_r(t - rT) \] (5.6)

where equality holds when \( W = L \). In this way, the windowing functions act as interpolants between the set of discrete points \( \{u(x; rT)\}_{r=0}^{W-1} \) which approximates the continuous function \( u(x; t) \). These points are still continuous in their spatial coordinate, and in the discrete representation will be represented as a set of vectors \( \{u^{(r)}\}_{r=0}^{W-1} \). This allows for the space-variant convolution to be reduced to a linear combination of regular convolutions. With this approximation Eq.(5.3) becomes

\[ s_j = \sum_{k=0}^{L-1} \sum_{r=0}^{W-1} \rho_k \alpha^{(r)}_{k} u_{j-k}^{(r)} \] (5.7)

where the discrete version of the interpolants is the same length as the pulse profile; that is, \( \alpha^{(r)} \in \mathbb{R}^{L \times 1} \) for \( r = 0 \ldots W - 1 \). In a slight abuse of notation, if a vector \( u \) is constructed by sequentially stacking the vectors \( u^{(r)} \), then the above expression is linear in \( u \) and can be written succinctly as

\[ s = Au \] (5.8)

where \( A \) is a matrix representing the convolution with the product of the discrete temporal pulse profile \( \rho \) and the discrete interpolants \( \{\alpha^{(r)}(t)\}_{r=0}^{W-1} \). The matrix \( A \) can be efficiently calculated in the Fourier domain by modifying the so-called “efficient filter flow” method:\n
\[ A = \sum_{r=0}^{W-1} \mathbf{I}_{Q,Q+1} F^H \text{diag}(FZ_\rho \text{diag}(\alpha_r)\rho) FZ_u P_r \] (5.9)

There are many terms in this expression, defined as follows:
Figure 5.4.: Illustration of the steps and approximations that lead to the formation of the vector $u$. First, the temporal coordinate is sampled at $W$ points according to Eq. (5.6) to allow for interpolation. Next, the spatial coordinate is discretized. Finally, the set of $W$ vectors is sequentially stacked to form the vector $u$.

- $I_{m,n}$ is an $m \times n$ matrix with “1”s along its diagonal
- $F$ and $F^H$ are the discrete Fourier transform matrix and the discrete inverse Fourier transform matrix, respectively
- $Z_{\rho}$ is a matrix that appends zeros to $\rho$ such that its length equals $Q$
- $Z_u$ is a matrix that appends zeros to the vector $u^{(r)}$ such that its length equals $Q$
- $P_r$ is a matrix that chops $u^{(r)}$ from $u$
- $\text{diag}(x)$ is a square matrix with the vector $x$ along its diagonal

The computation of Eq. (5.8) with $A$ expressed as in Eq. (5.9) can be performed quite quickly, on the order of $O(MW \log_2 MW)$ (ref. 182), which is significantly faster than the naïve implementation in Eq. (5.3) when $W \ll L$.

As pointed out by Hirsch et al. (ref. 182), this construction is extremely expressive; when $W < L$, Eq. (5.6) consists of sampling the temporal dynamics with a period of $T$ and using the $\alpha$s to interpolate between these discrete values. However, when $W = L$, the interpolants can be set to delta functions, i.e. $\alpha_r[i] = \begin{cases} 1/L & \text{when } i = r \\ 0 & \text{otherwise} \end{cases}$, and so the full temporal dynamics are recovered. Thus the choice of $W/L$ can be used to tune the degree of approximation. Here it is recommended that $W$ is chosen as the smallest value that does not decrease the temporal resolution of the experiment. This encourages the most significant computational performance gain, while the approximation does not constitute a real loss of information.
because little can be said about dynamics occurring faster than the temporal resolution anyway.

For example, representative machines have a temporal resolution of around 250 fs (ref. 168, 169, 179), and streaking typically occurs for \( \sim 10 \text{ ps} \) with a streak velocity on the order of \( v_s = 1 \mu \text{m/} \text{fs} \). For standard detector pixels, means that the streak spans between 500–700 pixels with a temporal resolution between 10–20 pixels. The precision in the temporal coordinate is thus a few tens of pixels, and so \( W \) would be chosen around 25.

5.2.2. Statistical Theory of Image Formation in UED

While Eq. (5.8) relates the “true” streaked diffraction image to the underlying time-dependent diffraction pattern, the measured streaked diffraction pattern is contaminated by measurement noise, and it is important that this noise be properly accounted when developing the spatially-varying deconvolution algorithm. As such, this section will use the statistical framework of image formation to model the noise present in diffraction images recorded with CCD cameras.

In general, the intensity of the \((i, j)\) pixel in a CCD image is\(^{184}\)

\[
x_{\text{measured}}(i, j) = x_{\text{diff}}(i, j) + x_{\text{bkg}}(i, j) + x_{\text{rdn}}(i, j)
\]

(5.10)

where \(x_{\text{diff}}(i, j)\) is the intensity due to the diffracted electrons, \(x_{\text{bkg}}(i, j)\) is the intensity due to the background electrons, and \(x_{\text{rdn}}\) is the readout noise. This equation can be expressed more succinctly in matrix-vector notation\(^*\) as \(x_{\text{measured}} = x_{\text{diff}} + x_{\text{bkg}} + x_{\text{rdn}}\). Each of these intensities are random variables with different distributions. Both the diffracted and background images are limited by shot noise in the number of electrons, and so are best described by Poisson distributions, i.e. \(x_{\text{diff}} \sim \text{Poisson}(x_{\text{diff}}; x_{\text{true}})\) where \(x_{\text{true}}(i, j)\) is the “true” image intensity of that pixel (that is, in the absence of noise), and \(\text{Poisson}(x|k)\) represents a Poisson distribution over the variable \(x\) with the parameters \(k\). Readout noise is typically modeled by a zero-mean normal distribution\(^{184}\). These distributions will be accounted for using the following...

\(^*\) In matrix-vector notation, images are represented by column vectors and are designated by boldface symbols. The notation \(x \sim F(x|k)\), where \(F\) is a probability density/mass function with parameter \(k\), means that each element of \(x\) is distributed according to \(F\) with the corresponding parameter from the vector \(k\). That is, \(x_i \sim F(x_i|k_i) \forall x_i \in x\). This notation is widely-used in the image-processing community.
notation:

\[
x_{\text{measured}} = \text{Poisson}(x_{\text{diff}} | x_{\text{true}}) + \text{Poisson}(x_{\text{bkg}} | \beta \cdot 1) + \mathcal{N}(x_{\text{rdn}} | 0, \sigma^2) \quad (5.11a)
\]

\[
= \text{Poisson}(x_{\text{true}} + \beta \cdot 1) + \mathcal{N}(0, \sigma^2) \quad (5.11b)
\]

where the arguments have been dropped in the distributions for brevity. In this expression, \( x_{\text{true}} \) is the true image, \( 1 \) is a vector of ones, \( \mathcal{N}(x | \mu, \sigma^2) \) is a normal distribution with mean \( \mu \) and variance \( \sigma^2 \), and \( \beta > 0 \) and \( \sigma > 0 \) are sample-independent parameters that determine the noise level from background electrons and the readout of the CCD, respectively. If the scattered signal is sufficiently large, the approximation \( \text{Poisson}(x; k) \approx \mathcal{N}(x; k, k) \) can be used to obtain \( x_{\text{measured}} \approx x_{\text{true}} + \beta \cdot 1 + \mathcal{N}(0, \delta^2) \), or, if the image is background-subtracted,

\[
x_{\text{measured}} \approx x_{\text{true}} + \mathcal{N}(0, \delta^2) \quad (5.12)
\]

where \( \delta \) is the standard deviation of the total noise. Thus the image data from a CCD array can be approximated as being corrupted additive Gaussian noise*. The assumption of Gaussian noise has been shown to be more robust for deconvolution algorithms\(^{188}\), such as that presented in Section 5.3.

In reference to the formation of the streaked diffraction image, the “true” image is a pixel row from the streaked image, and so \( x_{\text{true}} = s \), where \( s \) is given by Eq.(5.8). Therefore the streaked image formed in a UED experiment is modeled by

\[
s = Au + n \quad (5.13)
\]

where \( n \sim \mathcal{N}(0, \delta^2) \) is a random variable describing the measurement noise. This relation will be used in the following section to introduce the best estimate of the time-resolved diffraction pattern from the streaked image.

### 5.3. Spatially-Varying Deconvolution

Now armed with an understanding of the underlying physics behind the streaking process, an appropriate method to analyze such experiments can be developed. The problem at hand

---

* The approximation of additive Gaussian noise is valid for most UED experiments, which typically have a sufficiently high signal-to-noise ratio. If one does not wish to make this approximation, the generalized Anscombe transformation \( A : s \mapsto 2\sqrt{s + 3/8 + \sigma^2} \) (ref. 186) can be used so that \( As \) is asymptotically normally distributed. However, obtaining an unbiased inverse of this transform is challenging\(^{187}\), and so the approximation in Eq.(5.12) is preferable.
can be encapsulated as follows: given a streaked image $s$ and the matrix $A$, constructed from the temporal pulse profile, how can the time-dependent, unstreaked diffraction pattern $u$ be recovered from Eq.(5.13)? This is an inverse problem that is ubiquitous in imaging applications, which is unfortunate, since such problems are typically ill-posed. This means that directly inverting the equation, i.e. by trying something like $u = A^{-1}s$ (given an appropriate inverse $A^{-1}$), results in an extremely large error in $u$. As such, this section will introduce an alternative, probabilistic approach to obtain the “best” estimate of $u$ given the structure of the measurement noise in $s$ based on the discussion in Section 5.2.2.

Although there are several possible ways to tackle this problem, a model free approach will be adopted to limit the possibility of biasing the reconstruction. The best estimate of the time-dependent diffraction pattern $u$ will be chosen as the value $\hat{u}$ that maximizes the conditional probability $p_{u|s}(u|s)$, which is the probability of a certain time-dependent diffraction pattern $u$ given the observed streaked diffraction image $s$. According to Bayes’ theorem, this probability, also known as the posterior, can be expressed as

$$p_{u|s}(u|s) = \frac{p_{s|u}(s|u) p_u(u)}{p_s(s)}$$

(5.14)

where

- $p_{s|u}(s|u)$ is the likelihood, which provides a measurement model for the streaked diffraction image given a proposed time-dependent diffraction pattern
- $p_u(u)$ is the prior, which gives the probability of a proposed time-dependent diffraction pattern
- $p_s(s)$ is the evidence, which gives the distribution of the observed streaked diffraction image

The choice of $\hat{u} = \text{arg max}_u p_{u|s}(u|s)$ is called the maximum a posteriori (MAP) estimate

* An example of a model-based approach would be, for instance, assuming that $u$ is of the form $u(x, y; t) = A(t) \exp \left[ -\frac{(x-x_0(t))^2 + (y-y_0(t))^2}{2\sigma^2(t)} \right]$
for \( u \). Following from Eq.(5.14), this estimate is given by

\[
\hat{u} = \arg \max_{u} \frac{p_s(u | s) p_u(u)}{p_s(s)} \tag{5.15a}
\]

\[
= \arg \max_{u} p_s(u | s) p_u(u) \tag{5.15b}
\]

\[
= \arg \max_{u} \log \left[ p_s(u | s) p_u(u) \right] \tag{5.15c}
\]

\[
= \arg \max_{u} \left\{ \log \left[ p_s(u | s) \right] + \log \left[ p_u(u) \right] \right\} \tag{5.15d}
\]

\[
= \arg \min_{u} \left\{ - \log \left[ p_s(u | s) \right] - \log \left[ p_u(u) \right] \right\} \tag{5.15e}
\]

where the introduction of the logarithms is a common approach to simplify the expressions, and is valid since logarithms are monotonically increasing. Since image formation in UED streaking experiments follows the model \( s = Au + n \), and the expectation value of the noise is zero, it follows that*

\[
p_s(u | s) = p_n(s - Au) \tag{5.16}
\]

where \( p_n(n) = \mathcal{N}(0, \delta^2) = (2\pi\delta^2)^{-Q/2} \exp \left( -\frac{1}{2\delta^2} ||n||_2^2 / 2\delta^2 \right) \) is the distribution of the noise. If this is substituted back into Eq.(5.15e), then

\[
\hat{u} = \arg \min_{u} \left\{ - \log \left[ p_s(u | s) \right] - \log \left[ p_u(u) \right] \right\} \tag{5.17a}
\]

\[
= \arg \min_{u} \left\{ - \log \left[ \frac{1}{(2\pi\delta^2)^{Q/2}} \exp \left( -\frac{1}{2\delta^2} ||s - Au||_2^2 \right) \right] - \log \left[ p_u(u) \right] \right\} \tag{5.17b}
\]

\[
= \arg \min_{u} \left\{ - \log \left[ \frac{1}{(2\pi\delta^2)^{Q/2}} + \frac{1}{2\delta^2} ||s - Au||_2^2 - \log \left[ p_u(u) \right] \right] \right\} \tag{5.17c}
\]

\[
= \arg \min_{u} \left\{ \frac{1}{2\delta^2} ||s - Au||_2^2 - \log \left[ p_u(u) \right] \right\} \tag{5.17d}
\]

\[
= \arg \min_{u} \left\{ ||s - Au||_2^2 - 2\delta^2 \log \left[ p_u(u) \right] \right\} \tag{5.17e}
\]

The best estimate of the time-dependent diffraction pattern \( u \) is chosen as the familiar least-squares solution, modified by the prior distribution over \( u \). The most straight-forward choice

* Although this equality might not be obvious, it can be arrived at by the following steps: if \( s = y + n \), the distribution of \( s \) can be computed by integrating the joint probability \( p_{y,n}(y, n) \) along the line \( s = y + n \). That is, \( p_s(s) = \int p_{y,n}(y, n) \, dy = \int p_y(y)p_n(s - y) \, dy \), where the second equality follow from the assumption that \( y \) and \( n \) are independent. Alternatively, \( p_s(s) = \int p_y(y)p_{s|y}(s|y) \, dy \), where \( p_{s|y} \) is the conditional probability, and comparing these two expressions results in Eq.(5.16).

† The notation \( ||x||_2 = \sqrt{\sum_{i=1}^{n} |x_i|^2} \), where \( x \) is a vector of \( n \) elements, will be used to represent the \( \ell^2 \)-norm.
5.3 Spatially-Varying Deconvolution

for \( p_u \) would be a uniform prior, i.e. assuming all values of \( u \) are equally likely and choosing the value \( \hat{u}_{\text{ML}} = \arg \min_u \| s - Au \|_2^2 \) which most closely matches the data. This is known as the maximum likelihood (ML) estimate, and reflects the desire for a model-free solution as to not bias the choice of \( u \). Unfortunately, such estimates often produce physically meaningless results, even if \( A\hat{u}_{\text{ML}} \) is very close to the experimental data. As such, in this situation it is preferable to use the full MAP estimate, accounting for some prior knowledge of \( u \) which penalizes solutions that are improbable.

Adding a term to the least-squared minimization problem, such as in Eq. (5.17e), is known as regularization, and helps stabilize the ill-conditioned inverse problem. When using regularization, it is typical to use a modification of the form

\[
\hat{u} = \arg \min_u \left\{ \| s - Au \|_2^2 + \mu \Omega(u) \right\}
\]  

(5.18)

where \( \Omega(u) \) is the regularizer and \( \mu \geq 0 \) is a parameter that allows for tuning the degree of regularization by balancing the fidelity to the data with satisfying the regularizer. There are several potential avenues for \( \Omega(u) \) to pursue here, all based on physical properties of \( u(x, y; t) \):

1. The most obvious choice would be to use the fact that the time-dependent diffraction pattern should be pretty similar to the unstreaked, unpumped diffraction image \( u(x, y; 0) \). This could be accomplished by using a term such as \( \Omega(u) = \| u - u_0 \|_2^2 \), where \( u_0 \) is the discrete form of \( u(x, y; 0) \).

2. Since \( u(x, y; t) \) is ultimately a function of the scattering potential, which is a smooth function of space, \( u(x, y; t) \) must also vary smoothly in its spatial coordinates. In terms of the approximation, this means each \( u^{(r)} \) must be smooth. This can be encouraged through Tikhonov regularization\(^*\) with the addition of the term \( \Omega(u) = \sum_{r=0}^{W-1} \| D_1 u^{(r)} \|_2^2 \) where \( D_1 \) is a discrete approximation of the first derivative operator. Making use of the projection operator \( P_r \) that chops \( u^{(r)} \) from \( u \), then this term can be written in terms of the total target vector \( u \) as \( \Omega(u) = \sum_{r=0}^{W-1} \| D_1 P_r u \|_2^2 \).

3. By the same argument, \( u(x, y; t) \) must vary smoothly in its temporal coordinate. The regularization associated with this encourages similarity between neighbouring vectors \( u^{(r)} \), and takes the form \( \Omega(u) = \sum_{i=0}^{M-1} \| D_1 \Pi_i u \|_2^2 \) where \( \Pi_i u = [u_i^{(0)}, u_i^{(1)}, \ldots, u_i^{(W-1)}]^T \) is a vector containing the temporal evolution of the \( i \)th pixel of \( u(x; \cdot) \).

4. The temporal changes of the diffraction pattern are small for most experiments, and so it is not unreasonable to think that the total intensity of a diffraction image is constant in time. For instance, if a Bragg peak loses intensity due to the Debye-Waller effect,

\(^*\) The term Tikhonov regularization is used to describe any regularizer of the form \( \Omega(u) = \| \Gamma u \|_2^2 \), where \( \Gamma \) is a general matrix.
the diffuse background must increase accordingly. To account for this, the condition $||u^{(r)}||_1 = ||u^{(0)}||_1$ for $1 \leq r \leq N - 1$ could be enforced. However, depending on the amount of noise in the UED experiment, the condition of constant intensity might be invalid in practice.

5. If the location of $t = 0$ (the arrival of the pump pulse) is known exactly, then the regularization could make use the fact that $u(x, y; t < 0)$ should be constant in time. Differences are thus penalized according to $Ω(u) = \sum_{i=0}^{\tau-1} ||D_1\Pi_i u||_2^2$, where $\tau$ is the pixel location of $t = 0$ along the $x$-axis.

6. Although this does not take the form of regularization, the constraint $u \geq 0$ can be imposed, which follows from the nature of detection.

In various situations, different combinations of these terms may be more suitable than others, although it is recommended that as only one or two of the terms is used to avoid over-regularizing the solution. Regularizer 1 is promising since it uses a key additional piece of information that comes for “free” in UED streaking experiments, although it might penalize time-dependent diffraction patterns which undergo expansions and contractions. In this regard, regularizers 2, 3, and 6 are preferable since they are general properties of any diffraction pattern and so do not penalize any specific dynamics. Regularizer 5 also falls into this category since it applies to all time-dependent diffraction patterns, but since it is difficult to pin-point the location of $t = 0$ precisely, in practice it might penalize rapid dynamics that occur near $t = 0$.

Based on this discussion, various combinations of regularizers 2, 3, and 6 were attempted on the simulated UED data presented in Section 5.5 to find a cursory rule as to which terms are ideal for UED experiments. It was found that encouraging spatial smoothness had little influence on the recovered diffraction pattern, but the positivity constraint and encouraging temporal smoothness promoted a physically realistic solution. Therefore, the recommended regularized least squares problem for streaked UED data is

$$\hat{u} = \arg\min_{u \geq 0} \left\{ ||s - Au||_2^2 + \mu \sum_{i=0}^{M-1} ||D_1\Pi_i u||_2^2 \right\} \quad (5.19)$$

**5.4. Practical Aspects of the Reconstruction**

There are several necessary practical steps to implement the reconstruction scheme using Eq.(5.19). Each of these will be discussed individually below.
5.4 Practical Aspects of the Reconstruction

5.4.1. Identification of Streaking Direction

The angle between the streaking direction and the pixel axes needs to be accounted for; it could be identified, for instance, as the angle giving the largest value of the radial projection of the Radon transform of the streaked image, i.e.

\[ \theta_{\text{streak}} = \arg \max_{\theta} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} s(x, y) \delta(\rho - x \cos \theta - y \sin \theta) \, dx \, dy \, d\rho \] (5.20)

The image rotation could then be carried out using area mapping. This approach was taken for the experimental data presented in Section 5.6, but was unnecessary for the simulated data in Section 5.5 since the patterns were intentionally streaked along one of the pixel axes.

5.4.2. Computation of the Regularization Matrix

To implement the regularization, it is recommended to use a simple, invertible choice for the discrete first derivative matrix \( D_1 \), such as

\[ D_1 = \begin{pmatrix} -1 & 1 \\ -1 & 1 \\ & \ddots & \ddots \\ & & -1 & 1 \end{pmatrix} \] (5.21)

The matrix \( \Pi_i \) has dimensions \( W \times MW \), and is filled with zeros except when \( \Pi_i[r, rM+i] = 1 \) for \( r \in [0, W - 1] \).

5.4.3. Choice of the Regularization Parameter

The most important aspect of solving Eq.(5.19) is the choice of the regularization parameter \( \mu \), since it controls the balance between matching the experimental data and the smoothness constraint. It must be carefully chosen to ensure a physically relevant solution without over-smoothing the data. Fortunately, UED experiments have access to an extra piece of information that can inform the choice for \( \mu \): an estimate of the amount of noise in the images. This suggests using the so-called “discrepancy principle” to choose the regularization parameter, which states that, because the measurement is contaminated by an amount \( \| s - Au \|_2 = \| n \|_2 \), the reconstruction is acceptable if
where $\delta^2 = \mathbb{E}\left(\|n\|_2^2\right)$ is an estimation of the noise level and $\mathbb{E}\left(\cdot\right)$ represents the expectation value. That is, because the experimental data can differ from the “true” streaked diffraction pattern by an amount $\sim \delta$, the regularization parameter is chosen as the largest value that allows the reconstructed streaked image to stay within this noise level. This provides the maximum allowed smoothing while still remaining faithful to the experimental data. Practically, the discrepancy principle is implemented as choosing $\mu$ as the zero of the function $f(\mu) = \|s - A\hat{u}(\mu)\|_2^2 - c^2\delta^2$, where $c \geq 1$ is a small constant (in the results shown below, $c = 1.1$). Since this relies on the solution $\hat{u}$ (which, in turn, relies on the choice of $\mu$), it is preferable to rewrite $f(\mu)$ as

$$f(\mu) = \sum_{i=0}^{q-1} \left(\frac{\mu}{d_i^2 + \mu}\right)^2 s_i' + \sum_{i=q}^{k-1} s_i'^2 - c^2\delta^2$$

which is derived in Appendix A. The definition of the terms $d_i'$, $q$ and $s_i'$ in this expression are derived from $A$ and $s$, and are also introduced in Appendix A and so will be omitted here for brevity.

To experimentally estimate $\delta$, two streaked images $s^{(1)}$ and $s^{(2)}$ should be measured under the same conditions (i.e. with the same sample, the same excitation fluence, etc.). Since the only difference between these two images is the realization of the noise, some algebra shows that $\delta = \sqrt{Q}\sigma$ where $\sqrt{2}\sigma$ is the standard deviation of the distribution of the pixel intensities in the difference image $s^{(2)} - s^{(1)}$ (see Appendix A).

### 5.4.4. Choice of the Interpolants

The interpolants were chosen to be $K$-point symmetric Hann windows, given by

$$\alpha_r[n] = \begin{cases} 
\frac{1}{2} \left[ 1 - \cos\left(\frac{2\pi n}{K}\right) \right] & \text{when } rT \leq n \leq rT + K \\
0 & \text{otherwise}
\end{cases}$$

To enforce Eq.(5.5), the windows were chosen to overlap by 50%, so given a streak length $L$ the length of the windows $K$ and the hop size $T$ were chosen accordingly. The results in the following sections used $W = L/8$. 
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5.4.5. Implementation

Once the regularization parameter was aptly chosen, the minimization of Eq.(5.19) was performed by a simple steepest descent algorithm with the step size chosen according to a backtracking line search as implemented in ref. 192. The positivity of $u$ was enforced by a two-point bound projection method. All computations were performed with custom-written software in MATLAB R2015a (The Mathworks, USA).

5.5. Results: Simulated Data

The spatially-varying deconvolution approach, which culminates in Eq.(5.19), was applied to simulated streaked time-dependent diffraction patterns. Each diffraction pattern was a $32 \times 32$ image containing a single symmetric Gaussian spot with a standard deviation of 9.6. The spot was streaked over $L = 256$ pixels by a temporally Gaussian pulse profile with a standard deviation of $L/2$. White Gaussian noise was randomly added to the images at a signal-to-noise ratio* of 50, unless otherwise stated.

To demonstrate the versatility and flexibility of this procedure, a wide range of temporal dynamics were simulated to cover the most common behaviour of transient diffraction patterns. In general, the changes in the intensities, positions, and widths of the diffraction peaks incorporate the full range of possible changes that can arise from a laser-irradiated crystal. For instance, changes in peak intensities could be attributed to temperature increases due to the Debye-Waller effect or to the excitation of optical phonons, changes in peak positions are related to expansions/contraction of the unit cells, and changes in the peak widths could result from the presence of acoustic phonons.

![Simulated and Recovered Diffraction Patterns](image)

**Figure 5.5.:** Demonstration of the spatially-varying deconvolution algorithm’s ability to recover a time-dependent diffraction pattern. The upper row contains selected simulated (input) instantaneous diffraction patterns, and the lower row shows the corresponding recovered (output) patterns.

Shown in the upper row of Fig. 5.5 is a diffraction spot which, after $t = 0$, begins to oscillate and decay in intensity, with an amplitude given by $[1 + 0.1 \cos(6\pi t/L)]\exp(-t/1000)$. The

* The signal-to-noise ratio was defined as $\mu/\sigma$, where $\mu$ is the mean intensity of the streaked image and $\sigma$ is standard deviation of the noise.
lower row contains the diffraction images at the corresponding times that were reconstructed using Eq.(5.19). From visually inspecting these images it is evident that the technique developed in this chapter does an extremely good job at recovering the underlying dynamics. Comparing the two sets of images confirms that the shape, position, and intensity of the diffraction spot is fairly accurately reproduced, perhaps with a few small artifacts. The fidelity of the recovered diffraction images to the input, simulated images persists both before and after $t = 0$, which is indicative of the spatially-varying deconvolution algorithm’s ability to catch the onset of the dynamics.

Figure 5.6: Comparison between the time-dependent amplitude of a simulated diffraction spot recovered by the spatially-varying deconvolution algorithm and the traditional approach to analyze streaked diffraction (by taking the intensity along the streaked image)

The successful recovery is even more apparent in Fig. 5.6, which plots the average diffraction spot intensity as a function of the time delay taken from the sequence of images in Fig. 5.5. Qualitatively, the amplitude of the recovered diffraction pattern very closely matches the true (input) dynamics. In fact, the mean error between the two is only $\sim 1\%$. This result reassures that the spatially-varying deconvolution algorithm introduced in this chapter is capable of retrieving the underlying dynamics.

Also shown in Fig. 5.6 is the diffraction peak amplitude measured by the traditional approach of taking the intensity profile along the streaked image (which, in this case, is indicated by the dashed line in the streaked image shown over the figure). The traditional method both severely underestimates the amplitude and the period of the oscillations, as well as overestimating the decay time of the dynamics. Thus using this approach could lead to erroneous conclusions about the time-scales of the dynamics measured with streaked diffraction tech-
niques. The novel analysis tool presented in this chapter successfully and accurately recovers the true dynamics, and so it is important to emphasize that it is the correct and only way that streaked diffraction patterns should be analyzed. This highlights the importance of using Eq. (5.19) as opposed to traditional, naïve approaches.

To investigate the applicability of Eq. (5.19) to different types of dynamics, two further simulations were performed: one of a diffraction spot that oscillates in size (due to, for instance, acoustic phonons), and another of a diffraction spot that changes its position (due to, for instance, lattice contractions/expansions). The results of these two cases are shown in Fig. 5.7 and Fig. 5.8, respectively. The top portion of these figures show the streaked diffraction image, and the bottom shows a comparison between some of the instantaneous diffraction patterns. In the case where the spot width changes, it is evident that again the spatially-varying deconvolution approach does a decent job at recovering the underlying dynamics. There appears to be a bit of asymmetry in the recovered diffraction spot shape that has a slight time-dependence, but the overall spot width closely matches the input data. A similar result is observed for the situation in which the diffraction spot changes its position. Although the time-dependent position of the peak is fairly well reproduced, the recovered diffraction pattern appears to match more closely along one axis than the other. It is unclear if this is a systematic discrepancy or is an artifact of the data input here. This result needs further investigation into how to address the issue and what effects it has on the interpretation of the time-dependent diffraction pattern.

![Simulated and Recovered Streaked Diffraction Images](image)

**Figure 5.7:** Simulated streaked image of a diffraction spot undergoing oscillations in its width after $t = 0$. The lower panel compares the simulated and recovered instantaneous diffraction patterns taken at selected times throughout the dynamics.

One final case was simulated, involving two small diffraction peaks with overlapping streaked trajectories. After $t = 0$ the two peaks oscillate in intensity. In previous experiments, this is a situation that has been carefully avoided since with the traditional analysis technique it is impossible to separate the dynamics of the two spots individually. However, as UED is being applied to samples with more complicated crystal structures, overlapping diffraction spots might be unavoidable in future streaking experiments. Because of this, it is interesting to see how the spatially-varying deconvolution of this chapter performs on such cases.
Figure 5.8: Simulated streaked image of a diffraction spot undergoing a time-dependent shift in its position after \( t = 0 \). The lower panel compares the simulated and recovered instantaneous diffraction patterns taken at selected times throughout the dynamics.

Fig. 5.9 shows the results of applying the algorithm to the streaked data shown in the upper portion of the figure. The recovered instantaneous diffraction patterns indicate that that the algorithm presented here is powerful enough to consider overlapping diffraction spots. The presence of two diffraction spots are successfully reproduced, and qualitatively it appears that the time-dependent amplitudes of the two peaks corresponds to the input dynamics. Although preliminary, the results suggested by this figure indicate that the spatially-varying deconvolution opens up the streaked diffraction technique to a new broad class of samples.

In all of the cases presented above the regularization parameter computed by the discrepancy principle was very small, i.e. \( \mu \approx 0.001 \) or smaller, which indicates that very little regularization is required to obtain an acceptable reconstruction.

Figure 5.9: Simulated streaked image of two diffraction spots with trajectories which overlap during streaking. After \( t = 0 \), the spots begin to oscillate in intensity. The lower panel compares the simulated and recovered instantaneous diffraction patterns taken at selected times throughout the dynamics.
5.6. Results: Experimental Data

While the results of the preceding section are promising, the true test of the power of this novel analysis technique is the successful demonstration of its applicability to experimental data. This section takes on this foreboding task, using the experimental data of Eichberger, Erasmus, et al. (ref. 169). This data was acquired using a state-of-the-art ultrafast electron diffractometer equipped with one of the fastest modern streak cameras which is capable of obtaining sub-250 fs temporal resolution\textsuperscript{169}. The sample which they studied was the charge-density wave compound $4H_b$-TaSe$_2$ which undergoes a photo-induced commensurate to incommensurate phase transition when pumped with a near-infrared laser. These dynamics are associated with a diffraction peak with an amplitude that decays exponentially on a time-scale of $\sim 550$ fs (ref. 169).

The top panel of Fig. 5.10 displays the experimental data both pumped and unpumped by the excitation laser. The diffraction patterns were streaked over a range of $\sim 6$ ps, and it is evident from the pumped image that the decaying amplitude starts part way through the streak. With the available experimental data, the temporal electron pulse profile is unknown, and so must be determined before Eq.(5.1) can be applied to recover the underlying diffraction pattern. Fortunately, the same equation governs the streaking process, and the unpumped image can be written as $s_{\text{unpumped}}(x, y) = \int_{-\infty}^{\infty} \rho(t) u(x - vt, y; 0) \, dt$. Since this is a straightforward convolution, traditional deconvolution methods can be used to obtain $\rho(t)$ from both $s_{\text{unpumped}}(x, y)$ and $u(x, y; 0)$. It should be noted that this has been previously identified in ref. 178, 181. After the pulse profile was recovered, Eq.(5.1) was applied on the pumped streaked image shown in Fig. 5.10 to obtain the retrieve the underlying time-dependent diffraction pattern. The recovered time-dependent diffraction peak is not quite circular, and it maintains this shape throughout the dynamics. This could be improved upon, perhaps, by using a different regularization term or a combination of terms. The dynamics are as one would expect, with the intensity rapidly decaying after $t = 0$. This is very promising since the same result was obtained with a conventional pump-probe UED setup, as presented in ref. 169.

Fig. 5.11 further investigates the quality of the reconstruction by comparing the recovered amplitude to the intensity profile taken along the streaked image (i.e. the traditional method). Plotted is the fractional intensity change $(I_{\text{pumped}} - I_{\text{unpumped}})/I_{\text{unpumped}}$, where $I$ is the image intensity averaged over the transverse axis to the streaking direction. Both approaches show similar dynamics, with the fractional change rapidly dropping to -1 (that is, $I_{\text{pumped}} = 0$). The most striking difference is the timescale on which the decay takes place. The traditional analysis approach results in an intensity that decays on the $\sim 500$ fs timescale whereas the recovered diffraction decays in $\sim 1$ ps. This is the same trend that was identified in the simulated results shown in Fig. 5.6, where the streaked image decayed on a faster timescale, and the recovered amplitude matched the input, true dynamics. While this implies that the true timescale of the charge density wave phase transition is the one recovered by the spatially-varying deconvolution algorithm, the amplitude of the streaked image more closely matches the timescale measured with a conventional stroboscopic UED setup\textsuperscript{169}. This observation
5.7. Effect of the Signal-to-Noise Ratio on the Quality of the Reconstruction

Using again the simulated data with the oscillating and decaying amplitude, this section will investigate how effectively the reconstruction algorithm works in the presence of significant noise contamination. Inset in Fig. 5.12 are several of the streaked diffraction images with different Signal-to-Noise Ratio (SNR) values. These images were processed by Eq.(5.19), resulting in the recovered time-dependent amplitudes shown in Fig. 5.12 B. Unexpectedly, the images with higher noise resulted in a worse reconstruction. This is highlighted in Fig. 5.12 A, which plots the percent error mean($|u_{\text{recovered}} - u_{\text{true}}|/u_{\text{true}}$) for several SNR values. Interestingly, even in situations severely contaminated with noise, such as SNR = 1, the reconstruction technique works quite well. This is likely due to the combined effects of an effective initial guess of the solution and the fact that these dynamics solely consisted of amplitude changes. Fortunately, typical UED experiments work in the SNR > 50 regime$^{193}$, with modern machines even operating with SNR values of a few hundred$^{162,193}$. This is an encouraging results that speaks to the practicality of analysis approach presented in this chapter.
5.8 Open Questions and Future Directions

Although the UED chamber introduced in Chapter 3 was intentionally optimized for studying thin films, it is inherently limited to the subset of species that exhibit reversible reactions. Because of this, it cannot be used, for example, to experiment on the GO system presented in Chapter 2. To this end, this chapter expanded upon the ultrafast streaking technique, and presented an analysis procedure that allows for the full time-dependent diffraction pattern to be recovered from a single streaked image. This opens up the UED method to study the full range of possible dynamics. Combined with the innovative design principles presented in Chapter 3, it should now be possible to design a low-energy UED setup equipped with an ultrafast streak camera to study irreversible reactions in thin films.

While this chapter has laid the foundation of the analysis of ultrafast streaked diffraction patterns, there are still a few open questions that need to be addressed: in conventional streaking experiments, the temporal resolution is limited by the spatial resolution of the image, which is usually taken to be the width of the unstreaked diffraction peak. However, with the novel algorithm presented here the recovered time-dependent diffraction pattern is not limited by the spatial resolution of the streaking; in fact, a unique instantaneous diffraction pattern is returned for each pixel along the streaked image. Accordingly, it is

Figure 5.11.: Transient fractional change in intensity \( ((I_{\text{pumped}} - I_{\text{unpumped}})/I_{\text{unpumped}}) \) of the charge density wave diffraction peak in photo-irradiated \( 4H_b-TaSe_2 \) measured by two methods: the traditional approach, by taking the intensity along the streaking direction of the streaked image, and the intensity recovered by the spatially-varying deconvolution algorithm.
speculated that the temporal resolution of the deconvolution approach is instead limited by the temporal overlap of the pump and probe pulses. If true, this would dramatically improve the temporal resolution of such experiments. This proposition begs for further exploration.

Figure 5.12: (A) Mean percent error in the recovered diffraction patterns for various signal-to-noise ratios (SNR). Inset are examples of streaked diffraction spots with different SNR values. (B) Comparison of the recovered diffraction spot amplitudes for various SNR values.
5.8 Open Questions and Future Directions

Also, as previously noted, it is unclear how the analysis of the experimental data in Section 5.6 influences the interpretation of the dynamics in $4H_b$-TaSe$_2$. It would be of interest to conduct controlled streaking experiments of a simpler, well-known material to provide a stepping stone toward samples with complex structures such as charge density wave materials.

There are additionally some refinements that could improve the quality and speed of the reconstruction of the instantaneous diffraction pattern. For instance, instead of using fixed windows as the interpolants, it is possible to alternatively solve Eq. (5.19) for $\hat{u}$ and $\hat{\alpha} = \arg \min_{\alpha \geq 0} \| s - A(\alpha)\hat{u} \|^2_2$ where $\alpha = [\alpha^{(0)}; \alpha^{(1)}; \ldots; \alpha^{(W-1)}]$ is a vector formed by stacking the individual discrete interpolants and $A(\alpha)$ is given by Eq. (5.9). This approach has been used in ref. 194 to address a similar problem, and the authors found that it significantly improved the quality of the reconstruction by reducing the root-mean squared error by a factor of 4.

Another possible avenue to explore would be the parallel implementation of the spatially-varying deconvolution algorithm either on multi-threaded CPUs or on GPUs. As this would dramatically reduce the computation time (since each row in the image could be analyzed in parallel instead of serially), the number $W$ of interpolants could be larger, producing a better quality reconstruction.

It is worth noting that the analysis of streaked, time-dependent diffraction is formally analogous to the processing of blurry photographs. As such, the contents of this chapter could benefit from borrowing from results developed in that field (see, as a selection, ref. 195–200). For example, an approximation similar to the one employed in Eq. (5.6) is among the most promising and popular approaches to address spatially-varying blur and so it is worthwhile to keep abreast of progress on that front.

These enhancements, and the many possible others, would serve to further extend the utility of the results presented in this chapter.
6. Summary and Future Outlook

“I have gotten a lot of results! I know several thousand things that won’t work.”

— Thomas Edison

Each chapter of this thesis tackled very different aspects of the challenging endeavour to measure structural dynamics of thin films, so it is important to step back and review the big picture:

Thin films are prevalent in all aspects of technology, and are responsible for making modern electronics as small and cheap as they are today. This is in no small part due to the success of academic research at developing new tools to study and produce thin films, and the insight gained by probing their properties under a variety of circumstances.

Two of such tools played a prominent role in this thesis: transient spectroscopy, and ultrafast electron diffraction (UED). Transient spectroscopy was used in Chapter 2 to begin the exploration into thin film dynamics by investigating the production of graphene via the reduction from an oxidized precursor. The rest of the thesis was devoted to the optimization of UED to study thin films, resulting in a means to measure structural information beyond what is accessible to spectroscopy. In particular, Chapters 3 and 4 presented a low-energy UED setup that was designed to combat the strong space-charge effects that are dominant in the low energy regime. Chapter 5 developed a novel analysis methodology that equips UED with the ability to study irreversible reactions with the ultrafast streaking technique.

These results have left some exciting avenues of research unexplored. For instance, the UED technique has yet to be used to study the reduction of graphene oxide. This would be an ideal candidate to demonstrate the power of the ultrafast streaking technique, since it is an irreversible reaction and significant changes in the diffraction pattern are expected to occur. UED would provide meaningful insight into what is truly happening on the GO surface on a chemical level. For instance, how does the average size of the graphitic domains change during the reduction? And how does the initial oxygen content (either the degree of oxidation or the form of the oxygen-containing moieties) influence the reduction dynamics?

Beyond atomic crystals such as graphene, there is an unexplored corner of the two-dimensional world that has potential to further our understanding of life as we know it: biomolecular crystals. While biomolecules themselves are not two-dimensional, many, in particular membrane-bound proteins, form one-molecule-thick monolayer crystals. A perfect example of this is bacteriorhodopsin, a proton-pump that is responsible for converting light into chem-
Figure 6.1.: Ultrafast electron diffraction pattern of a monolayer bacteriorhodopsin crystal, measured at 90 kV with a temporal resolution better than 500 fs.

Physical energy in Archaea (see, for example, ref. 201–203). Fig. 6.1 shows a UED image from a monolayer bacteriorhodopsin crystal taken with a 90 kV electron gun*. The presence of the diffraction peaks suggests that performing time-resolved crystallography experiments on membrane-bound proteins is feasible, and that perhaps bacteriorhodopsin is a good first candidate. However, better quality images are required to draw any conclusions about structural changes in such a large and complex molecule. While it is anticipated that the quality of the diffraction images could be improved by using a UED setup that is optimized for monolayer crystals, such as the machine presented in Chapter 3, further development is needed to achieve the \( \sim 10 \text{nm} \) transverse coherence desired to produce sharp diffraction peaks from biomolecular crystals.

While the work presented in this thesis has contributed to the foundation of the exploration of structural dynamics of thin films, this is merely the beginning of what promises to be an extensive research program. The immense number of monolayer and thin film materials that have been discovered since graphene is astounding, in addition to the plethora of biomolecular crystals, and each deserves to be thoroughly examined for unique physics or potential uses in future technology. Overall, thin films, be they inorganic or biological, present an arduous and exciting frontier which challenges the capabilities of modern technology. But, if it was not for such challenges, the two-dimensional world would remain a fictitious place rather than the daily playground of scientists all over the world.

* Measured at the Miller Group at the University of Toronto; see [http://lphys.chem.utoronto.ca/](http://lphys.chem.utoronto.ca/)
Appendices
A. Practical details of using the discrepancy principle to choose regularization parameters

This section is concerned with using the discrepancy principle to choose the regularization parameter $\mu \geq 0$ in the least squares problem $\hat{u}(\mu) = \arg \min_u F(u; \mu)$, where

$$F(u; \mu) = \|s - Au\|^2_2 + \mu \|Lu\|^2_2 \quad \text{(A.1a)}$$

$$= \|s\|^2_2 + u^T A^T A u - 2u^T A^T s + \mu u^T L^T L u \quad \text{(A.1b)}$$

and $L$ is the regularization matrix. The regularized solution thus solves

$$0 = \frac{\partial F(u; \mu)}{\partial u} \quad \text{(A.2a)}$$

$$= 2 \left( A^T A + \mu L^T L \right) u - 2 A^T s \quad \text{(A.2b)}$$

and so $\hat{u}(\mu) = \left( A^T A + \mu L^T L \right)^{-1} A^T s$. If $L$ is invertible the substitution $u' = Lu$ can be made to rewrite this regularized solution as

$$\hat{u}'(\mu) = \left( A'^T A' + \mu I \right)^{-1} A'^T s \quad \text{(A.3)}$$

where $A' = AL^{-1}$.

The discrepancy principle makes use of the knowledge that the measurement is contaminated by an amount $\|s - Au\|_2 = \|n\|_2$, and so the reconstruction is acceptable if

$$\|s - A\hat{u}(\mu)\|^2_2 = \|s - A\hat{u}'(\mu)\|^2_2 \leq \delta^2 \quad \text{(A.4)}$$

where $\delta^2 = \mathbb{E} \left( \|n\|^2_2 \right)$ is an estimation of the noise level. Practically, this inequality is implemented by choosing $\mu$ as the zero of the function.
\[ f(\mu) = \|s - A'\hat{u}'(\mu)\|_2^2 - c^2\delta^2 \]  

(A.5)

where \(c \geq 1\) is a small constant.

There are two issues inhibiting Eq.(A.5) to choose \(\mu\): the first is that the obtaining \(\hat{u}(\mu)\) from Eq.(A.3) already requires a choice of the value of \(\mu\), and the second is finding how to experimentally estimate the noise level \(\delta\).

The former point can be addressed by making use of the singular value decomposition (SVD) of \(A', A' = U'D'V'^T\), where the diagonal elements \(d_i'\) of \(D'\) are non-negative and in decreasing order. Using the SVD Eq.(A.3) can be simplified as

\[
\hat{u}'(\mu) = \left( A'^T A' + \mu I \right)^{-1} A'^T s \\
= \left( \left(U'D'V'^T\right)^T U'D'V'^T + \mu I \right)^{-1} \left(U'D'V'^T\right)^T s \\
= \left(V^T D'^T U'^T U'D'V'^T + \mu V'IV'^T\right)^{-1} V'D'^T U'^T s \quad \text{since } I = V'IV'^T \\
= V' \left( D'^T D' + \mu I \right)^{-1} V'^T V'D'^T U'^T s \\
= V' \left( D'^T D' + \mu I \right)^{-1} D'^T U'^T s
\]

(A.6a) (A.6b) (A.6c) (A.6d) (A.6e)

Therefore,

\[
\|s - A'\hat{u}'(\mu)\|_2^2 = \left\| s - U'D'V'^T V' \left( D'^T D' + \mu I \right)^{-1} D'^T U'^T s \right\|_2^2 \\
= \left\| U'U'^T s - U'D' \left( D'^T D' + \mu I \right)^{-1} D'^T U'^T s \right\|_2^2 \\
= \left\| U' \left( s' - D' \left( D'^T D' + \mu I \right)^{-1} D'^T s' \right) \right\|_2^2 \quad \text{where } s' = U'^T s \\
= \left\| s' - D' \left( D'^T D' + \mu I \right)^{-1} D'^T s' \right\|_2^2 \quad \text{since } U' \text{ is unitary and so preserves norms} \\
= \left\| \left( I - D' \left( D'^T D' + \mu I \right)^{-1} D'^T \right) s' \right\|_2^2
\]

(A.7a) (A.7b) (A.7c) (A.7d) (A.7e)

Since the matrix \( \left( I - D' \left( D'^T D' + \mu I \right)^{-1} D'^T \right) \) is diagonal, the \(i\)th element of the vector \( \left( I - D' \left( D'^T D' + \mu I \right)^{-1} D'^T \right) s' \) is
\[
\left\{ \begin{array}{ll}
\left(1 - \frac{d^2}{d^2 + \mu}\right) s'_i = \left(\frac{\mu}{d^2 + \mu}\right) s'_i, & \text{if } 0 \leq i \leq \min(k, n) \\
 s'_i, & \text{if } \min(k, n) < i \leq k
\end{array} \right.
\]

where \( k \times n \) is the dimension of \( A' \). If \( q = \min(k, n) \) is introduced, the norm is thus

\[
\|s - A' \hat{u}'(\mu)\|_2^2 = \sum_{i=0}^{q-1} \left(\frac{\mu}{d^2 + \mu}\right)^2 s'_i + \sum_{i=q}^{k-1} s'_i^2
\]

(A.8)

Therefore, the practical implementation of the discrepancy principle is to choose \( \mu \) as the zero of the function

\[
f(\mu) = \|s - A \hat{u}(\mu)\|_2^2 - c^2 \delta^2
\]

(A.9a)

\[
= \sum_{i=0}^{q-1} \left(\frac{\mu}{d^2 + \mu}\right)^2 s'_i + \sum_{i=q}^{k-1} s'_i^2 - c^2 \delta^2
\]

(A.9b)

Since \( f(\mu) \) is monotonically increasing, if it crosses zero then the location of this crossing will be unique. This is important, because it establishes that the discrepancy principle results in a unique choice for \( \mu \).

An estimate of the value of the amount of noise, \( \delta \), can be made by relating \( \delta \) to \( \sigma \), the standard deviation of the noise in the streaked diffraction image. The relationship between these two quantities can be arrived at by examining the difference between two streaked images \( s^{(1)} = Au + n^{(1)} \) and \( s^{(2)} = Au + n^{(2)} \), measured under identical conditions:

\[
\mathbb{E} \left( \|s^{(2)} - s^{(1)}\|_2^2 \right) = \mathbb{E} \left( \|Au + n^{(2)} - (Au + n^{(1)})\|_2^2 \right)
\]

(A.10a)

\[
= \mathbb{E} \left( \|n^{(2)} - n^{(1)}\|_2^2 \right)
\]

(A.10b)

\[
= \mathbb{E} \left( \|n^{(1)}\|_2^2 \right) + \mathbb{E} \left( \|n^{(2)}\|_2^2 \right) - 2 \mathbb{E} \left( n^{(2)T} n^{(1)} \right)
\]

(A.10c)

\[
= \delta^2 + \delta^2 - 2 \sum_{i=0}^{Q-1} \mathbb{E} \left( n_i^{(2)} n_i^{(1)} \right)
\]

(A.10d)

\[
= 2 \delta^2 - 2 \sum_{i=0}^{Q-1} \mathbb{E} \left( n_i^{(2)} \right) \mathbb{E} \left( n_i^{(1)} \right)
\]

(A.10e)

\[
= 2 \delta^2
\]

(A.10f)

The last equality follows from the assumption that each element of each noise vector \( n \) is a random variable distributed according to \( n_j^{(i)} \sim \mathcal{N}(0, \sigma^2) \), and so \( \mathbb{E} \left( n_j^{(i)} \right) = 0 \). Additionally,
since \( \| \mathbf{s}^{(2)} - \mathbf{s}^{(1)} \|_2^2 = \| \mathbf{n}^{(2)} - \mathbf{n}^{(1)} \|_2^2 \) and \( n_j^{(2)} - n_j^{(1)} \sim \mathcal{N}(0, 2\sigma^2) \), each pixel of the difference image is also normally distributed. This suggests that fitting the histogram of pixel intensities in the difference image is a simple way of experimentally measuring \( \sigma \). It follows that the square of the normed difference of the streaked images has a chi-squared distribution, i.e. \( \| \mathbf{s}^{(2)} - \mathbf{s}^{(1)} \|_2^2 \sim 2\sigma^2 \chi^2(Q) \). Making use of the fact that \( \mathbb{E}(\chi^2(Q)) = Q \), the relation \( \delta = \sqrt{Q}\sigma \) is obtained.

Finally, to relate \( \mathbf{L} \) to the temporal smoothness regularizer used in Section 5.3 (see Eq. (5.19)), the matrix \( \mathbf{\Lambda}_{\text{temporal}} = \sum_{i=0}^{M-1} \mathbf{\Pi}_i^T \mathbf{D}_i \mathbf{D}_1 \mathbf{\Pi}_i \) will be introduced such that \( \mathbf{u}^T \mathbf{L}^T \mathbf{L} \mathbf{u} = \mathbf{u}^T \mathbf{\Lambda}_{\text{temporal}} \mathbf{u} \). Upon inspection it is evident that \( \mathbf{\Lambda}_{\text{temporal}} = \mathbf{\Lambda}_{\text{temporal}}^T \), and so \( \mathbf{\Lambda}_{\text{temporal}} \) is symmetric. This implies that, in its eigen-decomposition \( \mathbf{\Lambda}_{\text{temporal}} = \mathbf{Q} \mathbf{S} \mathbf{Q}^T \), where \( \mathbf{S} \) is diagonal, the eigenvector matrix \( \mathbf{Q} \) is necessarily unitary. Therefore,

\[
\mathbf{\Lambda}_{\text{spatial}} = \mathbf{Q} \mathbf{S} \mathbf{Q}^T \\
= \mathbf{Q} \mathbf{W}^T \mathbf{W} \mathbf{Q}^T \quad \text{where } \mathbf{W} \text{ is the square root of } \mathbf{S} \text{ so that } \mathbf{S} = \mathbf{W}^T \mathbf{W} \\
= \mathbf{Q} \mathbf{W}^T \mathbf{Q} \mathbf{Q} \mathbf{W} \mathbf{Q}^T \quad \text{since } \mathbf{Q} \text{ is unitary} \\
= \left( \mathbf{Q} \mathbf{W} \mathbf{Q}^T \right)^T \left( \mathbf{Q} \mathbf{W} \mathbf{Q}^T \right) \quad \text{(A.11d)}
\]

thus arriving at the decomposition \( \mathbf{\Lambda}_{\text{temporal}} = \mathbf{L}^T \mathbf{L} \), where \( \mathbf{L} = \mathbf{Q} \mathbf{W} \mathbf{Q}^T \).
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