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Die Zusammenfassung

Die Motivation für diese Doktorarbeit besteht darin, die strukturellen Änderungen von Festkörpern durch ultrakurze Röntgenstrahlpulse zu bestimmen.


die auf den oben genannten Zeitskalen basieren.
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Abstract

The motivation behind this Ph.D. project is to determine the structural modification of solids by ultra-short X-ray laser pulses. This Ph.D. project focuses on determining the amorphous carbon (a-C) as a potential coating on the mirrors of the soft X-ray beamline of the European X-ray Free Electron Laser (XFEL) in Hamburg, in particular. Furthermore, chemical vapor deposition (CVD) diamond used in the monochromators for X-ray beamlines of European XFEL needs to be examined. Among high Z materials Nickel (Ni), MoB4C (multilayer), are studied at 269 \(eV\) photon energy. The focus was on testing the behavior of a-C coated mirrors and the CVD diamond monochromators which are the main subject in the performed experiments.

XFEL deliver high peak brilliance, high power, femtosecond focused laser pulses. Optical elements in these facilities are of crucial importance as they should distribute the beam with high quality and survive the intense conditions. Hence, understanding the interplay between the X-ray FEL pulses with coatings on the mirrors as well as single crystal monochromators is important.

By means of this project it becomes evident that from the fundamental aspect, different mechanisms are involved in the damage process at different time scales. In the early femtosecond (fs) time zone, the photo-ionization is the main mechanism governing the damage process. During this time the material density changes. The system tends to reach its energetically stable potential state (a-C turns into graphite). In the picosecond (ps) time scale, secondary processes initiate. Among those, one can mention Auger, impact ionization, tunnel ionization, carrier diffusion followed by free carriers interaction with the lattice e.g. electron-phonon coupling, etc. The heat diffusion process starts to take place after some 100 ps, which continues until the system returns to room temperature after some \(\mu s\) (7 \(\mu s\)). The analysis of the damage process can be divided into three main phases; based on the different time zone named above.

The combination of heat diffusion and secondary processes cause a nonlinear increase in the size of the damage spots on the logarithmic axis depending on the pulse energy.

The photo-ionization (non-thermal) damage threshold is determined from experiments performed at different FEL facilities on different photon energies. From heat diffusion simulation via COMSOL (software package based on advanced numerical methods), one can extract the melting energy threshold for
each material at different photon energies. To gain a deeper knowledge on the
damage process within the scope of this project, several investigations such as
Atomic Force Microscopy (AFM), Raman spectroscopy, photoemission spec-
troscopy, and theoretical simulation via Hybrid XTANT code were conducted
based on the subjected samples.
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Introduction

The 4th generation of X-ray light sources, Free Electron Lasers (FEL), deliver high-intensity ultra-short (sub-100 fs) pulses with photon energy ranging from UV-VUV (FELBE located in Dresden [1], FERMI@Elettra is a single-pass FEL user-facility located in Trieste, Italy [2] and FLASH facility located in Hamburg [3]) to hard X-rays. The Linac Coherent Light Source at the Stanford Linear Accelerator Center (LCLS) [4], SACLA-XFEL in Japan (located in Hyogo Prefecture) and the European XFEL (starting in the first half of 2017) in Hamburg produce radiation with wavelengths from nanometers to sub-angstroms, and the pulse energy ranges in milli-Joules. The photon beam transport system in these facilities is of great importance [5], [6]. This system (see Fig 3.1) has the function of transporting the X-ray FEL beam, produced by undulators, to scientific stations and instruments. Beam transport is carried out with design and installation of several optical elements such as mirrors and gratings, etc. The background radiation is filtered out in some parts of the spectrum via a monochromator. (Monochromators are used to select specific regions of the X-ray spectrum for the experiments.) When X-ray pulse trains pass by and illuminate the optical elements, these should withstand the high power load (e.g. high fluence, heat load, etc.). They should also preserve the wave front and timing properties [7] of the beam. In fact, as some experiments rely on the

Fig. 3.1.: An example of beamline components like mirror configuration at SASE 3 beamline at European XFEL [7].
coherence and high quality of the wave front of the beam, any degradation of the optical components even on the nano scale will affect the performance of these experiments.

The high reflectivity of X-ray mirrors is another significant issue in FELs. Mirrors are used at very shallow grazing angles (lower than the critical angle). Since beam coherence should be conserved during the beam transport, understanding how degradation or deformation of the optical coating leads to changes in the beam quality is important. These components should, therefore, be manufactured with certain specific characteristic parameters to let the FEL run for a sustained duration under reliable conditions.

For example, the effects of ionizing radiation on the coatings (e.g. amorphous carbon (a-C) coatings in this case) in soft X-ray regime, and the energy thresholds for surface damage/modifications had to be studied. The length of mirrors at European-XFEL are around 1 m long. They will be installed at a grazing angle, as they work in X-ray regime with total external reflection. There is a compensation (relation) between the length of the mirrors and the angle at which they operate. This means using lower angles would necessitate manufacturing longer mirrors; a difficult task for industry (to produce long smooth coherent surfaces). These facts limit the production.

<table>
<thead>
<tr>
<th>Damage studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>application aspects</strong></td>
</tr>
<tr>
<td>Design and optimization of optical elements</td>
</tr>
<tr>
<td>- mirrors and monochromators</td>
</tr>
<tr>
<td>- Geometry, photon fluence/photon beam size (total external reflection geometry)</td>
</tr>
<tr>
<td>- Energy deposition → optical elements withstand the intense radiation</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Fig. 3.2.: Damage studies.

This Ph.D. project focuses on the coating of the mirrors and the optics of monochromators. Low Z material like carbon coatings and high Z material like Ni, MoB4C, which are used to reflect and focus the beam, as well as CVD diamond (used in monochromators) are studied at different photon energies.

The two aspects studied here are the application aspect and the fundamental aspect (see Fig 3.2). The application aspect is focused on the damage process and the amount of absorbed energy and fluence threshold for each photon energy.
at different incidence angles (grazing angles are the main focus in practical use). In the fundamental aspect, the focus is on the process of damage on matter caused by FEL beam in femtosecond (fs) time scale. The fs is the time scale during which the semiclassical wave packet circulates the proton in an atom (Hydrogen atom), its corresponding wavelength being around 300 nm.

FEL beam pulses with a pulse duration in the fs timescale allow studying the interaction of X-rays with a matter with a very high time-resolution. This is important e.g. for the understanding of the vibration of chemical bondings or the creation of plasmas.

After the system is being exposed to FEL pulse, the electronic system of the material gets highly excited. During and after the first 100 fs, the excited electrons decay back to low energy thermalized states. Where the electrons and lattice coupling is dominated by transferring kinetic and potential energy to the atoms of the lattice. At this point, the atoms experience a modified potential energy surface and relax into the new phase. The purely solid to solid transition occurs extremely fast (100 fs). The thermal process is assigned as a direct increase in the kinetic energy (temperature) of atoms in the lattice, and the non-thermal melting process is addressed as changes in the interatomic potential which is caused due to the changes in the potential energy of the system [8].

Whether these interactions are thermal or non-thermal, and the possible phases that the material undergoes from the moment of the beam illuminating the sample’s surface to the moment that the sample cools, are important to understanding the processes taking place. Any ablation, spallation or melting and the physical reasons connected to such processes are, to some extent, addressed by this project.
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Electromagnetic origin of radiation interaction with matter

Light is a primary tool for perceiving the world and communicating within it. Its interaction with matter helped to structure the universe. Its transmission of spatial and temporal information provides a window to the universe, from cosmological to atomic scales. Light wave-particle nature, revealed in quantum mechanics, isn’t exclusive to it but is shared by all of the primary constituents of nature (electrons are another example of this duality). In classical electromagnetism, light can be described by coupled electric and magnetic fields in form of waves propagating in the medium. Maxwell's equations are the four fundamental equations describing the propagation of light in medium [9], [10] (see Equations 4.1-4.4).

\[ \nabla \cdot E = 4\pi \rho \quad (4.1) \]
\[ \nabla \cdot B = 0 \quad (4.2) \]
\[ \nabla \times E = -\frac{1}{c} \frac{\partial B}{\partial t} \quad (4.3) \]
\[ \nabla \times B = \frac{1}{c} \frac{\partial E}{\partial t} + \frac{4\pi}{c} J \quad (4.4) \]

The speed of light (as a wave propagating) in each medium depends on the properties of that medium, which is described using its phase and group velocity (see Eq 4.12).

In quantum mechanics, light is described as discrete packets of energy, called photons.

Regarding maxwell equations (see Equations 4.1-4.4), one can obtain a simple electromagnetic wave equation, described by the Equation 4.5

\[ \nabla^2 E - \mu_0 \epsilon_0 \ddot{E} = 0 \quad (4.5) \]
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which can be simplified (time independent part of wave equation considering separation of variable methods) to a Helmholtz equation (plane wave equation) given by

$$\nabla^2 E + k^2 E = 0 \quad (4.6)$$

Knowing that Magnetic and electric field are in phase and perpendicular to each other, the solution to this equation is a plane wave of the following form (Gaussian wave Equation)

$$E(r, t) = E_0 e^{i(k \cdot r - \omega t)} \quad (4.7)$$

Hence, the intensity of the Gaussian beam propagating inside the medium would be as follows

$$I \propto |E_0 e^{i(k \cdot r - \omega t)}|^2 \quad (4.8)$$

$$I \propto |E_0|^2 e^{-\alpha r} \quad (4.9)$$

The $\alpha$ is the absorption coefficient, where

$$\alpha = 1/\sigma_p \quad (4.10)$$

and $\sigma_p$ is the penetration depth.

The wave vector $k$ and the angular frequency $\omega$ obey the following relations

$$k = \frac{2\pi}{\lambda}, \quad \frac{\omega}{k} = \sqrt{\frac{1}{\epsilon_0 \mu_0}} \quad (4.11)$$

$$v_{ph} = \frac{\omega}{k}, v_{gr} = \frac{\partial \omega}{\partial k} \quad (4.12)$$

The phase velocity $v_{ph}$ describes the speed of wave crest and the group velocity $v_{gr}$, the speed of the center of mass of a wave packet with middle frequency $\nu$. In vacuum the phase and group velocity are the same and equal to the speed of light (see Eq 4.13). $\epsilon_0$ and $\mu_0$ are called dielectric constant and permeability of vacuum, respectively.

$$c = \frac{1}{\sqrt{\mu_0 \epsilon_0}} \quad (4.13)$$

Understanding principles of the interaction of electromagnetic waves with matter is a useful aid in developing methods of understanding the structure of matter and its different chemical, mechanical, electrical and thermal properties.

Chemical bonding (ionic, metallic, valence, van der Waals and hydrogen bonding) ascribes a potential which creates the interactions holding the atoms in molecules or crystal together. There are several theories, including Bloch theory, Tight-Binding model, etc., which describe the periodic potential in which atoms (ions) are located and electrons move. Each atomic orbital corresponds to a particular energy level of the electron [11], [12]. The time independent Schrödinger equation (see Eq 4.14) explains the energy levels and bond structure in a matter.
\[ E \Psi = \frac{-\hbar}{2m} \nabla^2 \Psi + V^2 \Psi \] (4.14)

The electromagnetic force between electrons and protons is responsible for building up atoms which requires an external source of energy for the electron to escape its atom. The closer an electron is to the nucleus, the greater the attractive force. Electrons bound near the center of the potential well (core electrons) therefore, need more energy to escape from the atom than those at higher shells (valence electrons). Valence electrons are those occupying the outermost shell or highest energy level of an atom and are responsible for building up atomic bondings [11], [9]. In contrast, the core electrons do not participate in bindings in that sense.

Electrons in solid insulators can be considered confined to each atom. One can treat them as a harmonic oscillator, where each can be described with

\[ m(\ddot{r} + \gamma \dot{r} + \omega_0^2 r) = eE(r(x,y,z),t) \] (4.15)

where the solution to this equation would be

\[ \vec{r} = \frac{e\vec{E}(r(x,y,z),t)}{m((\omega_0^2 - \omega^2) + i\gamma \omega)} \] (4.16)

Exposed by the electromagnetic wave, the atoms/molecules in matter get polarized (because of the electromagnetic force acting on them (see Eq 4.17)). The electromagnetic wave acts on a charge particle via force \( \vec{F} \) given by

\[ \vec{F} = q(\vec{E} + \frac{v}{c} \times \vec{B}) \] (4.17)

As \( v \leq c \), the electric field is the dominant factor in this equation.

The electric displacement is defined as

\[ \vec{D} = \epsilon_0 \vec{E} + \vec{P} \] (4.18)

Proceeding with that equation (Eq 4.18) the wave equation (see Eq 4.5) turns to

\[ \nabla^2 \vec{E} - \mu_0 \epsilon_0 \ddot{\vec{E}} = \mu_0 \ddot{\vec{P}} \] (4.19)

which states that each dipole, where its second derivative varying with time, is a source of electromagnetic wave propagating in a medium. Where \( \vec{E}(t) = \vec{E}e^{i\omega t} \), \( \vec{r}(t) = \vec{r}e^{i\omega t} \) and \( \vec{P} = e\vec{r}e^{i\omega t} \).

The dipole moment of the charge (as the electromagnetic wave acts on it) changes with (involving results of Eq 4.15 for \( \vec{r} \))

\[ \vec{P} = e\vec{r} = \frac{e^2}{m} (\omega_0^2 - \omega^2 - i\gamma \omega)^{-1} \vec{E} \] (4.20)

If one assumes a linear relationship between \( \vec{P} \) (polarization) and \( \vec{E} \) (electric field) such as

\[ \frac{\vec{P}}{\epsilon_0} = \chi \vec{E} \] (4.21)
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Then

\[ \chi = \frac{e^2 N}{\epsilon_0 m (\omega_0^2 - \omega^2 - i\gamma\omega)} \]  

(4.22)

with \( \chi \) called the susceptibility \((\epsilon = 4\pi\chi + 1)\) respectively, or in the form of

\[ \vec{D} = \epsilon_0 (1 + 4\pi\chi) \vec{E} = \epsilon_0 \epsilon \vec{E} \]  

(4.23)

Where both \( \epsilon \) and \( \chi \) depend on \((\omega, k)\).

Suppose there are \( N \) molecules inside the medium and each molecule has \( Z \) electrons with a binding frequency of \( \omega_i \) and damping constant \( \gamma_i \), where \( \sum f_i = Z \). The dielectric constant gets the following form

\[ \epsilon(\omega) = 1 + \frac{4\pi Ne^2}{m} \sum \left( f_i (\omega_i^2 - \omega^2 - i\gamma_i\omega)^{-1} \right) \]  

(4.24)

where the damping constant is usually small compared to the binding or resonant frequency \( \omega_i \). The \( \epsilon(\omega) \) for most frequencies is real and \( \omega_i^2 - \omega^2 \) is positive for \( \omega \leq \omega_i \) and negative for \( \omega \geq \omega_i \). Below the smallest \( \omega_i \), at low frequencies the \( \epsilon(\omega) \) is greater than unity. An interesting behavior is seen when the \( \epsilon(\omega) \) is negative. It occurs on passing the smallest values of \( \epsilon(\omega) \) and reaching high frequencies as in the case of X-rays (see Figs 4.1). This means in that region, the phase velocity (velocity of wave crest) is faster than the speed of light.

In the neighborhood of any \( \omega_i \) one sees an extreme behavior (see Figs 4.1). The absorption is at maximum and the phase speed is very low. The resonance frequencies are defined as frequencies at which the radiation will be absorbed to the maximum, and the imaginary part is large.

For a better understanding one can describe the wave vector of the propagating wave by

\[ k^2 = (1 + \chi(\omega))\omega^2/c^2 \]  

(4.25)

Where the refractive index is introduced as \( n^2 = (1 + \chi(\omega)) \). Since \( \chi(\omega) \) is a complex number, the refractive index can be presented in its real and imaginary components

\[ n = 1 - \delta(\omega) + i\beta(\omega) \]  

(4.26)

The real part \( 1 - \delta(\omega) \) (see Figs 4.1 and 4.3) describes the phase velocity and \( \beta(\omega) \) is related to the absorption of radiation through the medium.

With Beer Lambert Law (is relevant mainly for linear optic [14]), it is possible to calculate the changes in the intensity of the EM radiation as it enters and propagates inside the medium. Starting with the Equation 4.7 and substituting \( k \) with the

\[ k = n\omega/c \]  

(4.27)

where \( n \) is described in the Equation 4.26 it appears that

\[ I(z) = I_0 e^{(-4\pi\beta(\omega)/\lambda)r} \]  

(4.28)

Here \( \lambda \) is the wavelength of radiation, \( r \) the distance the radiation will travel to and \( \beta \) the absorption parameter in refractive index. The distance
Fig. 4.1.: (a): The refractive index $1 - \delta$ as a function of frequency. In case of X-ray the refractive index for all materials is less than 1 which means the total external refraction would take place in case of X-rays which is not the case in other regime with frequencies below X-rays. The edges are the resonance frequencies at which the radiation will be absorbed [13].

(b): This plot represents the simulated refractive index (see Equation 4.24) for X-ray on a-C.
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up to which the radiation decays is called the attenuation length (where the intensity becomes 1/e of its initial value, the α in the Equation 4.9 is exactly 1/L_{att} which is named the absorption coefficient) and can be determined by

\[ L_{att} = \lambda/(4\pi\beta(\omega)) \] (4.29)

This quantity depends on both the wavelength of the incident radiation and the medium, in the latter case the imaginary part of the refractive index (see Fig 4.3) being the key factor. In general, the attenuation depth varies from nm to \( \mu m \). Calculations show that X-ray attenuates deep inside the medium depth (at high photon energies up to few \( \mu m \) and at very low photon energies up to few nm [15], [8]). If the medium is transparent to a sort of radiation, it denotes that there are no available energy levels matching the radiation wavelength in the matter and energy can not get absorbed. In the case of strong electric field, in non-linear medium, the induced polarization can be expressed by the Taylor expression

\[ P = \epsilon_0(\chi_1 E + \chi_2 E^2 + \chi_3 E^3......) \] (4.30)

\( \chi_2, \chi_3 \), etc. described in nonlinear optics, are high-order terms which can be obtained in this condition. The high-order-of-magnitude waves from these terms are named as 2nd, 3rd harmonic waves, with a frequency of twice or triple the incident waves. Electric displacement would therefore not have the simple form as in Equation 4.18. Hence, the refractive index would have a more complicated form.

The reflectivity of a material depends on its reflective index and the incidence angle of the incoming beam. In the X-ray beam transport system, the aim is to maximize the reflected intensity. It is desired, to avoid normal incidence geometry, which increases the absorption percentage of the beam. The goal is to maximize reflection at the surface of the coating material at a grazing incidence angle. The candidate material in the case of this project was amorphous carbon.

According to Snell law (see Equation 4.31), it is possible to calculate the most appropriate geometry, at which the reflectivity, for a given material, is maximized. The angle of incidence beyond which, rays of light passing through a denser medium to the surface of a less dense medium and are no longer refracted but totally reflected is named as the critical angle. The total reflection occurs at an angle larger than a particular critical angle (with respect to the normal to the surface).

One obtains the critical angle through following steps

\[ n' \sin(\phi') = n \sin(\phi) \] (4.31)

(\( \phi \)) is the incident angle of the EM radiation, \( n = 1 \) (in vacuum), as mentioned in Fig 4.1 in the X-ray regime \( n' \) is smaller than 1, \( n' = (1 - \delta) \) and \( \beta \) (see Fig 4.3) can be neglected in this regime. Equation 4.31 turns into

\[ \sin(\phi') = \sin(\phi)/(1 - \delta) \] (4.32)
In the case of critical angle

\[ \phi' \Rightarrow \pi/2 \]  \hspace{1cm} (4.33)

\[ 1 = \sin(\phi)/1 - \delta \]  \hspace{1cm} (4.34)

and substitution of \( \theta = 90 - \phi \) and considering the Taylor expansion of \( \cos(\theta) \) results in

\[ \theta_c = \sqrt{2\delta} \]  \hspace{1cm} (4.35)

The \( \theta_c \) is called critical angle. The critical angle depends on the \( \delta \) (different for each material). Hence, the type of material plays an important role in designing the optical elements. Attenuation length as shown in the Equation 4.29 changes depending on the absorption coefficient. Fig 4.4 represents changes of the Attenuation length for different materials as well as the reflectivity of each of these materials at different photon energies (for this project plotted for energies between 200–800 eV). At different grazing angles, the reflectivity and attenuation length change and for each specific material at a specific photon energy the critical angle changes as well. This is shown in Fig 4.2, where the experimental data and theoretically calculated data via CXRO are compared. It is observed that there is a good agreement between the experiment and calculated data.

For grazing angles smaller than the critical angle \( \theta_c \) [13] (with respect to the surface), the X-rays will be reflected back in to the vacuum and the reflectivity as seen in Fig 4.2 is one or very close to one and above the critical angle this term significantly reduces.
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(a) Reflectivity as a function of incidence angle showing that at very low grazing angles the reflectivity is at the maximum of its range. This is plotted in blue for an amorphous carbon coated layer with SiO$_2$ substrate at 177eV photon energy and in red for CVD diamond. The green line shows the reflectivity of Ni. The data is taken from CXRO data [15].

(b) Reflectivity and attenuation depth is plotted as a function of incidence angle, at very low grazing angles the reflectivity is at maximum of its range. This is plotted in red for an amorphous carbon coated layer with SiO$_2$ substrate at 177eV photon energy. Attenuation depth is plotted in blue. The solid lines are taken from CXRO data [15] and the black circles are the experimental results published in [16].

Fig. 4.2.
Fig. 4.3: A comparison of the real (1-δ) (a) and imaginary part (b) of the refractive index of X-ray radiation inside a wide energy range for a-C (red), Si (violet) and Ni (green) is shown in this plot. Raw data has been taken from [15]. Ni has density 8.9 gr/cm³ and Si 2.33 gr/cm³ and a-C has the density of 2.2 gr/cm³. Plots show that at very low energy basically the absorption and phase velocity of the X-ray light is high and going towards higher photon energies both of these parameters decrease.
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Fig. 4.4: (a) Attenuation length at different photon energies are compared for different materials. a-C (red), CVD (pink), Si (violet) and Ni (green). (b): Reflectivity of a-C (red), CVD (pink), Si (Violet), Ni (green) vs photon energies are compared here.
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Ultra-fast electrons and lattice dynamics

5.1 A general picture

The X-ray FEL beam interacts directly with the electronic system of the material (see Figs 5.1 and 5.2). It excites the atoms, moving electrons from initial ground state to the unoccupied levels, resulting in the creation of electron-hole pairs. The time-dependent intensity of the laser pulse has an effect on the degree of damage. Since the laser pulses are FEL pulses with $fs$ time scale, the excitation process occurs very quickly. As a consequence, the non-equilibrium distribution of electrons gets thermalized through electron-electron collisions. Hence, the system returns to a Fermi-like equilibrium state in a short time. This thermalization results in a single chemical potential. As the laser intensity is very high, a vast number of electrons and hole pairs are created. At the same time, this means that the recombination time becomes short and ions also get displaced to large distances compared to a low-intensity laser pulse. Displacements of ions (in large distances) on the other hand means that the electronic band structure gets modified and valence and conduction bands can cross each other (in the case of insulators or semiconductors). During this time, the lattice undergoes some modifications such as bonds breaking, and the material gets restructured. This results in the possibility of the material undergoing crystal phase changes, melting, ablation, etc. Besides, the laser pulse causes heat diffusion in the sample as well, a process which takes a long time ($ps−ns$) compared to the non-thermal structural changes of the matter. As the heat diffuses inside the sample, it can cause a more significant amount of damage in the sample. There are two processes, the heat that gets diffused into the original material through conduction, and the heat which passes through from the center of damaged area towards the rest of the sample. After some hundreds of $\mu s$ the sample cools down to the room temperature.

If a semiconductor gets excited with an ultrashort laser pulse, it undergoes several stages of relaxation before returning to the equilibrium state. These can be categorized under
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Fig. 5.1.: Very simple schematic of the matter and laser beam interaction [17]. The left side shows the system in its ground state; the electrons cold state. The potential landscape shows minima at the crystal lattice sites. Therefore, no external forces are acting on them except tight binding Coulomb potential induced by the lattice. On the right side, the laser light has affected the system and transported it to an excited state. Hot electrons and holes are created here. The potential landscape undergoes qualitative and quantitative changes, resulting in disappearance or shifting of the minima. This happens in very short time scale (shorter than reaction time); as a result, forces act on the carriers/atoms and move them.

- Carrier excitation
- Thermalization
- Carrier removal
- Thermal and structural effects
• Carrier excitation

If the photon energy is larger than the band gap, single photon absorption process dominates in exciting the valence electrons to the conduction band. If the semiconductor has an indirect band gap such as Silicon ($Si$), the absorbed optical photon can still excite the valence electron, but here the assistance of a phonon would be necessary (for the momentum conservation). As the coherence between the electromagnetic field of the radiation and the excitation disappears (due to scattering), and bonds break, the carriers become free. The free carriers can be absorbed into the conduction band. This results in an increase of energy in the free carriers plasma. In the case of carriers with energies higher than the bandgap, it is possible to generate more free carriers through the impact ionization.

The photo-absorption process could be linear or nonlinear. This is simply influenced by the duration of the pulse. In the case of long pulses, the linear photo-absorption process takes place. Where the photon gets absorbed and the photo-absorption happens as a result of the Beer-Lambert-law. Whereas in the case of femtosecond optical laser pulses of the same fluence intensity, the absorption follows a nonlinear process. Main active processes in the case of the $fs$ laser pulses are impact ionization, tunnel ionization and multiphoton ionization [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28].

• Thermalization

Carrier-carrier scattering or carrier-phonon scattering takes place as soon as the free carriers are generated. Carrier-carrier scattering doesn't change the total energy in the excited carrier system, but rather causes dephasing which can take place within a $10$ $fs$ timescale. Whereas approaching the Fermi-Dirac distribution would take $100s$ of $fs$. In contrast, carriers lose or absorb energy and momentum by scattering with phonons [29]. Through this interaction energy of carriers can decrease due to spontaneous phonon emission. Since phonons can carry very little energy, it may take several picoseconds to achieve thermal equilibrium between lattice and carriers [30].

• Carrier removal

Before the thermal equilibrium is reached a state exists where carriers and lattice are in equilibrium at a defined temperature, but the density of free carriers is more than at in thermal equilibrium. At this stage, the excess free carriers disappear via electron-hole recombinations or escape from the excited region and defects. In the case of recombination, one of two processes will occur; either the excess energy will be emitted in the shape of a photon (Luminescence), or it will have enough energy to kick an electron out from an upper shell in the conduction band (Auger
process). Excess energy will be spent on the removal of carriers from the surface when defects or surface recombinations occur. The increase of free carriers density will lower the band gap.

- **Thermal and structural effects**

  At this stage, the lattice and free carriers are at the same temperature, and the excess free carriers are removed from the material. Reaching this thermal equilibrium state may take some picoseconds, but the excess carriers removal takes place over a longer time. If the lattice temperature goes above the melting or boiling point, the material can become melted or vaporize away. This happens over longer timescales, more than few tens of picoseconds. In the case of evaporation or melting, the temperature drops down via resolidification. This, however, doesn’t mean that the material turns back to the original structure or phase [29]. In the event of no phase transition, the temperature drops down to ambient temperature in microseconds.

### 5.2 X-ray FEL light, matter interaction

X-ray photons, exposing the matter, either get absorbed or scattered away. It is possible that X-ray photons get elastically or inelastically scattered instead of being absorbed. The elastically scattered photons have no energy change. This process is called Rayleigh scattering, which happens when the particle has smaller dimensions than the radiation wavelength, and the scatterer has enormous mass (infinite). This is when photons scatter off the bound electrons. The nucleus is heavy enough to act as the required large mass. In the case of free electrons, the elastic scattering can only occur if photons have low energy to let quasi-elastic scattering happen.

The inelastic scattering of photons off a free electron (charge particle) is called Compton scattering. In this process, the incoming photon interacts with the charged particle and get scattered with a different wavelength and with the angle of $\theta$. Hence, an electron with an energy difference of scattered and initial photon energy gets scattered away.

Studies show that in damage process with $fs$ FEL pulses, the photo-ionization has a maximum cross section compared to the scattering processes like Compton scattering, which play a minor role in the damage process [31], [32], [33], [34], [35].

Photo-ionization is the leading process in the interaction of $fs$ laser pulses with matter both in the case of the optical laser (depending on the photon energy, the incoming energetic photon has enough energy to kick an electron out of the bond system) or in the case of the X-ray FEL. X-ray photons have high enough energy to ionize the atoms and kick electrons out of the bound state. The X-ray photons, also, can attenuate deep (up to few $\mu m$) inside the matter.
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High energy (around or above core level energy state) X-ray photons interact with inner shell electrons of atoms. This could result in the ejection of a core level electron, which can be refilled with an electron from an upper-level shell and the emission of another photon called fluorescence photon or another electron from the atom, which is called the Auger electron. This process takes place during the pulse. The ejected Auger electron (in the case of low Z materials, this is the dominant process) or fluorescence photon will have a defined amount of energy and will interact with surrounding atoms inside the material through different processes. In other words, the Auger electron, as an example, causes further electronic excitations, e.g., electron excitation from the valence band into the conduction band, even from deep shell electronic state or through impact ionization. They also could get elastically scattered away or even skip out of the medium from the surface (see Fig: 5.2). On the other hand, they might just excite an atom. In this case, the atom would get back to the normal inert state by emitting a photon or phonon, depending on the energy of the whole system. All these processes can get categorized as secondary processes. The energy of the emitted photoelectrons depends on the photon energy of the initial photon (of the incoming beam) and also the binding energy in the atomic system (see Equation 5.1). The number of photons, which are interacting with the matter (a higher or lower flux of photons) in each pulse, the energy of each photon and the binding energy of the electrons have a significant impact on changing the interaction intensity and the damage level.

\[ K_E = h\nu - \phi - B_E \] (5.1)

If the free electron absorbs high enough energy from a photon to ionize another electron from an atom, there will be two free electrons available in the system. These two can absorb energy from incoming photons (as free carriers) and undergo the same cycle. This process continues and produces a high rate of free carriers in what is called avalanche ionization.

Optical laser avalanche ionization is mainly an active process for the laser intensities below $10^{12}$ W/cm$^2$. Avalanche ionization, in the sense of cascades via electron impact ionization, is the dominant channel for free-electron production for the case of X-rays [36].

The impact ionization occurs on the femtosecond time scale. In contrast, the elastic scattering of photons as an example takes place over a longer time scale (typically in picosecond time scale). In the case of Carbon for the impact ionization as an example, the minimum amount of energy need is around the indirect bandgap ($E_e > 4.8$ eV) [36]. Another effect which can occur is the inverse-Bremsstrahlung, in which the free electron in the presence of an ion interacts with the X-ray photon without ionizing another electron from the system. One can say that the electron absorbs energy from the beam during the collision with an ion. This collision result in an electron-positron pair production [37], [30], [36]. Inverse–Bremsstrahlung is a complicated process, more pronounced in lower X-ray energies and lower electron temperatures. For X-ray, direct photo-absorption by free electrons (or inverse-Bremsstrahlung) is negligible, as the deep-shell photo-ionization is the dominated processes in this
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If $N$ photons strike a bound electron (each with an energy of $h\nu$), it seems that the electron is facing a photon with $N\hbar\nu$ energy and $\lambda/N$ wavelength, in multiphoton ionization. If the energy is high enough the electron will become free and the atom ionized. The intensity at which multiphoton ionization mainly takes place is $10^{13}$ W/cm$^2$ [38]. Photons should have a minimum amount of energy to be able to ionize the valence electrons to the conduction band.

Tunnel ionization (a process in which electrons in an atom (or a molecule) pass through the potential barrier and escape from the atom/molecule) mainly takes place when the intensity is higher than $10^{15}$ W/cm$^2$. The multiphoton ionization and tunnel ionization are sometimes called strong electron field ionization. It is important to mention that the peak brightness in case of FEL is of the order of $10^{14}$ W/cm$^2$ in general norm [38]. The temporal number of free electrons, ionized by the direct photo-ionization (photo-absorption), electron impact ionization and Auger-like processes, increases during the fs FEL pulse very fast. The impact ionization collision time can be estimated around $10^{-16}$ s. In comparison to visible light, the impact ionization is the first dominant process, and the Auger-like process is the second dominant processes in the free secondary electron production process [36] (see Fig 9.7).

Bloembergen, Perry, and Du and co-workers conducted several studies on laser-induced damage of alkali halides, fused silica, and some other dielectric materials by using nanosecond and picosecond laser pulses [40], [38], [25], [41]. Investigations and studies show in the case of femtosecond laser pulses; several different processes are involved in the damage process. Among these are Coulomb explosion [42], thermal melting [42], [43], plasma formation [43] and material cracking caused by thermoelastic stress [44], [45](see Fig 5.2). While the underlying physics may be totally different, all cases have a critical energy density (where free electron density saturates), at which damage occurs. At this stage, the reflectivity is at maximum state (see Eq 5.2).

The state at which matter is in the form of a mixture of positive ions and negatively charged particles is called plasma. Since the invention of laser, creation of plasma in matter has been studied [46], [47], [48], [49]. It is believed that when the ionization is completed, the free electron density is comparable to the ion density of about $10^{23}$ cm$^{-3}$ [50]. The critical density (see Eq 5.2) is the free-electron density when the plasma oscillation frequency equals the laser frequency

$$n_{cr} = \frac{\pi m_e e^2}{e^2 \lambda^2} \quad (5.2)$$

Where $m_e$ is the electron mass, $c$ speed of light, $e$ the electron charge and $\lambda$ the laser wavelength. The importance of critical density in the interaction of electromagnetic waves with plasmas becomes apparent when considering the dielectric function of the plasma. This is given by

$$\epsilon_w = 1 - \frac{\omega_{pc}^2}{\omega(\omega + iv_m)} \quad (5.3)$$
5.3. Ablation

The concept of material removal in laser interactions depends on several factors such as material properties, laser intensity, pulse duration, wavelength, and the number of pulses. When the material is transformed into an absorbing plasma, it shows metallic properties. The laser plasma interaction causes a phase change of the bulk material. Without existing free electrons, the process of ablation does not take place [54].
There exist two ablation mechanisms (regimes), distinguished by their pulse durations. In the case of long pulses (longer than 100 ps), the ablation proceeds in equilibrium conditions. The damage fluence threshold, in this case, increases with pulse duration. The interaction of the pulse with matter is different depending on the type of matter. In the case of metals, ablation occurs at very low intensities, whereas in the case of dielectrics this process is very weak at low intensities. All possible processes like the electron-to-ion energy transfer, the electron heat conduction, and therefore the hydrodynamic or expansion, appear to take place over a longer time scale (equilibrium conditions) compared to the case of fs pulses.

In the case of fs pulses, the laser matter interaction appears to take place with the matter with constant density.

Since energy transition from the electron to the lattice with regard to sub-picosecond pulses (fs or faster) takes place on a time scale of 1–10 ps (which is longer than the pulse duration itself), therefore the ablation proceeds in non-equilibrium conditions and the conventional hydrodynamics motion does not occur during the femtosecond interaction time. One can say the electrons cool down without transferring energy to the lattice. Because the electron heating rate is much greater than the rate of energy transfer to the lattice. Hence, in latter case the ablation doesn’t depend on the pulse duration [52], [53], [51], [55], [56], [57].

The laser ablation is sometimes mentioned as laser induced breakdown [38]. Among several existing theories [52], [53], one states that multiphoton ionization supplies seed electrons, while avalanche ionization is still responsible for the ablation. For pulses shorter than 100 fs the ionization process is governed by the multiphoton ionization. Some theories [52], [53], [58], [59], [60], [61] based on analytic models and Boltzmann equations (distribution), given by $n_e = n_c e^{(e/\kappa_B T_e)}$ with $T_e$ as electron temperature and $n_c$ as electron density (while ignoring ion motion) and experimental measurements, confirm that multiphoton ionization dominates free electron generation at intensities on the order of $10^{14} \text{ W/cm}^2$. After the critical density is created, Bremsstrahlung and resonance absorption play a significant role in absorbing energy.

If the intensity is much higher than the threshold fluence, then it is possible that the vaporization process occurs. Where the electron-phonon collisions increase the local temperature above the vaporization point.

Another parameter which plays a role in ablation in the case of the ultrafast pulses is the Coulomb explosion at intensities near the ablation threshold fluence in dielectrics [14], [62]. Since electron-to-ion energy exchange time, as well as the heat conduction time, is much longer than the pulse duration, the ions remain cold during that process. Hence, excited electrons escape from the surface of the bulk materials and form a strong electric field that pulls out the ions from within the impact area.

In high-density plasmas, the electron-ion (e-i) interaction leads to ionization, excitation, and reduction of the electron temperature. However, elastic collisions can also lead to absorption, where a photon is absorbed by a free electron which is excited to a more energetic continuum state in the Coulomb field of an ion. This "absorption through collisions" is often referred to as inverse
Bremsstrahlung [49], [63], [64], [65], [66], [67], [68], [69], [70].

In general, one can say that energy transfer from electron to ions occurs in \( ps \) time scale. Hence, it's mainly deposited in a small layer in electron-photon interaction process. Therefore, during the pulse, heat conduction and hydrodynamic motions are negligible and thermal damage (micro cracks or shock affected zone) and the heat affected zone are also reduced regarding short \( fs \) pulses [71].

### 5.4 Time scale of X-ray light-matter interaction

The pulse duration declares how long the energy is deposited into the matter. The deposited energy gets absorbed mainly through photo-ionization.

The photo-ionization cross-section as a function of energy for different materials is found in literature [15]. The ionized electrons and ions, as well as phonons, distribute the deposited energy inside the matter. This type of interaction occurs in \( 1 - 10 \, ps \) and is categorized as thermal conduction. X-ray photon absorption decreases the number of bound electrons, therefore the number of free electrons increases, the system heats up, and the absorption capabilities of the matter decrease. With increasing X-ray intensity, ionization of bound electrons increases and the material becomes more and more transparent to the X-ray absorption.

The whole X-ray absorption process including the photo-ionization and secondary processes such as Auger electron ejection etc. happens in the very short time scale up to \( 100 \, fs \). Phonons are also a result of the interaction of the emitted electrons with atoms inside the material. The recombination of electrons and ions is among all the processes which take place during the interaction process [72]. After a sufficient time in \( ps \) regime, the number of electrons and ions and the temperature of the system is high enough to have a hot plasma consisting of electrons and ions. The system gets into a state that tries to reduce the heat and return to a thermodynamic stable state. Part of the hot plasma gets depleted from the matter and part distributed inside the bulk. At this point, craters appear, which usually have a size bigger than the beam size. This is because of the secondary processes and the heat transfer inside a volume within the bulk.

Basically, for short pulses (sub-100 \( fs \)), the ionization processes are much more efficient during the pulse than the recombination processes such as Auger-like recombination of the valence-band hole or fluorescence. In contrast, if the pulse is very long, there is enough time for all those processes to happen, even the recombination process possibly taking place during the pulse. The excited matter transforms into a thermodynamic equilibrium state of materials. A consequence of X-ray interaction with matter is an increase in temperature, pressure and ionization, all inducing stress and stress gradients in the material.

To stabilize the system, theses can all lead to a phase transition in the material. Among different types of phase transitions, one can mention Solid-liquid, liquid-gas, solid-gas as well as solid to plasma transition.
5.5 Length scale of X-ray light, matter interaction

In optical fs laser, the depth to which radiation would drill was estimated to be very close to skin depth. Since the incident electric field decreases exponentially, the skin depth increases logarithmically with fluence \[ [53] \]

\[
d_{eV} = \frac{l_s}{2} \ln \left( \frac{F}{F_{th}} \right)
\]

(5.4)

with \( l_s = \frac{c}{w_k} \) (k taken as the imaginary part of refractive index) represented as skin depth (field penetration depth), \( F_{th} \) fluence threshold and \( d_{eV} \) as the crater depth. Another part of the studies shows that the heat wave propagates inside the matter to a depth less than the skin depth during the pulse. This comes from the energy transfer between the electrons to ions in solid which occurs with a frequency almost matching the plasma frequency of electrons \([53],[60]\). The characteristic heat conduction time is given by

\[
t_{th} = \frac{l_s^2}{D}
\]

(5.5)

Where \( D \) is thermal diffusivity. Gamaly \([50],[52],[53]\) demonstrated (in the case of thermal melting) electrons have no time to transfer the energy to the ions during the laser pulse \( \tau_{ei} > t_p \). The target density remains constant during the laser pulse. Since the heat conductivity time is also much longer than the pulse duration, its not possible for electrons to transfer the heat out of the skin layer (except X-ray excited electrons which are fast). With the help of conventional thermal diffusion, one can get

\[
t_{th} \approx \frac{l_s^2}{\kappa}
\]

(5.6)

\[
\kappa = \frac{l_e v_e}{3}
\]

(5.7)

where \( \kappa \) is the coefficient of thermal diffusion and \( l_e \) and \( v_e \) are the electron mean free path and velocity, respectively. X-rays interact with matter in \( \mu m \) scale in normal incidence geometry. Therefore the interaction takes place in a large volume compared to other types of radiation. Worthy of note is the incidence angle which, alongside the optical properties of the material itself, plays a role in attenuation length. For instance, the attenuation length versus the photon energy in the case of amorphous carbon is depicted in Fig 5.3. The sudden drop is due to the ionization threshold of this element. The attenuation depth is not the only important factor, but also the path that electrons travel after they are ejected via the X-ray photons inside that material. The direction where those electrons travel depends on the electric field of the incoming radiation (on the polarization of the radiation). In the total external reflection geometry and XUV radiation case (where \( \sigma \) (see section 5.1) is positive, and \( \beta \) is nonzero for all materials), the electric field decays in exponential dependence on depth. As a result, the energy absorbed by the coating is deposited on the layer, a few nanometers below the surface, characterized by the absorption depth \( d_z \).
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Fig. 5.3.: Attenuation length of X-ray radiation with different energies inside a thin layer of amorphous carbon with 2.2 ratio of $SP^3/SP^2$ [15]. The drop is at the cutting edge at 284 eV.

\[ d_z = \frac{\lambda}{16\pi\beta} \sqrt{(\sin^2\theta - 2^*\sigma + \sqrt{\sin^2\theta - 2^*\sigma}^2 + 4^*\beta^2)} \] (5.8)

Near the normal incidence this becomes

\[ d_z \rightarrow \frac{\lambda}{16\pi\beta} \] (5.9)

since the

\[ \sqrt{(\sin^2\theta - 2^*\sigma + \sqrt{\sin^2\theta - 2^*\sigma}^2 + 4^*\beta^2)} \sim 1 \] (5.10)

Nevertheless, this formula does not take into account the electron transport [73], [74]. A simple way to consider electron transport effects is to sum the squares of the electron stopping power (energy range relation for electrons) [75] $d_e$ and the absorption depth. Hence, $d$ which is the interaction depth, is given by

\[ d = \sqrt{d_z^2 + d_e^2} \] (5.11)

The stopping power considers the interaction of the emitted electron with other electrons/atoms inside the material. If these electrons are highly energetic (short de Broglie wavelength) they interact with (single) atoms elastically which means that their direction of motion changes. If the emitted electrons do not have high energy and are slow, they interact inelastically with atoms (valence electron). Hence, they lose energy. The core level electrons do not take part in these interactions unless the incoming electron’s energy is above the $K$–edge energy level (as an example higher than 284 eV in the case of carbon).

Under X-ray irradiation, the solid material tries to expand, but it is limited by the surrounding material. Therefore it expansion effort turns into stress
which is transported through the matter. The mechanical response is faster than the heat conduction inside the medium [76], [77], [62].

5.6 Absorbed energy per volume

The absorbed dose, sometimes also known as the physical dose, corresponds to the amount of energy absorbed per unit mass, from the deposited energy in the material at the time of exposure. Assuming that all the energy is absorbed within the volume limited by the attenuation length, dose is calculated with the Equation 5.12

\[ D = F \ast (1 - R)/d \ast n_a e \]  

The fluence (F) is defined in SI units by W/m². In damage studies, the fluence unit is usually defined by J/cm². The e is the electric charge (1.602 \ast 10^{-19}C) and \( n_a \) the atomic density (1.10 \ast 10^{23} atom/cm³ in the case of a-C). \( R \) represents the reflectivity and penetration (absorption) depth as explained in the last section is taken equal to the interaction (attenuation) depth \( d = d_z \) (This formula does not take into account the electron transport).

The amount of absorbed energy with respect to the beam footprint area decreases with a decrease in the incidence angle (from normal to lower than the critical angle). This happens because the cross section area of the beam irradiating the material increases when decreasing the incidence angle.

However, the dose is also affected by changes in reflectivity. Looking at reflectivity shows that, it decreases with decreasing angle from normal to grazing angles, which is an opposite effect compared to the absorption depth see Fig 4.2.
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Low-Z materials

FEL, compared to a synchrotron in which just the average peak power is high, delivers a photon beam with high peak power and high brilliance. Hence, it’s a challenge to design and construct the optical system for this type of facility. The challenge is to design the optical system in such a way as to preserve the beam quality (high peak power and brilliance) till the end station (experimental station) at the beamline.

The optical system at FEL is responsible for transport, focus, and dispersion of the radiation with as high precision as possible. Optical coatings on mirrors as well as monochromators are part of this optical system. Choosing a suitable coating has a huge impact on the beam transport process at these facilities. Light elements (low Z materials) show high reflectivity and low absorption over a wide wavelength range, which makes them preferred the candidate to be used for optical elements such as a coating on mirrors.

Carbon is among the low Z materials, and its absorption edge lies around 284 eV. Due to its high reflectivity, minimum absorption and high melting point, it is considered a possible coating material on XFEL optical mirrors.
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The pioneer FEL, FLASH based in Hamburg, has also used carbon as a coating on its beamline mirrors. CVD Diamond has a high melting temperature, high breakdown electric field, a large band gap of 5.5 eV and high chemical stability [78] and is considered to be a suitable candidate to be used as a single crystal monochromator’s component. Among metals, Nickel is the only possible candidate examined during this Ph.D. project. Among multilayers, MoB4C has been considered as a possible coating and tested in the scope of this project.

The focus was on testing the behavior of a-C coated mirrors and the CVD diamond monochromators which are the main subject in the performed experiments and this chapter. The study is divided in damage studies below and around carbon K−edge, higher than carbon K−edge energy regime, and at grazing and normal incidence angles.

6.1 Properties of amorphous carbon

Amorphous carbon (see Fig 6.2) is an allotrope of carbon, made up of a mixture of tetrahedral sp³ (Diamond-like) and trigonal sp² (graphite-like) carbon in various ratios and very small ratio of sp¹ (see Fig 6.3, 6.4). Diamond-like carbon has high sp³ content. Physical properties of a-C (such as mechanical and radiation hardness, biocompatibility, and chemical inertness) make it of high relevance in numerous domains ranging from X-ray optics to microelectronics [80], [81]. It can also be found as Hydrogenated amorphous carbon (a-C: H ) or Tetrahedral amorphous carbon (T: a-C) which is diamond-like and doesn’t have a crystal structure [82]. Melting threshold of carbon at 3800 K is about 0.98 eV/atom (estimated with simple formula $E_{\text{melting}} = 3K_BT_{\text{melting}}$).

Several different processes like annealing, irradiation by ions, electron and
optical laser pulses could initiate the phase transition in a-C [83], [84], [85]. Studies show that the a-C structure in all those processes has been modified and formed a more ordered structure configuration (graphite), in other words, it has undergone a transition from an amorphous structure to a crystal structure [86], [87], [88]. The other interesting part of the process is the time scale of these phase transitions, in other words, if the process is a thermal or non-thermal or a plasma formation transition takes place or not. Depending on the type of experimental condition thermal or non-thermal processes might take place. In the case of the FEL process with short, intense pulses of fs time scale, the damage is categorized to be non-thermal (it takes place in very first 100 of fs of the illumination in the case of graphitization, and for Si this lies within the first 300-500 fs) through photo-ionization and thermal processes take place.
after some 100s of ps (see following chapters and discussion 8, 9).

6.2 Amorphous carbon preparation

Single layers of a-C were deposited on a planar well-polished silicon substrate in an ultra-high vacuum chamber at Helmholtz-Zentrum Geesthacht Centre for Materials and Coastal Research (HZG) via dc magnetron sputtering (chamber was designed at HZG). The thickness of the samples was usually kept constant to enable comparison of the results in a coherent way and also because the experiments were mainly focused on short wavelength induced damage on thin layers.

The sample thickness (depending on the wavelength at which the experiment was planned) was about 40−45 nm to 1.4 µm. To compare the effect of radiation on bulk and thin layers of the a-C, coatings with different thickness were used. As an example one can mention the experiment at 177 eV at FLASH (see reference [16]). Two magnetron sources, placed in the deposition chamber have a diameter of 7.6 cm. During the sputtering (coating) process, the substrate was rotating (to produce a uniform coating), and it was water cooled. The sputtering gas was the argon with high purity of 99.99999% nm/s. Sputtering pressure was of the order of 0.05−0.5 Pa and the base pressure was less than 10⁻⁸ Pa. The deposition time varied between 0.02 and 0.2 nm/s, a computer driven shutter was responsible for controlling the deposition time. The manufactured films were analyzed via X-ray reflectometer. The reflectometry curves were simulated via D.L.Windt IMD program and compared with the results from the reflectometry experiments. The thickness and density of the films were also determined, e.g., the roughness of the 44 nm thin film was measured to be 0.5 nm [89]. For example, the roughness measurement performed via AFM on two different prepared coatings with 40 nm and 900 nm are presented in Fig 6.5. The 900 nm sample had an RMS roughness of 1.28 nm, the peak to valley value was 35.24 nm and maximum peak height has been determined to be 50.6 nm and the 40 nm sample's roughness was 0.4 nm RMS, the peak to valley value for this sample is 72.14 nm and maximum peak height was 80.5 nm. The bonding ratios of the films were characterized doing Raman spectroscopy. The ratio of $Sp^3/Sp^2 = 0.2$ [90] and density of 2.2 g/cm³ [91], [89] were determined.

6.3 CVD single crystal diamond

Diamond has a face-centered crystal structure (see Fig 6.6) and is a metastable allotrope of carbon. Compared to graphite, diamond has a less stable structure but it has a very strong covalent bonding of $sp^3$ type (see Fig 6.3, 6.4). Diamond has the highest hardness and thermal conductivity of any bulk material.

Single crystal diamond samples used for the European XFEL damage experiments were provided by the ElementSix company. These crystals are manufactured through chemical vapor deposition (CVD) synthetics. They are produced
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in high purity and are transparent in the UV-THz regime. They have high thermal conductivity and low absorption coefficient, hence suitable for optical applications. The CVD type employed in our experiments is 4.5 x 4.5 mm, 0.5 mm thick plates with, <110> edges. They have low nitrogen content and are polished with precise laser cut edges [93].
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Experimental technique

X-ray FELs are the source of short pulses, high-peak-power, and high-brilliance photon beams. This fact makes it challenging to construct the optical system for such facilities. These properties can render an optical element useless in a fraction of a second. Besides, it is possible to face new damage mechanisms that degrade optical components in the X-ray beamlines in comparison to storage rings/synchrotrons (at synchrotrons high average power load is the possible source of damage to optical elements). The characteristic properties of FEL facilities around the world differ from each other with regards to the wavelength range, peak brilliance and pulse parameters at which they operate. Therefore, the study of the damage mechanism at those different facilities is helpful to gain a vast knowledge of this process.

In this chapter, different characteristic parameters of various FEL facilities are briefly described. Special attention is dedicated to FLASH, where most of the experiments of this work were performed at. The experimental set up which was developed at FLASH for the most recent experiment with 4.6 nm wavelength (the wavelength varied between 4.7 nm and 4.5 nm. This probably was due to the two upstream carbon coated mirrors present in the beamline. Carbon mirrors are very sensitive around the carbon K-edge (at 4.37 nm). These mirrors absorb the radiation inside the water window and are therefore unsuitable for use at these wavelengths.) is described in more details in this chapter. Later in the chapter, the experiment's parameters at other facilities (at those experiments were performed) will be given.

7.1 FLASH Beamlines and baseline instrumentation

FLASH source runs at a maximum repetition rate of 10 Hz with 800 pulses in 800 µs long bunch trains [5], [94]. The beam can be distributed to the direct or the monochromator branch. The branches leading to beamline 1 (BL1), BL2 and BL3 utilizes the direct FEL beam. The three end-stations offer different focusing schemes leading to more or less intensely collimated FEL beams. The beam is distributed to the different BLs by switching one or two plane mirrors. An attenuation system based on gas absorption and a set of four gas monitors are used for the beam intensity and beam position determination before it gets
branched into different $BL$s. A variable line spacing spectrograph available at each $BL$ could monitor the beam spectrum parallel to user experiments.

To provide high degrees of reflectivity, avoid the risk of damage due to the high peak powers and minimize deformation of the mirrors at long bunch trains, very shallow incidence angles of $2^\circ$ and $3^\circ$ were chosen [5]. Damage experiments (for this work) at FLASH were done at two of the existing beamlines: $BL2$ (see section 7.1.1) and $BL3$ (see section 7.1.2). Each is equipped with ellipsoidal mirror with the focal point at 2 $m$ focal distance.

The fast shutter available at the beamlines behind the ellipsoid mirror makes it possible to work with single pulses.

Each of the experimental stations can be combined with a synchronized femtosecond optical laser system in a laser hutch and a THz source generated by an additional undulator through which the FLASH electron beam is passed. Both can be combined with FEL pulses for femtosecond time-resolved pump-and-probe experiments with a time resolution of 100 $fs$ [5].

### 7.1.1 $BL2$

$BL2$ [5] is equipped with ellipsoidal mirrors which generate focal sizes of $\sim 20 - 30 \mu m$ (FWHM). High-density carbon coated mirrors (0.5 $m$ long) have a low surface roughness, less than 5 Å over the full mirror length. The almost constant high reflectivity of these coatings was the reason for choosing them [5]. At $BL2$ there are 3 carbon coated mirrors available with grazing incidence angles of $2^\circ$ and $3^\circ$. At the experiment time (in 2008/2009) the transmission of the beam-line was calculated via reflectivity calculations considering each of the 3 plane amorphous carbon (a-C) coated mirrors in the beamline using the CXRO website [15]. During the experiment, samples were mainly placed in focus position. The focus spot size (smallest) was found to be 5 $\mu m$ corresponding to the maximum achievable fluence of 50 $J/cm^2$.

### 7.1.2 $BL3$

$BL3$ beam-line [5], which was used for our experiment in May 2011, is equipped with 2 plane nickel mirrors and 3 plane a-C coated mirrors (1 focusing mirror with a 2 $m$ focal point and 2 reflecting mirrors). The mirrors work under the grazing angles of $2^\circ$ and $3^\circ$ respectively. To obtain a Gaussian-like beam shape, circular apertures of various diameters (1, 3, 5 and 10 $mm$ ) were placed upstream to the focusing mirror and the gas monitor detector.

The focused beam FWHM is typically on the order of 20 $\mu m$, the unfocussed beam size 5–10 $mm$ (depending on wavelength). Users can install their own optics if needed. A back-reflecting multilayer mirror on this beamline makes it possible to vary the beam from a non-focused beam with $\sim 10 \ mm$ to $\sim 2 \ \mu m$ radius (we didn’t use the multilayer mirror in our experiment). Hence, it is possible to study a broad range of scientific fields (e.g. plasma physics, cluster science or materials research) [95], [96]. In the experiment close to the carbon K-edge, the pulse duration was on the order of 125 ± 25 $fs$, where the electron bunch was 300 $pC$. The wavelength during this experiment had an absolute
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uncertainty of 0.1 nm for the beam wavelength of 4.6 nm and the bandwidth shot-to-shot fluctuation was found to be negligible (see ref [94], [97]). The average energy per pulse was typically in the range of 10–90 µJ with peak values up to 170 µJ. The maximum repetition rate was 10 Hz and the 800 µs long bunch train contained 800 pulses.

7.1.3 Gas monitor detector

One of the common elements in all the beamlines is the gas monitor detector, known as GMD, which allows one to measure the pulse energy. The GMD used in our experiments was developed at FLASH. It was optimized for the current and future X-ray free electron laser facilities for shot-to-shot measurements. It has an online determination of the beam position and a temporal resolution better than 100 ns. The relative standard uncertainty of the photon pulse energy was measured to be better than 10 % (dominated by the inherent statistical shot-to-shot fluctuations of an SASE-FEL like FLASH). The photon beam position was measured to be below 20 µm. All these mentioned above were achieved at a quality checking test of this device [98]. An upgraded version of the device for the hard X-ray regime, X-GMD, was presented with a signal amplification up to 10^6 by means of an open electron multiplier for ion detection, which was tested at LCLS. There are four GMDs available at FLASH beamline construction, which are also used to determine the beam position for each pulse. Two of these are placed at the end of the accelerator tunnel and two others are in use at the beginning of the experimental hall. Between these two sets, a 15 m long gas attenuator reduces the FEL intensity by many orders of magnitude without changing the accelerator parameters.

Since the GMD detector (at FLASH) is located before the optical elements of the beamline, one should consider the beamline transmission after the optical element, in order to get the correct pulse energy values. The GMD is based on photo-ionization of a low-density noble gas or N₂, creating ions and electrons which are detected by a Faraday cup [98], [99] (see Fig 7.1).

\[ N = N_{ph} n \sigma l \]  \hspace{1cm} (7.1)

Where \( N \) is the number of electrons or ions and \( N_{ph} \) is the number of photons. The \( n \) represents the target density, \( \sigma \) the photo-ionization cross-section and \( l \) is the length of interaction volume.

Typically the ion signal, calibrated at a synchrotron storage ring with an uncertainty of 4%, was averaged over 25 s.

The electron signal was used to get (measure) individual pulse energies. The electron signal was calibrated by comparing its average to the average ion signal. Hence, the relative pulse fluctuations are dominated by the inherent statistical fluctuations of the FEL pulse intensities during the calibration and less than 1% for pulses of more than 10^{10} photons.
Fig. 7.1.: Schematic view of developed GMD at FLASH [85]. A Faraday cup counts the electrons and ions that are produced as the FEL pulse passes through the ionization chamber containing nitrogen or rare gases at very low pressure. After the faraday cup there are the two split electrodes to determine the horizontal position of the beam.

7.2 Dedicated set up for damage experiments

A spherical ultra high vacuum experimental chamber, specifically dedicated to the damage experiments, was built in 2005 [94]. This chamber is known as Free-Electron Laser Interaction with Solids (FELIS) and has been upgraded several times and recently modified for the experiment in 2011 at FLASH at a wavelength close to carbon K−edge (see Figs 7.2, 7.4).

There are several ports and windows available on it, which permit the attachment of devices like the sample holder which is attached to the motorized manipulator, various number of detectors, optical elements, vacuum pumps or viewport, etc.

The vacuum level in the chamber is adjusted via different vacuum pumps. A turbo pump reduces the vacuum down to $10^{-7}$ mbar and by means of an ion pump, the minimum achieved pressure is $10^{-9}$ mbar [97].

The experimental chamber as a whole body (including the sample holders manipulator and detectors), is mounted on an adjustable stand. The stand allows precise alignment of the primary experimental axis with respect to the incident FEL beam. The best irradiation position was where the focus is the best and the beam has its best spot size in the focus. By moving the chamber position via the stand in the beam direction, one can change the spot size of the beam (beam fluence).
7.2. Dedicated set up for damage experiments

7.2.1 Sample holder

The sample holder (see Fig 7.3) is made of stainless steel with holes to fix the samples to it. Its dimensions are $150 \times 60 \text{ mm}^2$ and thickness of $5 \text{ mm}$. In order to get a higher flatness, the sample holder was mechanically polished and attached to the sample manipulator. The center of the sample holder is at the approximately center of the experimental chamber [97].

The sample holder is attached to a motorized manipulator. This manipulator gives the degree of freedom to move the sample holder in X, Y, Z directions and allows rotations around the vertical axis perpendicular to the incoming beam direction. This configuration makes it possible to run angularly resolved measurements. The translation in the different directions is used to move the point at which the sample will be irradiated. The translation ranges are 5 cm and 10 cm in the directions perpendicular and parallel to the rotation axis, respectively. The Z-axis of the manipulator is aligned parallel to the primary experimental axis, which is defined by the center of two flanges (so called entrance and exit flanges for the FEL beam depicted in Figs 7.4, 7.5).

The samples were fixed onto the sample holder and were almost all the
Fig. 7.3.: View of the inside of the chamber from the sample holder with mounted samples on it.

Fig. 7.4.: Schematic view of the inside of the chamber, illustrating the sample positioning.
same size. Typically 10 x 10 mm\(^2\) or 10 x 20 mm\(^2\), up to a few mm thick (see Fig 7.3, 7.7).

### 7.2.2 Detectors

Several different in-situ diagnostics elements and detectors are mounted on the experimental chamber through flanges. These are: Multi channel plate (MCP), CCD camera, diodes, video microscopes, time-of-flight detector of emitted charged particles, optical spectrometer, pump-and-probe set-up and XUV radiation detectors (see Fig 7.5). All detectors and view ports are mounted on vacuum flanges (16 flanges are available in total) and are directed to the interaction point in the center of the experimental chamber. Due to a modular construction, the choice of the detectors can be adjusted to the specific experimental requirements. It is also possible to get a pump and probe set up installed to do time resolved microscopy.

Fig. 7.5.: Schematic view of the inside the chamber with the sample rotation axis.

**MCP detector**

The intensity of the scattered light has been measured by a Chevron-type Multi Channel Plate (MCP) detector, which was installed inside the chamber. The effective area of the MCP is 1 cm\(^2\) and there was no aperture installed in-front of it. Since MCP has been mounted on a rotational arm, it could rotate with the sample. Hence, it was possible to perform the angular resolved measurements (see Fig 7.5). A 1 GHz oscilloscope without any amplification, was used to measure the electrical signal of the MCP. In order to optimize the signal of the oscilloscope the MCP's bias voltage was adjusted to approximately 1400 V.

The detector was tested with use of the unfocused beam by correlating the pulse energy measured by the GMD with the amplitude of the MCP signal (see Fig 7.6). MCP and GMD signals roughly correlate. The limited correlation is
Fig. 7.6.: Correlation of the pulse energy measured by the GMD with the amplitude of the MCP signal when sample was exposed to 500 pulses attenuated below the multi shot damage threshold of Si sample [97].

most probably caused by the pointing instability of the FLASH beam which results in irradiation of slightly different places from shot to shot [97].

**XUV CCD camera**

The XUV CCD camera was used to monitor the position of direct or reflected beam. It was mounted at the beams exit flange at the back side of the experimental chamber. To avoid saturation (or in extreme cases damage), thin foils in front of the detectors were used as attenuator. Furthermore, the photocurrent was measured during irradiations as the ionizing FEL radiation leads to the emission of electrons from the samples (Fig 7.4, 7.5).

**Optical spectrometer and time of flight detector**

An optical spectrometer and time of flight detector (TOF) were used to observe the fluorescence and plasma emission. Electrons, ions and charged clusters of atoms emitted from the irradiated samples were detected and analyzed with respect to their masses and energies with the TOF. It is possible to measure the energy spectra of particles (ions and electrons) with the energy ranging from a few $eV$ up to few $KeV$. Detailed information on the design of the TOF can be found in the ref [94]. The ionizing radiation, like XUV photons, can lead to the emission of electrons from the samples. An oscilloscope was directly connected to the sample holder via a wire and measured the photocurrent.

**Video microscopes**

In order to position the samples with respect to the beam and surface monitoring, the two long video microscopes were involved. The focus beam diameter on the sample was of the order of 5 $\mu m$. Hence, a high resolution-imaging device
7.3 Alignment and experimental protocol

Starting the experiment needs precisely aligned experimental elements and components. These steps can be summarized as follows: Alignment of experimental chamber, determination of the samples’ coordinates, finding the focus position and the calibration of the grazing angle.

Alignment of the chamber axis means that the center of the chamber should approximately be at the focus position. This procedure is done in two steps: pre-alignment, using optical laser light and final alignment. In our case, a He-Ne laser beam which is collinear with the FEL beam served this task. During this process, the motors of the manipulator were kept in the middle of their travel ranges. At this point, the two online microscopes were used. In this way, the height and the horizontal position of the chamber were aligned. Here the position of laser light on the sample holder was observed while the chamber was transported on the stand. If the spot position was always seen unchanged and static, that point was the best alignment position.

Further, the offset angles for the rotational motor on both sides of the sample holder were calibrated (the read-out of the motors position while the He-Ne laser beam was under normal incidence angle to the holder’s surface). Similar alignment procedures were repeated using the FEL beam and plasma emission from metals or fluorescence from a Ce: YAG crystal.

The samples were mounted on the sample holder in the clean room. Each sample was given a defined coordinate system with a horizontal and vertical axis (see Fig 7.7), lying in the plane of the sample’s surface. This made it possible to have a map, on which one can picture the movement of the FEL beam on the surface of the sample. The sample holder was then, mounted on the manipulator. The manipulator’s angular and height accuracy are respectively better than $0.1^\circ$ and 100 $\mu$m.

The focus of the beam on each sample was examined by studying the imprint of the beam on a PMMA sample (see Fig 7.8). At different positions with respect to the chamber, imprints were made and observed by means of online microscopes. The focus shape changes due to astigmatism at different positions. The best focus position was where the imprints were most circular in shape.

As the samples have all a certain thickness, this could effect the best focus position. Hence, their thickness was measured and taken into account while positioning them. An optical microscope with accuracy better than 50 $\mu$m was used for this purpose, where the depth of focus was measured.

In order to control the angle of the incident beam on the sample, the offset angle to rotate the motors had to be found. The angles normal to the sample’s surface and the normal to the samples holder are collinear and the offset angles for a rotational motor were the same.

Finding the correct grazing angle is done via the following steps. In order to measure the direct beam position, a charge coupled device ($CCD$) was mounted...
behind the sample holder. By inserting the sample in the beam it was possible to measure the position of the reflected beam on the CCD. The distance between the sample and the CCD measured as "a" and the horizontal distance between the straight and the reflected beam was noted as "b" (see Fig 7.9). The grazing angle can be calculated by

\[
\frac{b}{a} = \tan(2\alpha)
\]  

(7.2)

The next step was to compare the angle with the rotational motors position and the offset angle for the given sample was calculated with an accuracy better than 0.1°. Here, the flatness of the samples is an important factor, which had to be considered. For selected samples, we measured the offset angles at different positions. It was found out, that in almost all cases the samples flatness (variations of the offset angles) was better than 0.1° (with one exception of 0.3°).
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Fig. 7.8.: PMMA 5 µm was shot at 13.5 nm at FLASH (11-08-2008) to find the beam size and focus point, the highlighted area is taken to be the beam area and it was measured to be 101.4 µm².

7.3.1 Sample irradiation procedure

After positioning the samples under the focus of the beam at the proper angle, the irradiation was initiated. This means that through the specific filters or just by tuning the gas attenuator the pulse energy was tuned and the fast shutter was used to expose the samples to single shots (or multiple shots). Here the steps are defined by the user. The coordinates at which the shots should be made and motors should move to are given to the motors beforehand. The exposure time could also be changed. During FLASH experiments the pulse duration mainly is about 30 fs but in the previous experiment performed in the frame of this work in 2011, it was upgraded to 125 fs. In order to make sure

Fig. 7.9.: Schematic view of the inside of the chamber showing the angle determination
everything works properly before starting to irradiate the sample with single shots, whether at the beginning of the line or at one of the corners of the sample (at edge), several shots (multi shots) were done as marker (see Figs 7.10, 7.11).

Fig. 7.10.: Maps of amorphous carbon sample with 1.4 µm thickness, exposed to single shots at LCLS 2009 with 830 eV. On the left side, one can see the picture taken from the sample after the shots. The numbers (names) of the lines are marked and the shot direction as well. The right pic is the image of the sample itself after the shots are made. The pictures are taken via Nomarski microscope.

Fig. 7.11.: Marker on the map of amorphous carbon sample with 890 nm thickness, exposed to single shots at FLASH 2008 with 177 eV. Scale size on the bottom right side is 20 µm.

It’s important to know which damage spot has been made by which amount of pulse energy. Hence, simultaneously, a map of shots in written format was prepared by hand while doing the shots, where the number of lines and the beginning of each line is recorded in writing. It’s also important to have specific signs, giving hints where shots start and where do they end. Besides the number of shots in each line, the time at which experiment starts and ends on each sample should be documented. The online microscopes allow monitoring the appearance of damage and adapting the pulse energy. The image of one of the damaged samples is depicted in Fig 7.10.
7.4 Setup at other FEL sources

In addition to the experiments performed at FLASH, several experiments were performed at other FEL sources. In this section, these setups will be briefly described.

7.4.1 Soft X-ray setup at SCSS

The experiments at wavelengths of 51 and 60 nm (24, 20 eV) were performed at the SCSS (Spring8 Compact SASE Source) light source. These experiments were single shot experiments in which the maximum pulse energy went up to 10 \( \mu \)J for 51 nm and up to 30 \( \mu \)J for 60 nm wavelength. The characteristic parameters are given in Table 7.1. The beam size was measured using two different methods: scanning a pinhole and ablation analysis. An image showing the setup used for this purpose is shown in Fig 7.12. The position of the GMD and gas attenuator are shown in Fig 7.13 and the beamline design in Figure 7.14. The fluence was varied using an argon gas attenuator and solid thin Tin (Sn) filter. The pulse energy was measured with GMD. The postmortem analysis were done ex-situ. The chamber used in this experiment is depicted in Fig 7.14.

<table>
<thead>
<tr>
<th>wavelength (nm)</th>
<th>pulse energy (( \mu )J)</th>
<th>pulse length/fs</th>
<th>line bandwidth</th>
<th>max repetition rate (Hz)</th>
<th>beam divergence (mrad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>10</td>
<td>100</td>
<td>1%</td>
<td>60</td>
<td>0.2</td>
</tr>
<tr>
<td>60</td>
<td>30</td>
<td>100</td>
<td>1%</td>
<td>60</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 7.1: Characteristic parameters at SCSS in Japan 2010. [101]
7.4.2 LCLS Atomic, Molecular and Optical Science (AMO)

This soft X-ray beamline at LCLS provides intense ultra-short soft X-ray pulses, generated by the free electron laser. AMO is designed to minimize losses and deliver the maximum possible X-ray intensity to the interaction region. In order to maintain the high peak brightness of the LCLS X-ray pulse, a minimal set of optics is used to deliver the beam to the target in the AMO instrument. Figure 7.15 gives an overview of the design of the beamline and its parts. There

Fig. 7.13.: Gas attenuator and Photon intensity monitor at SCSS in Japan in 2010 [102], [103], [101].
Fig. 7.14: (a): Design of the experimental beamline at SCSS in Japan [101]. (b): The experimental beamline and chamber. (c): The experimental chamber.
were 5 B4C coated mirrors (3 flat and 2 curved, KB focusing mirrors) installed. The angle of incidence was 14.5 mrad. In addition to the three soft X-ray offset mirrors (SOMS) that deliver the beam to the soft X-ray branches, two planar-elliptically bent Kirkpatrick-Baez mirrors are used to focus the beam to approximately 1µm in the first interaction region within the high-field physics chamber. The mirrors can be bent to various radii, allowing the focus to be moved along the beam or the size of the beam in the interaction region could be varied as desired for the experiment. At the more downstream interaction region in either the CAMP chamber of the Diagnostics chamber, foci’s of ∼3−5 µm can be achieved [104].

In the case of this work, the damage experiment performed at this beamline ran at the first commissioning time. At this time the FLASH Gas monitor detector based on ionization of rare gasses was used (see Fig 7.15).

A Faraday cup was installed right behind the focusing mirror [105], which was used to detect the photoelectrons and photo-ions. The other purpose of the experiment was to compare the FLASH designed Gas monitor and the alternative gas monitor based on photoluminescence (see Figs 7.15, 7.1) in nitrogen designed by Livermore IOF. Hence, after the comparison, the photoluminescence detector was used for reading the pulse energies here. The attenuators are far upstream in the beamline design.
7.5 Damage characterization

After experiments, several ex-situ nondestructive postmortem studies on the samples were performed. The effects of irradiation were investigated using different types of analysis techniques. One of the great challenges of these analyses is to perform measurements on micron-sized structures (the typical diameter of the damaged spots). Two main types of techniques can be distinguished:

- surface analyses providing information on the shape/morphology of the irradiated spots
- structural analyses providing information on phase transitions or structural changes
7.5.1 Nomarski Microscope

Differential interference contrast microscopy (DIC), also known as Nomarski Interference Contrast (NIC) or Nomarski microscope' works on the principle of interferometry to gain information about the optical path length of the sample, to see otherwise invisible features. The phase contrast first was developed by Frits Zernike in the 1930s. The basic differential interference contrast (DIC) system, first devised by Francis Smith in 1955, is a modified polarized light microscope with two Wollaston prisms added, one to the front focal plane of the condenser and a second at the rear focal plane of the objective. Several years later, Georges Nomarski, a Polish-born French physicist, modified the standard Wollaston prism configuration to enable the exceedingly thin optical components to be physically located away from the aperture conjugate planes [107].

The wave pairs (see Fig 7.16) employed in differential interference contrast are generated by the action of a birefringent beamsplitter (either a Wollaston or Nomarski compound prism) on a plane-polarized wavefront of coherent light originating from a tungsten filament and focused into the front focal plane of the microscope condenser (where the beamsplitter is positioned). When a pair of coherent light rays produced by the beamsplitter encounters a phase gradient, due to the refractive index and/or thickness variations, each ray will become deformed and experience a slightly different optical path difference when traversing through the specimen. Upon emerging from the specimen, the rays will be unequal in phase. The difference in the optical path is translated by the DIC microscope into a change in amplitude in the final image observed through the eyepieces. However, from simply examining the image, it is impossible to determine whether the phase gradient in the specimen occurs because of differences in refractive index or thickness (or both). This uncertainty is due to the fact that optical path difference is derived from the product of refractive index and thickness. Hence, lacking independent information about either quantity is the origin of the fact that the difference cannot be ascertained. An image of a damaged spot on a-C took via Nomarski microscope is depicted in Fig 7.16, clearly the different colors and color tones show the damage spots and their sizes and changes from the undamaged part.
Fig. 7.16: (a): Idealized schematic diagram of the major components and light pathways through a typical DIC microscope optical train [107]. (b): A DIC microscope image taken from a damage spot on a-C (890 nm thick on Si substrate) sample. The sample was exposed to a single pulse with 4.83 µJ energy at FLASH. The experiment was performed at 91 eV photon energy. The scale is 20 µm.
7.5.2 Atomic Force Microscopy

The Atomic Force Microscope (AFM) (depicted in Fig 7.17) is a tool with which one is able to have a closer look at the area of damage with a resolution less than 0.1 nm, showing the material extrusion [108]. Most AFMs use a laser beam deflection system nowadays, introduced by Meyer and Amer, where a laser is reflected from the back of the reflective AFM lever and onto a position-sensitive detector. The Atomic force microscope relies on the forces between the tip and sample, knowing these forces is important for proper imaging. The force is not measured directly but calculated by measuring the deflection of the lever and knowing the stiffness of the cantilever. Hook's law gives \( F = -kz \), where \( F \) is the force, \( k \) is the stiffness of the lever, and \( z \) is the distance the lever is bent.

AFM measurements providing a 2D depth map of the low fluence irradiations show the formation of a bubble-like damage or craters. Finding of the changes of the roughness can provide us information on the effect of electronic dynamics inside the matter and providing information on the reflectivity changes. The AFM measurements were done at different institutes.

The facilities belong to Physics department of University of Hamburg (Laser Institute and Experimental institute) and CFEL institute at DESY in Hamburg. Measurements were done in scanning mode at CFEL. An example of this type of measurement is depicted in Figure 7.18. AFM images of a damaged spot on a-C at SCSS with 4.8 \( \mu \) J pulse energy are depicted in Figs 7.19, the photon energy was at 24 eV. The White Light Microscopic (WLM) image of this spot is depicted in the section 7.5.4 to give an idea and comparison of the two techniques.
(a) AFM profile image of a-C sample damaged at FLASH at 91 eV photon energy, with 2.97 \( \mu J \) pulse energy. The coating was 890 nm thick. The profile lines are numerated.

(b) AFM measured profiles depicted here.

Fig. 7.18.
(a) An AFM image of the damage spot on a-C (50 nm thick on Si substrate) sample. The sample was exposed to a single pulse with 4.8 \( \mu \text{J} \) energy at SCSS Japan. The experiment was performed at 24 eV photon energy. Lines present where the profiles are measured.

(b) Its measured Profile.

Fig. 7.19.
7.5.3 Raman scattering

Fig. 7.20.: Simple schematic of Micro-Raman spectroscope.

Raman scattering is named after Indian physicist C. V. Raman who discovered it in 1928. The technique is used to study changes in chemical bonding (see Fig 7.20). The incident photon excites one of the electrons into a virtual state. If the molecule gets excited from the ground state into a virtual energy state, then relaxes into a vibrational excited state, this will generate the stokes Raman scattering. If the molecule is already in a vibrational excited state before scattering and it ends in the ground state afterward. The detected wavelength would have a shorter wavelength, which is called the anti-stokes scattering. Raman scattering can be described as the inelastic scattering of photons by phonons due to the change of polarization caused by the phonon mode. Changes in molecular polarizability or deformation of the electron cloud with respect to the vibrational coordinates will result in observing the Raman effect. The Raman intensity is defined by changes in amount of polarizability and the Raman shift by the vibrational level. The analysis were performed with a micro-Raman spectrometer (Renishaw Ramascope, model 1000) coupled to an optical microscope focusing the $\lambda = 514.5 \, \text{nm}$ laser beam to a 2 $\mu\text{m}$ spot diameter. At 514.5 nm the $sp^2$ [109] have a much higher scattering rate compared to $sp^3$ bonds [110]. Measurements were performed on several samples from each experiment at FLASH, LCLS, etc. A Raman spectrum of the amorphous carbon sample, which was damaged via a single shot with the pulse energy of 6.50 $\mu\text{J}$ at FLASH with a photon energy of 177 eV is depicted in Fig 7.21. The G and D peak lie at around 1560 and 1360 $1/\text{cm}$ respectively (for visible excitation).
7.5.4 White light interferometer

This topography measurement is based on a technique called white light interferometry that scans the surface height of the test object. To achieve this, a beam splitter divides the beam coming from a white light source into two parts. The reference beam is reflected from a reference plane while the measurement beam is incident on the test object. When changing the distance between the sample and the interferometer, optical interference occurs at every point of the surface where the optical path length is exactly the same for the reference and the measurement beam. During the vertical scan, the interference patterns are captured by the video camera while the software computes the topography from this data. The white light interferometer used at European XFEL Lab
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Fig. 7.22: White Light Interferometer image of the a-C damaged at SCSS. The single shot with 4.8 µJ with photon beam energy of 24 eV.

is from OPTICAL PROFILING SYSTEM, WYKO and the model is NT9100. Figure 7.22 is an image of one of the damage spots on an a-C sample which was damaged at SCSS under 4.8 µJ pulse energy with photon energy of 24 eV at normal incidence. The specific parameter of the WHL used in this project are given in Table 7.2.

<table>
<thead>
<tr>
<th>Vertical Resolution (nm)</th>
<th>Field of view (with the 50x and 1x FOV lens) mm x mm</th>
<th>Field of view (with the 2.5x and 1x FOV lens) mm x mm</th>
<th>Working distance (with the 50x) mm</th>
<th>Working distance (with the 2.5x) mm</th>
<th>Optical resolution (with the 50x) µm</th>
<th>Optical resolution (with the 2.5x) µm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.13 x 0.10</td>
<td>2.53 x 1.90</td>
<td>3.4</td>
<td>3.5</td>
<td>0.49</td>
<td>3.82</td>
</tr>
</tbody>
</table>

Table 7.2: Characteristic parameters at SCSS in Japan 2010 [101]

7.5.5 Photoemission spectroscopy and Scanning Electron Microscopy

In different electron microscopy techniques, (e.g. scanning electron microscopy (SEM) and transmission electron microscopy (TEM)), the energy loss of electrons after being (inelastically) scattered, will be registered. In SEM as an example, an electron beam is used to probe the sample surface. The signal result from interactions of the electron beam with atoms at or near the sur-
face of the sample via secondary electrons is registered via a detector. In the most common or standard detection mode, (secondary electron imaging), the SEM (see Fig 7.23) can produce very high-resolution images of a sample surface, revealing details less than 1 nm in size. At the same time, these methods are either limited in energy resolution, surface sensitivity or are destructive. Besides Raman and AFM spectroscopy, the Photo Emission Spectroscopy (detecting photo electrons emitted from the top few layers of the specimen) is an alternative method. Photoemission spectroscopy (PES) as a well-established technique can be used to characterize a-C [80], [111], [112] and its $sp^3$ and $sp^2$ content. This method is explained in section 8.3. The experiment was performed at the Elettra synchrotron facility.

SEM uses the electron beam and excites the atoms of the sample. The back scattered, secondary electrons (SE), characteristic X-rays, light (Cathode-Luminescence) (CL) are among all the possible products of this interaction. But usually its possible to detect one of these products, e.g the secondary electrons (SE) can be detected (with one device). Ejected secondary electrons have low energy, get accelerated towards an electrically biased grid and further towards a phosphor or scintillator positively biased to about +2000 V. After this process, these electrons have significantly high energy cause the scintillator to emit flashes of light. The amplified electrical signal output by the photomultiplier is then displayed as a two-dimensional intensity distribution that can be viewed and photographed. One can compare the Nomarski Microscope, AFM and SEM image of the same spot (see Figs 7.24 and 7.25). In order to use the
SEM, the sample should get cut into small pieces, this can damage the whole sample (since samples are thin). The AFM or the white light interferometer are less destructive methods in order to get a clear vision of the surface topology.
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Fig. 7.24.: SEM, AFM, Nomarski microscope images taken at the damaged spot on amorphous carbon sample (890 nm thick on Si substrate) exposed to the 91 eV beam with single shot pulse energy of 4.83 µJ at FLASH. The three SEM images step by step zoom inside the damaged spot and show more details. From the top, the first image has 10 µm scale and the second taken with 5 µm and the third with 2 µm. The rough surface is completely obvious that smooth surface of a-C has turned into a rough graphite surface. There is a swollen observable area around the damaged spot which might have been created due to shock waves as the pressure goes high inside the hot plasma of free carriers. Since the material can’t expand easily towards the rest of the volume, it causes a shock wave to reduce the pressure inside the damaged region. This also causes the material not to be easily removed from the surface [113]. The other reason might be due to beamline aperture which causes some other parts be illuminated by the beam at the time of exposure. This defect could be also created at the boundary between Si and a-C. From the heat diffusion simulation in chapter 9 it can be seen that material (a-C and Si) has reached melting temperature at this pulse energy which causes the larger damage area and explains the deformations observed on the surface.
Fig. 7.25.: Nomarski microscope, AFM and SEM images taken of the damage spot on amorphous carbon sample (890 nm thick on Si substrate) exposed to the 91 eV beam with single shot pulse energy of 2.97 µJ at FLASH. From the heat diffusion simulation in chapter 9 it can be seen that material (a-C and Si) was melted at this pulse energy.
Chapter 8

Damage Investigations

Damage experiments under the scope of this project were performed at different Free Electron Laser (FEL) facilities around the world. The specific wavelength desired for further investigations of the damage process was among the criteria of why a specific FEL facility was chosen over another.

Most of the experiments were performed at FLASH [114]. Each of those was focused on a different wavelength. The experiments were performed using normal and grazing angles (smaller than the critical angle) defined for each wavelength. The performed experiments are listed here.

1. 20 eV at normal incidence angle at SCSS in Hyogo Prefecture (Japan) on CVD diamond and a-C samples
2. 24 eV at normal incidence angle at SCSS in Japan on CVD diamond and a-C samples
3. 91 eV at normal/grazing incidence angle at FLASH in Hamburg on CVD diamond and a-C samples
4. 177 eV at normal/grazing incidence angle at FLASH in Hamburg on CVD diamond and a-C samples
5. 269 eV at normal/grazing incidence angle at FLASH in Hamburg/Germany on CVD diamond and a-C samples as well as on Ni and MoB4C
6. 830 eV at normal incidence angle at LCLS in California/USA on CVD diamond and a-C samples

Table 8.1 represents parameters such as pulse duration at each experiment. The damage investigation procedure is divided into "Surface analysis" and "Structural analysis". The surface analysis provides information on the morphology of damaged spots. The Structural analysis provides information on structural changes of the material under irradiation.

The surface analysis includes determining the size of damaged areas (this is about $\mu m^2$ in dimension), 'Nomarski microscopy' was the best tool for making this type of measurement (see section 7.5.1). Example images of damage spots
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<table>
<thead>
<tr>
<th>Photon energy (eV)</th>
<th>angle (°)</th>
<th>Pulse duration /fs</th>
</tr>
</thead>
<tbody>
<tr>
<td>890</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>269</td>
<td>90</td>
<td>125</td>
</tr>
<tr>
<td>177</td>
<td>90</td>
<td>30</td>
</tr>
<tr>
<td>91</td>
<td>90</td>
<td>30</td>
</tr>
<tr>
<td>24</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>20</td>
<td>90</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 8.1.: Damage experiment parameter on CVD diamond/a-C at different photon energy levels.

on both single CVD diamond crystal and amorphous carbon are depicted in Figs 8.1, 8.2, 8.4. These images are the initial snapshots in determining the damage threshold, explained in further detail in the next section. The White light interferometer, AFM and Scanning Electron Microscopy (SEM) (all explained in section 7.5) are other surface analysis methods which are used to obtain information on the morphological level. Micro-Raman spectroscopy [80] and SPEM [115] make it possible to gain information on the changes of the local atomic order and electronic properties of the damaged spots respectively. It is also possible to apply Scanning Transmission Electron Microscopy (STEM) as an additional method for structural analysis. This destructive method is applied when all other measurements are performed on the sample. To characterize the long-range order (crystalizing order) of the matter, X-ray diffraction would provide the necessary information [100], [116].

8.1 Damage threshold

Damage threshold energy is defined as the minimum amount of energy deposited in the matter, by which the first sign of damage can be detected (this includes changes of the reflectivity or roughness that when compared to the sample’s initial state are considered as damage). This is measured postmortem in the frame of this work.

The procedure for damage threshold retrieval starts with taking images from each damage spot on each sample. The microscope used in the frame of this work had a resolution between 500 nm and 1 µm and was bought from Lesia company. Recognizing the damage spots is often not straightforward. Observation of any changes in color or removal or expansion of the material is key to recognizing the damaged area. At very high fluence, the substrate might be affected by the beam (melted, ablated, etc.). This can be seen in Fig 8.2. In this case, the sample coating was not thick enough in comparison to the beam penetration depth. The beam has reached the substrate at high fluence, where it melted the substrate and caused a larger beam imprint area on the spot.

After preparing the images, the next step is to measure the area of each damage spot and document them with regards to their position. This is a com-
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Fig. 8.1.: Damage spots on CVD diamond and amorphous carbon samples. These are exposed to single shots at LCLS with 830 eV photon energy. From left to right the pulse energy increases and one can see that the damage is more intense. These images are taken existu, via Nomarski microscope. With increasing the pulse energy, the shock waves appear in CVD diamond. Through heat diffusion part of sample get melted (including the Si substrate) in the case of a-C (amorphous carbon). The scale is 20 µm in all these pictures.

A complicated task, in some cases what is observed under the Nomarski microscope is not necessarily the initial beam footprint with its specific shape. It is possible to observe different phases or shades on one damage spot. The fluence of radiation causing the damage is a means to discern the response of the matter to the radiation. Hence, the inaccurate definition of beam footprint can lead to wrong interpretations of the data. For measuring the areas a software package called Gimp was used. Gimp is a graphical tool with maximum possible accuracy to measure the area of each damaged spot.

It should be taken into account that the area of each damage spot (see Fig 8.4) represents a cross section area of the beam with a specific fluence at the sample. This area changes with the pulse energies used to make each damage shot. In the case of a real Gaussian beam, the $1/e$ of the full width at the Half Maximum of the beam intensity profile is proportional to the beam area (see Fig 8.3). This means that in the case of the Gaussian beam, at $1/e$ of the FWHM, the beam has an area which is proportional to $r^2$, where $r$ is the radius of the beam (Liu’s method [117]). If we consider a Gaussian beam described by spatial and temporal dimensions, where $r$ is the beam radius and $c$ and $f$ are the beam spatial and temporal radius, at $1/e$ of the beam, the intensity contour (beam waist) respectively will be in the following form

$$I = I_0 e^{-r^2/c^2} e^{-t^2/f^2}$$ (8.1)
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Fig. 8.2.: The schematic view of the damaged spot on the amorphous carbon sample in the experiment at FLASH May 2011 with 269 eV. The sample thickness was small (1.4 µm) for this photon energy and the beam has penetrated into the substrate, and one of the following effects may be responsible for what one observes on the surface. It may be that the coating is peeled from the substrate, from the AFM image taken one could estimate about 0.5 nm to be the height of the swollen surface. The second possibility for this effect is that the substrate was melted at higher fluence and pushed the coating to the top, towards the outside. It is possible that the coating had a defect at that region of the sample (attenuation length at 269 eV is approximately 2.2 µm).

Taking the spatial part into account will give

$$E(r) = E_0 e^{-r^2/2c^2} \tag{8.2}$$

Then the radius of the beam on the plane perpendicular to the beam propagation can be taken out by

$$ln(E) - ln(E_0) = -r^2/2c^2 \tag{8.3}$$

$$r = c\sqrt{2ln2} \tag{8.4}$$

$$2r = 2c\sqrt{2ln2} \tag{8.5}$$

The next step is determining the corresponding pulse energy with which each damage spot has been created. Each damaged spot has been created by a certain amount of energy in a single shot (or multi shots in a multi shot damage
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Fig. 8.3.: Comparison between beam profile in the case of a Gaussian (lui’s method) and Non-Gaussian beam (F-scan method)

experiment). Hence, the corresponding pulse energy causing the damaged spots should be found from GMD data set by comparing the bunch ID number and other necessary parameters. For this purpose, there is a small algorithm written in MATLAB, which helps to find the corresponding energy values for each damage shot on each sample.

The pulse energy of each single shot is then plotted versus the corresponding damage area of each shot (see Fig 8.5). The energy threshold is determined by fitting the experimental points (red dotted line in graph). For this purpose the given logarithm-based fitting function in equation 8.6 was used.

\[
S = a + b \times \ln(E)
\]  

(8.6)

where \(S\) represents the area of each damage spot and \(E\) the corresponding pulse energy as described in refs [117], [118]. The \(a\) and \(b\) are taken as area dependent parameters (\(area=ln(E)\) at any point). The fit contends exclusively with the \(ln\) of a number (which is the \(ln\) of energy/energy threshold) and not on a unit. At \(E = E_0\) this area would turn to be 0.

Fig. 8.4.: View of the damage spot on the CVD Diamond sample at the experiment at FLASH may 2011 with 269 eV.
The energy threshold is found by extrapolating the low-energy linear part (with the help of the linear fit) of the Liu’s plot to zero crater area (see Fig 8.5). Due to the fluctuations of the data points, the energy threshold is determined within a certain degree of accuracy. The statistical uncertainty method on the fit parameters is used to determine the error bars of the energy threshold.

To determine the size of the beam, the F-scan method is constructed. In that method, the ratio of the energy of each pulse to the damage energy threshold (the ratio of fluence for each pulse energy to the fluence threshold) is plotted versus the beam imprint area of each damage spot. This is represented in Fig 8.5. This is a one-dimensional representation of a two-dimensional beam profile which is normalized to the unity and can be fitted by the sum of two exponential functions. Which can also be used in the case of non-Gaussian beam shape (when the beam profile consists of a Gaussian-like central peak surrounded by a broadened pedestal or wings (see Fig 8.3)). The integral under the fitted curve represents the effective area of the beam.

The ratio of the energy threshold to the effective beam footprint area \( \left( \frac{E_{th}}{S_{eff}} \right) \) is the damage fluence threshold. By this definition, fluence threshold describes the necessary amount of energy (\( \mu J \)) to be absorbed per unit area ((beam size) 1/cm\(^2\)) to cause the damage.

The method reported in references [120], [118], [121] assumes that the \( PbWO_4 \) ablation threshold remains constant and independent of the impinging peak fluence and of any energy transport processes such as diffusion [80], [122]. It is based on single-shot ablation imprints in lead tungsten (\( PbWO_4 \)). This is a good reference for checking the accuracy of the beam size calculated via the F-scan method. To characterize the focused beam, we have used (e.g., at FLASH May 2011) this method. The beam size can be measured via the beam imprint size on the \( PMMA \) (or \( PbWO_4 \)) sample. The \( PMMA \) sample was 5 \( \mu m \) thick. It was spin coated on a silicon slab, which was used for determination of the size of the focused beam. The pertinent information lies within the amount of absorbed energy per atom at the threshold. In order to obtain the threshold dose, it is assumed that all the energy is absorbed in a volume, limited in depth by the value of \( dz \) (absorption depth). Nevertheless, in the conduction band, the electrons ionized by the X-ray photons can diffuse into a volume larger than the effectively irradiated one. The mean free path of these electrons can be evaluated by using simple assumptions and considering the data of the stopping power of electrons [75]. Taking the electron stopping power into account would result in new values of dose and attenuation lengths especially at grazing incidence angles. In any case the dose threshold values were determined by the formula (dose) defined in chapter 5 in section 5.6 via Equation 5.12. It should be mentioned that in all these experiments the pulse duration was within the femtosecond (\( fs \)) regime. The maximum pulse duration at latest experiment at FLASH in 2011 was around 125 \( fs \).
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Fig. 8.5: (a): The damage spots on PMMA (green dots measured via Nomarski microscope) and PbWO4 (black dots measured via Nomarski microscope) to measure the beam size at FLASH May 2011 with 269 eV. The red dots are the extrapolated data points and the red dotted line is the linear fit function defined in reference [117]. (b): An F-scan derived from PbWO4 and PMMA ablation imprints. The PbWO4 data were fitted by a sum of two exponential functions applicable as a model for a Gaussian beam surrounded by an extended background. Determined parameters are: \( f_{01} = 0.79 \pm 0.015 \), \( S_{01} = 8.90 \pm 0.32 \), \( f_{02} = 0.209 \pm 0.012 \) and \( S_{02} = 62.3 \pm 2.9 \). These are samples examined at FLASH in May 2011 with 269 eV photon energy [119].
8.2 Experimental Results

The experiments performed in the context of this project can be divided into two main groups; below and above the carbon K−edge. The results of the experiments below carbon K−edge at normal incidence are outlined here first. Afterward the results of the experiments above the K−edge are presented. Next, the results of experiments at grazing incidence angles with three different photon energies are reported. Some of the results are presented here and the rest in Appendix A.

8.2.1 Below and around carbon K−edge

The lowest photon energies with which the damage experiment was performed were 20 and 24 eV at the SCSS facility. This was followed by energies at 91 and 177 eV, which have been performed at FLASH. The most recent experiment in the frame of this project was performed at FLASH at 269 eV (4.6 nm wavelength), where due to some effect (two upstream carbon coated mirrors at beamline) the wavelength value could not be fixed, and it was fluctuating. This caused an uncertainty factor of ±0.1 nm of the wavelength for that experiment. This error bar corresponds to the uncertainty of the absolute value of the wavelength and not to the pulse-to-pulse jittering (fluctuations), which has been measured and found to be negligible (around 1e−3 nm). The pulse duration was estimated to be 125±5 fs and the electron bunch during the experiment was evaluated to be 300 pC.

To extract the damage fluence threshold as described in section 8.1, the energy threshold, and beam imprint areas are determined. These are depicted below (e.g. Figure 8.6). The first graph shows the dataset used to determine the energy threshold. Where the x axis is plotted in logarithmic scale, representing the pulse energy of each damage spot and the y axis representing the beam imprint area of each damage shot and is in linear scale. The second graph illustrates the beam effective area (so called F-scan method (sometimes mentioned as Q-factor method) [118]).
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Fig. 8.6: CVD diamond sample exposed to the 177 eV beam with single shots at FLASH at normal incidence angle. Top panel shows the plotted pulse energy \( \ln(E) \) vs the damage footprint area. Bottom panel represents the F-scan method, where the footprint areas are plotted vs the corresponding normalized pulse energies for each shot. The integral of the area underneath the curve (fit line) gives the effective area of the beam. This method is explained in Section 8.1.
8.2.2 Above carbon K–edge

The highest photon energy in the frame of this project, at which the damage experiment was performed, is 830 eV. That experiment took place at LCLS. As an example, Figure 8.7 represents the threshold energy and beam effective area determination on a-C at this photon energy.

![Amorphous carbon LCLS](image)

Fig. 8.7.: Amorphous carbon exposed to the 830 eV beam with single shots at LCLS. The Top panel shows the pulse energy in logarithmic scale vs the measured footprint area. The fit gives the energy threshold. The Bottom panel represents the plotted areas vs normalized pulse energies (for each shot) with the energy threshold evaluated in the top plot. The integral of the curve under the fit gives the effective beam area (see Section 8.1).

In all these experiments the samples had almost uniform quality. The a-C samples were prepared by GKSS group and were made of 50-60 nm a-C coating on a Si 60 µm substrate. The CVD samples were all ordered by ELEMENT SIX Company.
8.2.3 Below carbon K–edge and at grazing angle

It is critical in the design of any (safe) beamline to know the maximum fluence that can impinge on the optical elements for a given photon energy without damaging them. Since X-ray mirrors work under total external reflection geometry (at the grazing angle which is smaller than the critical angle $\theta_c$ (see Equation 4.35)), the energy deposits in the very few first nm layers of the coating, which can be characterized by the absorption depth $d_z$ (see Equations 5.8 and 5.11).

As a high flux of radiation is desired in any beamline, the reflectivity of these mirrors (their coatings) at those certain photon energies and grazing angles is one of the critical parameters which should be considered while choosing the optical coatings.

![Damage on amorphous carbon at grazing angles of 4.3° and 7.7° at 177 eV at FLASH. Comparing changes of the attenuation length and reflectivity on the thin (40 nm) and bulk (900 nm) a-C sample at 177 eV on a-C. The attenuation length doesn’t change but the reflectivity slightly changes and on a thicker sample the drop happens at a slightly lower angle.](image)

Fig. 8.8. (a): Damage on amorphous carbon at grazing angles of 4.3° and 7.7° at 177 eV at FLASH. (b): Comparing changes of the attenuation length and reflectivity on the thin (40 nm) and bulk (900 nm) a-C sample at 177 eV on a-C. The attenuation length doesn’t change but the reflectivity slightly changes and on a thicker sample the drop happens at a slightly lower angle.

The attenuation depth, the area of the damaged spot and the reflectivity of the material, all change with tuning the grazing angle (see Fig 8.8). The amount of the absorbed dose in the material also depends on the grazing angle. In the case of a-C, most of the X-ray photons get reflected away at low photon energies. Increasing the photon energy results in reduction of reflectivity and
Fig. 8.9: (a): Damage shots at the grazing incidence angle of 7° at 269 eV on a-C with a thickness of 50 nm. The above panel shows the damaged spot at 14.4 µJ and the lower panel shows the damaged spot at 20.08 µJ. (b): Reflectivity and attenuation depth plotted as a function of grazing angle. The changes are shown here around critical angle (3.6°) at 269 eV for a 50 nm thick a-C layer on a Si substrate. At very low grazing angle the reflectivity is at the maximum of its range, this is plotted in red. Attenuation depth is plotted in blue. The solid lines are taken from CXRO data set [15].

Potential differences in the damage process, making it interesting to perform the experiment on thick (900 nm) and thin (40 – 60 nm) coating layers (a-C) at the same grazing angles and compare the results. Because the coating of mirrors at beamlines are very thin and on the order of 40 – 60 nm testing the grazing angle experiment at a thin layer of a-C is worthwhile.

In this work energy thresholds for 4.31 ° and 7.71 ° grazing incidence angles (below and above critical angle) on thin (40 nm) and thick (900 nm) layers of amorphous carbon at 177 eV (depicted in Fig 8.8) and for 7 ° at 269 eV were determined (depicted in Figs 8.9). The critical angle in the case of 177 eV photon energy is 7.6°. The corresponding angle for 269 eV is 3.6°. The results are presented in Figures 8.10 and the corresponding Tables 8.2 and 8.3. Attenuation depth and reflectivity around the critical angle at 177 eV are plotted in Fig 8.8. Figure 8.9 shows these properties at 269 eV. The measured effective areas at 177 eV in the case of 4.31° and 7.71° were 351.30 µm² and 455.25 µm² respectively. In the case of the experiment at 269 eV the effective beam area was 424.02 µm². The ratio of the energy threshold and effective area of the damaged spot (the fluence \( F_{th} = E_{th}/A_{eff} \)) were calculated and are presented in Table 8.2 and 8.3.

Measured fluence threshold in case of 40 nm shows a higher value than the bulk sample. This indicates a different damage mechanism in bulk and thin layer samples.

In previous studies with the optical laser, on the a-C sample with 60 nm thickness at the grazing angle of 7.71° mechanical damage was detected [123]. The mechanical damage occurs over a longer time scale compared to the phase transition. This can be observed as delamination fractures. Hence, it was also worth checking this effect in the case of damage experiment with X-ray FEL
single pulses. After doing so, under the Nomarski microscope, no sign of mechanical damage was detected, ablation, however, was observed (see Figs 8.8). The ablation can be recognized by observing the removal of the coating material as well as melting of the substrate [16].

An interesting observation is the changes of fluence threshold at the same grazing angle for the thin and thick sample. The Fluence threshold (dose threshold as well) in the case of the thin layer is higher than of a bulk sample. One explanation could be the sample quality. The fact that the deposition time for a bulk sample is longer than for a thin layer suggests that this can cause more defect and changes of surface roughness and density. Defects or high roughness increase the damage possibilities. The roughness of both samples measured via AFM shows that roughness of the bulk sample is higher (see Fig: 6.5). Also as a result of irradiation, free carriers can escape from the surface of the sample and carry away some energy with them as leaving the sample. This means the higher the grazing angle, the greater the number of the scattered away electrons from the surface of the sample will be. In the case of the thin coating layer, this effect could increase the fluence threshold more than in the case of the bulk sample. Another fact is that free carriers can get scattered within a larger volume inside a bulk sample, which increases the secondary ionization possibilities inside the coating. The volume which gets involved in the damage process is not limited to the attenuation depth (see Chapter 5) but also depends on the mean free path of these carriers, electron range (see Chapter 9) as well as on the depth to which the heat can get diffused to. In a thin sample, heat can be transferred towards the substrate, much faster than in the bulk sample. At the experiment with 269 eV photon energy, the attenuation depth (see Fig 8.9 and Tables 8.3 and 8.2) was higher than the thickness of a-C coating. It means the substrate was affected by the pulse and this event had influenced the damage threshold (coating thickness should have been larger).
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Fig. 8.10.: Top panel: Damage area versus the pulse energy of the grazing angle of 4.31° for 40 nm thick sample and at the grazing angle of 7.71°. The energy threshold of damage is found with the logarithmic fit. Bottom panel: Damage on amorphous carbon at grazing angle of 7° at 269 eV at FLASH on the left side and on the right side is the effective area obtained using the F-scan method (integral underneath the fit gives the effective damage area).

During the experiment at 269 eV at FLASH, some of the high Z materials were also investigated. Among those are Nickel (Ni) and MoB4C to be mentioned. Ni has been already used as coating at some beamlines, e.g. at FLASH BL3 [5]. The extracted results on Ni and MoB4C at different grazing angles are presented in the Appendix 12.3 and 12.6 (see Table: 12.5, 12.6). The main purpose is to compare the damage threshold of high Z materials with low Z materials at different photon energies. Single layer mirrors usually have very small reflectivity near normal incidence. As mentioned, the maximum reflectivity of the single-layer X-ray mirrors could be achieved at very small grazing angles (see Fig 4.4). Around normal incidence, the reflectivity of these mirrors are very small, and the imaged field is usually very small. Multilayer mirrors, on the other hand, give the opportunity of high reflectivity around normal incidence angles [124]. At grazing angles, they provide 10 times higher reflectivity compared to single layer mirrors. All these properties make the multilayer mirrors very useful especially at soft X-ray regime to be implemented at beam deflectors, spectral filters, collimators or focusing elements. Different multilayer based on their optical constants were suggested and tested. Boron-based multilayers are among those, which performed especially well above the Boron (B) K-absorption edge at 6.63 nm. [125], [126], [127], [128].

MoB4C multilayer was chosen as a candidate coating based on the published optical constants [127] and its thermal stability [129], [130], [131] which was manufactured via sputtering. The MoB4C multilayer examined at 4.6 nm wavelength is constructed with 160 bilayers with the $\lambda = 3.4nm$. Comparing
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the thickness of Mo layer to the B4C results in 0.33. The multilayers are finished with the B4C. In the FLASH experiment at 4.6 nm wavelength, they were exposed to the beam under normal and grazing angles, and in each case one sample was annealed for about an hour at 500°C, to compare the stability of the multilayer under this circumstance. Around carbon edge, the B4C in comparison to Ni has lower reflectivity, but at higher energies, up to 3 keV (interesting for XFEL in Hamburg), this value changes and Ni has lower reflectivity. That is why it is interesting to compare the damage threshold and to investigate the possibility of using it (Ni) as a coating on mirrors. Two stripes, one out of Ni and one out of B4C would be a great combination for coating on one mirror but due to cost reason it was decided to use B4C for mirrors with 20 mm wide, reflecting area at XFEL beamline; which was more of practical use [132] [125], [133], [134]. Next important factor is the answer to the question of if this coating could be good enough for vast energy range in comparison to low Z material or multilayers like B4C. The energy threshold results and effective areas are plotted in Appendix 12.3-12.5. Further studies on Ni at different photon energies could be considered for future experiments.
### Table 8.2

Results of the damage experiment on amorphous carbon material at different photon energies at different grazing angles, comparing thin layer and bulk sample. The values in case of the bulk sample are from the experiment performed at FLASH in 2009 [73] and the results of grazing experiment at 7 degrees grazing angle on a-C at 269 eV in 2011 at FLASH. The attenuation length is taken from Henke’s tables on CXRO website.

<table>
<thead>
<tr>
<th>Photon energy (eV)</th>
<th>Angle (°)</th>
<th>Reflectivity (°)</th>
<th>Fluence threshold (mJ/cm²) for 40 nm</th>
<th>Fluence threshold (mJ/cm²) for 900 nm</th>
<th>Dose (eV/atom) for 40 nm</th>
<th>Dose (eV/atom) for 900 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>177</td>
<td>72</td>
<td>117</td>
<td>4.31</td>
<td>0.59</td>
<td>0.95 ± 0.3</td>
<td>0.61 ± 0.4</td>
</tr>
<tr>
<td>210</td>
<td>72</td>
<td>117</td>
<td>0.89</td>
<td>1.46</td>
<td>4.26 ± 2.2</td>
<td>4.73 ± 0.8</td>
</tr>
<tr>
<td>320</td>
<td>350</td>
<td>117</td>
<td>0.85</td>
<td>1.27</td>
<td>5.74 ± 0.2</td>
<td>350 ± 13</td>
</tr>
<tr>
<td>0.915 ± 0.02</td>
<td>19 ± 13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.33 ± 0.3</td>
<td>7 ± 13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.69 ± 0.2</td>
<td>4 ± 13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.995 ± 0.3</td>
<td>74 ± 22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>269</td>
<td>210</td>
<td>117</td>
<td>0.15</td>
<td>2.05</td>
<td>0.915 ± 0.2</td>
<td>0.77 ± 0.3</td>
</tr>
<tr>
<td>177</td>
<td>72</td>
<td>117</td>
<td>0.77</td>
<td>1.59</td>
<td>0.915 ± 0.2</td>
<td>0.77 ± 0.3</td>
</tr>
<tr>
<td>210</td>
<td>72</td>
<td>117</td>
<td>0.59</td>
<td>1.46</td>
<td>0.915 ± 0.2</td>
<td>0.77 ± 0.3</td>
</tr>
<tr>
<td>320</td>
<td>350</td>
<td>117</td>
<td>0.35</td>
<td>1.27</td>
<td>0.915 ± 0.2</td>
<td>0.77 ± 0.3</td>
</tr>
<tr>
<td>0.915 ± 0.02</td>
<td>19 ± 13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.33 ± 0.3</td>
<td>7 ± 13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.69 ± 0.2</td>
<td>4 ± 13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.995 ± 0.3</td>
<td>74 ± 22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>269</td>
<td>210</td>
<td>117</td>
<td>0.15</td>
<td>2.05</td>
<td>0.915 ± 0.2</td>
<td>0.77 ± 0.3</td>
</tr>
<tr>
<td>177</td>
<td>72</td>
<td>117</td>
<td>0.77</td>
<td>1.59</td>
<td>0.915 ± 0.2</td>
<td>0.77 ± 0.3</td>
</tr>
<tr>
<td>210</td>
<td>72</td>
<td>117</td>
<td>0.59</td>
<td>1.46</td>
<td>0.915 ± 0.2</td>
<td>0.77 ± 0.3</td>
</tr>
<tr>
<td>320</td>
<td>350</td>
<td>117</td>
<td>0.35</td>
<td>1.27</td>
<td>0.915 ± 0.2</td>
<td>0.77 ± 0.3</td>
</tr>
</tbody>
</table>

---

Table 8.2: Results of the damage experiment on amorphous carbon material at different photon energies at different grazing angles, comparing thin layer and bulk sample.
Table 8.3: Results of the damage experiment on amorphous carbon material at different photon energies and different grazing angles, comparing thin layer and bulk sample. The values in case of the bulk sample are from the experiment performed at FLASH in 2009 with photon energy of 177 eV [73] and the results of grazing experiment at 7 degrees grazing angle on a-C at 269 eV in 2011 at FLASH. The attenuation length is calculated with the electron stopping power in each case.

<table>
<thead>
<tr>
<th>Photon energy (eV)</th>
<th>angle(°)</th>
<th>Reflectivity</th>
<th>attenuation and stopping power (nm)</th>
<th>Fluence threshold (for 40 nm) (mJ/cm²)</th>
<th>Fluence threshold (for 900 nm) (mJ/cm²)</th>
<th>Dose (eV/atom) (for 40 nm)</th>
<th>Dose (eV/atom) (for 900 nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>177</td>
<td>4.3</td>
<td>0.89</td>
<td>9.27</td>
<td>74 ± 22</td>
<td>52 ± 30</td>
<td>0.49 ± 0.3</td>
<td>0.35 ± 0.2</td>
</tr>
<tr>
<td>177</td>
<td>7.7</td>
<td>0.59</td>
<td>16.64</td>
<td>43.7 ± 13</td>
<td>19 ± 13</td>
<td>0.61 ± 0.2</td>
<td>0.26 ± 0.1</td>
</tr>
<tr>
<td>269</td>
<td>7</td>
<td>0.055</td>
<td>214.31</td>
<td>350.00 ± 2</td>
<td>–</td>
<td>0.913 ± 0.02</td>
<td>–</td>
</tr>
</tbody>
</table>
8.2.4 Discussions

As mentioned at the beginning of the Chapter 8 damage experiments in the scope of this project were performed at different Free Electron Laser facilities around the world under different conditions.

Tables 12.1 to 12.4 (in Appendix) summarize the obtained damage threshold values on energy, effective beam area, fluence and absorbed the amount of dose per atom in the CVD diamond and amorphous carbon (a-C) samples under the normal incidence angle with different photon energies. These values are compared in plotted figures in Figs 8.11, 8.12 and 8.13. In Tables 12.2, 12.4, the stopping power of electrons at each photon energy for each material (CVD diamond and a-C) is considered in those calculation.

\[ \text{Fig. 8.11.: Comparing the damage energy threshold at different photon energy on CVD diamond and amorphous carbon.} \]

Comparing the trend in the absorbed dose (see Fig 8.13) at the damage threshold in the case of a-C and CVD diamond shows that both materials absorb almost the same constant amount of energy per atom at the damage threshold in the case of experiment with 91, 177 and 830 eV except for the photon energies of 269, 20 and 24 eV. The damage threshold is also below the melting threshold values (see Fig 9.29) in all these cases.

Calculating the absorbed amount of dose around 20 and 24 eV with the introduced method in section 5.6 results in extremely high values. At 20 and 24 eV photon energies, it was hard to distinguish the damage spots under Nomarski microscope because they were mostly not detectable at this magnification. The extreme behavior is due to the different damage mechanism at those photon energies. At very low photon energies the reflectivity is high and the attenuation depth is pretty small. Hence, the energy is being absorbed by a thin layer on the surface. Through the photon ionization process and all the secondary processes,
Fig. 8.12: Comparing the damage Fluence threshold at different photon energy on CVD diamond/a-C.

Fig. 8.13: Comparing the damage dose threshold at different photon energies on CVD diamond and amorphous carbon. The line at 0.7 eV represents the calculated damage dose threshold theoretically via Hybrid XTANT model mentioned in chapter 9 [135].
the density of free carriers is raised to very high levels with a large number of free electrons being produced. This can cause a screen effect, which means that very soon no more photons will be absorbed, and most of the beam will be reflected. The material behaves like metal in that state. Free carriers can get scattered and escape away from the surface very fast. Which cause the material gets damaged at higher absorbed dose. Coulomb explosion is another phenomenon that might take place during the damage process. Here, the repulsion force between the same charges causes an explosion, resulting in a small plasma cloud of energetic ions with a higher velocity than the thermal diffusion. The created plasma can still absorb energy from the beam. Hence, the pressure inside this cloud increases. The plasma expands and by its expansion creates a so called shock wave. This is because the rest of the matter is at its initial state and as the plasma get expanded, it forces the rest of matter outwards with its pressure and causes shock waves. This could be imaged as sonic sound. This effect is more evident on the CVD sample at 830 eV (see Fig 8.1). At photon energies of 20 eV or 24 eV shock waves are not seen (see Fig 8.14). Instead, the fringes due to the beam pattern are visible. Nomarski images of the damaged spots (at those photon energies) show the beam interference pattern on the sample which is readily detectable. This is due to the beam focus and the focus apertures in the beamline. This effect can be seen on Fig 8.14 as an example for both a-C and CVD sample.

Heat diffusion also plays an important part here (at 20 and 24 eV photon energies). Due to the short attenuation depth, the sample stays hot in a longer time scale on the surface compared to the case at higher photon energies. This increases the vibration of atoms in the system and the pressure in the damaged volume. Looking at Fig 9.17 shows that a-C (heat simulation section for 20−24 eV) gets heated up to its melting temperature at pulse energies around 1 µJ, whereas Si does not reach its melting temperature. In contrast at higher photon energies around this pulse energy both Si and a-C gets heated up to their melting temperatures. These facts suggest that one should consider the free carriers escape, cascade, scattering, heat diffusion and possibly shockwaves, to some extend into account while calculating the threshold dose values for low photon energies (20 eV or less).

The process of damage starts with photo-ionization which lasts over 100’s of fs. Free carriers cause secondary processes (e.g. impact ionization, Auger process, etc. named in chapter 5). Due to photo-ionization and secondary processes, the ionic bonds break in a very short time. The system tries to bring itself to an energetically stable state. Stability is achieved when the diamond crystal turns to a more stable structure (graphite), and the same result happens to the a-C. Due to the phase transition the density of the material changes and if the matter doesn’t evaporate (without mass lost), the volume (of the damaged spot) changes. To ensure that the phase transition took place, the photoemission spectroscopy has been done on the samples. The results and details of the experiment are presented in section 8.3. Already at 100s of ps the heat diffusion starts to happen. The carrier diffusion and heat diffusion distribute the free carriers and heat in the sample, which depending on their energies can cause further damage. These two processes overlap at least up
to some $ns$. After that time, the heat diffusion and other processes like shock waves take over the damage process. These last up to some $\mu s$ (almost 7 $\mu s$). Defects in samples or several experimental factors cause uncertainty in the measurements (as mentioned in 7.1.3). Fluctuating data points result in obtaining threshold values within a certain accuracy. This causes statistical uncertainty within the derived parameters.

(a) The damage spot at 20 $eV$ photon energy on amorphous carbon with 16.4 $\mu J$. The diffraction pattern of the beam is observable on this image. This shot was created under tight focus.

(b) The damage CVD sample with 17.2 $\mu J$ pulse energy, at 20 $eV$.

Fig. 8.14.

Observing the results of the experiment with 269 $eV$ photon energy, the absorbed dose is high for CVD diamond. A large amount of absorbed dose on CVD at 269 $eV$ is due to carbon K−edge, which lies very close to this photon energy. The attenuation length below the K−edge is high compared to the photon energies after K−edge. Hence, the beam can penetrate deep into the sample in both cases of CVD and a-C. At 269 $eV$ due to the photo-ionization
process, lots of electrons above the K-shell are ejected out of atoms in the CVD crystal structure. The 2S-shell is being ionized first, and the ejected electrons have 160 eV rest energy that still can ionize the upper shell electrons. Auger process and other secondary process are running at the same time. These all create enormously high numbers of free carriers. Besides the fact that some of the free electrons can escape away from the surface. The free carriers can cause screening effect (metallic behavior of the electrically insulating solid material). This could also lead to a high absorbed dose at this photon energy. Through F–scan method calculation, the obtained beam imprint radius is much larger than the beam radius given as a parameter at the time of the experiment. That’s why in the calculation of absorbed dose, the beam size is taken as given from the facility (FLASH) at the time of the experiment.

At 269 eV photon energy the a-C sample was partly swollen, and it seemed that the substrate was molten underneath the coating, or the coating was peeled off. Unfortunately, at this experiment, the a-C coating thickness was made shorter than the attenuation length of radiation. Hence, the substrate was also irradiated by the pulse, and part of the dose was absorbed into the substrate (Si). At higher pulse energies Si has been molten. This is also obvious in heat simulation calculations in chapter 9 (see Fig 9.17).

Considering the sample was only made out of Si, the absorbed dose has been calculated. The attenuation depth and reflectivity for Si wafer (substrate) at 269 eV are 0.20 µm and 7.2 * 10^-6 respectively. The damage absorbed dose for Si was found to be 0.15 eV/atom. The threshold energy was taken the same as evaluated (0.17 µJ).

The melting threshold for Si was estimated to be 0.4 eV, by using the following formula (see Eq 8.7)

$$C_v = 3 * K_B * T_{melting}$$  \hspace{1cm} (8.7)

As mentioned before, the melting threshold dose was 1 eV (calculated in section 6.1 with the above-given formula) for Carbon. Hence, the sample reaches high temperatures close to melting temperature, at higher pulse energies, sooner at the substrate (in this case) compared to a-C. This causes an extra induced pressure which forces the coating outwards. The free carriers also have high energy and possibility to move around from a-C to Si or vice versa, and this causes secondary effects or ionization of further atoms on their path. Another effect is due to the shock waves, which increases the pressure inside the volume. This could happen in between the Si and a-C layer as well [113].
8.3 Photoemission spectroscopy results

Photoemission Spectroscopy (PEM) is a well-established surface analysis method to study the electronic structure of matter. PEM examines the sample with a specific wavelength of photon beam (beam of UV or XUV light), and one gains information on the binding energies of the electrons (which also depends on their vibrational state and rotational level) through emitted photoelectrons. SPEM as an imaging technique allows the same type of analysis in a space-resolved way. For solids, photoelectrons can only escape from a depth on the order of nanometers (that is the surface layer). The binding energies of the measured electrons are characteristic of the chemical structure and molecular bonding of the material. With this technique, one can gain information on changes in the bindings of the material. Hence, if the material is modified via damage process, SPEM measurement determines the changes.

The SPEM experiment was performed at the ESCA microscopy beamline at the Elettra synchrotron facility. The complete description of the beamline is given in ref [136]. In this experiment, the monochromatized X-ray photon beam with 649 eV was focused on zone plate optic. As a result, a circular spot with a diameter of about 150 nm was determined, which scanned over the sample. A hemispherical sector spectrometer collected the photo-emitted electrons, which were measured by a multi-channel (48-channel) detector. The data acquisition for each pixel was performed in a spectra-imaging mode.

Figure 8.15 shows the a-C 1s core level photoemission spectrum resulting from an average over 10 × 10 pixels for two different regions correspondingly depicted. Black curve: Non-irradiated sample. Gray curve: Center of the irradiated sample corresponding to 1.4 J/cm².

The SPEM spectra of the a-C show two energy regions. The first is (282.9 eV to 284.7 eV) where the signal is mainly due to sp² bonds and the second (284.9 eV to 286.7 eV) corresponds to sp³ bonds. Determining peak positions, their intensities and width are a way to extract information on the chemical changes inside the sample [80] [137], [111]. In the irradiated area, the sp² component is higher, whereas the sp³ is reduced compared to the original material, indicating the conversion of the sp³ to the sp² bonds, e.g., graphitization of the sample, similar to what has been observed from an annealed a-C sample. [137]. Since the two components of the C 1 s peak overlap, the SPEM images give only a qualitative indication and not an absolute measurement of the hybrid contents.
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Fig. 8.15.: a-C Photoemission spectra from SPEM measurements obtained from averaging over two 10 X 10 pixel areas. Black curve: Non-irradiated sample. Gray curve: Center of the irradiated sample corresponding to 1.4 J/cm² with 830 eV photon energy [80].
8.4 Atomic Force Microscopy results

Atomic Force Microscopy (AFM) measurements provided information on the depth or the height of each damage spot, surface roughness, as well as the map of local fluence value which relates the height to the fluence value on each spot (see Fig 8.16).

Examine the damage spots via AFM reveals two different features: craters and swollen regions. Possible reasons for the observed swollen regions (mostly on a-C sample) are phase transition to graphite, melting and shock waves that push the material away towards the surface from the center of the damage spot (see Figs 8.16 – 8.20). Crater shape damage spots are detectable on a-C samples as well as on the CVD diamond (see Figs 8.19, 8.24). In comparison more craters can be observed in the case of CVD diamond, (see Fig 8.21 – 8.22) where the roughness at the spot has changed to higher values.

Since different features appear after the interaction of the beam with the sample, the depth up to which the damage is created inside the sample is not always measurable utilizing AFM spectroscopy.

With the help of a macro, it was possible to read out the AFM image of each measured spot in pixels. This was used to estimate the volume of each spot in $\mu m^3$. After all, the image was 3D mapped enabling reading of the volume of that spot. Some of these 3D images are depicted in the following Figures 8.17, 8.19 and 8.21. The calculated volume is then used to estimate if any mass is lost during the damage process. For this purpose one obtains the calculated volume of each damage spot via AFM data, knowing the density of the matter at the spot (which is the density of the graphite) and can discern the mass of the measured volume.

Also one calculates the amount of mass which might have been melted away during the damage process. This is calculated via $Q=mc_\nu \delta T$. Where $Q$ is the energy of the pulse and $c_\nu J/grK$ is the specific heat estimated with $3N_A K/mol$ and $T$ the melting temperature. We know the area of the incoming beam in each case, alongside the attenuation depth of each photon energy for each experiment, as well as the density of a-C or CVD. It is possible to calculate the expected volume the beam could travel into and have caused damage.
and phase transition on the sample (a-C or CVD). In this way, one can also calculate the corresponding mass of the material which could be influenced by the beam. Comparing these three obtained masses makes clear whether part of the mass of material is lost. This comparison showed that a negligible amount of mass disappeared during the damage process. The amount of mass melted or evaporated away is very low at low pulse energies. This increases in the case of high pulse energies, which is in agreement with the simulation result of heat diffusion which can be found in chapter 9.

At high pulse energies the heat diffusion can heat up the substrate or the a-C to melting temperature, and this increases the pressure inside the damage and pushes the coating towards the surface or ablates the material. In the case of CVD, this increased pressure also induces shock waves as seen in the case of the experiment at 830 eV(see last Fig on the right for CVD diamond in Fig 8.1 [113]).

![AFM topography volume profile of an irradiated area on a-C with a 0.56 µJ FEL pulse at 269eV at FLASH. Volume of the spot is calculated via the AFM image with the self derived MATLAB Code. The color scale is in J/cm² [80].](image)

Figure 7.21 in the previous chapter shows the Raman spectrum taken on the same spot as in Figure 8.20a which shows a clear growth of Graphite peaks inside the damaged spot and changes of phase of the a-C is observable. This could indicate the fact that the phase transition is mainly taking place without mass loss in the damage process.

It is possible to estimate the depth into which the damage inside the material is done, even if we do not have the possibility to measure this event directly via AFM microscopy in some cases. The estimation is done via following steps: First from the AFM profile, one can read the area of the damaged spot as well as its height. Damage spots show a cone shape form. Which allows one to calculate the volume of the measured profile with the volume of a cone (see Formula 8.9). Taking the density of graphite at the damaged spot and comparing it with the density of the original material (a-C or CVD diamond) allows for a simple calculation. Where the ratio of the densities is vice versa equal to the ratio of the volumes (see Formula 8.8). This comes from the fact
(a) AFM topography depth profile of an irradiated area on a-C with a 0.56 µJ FEL pulse at 269eV at FLASH. Lines represent the profiles taken.

(b) AFM topography depth profile.

Fig. 8.18.
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Fig. 8.19.: AFM topography volume profile of an irradiated area on a-C with a 4.8 \( \mu J \) FEL pulse at 177\( eV \) at FLASH. Volume of the spot is calculated via the AFM image with the self derived MATLAB Code. The color scale is in \( J/cm^2 \).

that we have estimated that no mass disappears during the damage process. Hence, it is possible to determine the depth to which the damage is done inside the sample. This depth is usually deeper than the attenuation depth. This can be observed in the following Figures 8.23, 8.20.

\[
\frac{\rho_{\text{graphite}}}{\rho_{\text{a-C}}} = \frac{V_{\text{a-C}}}{V_{\text{graphite}}} \quad (8.8)
\]

\[
Cone_{\text{volume}} = \frac{\pi r^2 h}{3} \quad (8.9)
\]

From these calculations, it can be seen that the estimated damage depth is in average, deeper than the attenuation depth, (which is usually taken into account in the dose damage threshold calculations). This might happen due to electron cascade after ionization and the heat diffusion process that causes deeper penetration depth inside the material.
(a) AFM topography depth profile of an irradiated area on a-C with a 4.8 µJ FEL pulse at 177eV. Lines represent the taken profiles in (b).

(b) AFM topography depth profile.

Fig. 8.20.
Fig. 8.21.: AFM topography volume profile of an irradiated area on CVD diamond sample damaged at LCLS at 830 eV photon energy, with 0.49 mJ pulse energy. Volume of the spot is calculated via the AFM image with the self derived MATLAB Code. The color scale is in J/cm².
(a) CVD diamond sample damaged at LCLS at 830 eV photon energy, with 0.49 mJ pulse energy. The AFM reveals: pressure induced graphitization, probably the result in a shock wave. This process can be triggered only for $P > 100 \text{ GPa}$. Lines show the taken profiles in (b).

(b) The AFM profile of (a) showing the depth and the shape of the damage spot.

Fig. 8.22.
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Fig. 8.23.: Amorphous carbon damaged with 2.97 $\mu$J pulse energy and photon beam energy of 91 eV at FLASH. The height and length are measured and through the Equation 8.8 the depth to which the damage could have been created is calculated. In region one the depth is calculated to be 0.4 $\mu$m, region 2 it is 0.1 $\mu$m, region 3 it is 0.35 $\mu$m and region 4 it is 0.61 $\mu$m. The attenuation depth at this photon energy is 0.15 $\mu$m. In all these regions the depth to which damage might be reached is deeper than the attenuation depth. This is evidence that taking the attenuation depth for calculating the dose is not necessary the most accurate.
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(a) Amorphous carbon damaged with 4.8 $\mu$J and photon beam energy of 177 eV at FLASH. In the region one the depth is calculated to be 6.07 $\mu$m, region 2 it is 5.78 $\mu$m, region 3 it is 1 $\mu$m. The attenuation depth at this photon energy is 0.66 $\mu$m.

(b) Amorphous carbon damaged with 0.56 $\mu$J and photon beam energy of 269 eV at FLASH. The depth is calculated to be 0.77 $\mu$m. The attenuation depth at this photon energy is 1.4 $\mu$m. In this case the thickness of the coating was much smaller than the attenuation depth (50 nm). That’s why the substrate Si, was melted and due to the pressure the bubble shape region is detectable.

Fig. 8.24.
8.5 Raman spectroscopy results

In Raman spectra taken from carbon the two main characteristic peaks are the G and D peak lying at 1560 and 1360 (1/cm) respectively (see Figs 8.25 and 8.29, as well as Figures in the Appendix 12.26, 12.27, 12.28, 12.29). In UV regime there is a so-called T peak observable around 1060 (1/cm), but except the UV regime the Raman spectra from carbon is mainly driven by the $sp^2$ bonds, which are due to the excitation of $\pi$ bonds in the visible regime (because a $\pi$ orbital usually interacts with $\pi$ states of more than one atom to form a conjugated system such as benzene, then one can no longer define unique bond orbitals). Each bond is made of adjacent bonds, giving rise to longer-range forces and long-range polarizabilities [109], [110].

The visible regime resonates $sp^2$ states the most. Hence, even if the $sp^3$ content of the sample, in the case of amorphous carbon, is high, the excitation and Raman spectra are due to the $sp^2$ bonds. The $sp^3$ bond causes a C-C bonding vibration, only made of $\sigma$ bondings. These are much easier detected under UV excitations. Under these circumstances, the total energy, charge density, or polarizability for each bond can then be expressed as simply the sum of independent, short-range terms. Figure 8.26 shows (with a simple sketch) the changes of the structures from a-C to graphite and Figure 8.28 shows the graphite structure with a certain distance between the parallel planes and their bindings. In the case of diamond or samples containing a significant fraction of diamond bonds, the spectra are dominated by the $sp^3$ bonds, which results in a peak around 1332 (1/cm) (see Figs 8.27, 8.30 and Table 8.7).

The G peak appears due to the bond stretching of all pairs of $sp^2$ states in both rings and chains. The D peak is due to the breathing modes of the $sp^2$ bonds in the rings. There is another observable peak in a defect graphite structure, called $D'$ and appears around 1620 (1/cm).

Raman spectra taken from Graphene and bulk graphite (see Fig 8.31 and Table 8.8) with visible light show the two most prominent peaks are the G peak around 1560 (1/cm) and the so-called G' peak which is the second order of D peak and lies around 2700 (1/cm) [138], [141], [142]. The peak’s positions and names are summarized in Table 8.4.

The Raman spectrum is considered to depend on different stages

- clustering of the $sp^2$ phase
- bond disorder
- presence of $sp^2$ rings or chains
- the $sp^2/sp^3$ ratio

Referring to the research of Tuinstra and Koening ($T_K$) [143] (regarding disorder in graphite), the ratio of the intensity of D peak to G peak varies inversely with the $L_a$ (see Equation 8.10). This holds just for the case of low-level defects in the graphite.

In the case of high degree of disorder, the G peak position moves from 1560 to 1600 (1/cm). The three dimensional ordering fades away and with that the
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Fig. 8.25.: Amorphous carbon damage spot with 4.83 $\mu$J and photon beam energy of 91 eV single shots at FLASH. The $\mu$-Raman analysis evidence the ordering of the a-C structure to nanocrystallites of graphite, in good agreement with the 3 step model of Ferrari et al [138], [109], [110], [139]. Looking at the heat simulation in chapter 9 shows that at this pulse energy a-C and Si both have reached melting temperature. This figure also shows that beam fringes are observable at this point. This could be due to the apertures in beamline and the beam focus which was causing interference patterns on the sample. This fact that graphitization is observable outside of the main dark spot of the damage is clearly showing that a larger area of the sample at the damaged spot compared to the beam radius at this experiment was effected, and phase transformed. The rest of Profiles which are not shown here are presented in the Appendix. The profiles are enumerated from B-B20 (see Fig 8.29 and in Appendix 12.5).
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Fig. 8.26.: structural changes from amorphous to graphite.

Fig. 8.27.: Raman spectrum of CVD diamond sample damaged at LCLS with 830 eV photon energy and 5.11 μJ pulse energy. Raman spectra were taken from two different spots on the sample, marked as 1 and 2. The red line shows the Raman spectrum taken on the spot and the blue line shows the fit. Spectrum on point 1 is plotted first and underneath is the spectrum on point 2, which is on the damaged spot directly. Point 1 lies at the edge where no graphitization is observed and it shows a CVD diamond characteristic peak.
doublet in D peak and in its second order peak disappear. The ratio of D to G peak intensity changes to the \( L_2^a \) (see Equation 8.11 [144], [145], [143]). Through the calculations, the size of graphitized region is on the order of \( nm \). Looking at Figure 8.28 shows the distance between the nearest neighbor atoms in the graphite sheets. From the Raman spectra taken on a-C (depicted in Fig 8.25), on spot B7 the length of these sheets is calculated via the ratio of \( I_D/I_G \); this was about 3.4 \( nm \) when considering the low order graphite structure and considering the \( L_2^a \) formula the sheets would be 6.9 \( nm \) long. These calculations were performed considering the following Equations (see Equations 8.10, 8.11):

\[
I(D)/I(G) = C(\lambda)/L_2^a, C(515) \sim 44\text{Å} \tag{8.10}
\]

\[
I(D)/I(G) = C'(\lambda)L_2^a, C'(515) \sim 0.0055 \tag{8.11}
\]

If one assumes the planes are not parallel to the surface but perpendicular, the above-calculated length would be the depth to which the phase transition occurs. Hence, comparing the depth calculated from the AFM data in section 8.4 can give us an idea of the direction of the planes.

From AFM estimation on the a-C, the calculated depth was 0.4 \( \mu m \) and 0.6 \( \mu m \), whereas the planes are calculated to be 6.9 \( nm \) long. This does not match, which gives an indication that the planes are probably oriented or tend to orient parallel to the surface rather than perpendicular.

Increasing the disorder causes the clusters to shrink and rings to diminish in number, that results in an increase in distortion until they open up. Since with the loss of \( sp^2 \) rings the intensity of D peak reduces, and the \( T_K \) relation is no longer valid.

For small \( L_2^a \), the D mode strength is proportional to the probability of finding a sixfold ring in the cluster, i.e. to the cluster area. Thus, in amorphous carbon the development of a D peak indicates ordering, that is exactly the opposite to the case of graphite [146], [147], [148].
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<table>
<thead>
<tr>
<th>Bond</th>
<th>peak position (1/cm)</th>
<th>name</th>
</tr>
</thead>
<tbody>
<tr>
<td>sp^2</td>
<td>1360</td>
<td>D</td>
</tr>
<tr>
<td>sp^2</td>
<td>1560</td>
<td>G</td>
</tr>
<tr>
<td>sp^2</td>
<td>1620</td>
<td>D'</td>
</tr>
<tr>
<td>sp^2</td>
<td>2700</td>
<td>G'</td>
</tr>
<tr>
<td>sp^3</td>
<td>1332</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 8.4.: Bonds and their pick position on a Raman spectra

With a small fit function developed in Igor the spectra were fitted for evaluation. A combination out of the most widely used Voigt (see Equation 8.12) for the G peak (due to its asymmetric line shape) and a Lorentzian 8.13 function (for the D peak) has been used to fit these spectra [139], [149], [150], [151], [152], [153], [109], [110].

\[
I_{\text{voigt}} = \frac{a_0}{\pi.\sqrt{\pi.a_2}} \int_{-\infty}^{\infty} \frac{e^{-t^2}}{(a_3 + (1 + ((x - a_1)/a_2)^2))} \, dt \quad (8.12)
\]

\[
I_{\text{Lor}} = \frac{a_0}{\pi.a_2(1 + (x - a_1/a_2)^2)} \quad (8.13)
\]

a_0 is peak intensity, a_1 is peak position, a_2 is assumed as the full width at half maximum FWHM, and the shape in the Voigt function is represented by a_3. The combination of the two named functions is the fit function used for these analyses.

<table>
<thead>
<tr>
<th>sample-Spot Nr</th>
<th>sp^3 peak position (1/cm)</th>
<th>G peak position (1/cm)</th>
<th>sp^3/sp^2 area</th>
<th>sp^3/sp^2 height</th>
<th>sp^3/sp^2 FWHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-C-B</td>
<td>1334</td>
<td>1532.9</td>
<td>1.14</td>
<td>0.61</td>
<td>1.24</td>
</tr>
</tbody>
</table>

Table 8.5.: Result of the Raman experiment on a-C sample damaged with the photon beam of 91 eV and with pulse energy of 4.83 μJ. In the case of spot B the D peak is not detectable, instead the sp^3 peak. The amorphous carbon has combination of sp^3, sp^2 and sp^1 bonds. In the case of the samples for this project the ratio initially was sp^3/sp^2=0.2.

Raman spectra taken on a-C and the information gained from those are represented in Tables 8.5 and 8.6. It is observable that, the sp^3 peak appears around 1332 (1/cm), depending on the deformation of the bond it might shifted to other values. The G peak should theoretically appear around 1560 (1/cm) and the D peak around 1360 (1/cm) as mentioned before, they represent the sp^2 bonds. In Table 8.6, the G peak position gets shifted from 1560 (1/cm) to 1593 (1/cm). This fact helps to gain information on the degree of Graphitization.
Fig. 8.29.: a-C exposed to the 91 eV beam with single shots at FLASH with 4.83 μJ pulse energy. The positions on which spectrum has been taken are marked in Fig 8.25 respectively from top to bottom (B-B3). The rest of spectra on the pointed spots are depicted in the appendix A.
### 8.5. Raman spectroscopy results

<table>
<thead>
<tr>
<th>Spot Nr</th>
<th>D peak position $(1/cm)$</th>
<th>G peak position $(1/cm)$</th>
<th>D peak area / G peak area</th>
<th>D peak height / G peak height</th>
<th>D peak FWHM / G peak FWHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-C-B-1</td>
<td>1377.5</td>
<td>1564.5</td>
<td>2.55</td>
<td>1.43</td>
<td>2.62</td>
</tr>
<tr>
<td>a-C-B-2</td>
<td>1359.1</td>
<td>1543.5</td>
<td>2.24</td>
<td>0.88</td>
<td>1.73</td>
</tr>
<tr>
<td>a-C-B-3</td>
<td>1356.2</td>
<td>1545.9</td>
<td>2.84</td>
<td>1.11</td>
<td>1.76</td>
</tr>
<tr>
<td>a-C-B-4</td>
<td>1354</td>
<td>1566.3</td>
<td>4.57</td>
<td>1.46</td>
<td>2.10</td>
</tr>
<tr>
<td>a-C-B-5</td>
<td>1352.3</td>
<td>1561.7</td>
<td>4.87</td>
<td>1.49</td>
<td>2.20</td>
</tr>
<tr>
<td>a-C-B-6</td>
<td>1364.9</td>
<td>1589.2</td>
<td>4.10</td>
<td>1.26</td>
<td>2.20</td>
</tr>
<tr>
<td>a-C-B-7</td>
<td>1359.6</td>
<td>1591.9</td>
<td>2.86</td>
<td>1.16</td>
<td>1.76</td>
</tr>
<tr>
<td>a-C-B-8</td>
<td>1360.5</td>
<td>1592.4</td>
<td>2.82</td>
<td>1.14</td>
<td>1.79</td>
</tr>
<tr>
<td>a-C-B-9</td>
<td>1357.4</td>
<td>1592.6</td>
<td>2.08</td>
<td>1.16</td>
<td>1.45</td>
</tr>
<tr>
<td>a-C-B-10</td>
<td>1356.2</td>
<td>1592.9</td>
<td>1.64</td>
<td>1.23</td>
<td>1.18</td>
</tr>
<tr>
<td>a-C-B-11</td>
<td>1356.6</td>
<td>1592.9</td>
<td>1.79</td>
<td>1.18</td>
<td>1.31</td>
</tr>
<tr>
<td>a-C-B-12</td>
<td>1357.4</td>
<td>1592.4</td>
<td>2.01</td>
<td>1.16</td>
<td>1.41</td>
</tr>
<tr>
<td>a-C-B-13</td>
<td>1357.4</td>
<td>1591.6</td>
<td>2.96</td>
<td>1.13</td>
<td>1.75</td>
</tr>
<tr>
<td>a-C-B-14</td>
<td>1359.3</td>
<td>1592.1</td>
<td>2.83</td>
<td>1.15</td>
<td>1.80</td>
</tr>
<tr>
<td>a-C-B-15</td>
<td>1357</td>
<td>1593</td>
<td>2.49</td>
<td>1.17</td>
<td>1.65</td>
</tr>
<tr>
<td>a-C-B-16</td>
<td>1357.5</td>
<td>1591.8</td>
<td>2.81</td>
<td>1.21</td>
<td>1.68</td>
</tr>
<tr>
<td>a-C-B-17</td>
<td>1351.6</td>
<td>1562.3</td>
<td>4.49</td>
<td>1.48</td>
<td>2.05</td>
</tr>
<tr>
<td>a-C-B-18</td>
<td>1356.5</td>
<td>1543.5</td>
<td>2.21</td>
<td>0.8</td>
<td>1.78</td>
</tr>
<tr>
<td>a-C-B-19</td>
<td>1364.4</td>
<td>1548.7</td>
<td>4.10</td>
<td>1.31</td>
<td>2.11</td>
</tr>
</tbody>
</table>

Table 8.6.: Result of the Raman experiment on a-C sample damaged with the photon beam of 91 $eV$ and with pulse energy of 4.83 $\mu J$. The amorphous carbon has combination of $sp^3$, $sp^2$ and $sp^1$ bonds. Initially the ratio of $sp^3/sp^2$ was 0.2.

The G' peak around 2700 $(1/cm)$ is also observable, depending on the position on which Raman spectra has been taken (on the damage spot or outside) and on the degree of graphitization (see Figs 8.29-12.29 (one set of images are depicted here and the rest in Appendix B)). In Table 8.6 clearly it’s obvious that the G peak gets wider and grows higher when traveling from out side towards the middle of the damage spot. Of course it doesn’t reach a pure Graphite peak width or height but changes are clearly observable.

A large area around the damage shot (outside of the damaged spot) on the a-C sample shows some signs of varying low degree graphitization. In the case of CVD diamond, right after the black damaged part, there is sole evidence of CVD diamond peak and no sign of D and G peaks (see Fig 8.27 red line is the spectrum and blue is the fit). The table 8.7 includes information on the peak position, peak width, and height of the CVD diamond sample damaged at LCLS (830 $eV$) with pulse energy of 5.11 $\mu J$. Outside of the damaged spot, there is just one peak present that represents the CVD diamond structure. On the damaged spot, both G and D peaks are developed, indicating the phase transition of diamond to graphite.

Comparing the Raman spectra on CVD diamond taken at different photon energies but with a fix pulse energy, evident that the graphitization process
had occurred in all these cases. The pulse energy with which the damage was created is around 5 $\mu$J (Fig 8.30). Noteworthy is the change in the degree of graphitization. This could occur due to experimental conditions as well as differences in the photon energy of the incoming beam.

These spectra indicate an increase in the degree of graphitization moving from low to high (20-830 eV) photon energies. This means the higher the photon energies, the higher energized ionized electrons and free carriers. Hence, they create more free carriers and, therefore, secondary processes are sustained for longer and are also stronger. The higher photon energies also mean that the attenuation depth and the affected volume is larger. That means that those high energetic electrons get distributed over a larger volume.

A Raman spectrum of a pure graphite sample depicted in Fig 8.31 with the Table 8.8 provides information on the position of each D and G peak, their intensities, FWHM alongside peak areas.

<table>
<thead>
<tr>
<th>sample</th>
<th>D peak position (1/cm)</th>
<th>G peak position (1/cm)</th>
<th>D peak area /G peak area</th>
<th>D peak height/G peak height</th>
<th>D peak FWHM/G peak FWHM</th>
<th>$sp^2$ position</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVD diamond-on 1</td>
<td>1357.6</td>
<td>1583.9</td>
<td>1.07</td>
<td>$3.11e^{-5}$</td>
<td>1.62</td>
<td>1331.7</td>
</tr>
<tr>
<td>CVD diamond-on 2</td>
<td>1331.7</td>
<td>1577.9</td>
<td>0.34</td>
<td>2.48</td>
<td>2.53</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.7.: Result of the Raman experiment on CVD diamond at LCLS with 830 eV photon energy and the pulse energy of 5.11 $\mu$J sample.

Table 8.8.: Result of the Raman experiment on the Graphite sample.
Fig. 8.30: Raman spectrum on CVD sample at different photon energies with the same pulse energy (5 $\mu$J) are compared. Graphitization process has been seen in all of these experiments and the degree of this process changes. Depending on the photon energy and experimental conditions these differences in peak width, position etc. have happened. Samples have had the same quality in all of these experiments.
Fig. 8.31.: Raman spectrum of pure Graphite sample to compare with the damaged a-C and CVD diamond samples. Raman spectra were taken from the white spots and black spots on both the samples. The results were the same.
Chapter 9

Simulations

In the following two sections, the results of theoretical simulation via Hybrid XTANT model and the heat diffusion process (simulated via COMSOL) are presented. With the help of Hybrid model, it is possible to follow the changes of the electronic states and its potential energy states, from the time that the FEL pulse irradiates the sample until some 100’s of fs after the irradiation. This section focuses on the ionization processes and consequences as bond breaking, secondary processes, etc. Heat diffusion, on the other hand, starts to take part in the damage process after some 100’s of ps after the irradiation and last up to some µs until sample gets back to the room temperature. Heat diffusion helps to estimate if the sample could reach melting temperature during the damage process and how far it could affect the size of imprints. After some 100’s of ps one can not separate these processes from each other. There is an overlap between them, where each process is active but with different intensity compared to the other.

9.1 Hybrid code XTANT (Theoretical simulation)

Under femtosecond irradiation as mentioned in chapter 5, semiconductors undergo several sequences of processes. The photo-ionization process, which happens within fs is followed by secondary processes like decay of Auger electrons or fluorescence photons. These decays lead to the production of further atomic excitation, bond breaking, and free carriers production e.g. via exciting electrons from the valence band into the conduction band. Elastic or inelastic scattering of electrons or photons (for example through impact ionization) takes place within fs, while the scattering of electrons on atoms or phonons leads to significant energy losses and occurs over significant longer time periods, typically in the order of ps [154], [155].

This inter-particle interaction leads to changes of the inter-particle potential energy. The electronic state of the system in covalently bonded material influences the (inter) atomic bindings. Hence, any changes e.g. the number of anti-bonding states will result in an ultra-fast rearrangement of atoms. This is because the system tries to balance and minimize the potential energy of the electronic system. This happens in the form of phase transition, where in the
case of diamond, $sp^3$ bonds change into $sp^2$ bonds and the material turns into graphite. A phase transition process can take place in a few hundred $fs$. The photo-ionization process is the leading process here. Besides, there is a great possibility that graphitization occurs due to the heat generated through free carriers. Calculations show that around $T_m = 1360\, K$ diamond can undergo graphitization. This temperature is calculated with Lindemann’s formula (see equation 9.1) and so-called intra-cell graphitization [156].

$$T_m = \frac{x^2_m}{9\hbar^2} MK\theta^2 r^2_s$$ (9.1)

The theoretical simulation attempts modeling the phase transition through $fs$ FEL pulses and is undertaken by a group of theoretical physicists. The group comprising Dr. H. Jeschke, Dr. N. Medvedev and Dr. B. Ziaja at Frankfurt University and CFEL in DESY in Hamburg developed a Hybrid model, which traces non-equilibrium kinetics of electrons under ultrashort laser irradiation and follows the rearrangement of atoms.

The model is based on the following combined codes (Monte Carlo, Tracing the temperature of valence and low energy conduction band electrons, Molecular Dynamics, Tight Binding model) described in great detail in the following references [17], [157], [158], [135], [30], [159], [36], [160], [161]. These models are briefly explained here:

- **Monte Carlo (MC):** treating the non-equilibrium kinetics of high energy electrons after photo-absorption. Here, the photo-absorption and secondary electron cascading have been modeled in a simulation box. The photon pulse temporal profile is taken to have a Gaussian shape with e.g. $10\, fs$ FWHM. The penetration details are taken from photo-absorption length corresponding to the specific photon energy. Photo-absorption can occur in valence band or K-shell depending on the energy of the photon. In the case of valence band photo-absorption in this model, an energy level among all the valence band levels has been chosen randomly (obtained from tight-binding formalism). In this model, it is assumed that each photon excites just one electron. The excited electron undergoes several secondary scattering processes. The inelastic mean free path of these electrons, which depends on their energy, has been calculated using the complex dielectric function. The inelastic electron scattering cross section is therefore calculated with the help of the complex dielectric function within the first Born approximation. The mean free path of electrons for diamond and graphite is then calculated and compared in this model. This shows that mean free paths are similar to each other for both graphite and diamond. Due to the difference in the band gap of graphite and diamond, a shift to a lower energy is present in the case of graphite. The band gap of diamond is around $5.5\, eV$ whereas this vanishes for graphite because it is a semimetal.

- **Tracing the temperature of valence and low energy conduction band electrons,** which are in thermal equilibrium:
  The low energy electrons are assumed to be in partial equilibrium. The
number of electrons which get excited to high energy states or fall back into low energy states is followed here. This distribution function for valence band and the low energy conduction band is calculated via Fermi function. This is carried out because the electron distribution function changes due to the changes in the electronic states. This is defined in the MC step algorithm.

- Molecular Dynamics (MD), focuses on picturing the atomic motion of all atoms individually in the simulation box:
The classical motion of all atoms are described by spatial coordinates and velocities, and the collective potential energy surface is described quantum mechanically. Two cases analyzed here are under two different conditions, one with a constant volume of the simulation box and the other with constant pressure (see Fig 9.2). The potential energy surface is defined by the transient electron distribution function, the position of all atoms in the supercell and by the transient band structure updated with the tight binding method at each time step. For constant volume simulation, the MD model employs Parrinello-Rahman method [162].

- Tight Binding model for tracing the transient electron band structure and collective interatomic forces:
In this part of the model, the electronic energy levels are calculated at each time step. This is used to determine the potential energy surface. The interatomic forces are being calculated here. The atomic Hamiltonian considered here is two-fold: The attractive part depending on the electron configuration and the repulsive part which illustrate the repulsion of atomic cores.

A simple schematic is depicted in Fig 9.1 which shows how these models are combined and the structure of the simulation is built.

With this model, they have tried to reproduce the experimental parameters at different photon energies and for different fluences. Some of simulated results in the case of 830 eV are depicted below (these data sets are not published yet) in Figs 9.4a, 9.4b, 9.4c, 9.4d. From the previous calculations it was expected that at constant pressure the value of 1 eV/atom absorbed dose is above the damage threshold. The damage threshold in the case of diamond in previous works was reported to be 0.69 eV/atom for constant pressure. With the help of this Hybrid model, the damage threshold for constant volume was calculated as well and found to be 0.74 eV/atom (see ref [158], [159], [36]). A simple sign for recognizing the phase transition is the sudden strong drop in the atomic potential energy. This can be seen in Figs 9.4a for fluence energy of 1.87\,J/cm² at 830 eV photon energy. These graphs show that the total energy is constant except for the deposition time. In this period the energy is transferred from the pulse to the high energy electrons. Hence, the total energy of atoms is lower than the total energy of electrons and atoms. After some time this changes and some part of the energy gets transferred to the potential energy, in other words to the low energy domain. Hence, both the total energy of atoms and electrons (blue) and total energy of atoms (green) curves meet (see Fig 9.4c). Around 90
fk the potential energy undergoes strong decrease. That is because of the phase transition of diamond to graphite which has happened at this point. At 92 eV the potential energy has been calculated for both cases of constant pressure and constant volume (see Fig 9.2). Here one can observe that phase transition in the case of constant pressure takes place in a shorter time of 90 fs compared to the constant volume where phase transition occurs after 200/fs post irradiation. This is because the system in a fixed volume can not relax as a whole. Thus, phase transition takes a longer time. Which actually might be closer to what happens in real case (there has been no experiment so far studying this to test its proof). The pressure has high fluctuation compared to the volume when the phase transition occurs.

Other evidence indicating the phase transition can be found in changes of the band gap. Figure 9.4d (for fluence of 1.87 J/cm²) clearly display that around 90 fs the band gap disappears from 5.5 eV to almost 0 eV. Due to some fluctuations because of numerical reasons it could be reasonable to consider this drop to 1 eV.

It is also obvious that the chemical potential has dropped as the band gap disappears but again get back to its initial value after the phase transition. As a consequence of changes in the potential energy of the system, electrons’ and atoms’ temperature changes after the irradiation. This is observable in the following Fig 9.4b for fluence of 1.87 J/cm². The electrons’ temperature rises first, and after the phase transition, it decreases. There is an increase in the temperature of atoms after the phase transition. This is where heat diffusion in the system plays a role and carries the heat into the rest of the system towards the substrate and along the surface (see section 9.2). The phase transition turns diamond into graphite. This means that material changes from an electrical
9.1. Hybrid code XTANT (Theoretical simulation)

Fig. 9.2.: (a): Diamond irradiated at 92 eV photon energy with 10 fs laser pulse. The absorbed energy was 1 eV/atom. The total energy of the system (electrons and atoms) is plotted in black and total energy of atoms is depicted in red dash line, the blue dashed line shows the potential energy of the system [158]. (b): The same simulation under the constant pressure.

In this model, one can also calculate the number of high energy electrons and all deep shell holes involved in the phase transition after the exposure time. This is depicted in Fig 9.4b for fluence of 1.87 J/cm$^2$ at 830 eV.

In previous work of Dr. N. Medvedev fluence threshold for CVD diamond [158] was theoretically calculated and comparing that data set with the experimental data from this Ph.D. project, shows an agreement between these two sets of information (see Fig 9.3). Dr. N. Medvedev also calculated [163] changes of the band gap, electron occupancy in conduction band as well as distance to the nearest neighbor at different photon energies for CVD diamond (see Fig 9.5). In all these calculations the density of electrons in conduction band increases after the pulse (at some photon energies also already during the pulse). The band gap decreases as well as the distance to the nearest neighboring atom.

The absorbed dose is simulated to be around 0.7 eV/atom, which stays the same for all the considered photon energies. Looking at the experimental values,
Fig. 9.3.: Simulated fluence energy threshold for the graphitization of diamond as a function of photon energy during and after the pulse at different photon energies on CVD diamond sample vs experimental values. Data is simulated with a Hybrid code XTANT developed by Dr. N. Medvedev [158].

Fig. 9.4.: (a): Simulated evolution of conduction band electron occupancy in CVD diamond with 830 eV photon energy with 1.87 J/cm² fluence. The pulse duration was taken as in experiment 100 fs. Data is simulated with a new hybrid code XTANT developed by Dr. N. Medvedev. (b): Simulated high energy electrons and core hole densities. (c): Simulated changes of potential, atomic, electrons and the total energy of the system. (d): Simulated changes of potential energy and the band gap during and after the pulse.
except at energies around carbon K–edge, the absorbed dose is fluctuating around that value at most photon energies. Below the K–edge the attenuation length is simply longer and after K–edge, there is a drop (see Fig: 4.4). Hence, photons get absorbed in a larger volume (below K–edge) compared to other photon energies. As a result, the absorbed dose should decrease. As the number of free carriers increases, due to the screening effect more photons get reflected away, this causes the damage to occur at a higher absorbed dose. At low photon energies (20, 24 eV) the attenuation depth is very small. Hence, carriers escape from the surface, carrier diffusion and screening effect are more pronounced at these low photon energies.

The speed of sound in a crystal is defined as the speed of propagation of the acoustic mode (phonon vibration in long wavelength mode) and can be calculated with group velocity. The sound velocity is highest for diamond compared to all other solids, and its value is 1200 (m/s). This vibration starts to happen after some ps, after the irradiation. Where the phase transition has already taken place at the irradiated spot. This process and its timing generate the thought that no (Diamond) crystal structure in that time (after some ps)
exists after the irradiation. Hence, one can assume heat diffuses inside the phase transferred material (graphite) and distributes through phonon vibrations but with lower sound velocity (less than sound velocity in diamond) in the damage spot region.

Looking at the Fig 9.6, allows one to estimate the distance the free electrons cascade inside the a-C or Si as well as in CVD diamond. This is the distance they travel before their energy goes behind the threshold. One should consider the photon energy with which the sample has been ionized and subtract the energy of electrons at each shell and compare that value on the x-axis will hand in the distance the free electrons could travel. If the photon energy at the experiment is 830 eV and the sample is a-C coated Si. The 1S shell electrons with 291 eV will be ionized. The ionized electron will have 530 eV energy. Regarding the calculation in Fig 9.6, the free electron will have still enough energy to travel further 70 nm for a-C (in the case of Si they can travel further a distance of 90 nm) inside the sample. Coating (a-C) thickness is 50 nm and Si thickness is 60 μm. This means that these electrons move from one material to the other and could cross their borders quickly. They have enough energy to ionize further atoms and produce more free carriers on their way.
Hence, through photo-ionization the first group of energetic free carriers will be released, these produce more free carriers via secondary processes like impact ionization, Auger processes, etc. (see Fig 9.7).

Fig. 9.7.: The total energy of free electrons in the conduction band normalized for the total absorbed energy (right ordinate). The number of free electrons created by different processes during the laser pulse irradiation and normalized per number of absorbed photons is also presented (left ordinate). The intensity envelope of the laser pulse is added as a dashed line in arbitrary units [36].
9.2 Heat diffusion simulation

In the early stages of damage process (very first 100fs after the irradiation), phase transition through ionization processes (see section 9.1) takes place. Hence, the density of a-C or CVD diamond, both changes to graphite (Gr). This part of the process is recognized as non-thermal. Later on, after some 100’s of ps due to a direct increase in the kinetic energy (temperature) of atoms, heat diffusion process takes place and the melting temperature might be reached on the coating, the substrate or both. In the non-thermal section of the damage process, the area of each damage spot is on the logarithmic axes linearly dependent on the pulse energy. This is under the assumption that the beam has a Gaussian shape. If the beam shape changes or any other process like melting (heat diffusion) plays a role in the damage process, some changes regarding this dependency will be detectable from the experimental results (see Figs 9.26, 9.27 and 9.28).

Heat diffusion in this Ph.D. project is simulated via COMSOL. It is a software package based on advanced numerical methods, for modeling and simulating physics-based problems.

Benefits of use include COMSOL’s graphical user interface and its options for different predefined interfaces and corresponding modeling tools. Based on the COMSOL simulation one can estimate if the melting temperature could be reached on the surface, in the volume, at the boundary between the coating and the substrate or the substrate alone.

As a first approach, the heat is simulated inside the a-C or CVD diamond after being illuminated by the pulse and without considering the phase transition. One can check if the melting temperature is achieved on the sample. The area (on the surface) up to which the melting temperature is reached, is then extracted and compared with the measured damaged areas on Nomarski images of each damaged spot at different pulse energies for various photon energies. In the more advanced approach, one can consider that phase transition has already taken place and simulate the diffusion of the heat from the center of the phase transferred material (graphite instead of a-C or CVD) inside the primary material (a-C or CVD diamond) further away. Different cases are studied here

- Phase transition has happened in the area as large as the beam size
- Phase transition has happened in the area smaller or larger than the beam size
- The case where the created graphite is thinner in depth than the coating thickness
- Considering different length (partial formation or grating shape like structure) of created graphite on the surface with a thin or thick thickness

Fig 9.11 shows different studied models in this section. The last model is more of a realistic option. Based on Raman spectroscopy measurements
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Fig. 9.8.: Spatial and temporal part of Gaussian pulse defined in COMSOL for the simulation.
one knows that the created graphite does not have a perfect long sheet and has defects. This means that graphite has been created in small areas in the range of few nm in length at the surface (see section 8.5 and the Equations of 8.10, 8.11). Therefore, considering the partial formation of graphite in the heat diffusion makes sense. Finally, comparing all these results and seeing when heat diffusion plays a strong role in the damage process and its consequences, leads to a better understanding of the damage process and its thermal and non-thermal parts.

---

Table 9.1.: Defined properties of Si in the simulated model via COMSOL
To simulate each case, one first finds the correct module in COMSOL and defines the parameters and the framework that mimics the actual process. In the case of this project, the basic physics module was chosen. The first step is to define the parameters which characterize the FEL beam. This includes beam shape, its size, energy of the pulse, the pulse duration, etc (see Fig 9.8, 9.9). The shape of the pulse should be defined as it was in the experiment (Gaussian) with its temporal and spatial parameters. The size of the pulse is taken as the beam size. The temporal size of the pulse corresponds to the pulse duration during the experiment. The simulated pulse going through the Si (as an example) is depicted in Fig 9.10. The attenuation depth is different in each case depending on the photon energy with which the experiment was performed.

The next step is to define sample dimensions (size of the sample which is the surface area and thickness of a-C, Si or CVD diamond) and its material
Fig. 9.11.: Different structured models studied to find out the closest possible effect during heat diffusion process. It is interesting to check if by changing the radius or depth of phase transferred material or its thermal conductivity any changes will be observed in the simulation results. The first image from the top shows a model which considers the heat gets distributed inside the a-C coating as pulse illuminates the surface. The next model is the case where the phase transition had happened, and the radius size of the graphite (violet section) is the same as the beam radius (or smaller/larger in different studied cases), and the depth is the same as the attenuation depth of radiation at 830 eV. The next image shows the case where graphitization has happened in a grating-like structure (partially). The radius of graphite in the first part is the same as the beam size or different, and after that area there is a-C, and the next is a graphitized area. The radius of a-C or graphite is changing. The depth is taken to be the same as the attenuation depth. The fourth image represents the case where the graphitized area has a smaller depth than the attenuation depth. It is still partially structured. Different models are considered and examined to find out the closest possible effect to the real case observed from the areas of the damage spots and check if any changes can be detected by changing the radius or depth of graphitized region or even its thermal conductivity.

characteristics e.g. Optical and thermal properties, etc. (see Figs 9.12, 9.13, and Table 9.1). There is a fine mesh defined in the case of each material as well as the corresponding critical boundary conditions for heat conduction and convection. The simulation starts at the point where the pulse hits the sample (see Figs 9.14) and runs for few microseconds (see Figs 9.15). This is the average time during which the sample’s temperature returns to the room temperature. There is some ps needed for the samples to reach their melting threshold. That is the required time to transfer the energy from electrons to atoms via electron-phonon
9.2. Heat diffusion simulation

Block components—axial symmetric geometry

Fig. 9.12.: Defined components. a-C coating on top of Si substrate.

Fig. 9.13.: Defined boundary conditions.
coupling [8], [157]. This indicates that before this time the damage process is mainly governed by photo-ionization, and one can name it non-thermal. This was also proven by the Hybrid XTANT theoretical simulation in section 9.1. After some hundred’s of ps both non/thermal processes are involved in the damage.

As an example are the pulses with 3.7 and 17.5 µJ depicted in Figs 9.15; as well as the temperature achieved on and in the sample. The corresponding radius up to which this temperature was reached is depicted in Fig 9.16. One can see how far the heat diffuses on the surface of a-C as well as in Si.

Simulations show that melting plays a role in the damage process starting with pulse energies around 10 µJ (2.7 eV/atom) at 830 eV without considering the phase transition (see Fig 9.19). In the case of phase transition this value changes to 5 µJ (1.38 eV/atom)(see Fig 9.20).

As mentioned earlier different designed models are studied in this project, even the value of the thermal conductivity at 830 eV photon energy was changed to lower values for comparison reasons. The thermal conductivity of the graphite was changed from 5.7 W/mK to 3 W/mK (see Fig: 9.21). Also the damage structure was changed to grating like (partial formed graphite areas). Some of the results are depicted in Figures 9.22, 9.23 and some are depicted in Appendix 12.6.e.g in Fig 12.30.

Silicon has higher thermal conductivity than amorphous carbon and graphite (see Table 9.1). It’s (Si) heat capacity is almost the same as graphite but higher than amorphous carbon. Therefore, it can reach melting threshold on lower pulse energies compared to amorphous carbon and graphite. From the theoretical simulation, it can be seen that free electrons after photo-ionization process have still enough energy to travel and escape from a-C to Si, which could generate secondary processes. Figure 9.6 shows that one can estimate at a specific energy how far electrons can travel inside the a-C, Si or CVD diamond and generate free carriers.

In Figures 9.17 - 9.19 simulated heat diffusion at different photon energies of 20 eV, 177 eV, 296 eV and 830 eV on a-C sample at room temperature are depicted.

At 20 eV, compared to the higher photon energies, the heating starts at very low pulse energies and mainly is the a-C which reaches melting temperature. The attenuation depth of X-ray-FEL pulse at 20 eV is very small, and the photo-ionization mostly takes place in an area very close to the surface. Hence, lots of free carriers can escape from the surface, or the screening effect creates a hot plasma of electrons on the surface of the sample. The generated high pressure could cause shock waves and distribute the carriers out of the beam region (in size). All these processes lead to a high damage threshold value being obtained which is presented in chapter 8.

Considering the theoretical calculation in Fig 9.4, sample reaches 2000 K temperature after the phase transition. Starting with the 2000 K base temperature in heat diffusion simulations shows that Si reaches the melting threshold much faster and even before the a-C coating reaches its melting temperature. This means, after some few ns the Si melts.

Looking at the Figures 9.17- 9.19 shows that at very first low pulse energies
damage spot size increases linearly vs. the pulse energies on the logarithmic axis (this indicate that this part of the damage is mainly governed non-thermal and through photo-ionization). This dependency changes at higher pulse energies. The area of the damage spots observed under the microscope is shaped after all the processes have taken place (including melting of the Si, a-C or CVD diamond). Therefore there exists a high rate of error in determining the area of the damage spots in general. This doesn’t have a huge impact on the energy threshold values but could have an impact on the evaluated absorbed dose (non/thermal effects both generate the damage). Hence, in most cases, one could use the initially given beam size to obtain the absorbed dose values instead of the beam imprint area, or at least these values (areas) should be cross-checked if they are too far from each other or almost the same (at the threshold).

Heat gets transferred inside graphite faster towards the substrate, compared to the case inside a-C (no phase transition). This is due to the different thermal conductivity of these two materials. Hence, a larger volume of the material can get heated up to the melting temperature when considering phase transition into graphite in the simulated models. Heat diffusion simulations on the already phase transferred material shows that in this case a larger area of the surface gets heated up and this could explain the non-linearly increasing damage areas especially in the case of a-C sample (see Figures 9.20).

The simulation studies went on by considering the partial formation of graphite planes. Different models, as depicted in Fig 9.11, are considered. Following Figures 9.20 - 9.23 and Figs 12.30, 12.31 illustrate the heat diffusion inside the phase-changed material with different possible sizes of graphite grains, different thickness or radius (length). Graphite with the 1930 W/mK thermal conductivity (graphite planes laying perpendicular to the surface) reaches melting temperature at higher pulse energies compared to the graphite with 5.7 W/mK. The Si reaches its melting temperature at lower pulse energies in comparison to graphite. It should be mentioned that these simulations are done all at 830 eV photon energy for a-C sample.

By changing the radius of the phase transferred material (into graphite) in the simulations, the result of heat diffusion process change. After testing different models, it became apparent that in the grating-like structure model, reducing the length or depth of the graphite sheet reduces the distance the heat should diffuse into; until it arrives at the next neighboring region (material). Therefore from a 20 nm layer of graphite, heat can diffuse into the a-C (neighboring area) in a shorter time and heats this layer up. If the initial incoming pulse has enough energy the a-C (laying below graphite layer) can reach its melting temperature as well. Looking at the Figure 9.23, shows that in the case of a small size graphitized volume with 3 µm radius and 50 nm depth (depicted in Panel 1 from the top) the a-C (neighboring area) can still reach the melting temperature. In the case of graphitized volume with 3 µm radius and 20 nm (Panel 2) the heat diffusion process runs differently and starts at a different pulse energy. In the case of the 20 nm graphitized volume, the heat transfers from graphite to a-C and the underlying a-C layer also reaches its melting temperature. Si reaches the melting temperature at different pulse energies (compared to a-C or graphite) in all these cases (depending on the
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Fig. 9.14: Simulated heat diffusion in the sample after a few 100's of ps after the FEL pulse in top figure and after few ns in lower figure at 830 eV with 3.7 µJ pulse energy.

The Figures in 9.25 illustrate the heat diffusion in the case of CVD diamond at 830 eV for different pulse energies. The first plot represents the heat diffusion at room temperature without considering the phase transition. This shows that in this case, melting threshold lies at high pulse energies (almost around 50 µJ). The second plot illustrates the heat diffusion in the CVD diamond with the phase transition (as large as beam size) and the thermal conductivity of 5.7 W/mK. This is a possible explanation for the areas larger than the beam size which is measured as damage spot footprints size. The third graph (in the case of CVD diamond) shows that heat diffusion wouldn't play a significant role in the damage process when the thermal conductivity is taken to be 1930 W/mK.
Fig. 9.15.: The temperature reached at the surface of a-C is depicted in red and Si at the boundary is depicted in green and Si at bottom of the sample in blue. There are two pulse energies examined here in top figure the pulse energy is taken 3.7 $\mu$J and in the bottom figure it’s 17.5 $\mu$J both at 830 eV.
Fig. 9.16: At 830 eV photon energy with 17.5 µJ pulse energy the maximum radius at which the sample reaches the melting temperature on a-C or Si is simulated via COMSOL and plotted here.
(a) Heat diffusion simulation at 20 eV. The beam radius is taken as in the experiment. The pulse duration was also matched to the experimental data; this was 100 fs. The a-C thickness was 50 nm. There are two sections pronounced in the plot. The first one is cited as PI (photo-ionization section), where all the ionization processes take place. Which results in phase transition of the material and initiating damage due to these processes. The second section corresponds to the mixture of the secondary processes, carrier and heat diffusion.

(b) Represents the simulation with 91 eV and the pulse duration was taken to be 30 fs.

Fig. 9.17.: In these calculations one has simulated if the a-C or Si reach their melting temperatures and the area up to which this temperature is reached is plotted vs the pulse energies. The experimental data also representing the area of each damaged spot vs the corresponding pulse energies on the logarithmic axis.
Fig. 9.18.: Heat diffusion simulation at 269 eV on a-C sample. Simulation ran over 7 µs with the pulse duration of 125 fs. The beam radius is taken as in the experiment. a-C thickness was 50 nm. There is also an extra part which represents the measured length of the damaged spots via AFM (yellow) vs. their corresponding pulse energy to compare the localized and nonlocalized damage effect due to the heat on the damaged spots.
Fig. 9.19: Heat diffusion simulation at 830 eV on a-C sample. Simulation ran over 7 µs. The phase transition to graphite is not considered. One can see at which pulse energy Si / a-C reach their melting temperature and how deep in length on the surface this is distributed and where the melting can make changes in the size of the damaged spots.
(a) Illustrates the phase transition to graphite has already taken place and the thermal conductivity is taken to be 5.7 W/mK for graphite sheets parallel to the surface.

(b) In this case the thermal conductivity of graphite is taken to be 1930 W/mK.

Fig. 9.20.: Heat diffusion simulation at 830 eV on a-C sample. Simulation ran over 7 µs. The simulation is done on the a-C sample with 100 fs pulse duration. The beam radius is taken as in the experiment (7.22 µm). The a-C thickness was 50 nm.
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Fig. 9.21.: Heat diffusion simulation at 830 eV on a-C sample. Simulation ran over 7 µs. The simulation is done on the a-C sample with 100 fs pulse duration. The beam radius is taken as in the experiment (7.22 µm). The a-C thickness was 50 nm. The phase transition into graphite is considered. Heat diffusion is compared between two cases of low thermal conductivity (3 W/mK) and thermal conductivity of 5.7 W/mK. Larger radius is heated up in the case of low thermal conductivity.

Fig. 9.22.: Heat diffusion simulation at 830 eV on a-C sample. The phase transition into graphite had already taken place. Simulation ran over 7 µs. The graphite layer has 14 µm radius. The thickness of graphite was 20 nm and underneath is a-C with thickness of 30 nm.
Fig. 9.23.: Heat diffusion simulation at 830 eV on a-C sample considering phase transition into graphite had already taken place. Simulation ran over 7 µs. (a): Grating structured damaged region with graphite radius of 3.2, 2 and 3.2 µm and thickness of 50 nm. (b): Same structure as in (a) but with 3.2, 2,3 µm length and 20 nm thickness.
Fig. 9.24: Heat diffusion simulation at 830 eV on CVD sample. Simulation ran over 7 µs. The beam parameter are as in experiment. Estimating if the CVD reaches melting temperature and up to which radius it could have been heated up.
(a) Heat diffusion simulation at 830 eV on CVD sample. Considering phase transition into graphite had already taken place. The thermal conductivity of graphite is 5.7 W/mK and its size was taken as the beam radius.

(b) Same structure as in (a) but with 1930 W/mK thermal conductivity.

Fig. 9.25.
9.2.1 Discussions

The theoretical calculations via Hybrid XTANT code on damage process due to the X-ray FEL pulses give an estimation on the time regime during which different processes such as photo-ionization take place (within $fs$). With which one can sort the thermal and nonthermal processes out. It is evident that the band gap (in the case of CVD diamond) shrinks from 5.5 eV to 1 eV in the early 100$fs$ of the damage process after the pulse. Through these simulations, its approved that phase transition takes place.

The experimental data set showed that the damage imprint spot size especially at high pulse energies doesn’t always follow a linear path on the logarithmic scale vs. pulse energy. This has suggested that at this point carrier/heat diffusion processes cause this nonlinear effect (see Fig 9.26). Hence, heat diffusion is simulated for this project at different photon and pulse energies as mention in this chapter. The damage spot size from the experimental data set is then compared to simulated ones.

During the photo-ionization damage processes, the temperature starts to increase, and in some cases, the melting threshold will be reached after some $ps$. Hence, after some $ps$ heat diffusion will cause more damage. Therefore one should consider two models combined to be able to describe the damage process. One model consists of irradiated matter undergoing the phase transition and heat diffusion. The second is the heat and carrier diffusion model inside the original state of the material (see Fig: 9.27–9.28).

The Damage threshold due to non-thermal damage is compared to the melting damage threshold values obtained from simulations and are presented in Fig 9.29. One can see that at lower pulse energies of 20 eV carrier escape, Coulomb explosion, screening effect (non-thermal processes) are the governing processes in the damage. Considering the partial formation of graphite sheets and estimating the heat diffusion effect shows an agreement with experimental data concerning the enlargement observed in the damaged spots specially at higher pulse energies.
Fig. 9.26.: It is expected that the damage spot areas and their corresponding pulse energies on the logarithmic scale show a linear dependency (Gaussian beam profile). From the experimental result, it can be seen that after the P-I (photo-ionized) section this dependency is no longer linear. Comparing the areas of the footprints with the given initial beam area at the experiment shows a different enlargement in the areas of the damage spots (see Fig 9.25). This can be explained at higher pulse energies with heat diffusion effect. Between the P-I section and very high pulse energies, there is another section. In this section, one can assume a series of complex processes, such as photo-ionization and secondary processes and heat diffusion taking place. (a): Shows changes of the FWHM of the imprints with the pulse energy linearly. (b): Shows that damage footprints areas expanding nonlinearly due to the heat diffusion and carrier distribution (see also Figs 9.27 and 9.28).
Fig. 9.27.: The model based on the fact that the Gaussian pulse exposing the sample cause a photo-ionization (PI) effect, as well as heat and carrier diffusion. The FEL Gaussian function and the distribution function are modeled in the form of convoluted Gaussian defining the damage spot size changes; going from low pulse energies to higher pulse energies. The Gaussian pulse in PI section describes the linear dependency of the spot size of the damage spots on the pulse energy (on the logarithmic scale). This dependency changes due to the carrier and heat distribution to a nonlinear dependency. The experimental data are represented with the empty blue circles, performed at 830 eV at LCLS on CVD diamond sample.

Fig. 9.28.: The model above tested on a-C (50 nm thick a-C coating on Si substrate) sample.
(a) The damage and melting threshold values on a-C are compared. Around 269 eV the melting threshold dose and non-thermal damage threshold are very close to each other. This could also be due to possibility of phase change because of the heat diffusion. Around 20 eV, there is a big gap between damage threshold value and the one obtained due to the melting. This can be interpreted as a sign of free carrier scrape, plasma formation, etc. effects causing a high dose threshold values.

(b) Represents the same data set as above but on CVD diamond. The simulations were done at 830 eV. The melting threshold dose in this case is close to the photo-ionization section (considering the phase transition to graphite; violet point) and higher in the case of CVD diamond itself.

Fig. 9.29.: The damage threshold dose values calculated with Equation 5.12 and compared with the melting threshold dose values obtained from COMSOL simulation in chapter 9.
Chapter 10

Damage on gratings

A diffraction grating is an optical component with a periodic structure which splits and diffracts the light into several different directions. Based on the Huygens’ principle, each point on the wavefront can be taken as a new source of light traveling in a particular direction which constructively or destructively interferes. This depends on the spacing and design of the grating, as well as on the wavelength of the light in general. The concept of grating discovered by James Gregory after Newton’s discovery of prisms provides the monochromatized light for experiments in soft X-ray regime is realized by the use of grating-based monochromator. Damage on the grating is a major concern for designing the beamlines at FEL/ XFEL facilities.

Since the grating has a periodically structured surface, it causes a non-homogeneous electric field distribution on its surfaces which increases the degree of damage to some extent compared to the flat surfaces [164]. The reason is the changes in the incidence angle of the incoming beam, at the grazing and normal incidence angle and the reflected beam that hits the edges (causing a higher level of damage). The different types of gratings of particular concern are Variable Lines Spacing (VLS), Blazed and Lamellar grating. In this work, the experiment was done on a Lamellar grating. A diffraction Lamellar grating [165], [166] consists of a series of equally spaced parallel grooves. The substrate was made of silicon. To construct the grating structure, the substrate was etched, and grooves made. The structured substrate was coated with amorphous carbon (see Fig: 10.1). If the spacing between the grooves changes, instead of a Lamellar grating, one has a VLS grating. In Blazed grating as depicted in Fig 10.2 the grooves are done under a grazing angle and not normal to the surface. The way see in which the grooves are formed separates gratings into two basic types, holographic and ruled. In general, ruled gratings have a higher efficiency than holographic gratings [167].

The distance between adjacent grooves and the angle with which the grooves are formed (with respect to the substrate) influence both the dispersion and efficiency of a grating. If the wavelength of the incident radiation is much larger than the groove spacing, diffraction will not occur. If the wavelength is much smaller than the groove spacing, the facets of the groove act as mirrors and again, no diffraction takes place. The relationship between the grating spacing and the angles of the incident and diffracted beams of light is known...
Fig. 10.1.: The Lamellar grating used in the damage experiment at FLASH 2011 had a Si substrate coated with a-C (45 nm). The groove density was 200 grooves / mm and the groove depth was 13.5 +/- 3 mm. The duty ratio was 0.41 +/- 0.1.

as the grating equation.

\[ d(\sin \theta_i + \sin \theta_m) = m \lambda \]  

(10.1)

\( \lambda \) is the diffracted wavelength, \( d \) the grating constant (the distance between successive grooves), \( \theta_i \) the angle of incidence measured from the normal and \( \theta_m \) the angle of diffraction measured from the normal.

Fig. 10.2.: Image of grating, where \( n \) is the order of diffraction, \( \lambda \) is the diffracted wavelength, \( d \) the grating constant, \( \theta_i \) the angle of incidence measured from the normal and \( \theta_m \) the angle of diffraction measured from the normal [167].

The light that corresponds to direct transmission (or specular reflection in the case of a reflection grating) is called the zero order, and is denoted \( m = 0 \). The other maxima occur at angles which are represented by non-zero
10.1 Grating’s parameters

The grating sample is manufactured with parameters which reproduce the one currently in use in soft X-ray beamline at LCLS [168] with a length of 200 mm and 5 µm periods. Based on a 1 mm thick ion etched Si wafer, with a duty ratio of 0.4. The duty ratio is the ratio of groove width and the period length. Since a-C is a typical coating candidate for optical elements at XFEL, a 45 nm thick layer of a-C was used to coat the etch wafer. It was proved by means of AFM that the coating exactly reproduces the ion etched area [169]. The grating groove depth was 13.5 nm (see Fig 10.3).

Fig. 10.3.: Image of grating before the damage taken via White Light Interferometer (WLI) and the AFM. Si substrate coated with a-C (45 nm) The groove density was 200 grooves / mm and the groove depth was 13.5 +/- 3 nm. The duty ratio was 0.41 +/- 0.1.

10.2 Results of damage experiment on gratings

The damage experiment was performed at FLASH in Hamburg in 2011 with 4.6 nm wavelength (the wavelength varied between 4.5 nm and 4.7 nm). In this wavelength domain, the beamline transmission is evaluated, taking into account the mirror’s setting, to range from 0.20 (at 4.50 nm) to 0.46 (at 4.70
The experimental results that are presented below are based on the beamline transmission of 0.39 corresponding to 4.6 nm. The single shot damage experiment was done at a grazing angle, which was \( \alpha = 2^\circ \pm 0.1^\circ \) and each shot was made with a different pulse energy. Afterward, the experiment’s sample was analyzed ex-situ with the same procedure as described in Chapter 8. With the difference that the damage areas were measured in this case for both flat mirror-like sample and grating sample to determine the damage threshold.

The energy threshold for grating was \( E_{G_{th}} = 0.40 \pm 0.04 \) \( \mu \)J and for the flat sample was determined to be \( E_{M_{th}} = 1.17 \pm 0.16 \) \( \mu \)J. The error bars correspond to the confidence on the fit, at the 4.60 \( \pm 0.1 \) nm wavelength. The ratio \( E_{M_{th}}/E_{G_{th}} = 2.92 \pm 0.69 \) is independent of the beamline transmission value and can be compared to the results of the suggested damage model on gratings (Beam Propagation Method (BPM)) in [170]. Considering effective beam area value (using imprints on the PMMA sample) to be \( A_{eff} = 22 \pm 2 \) \( \mu \)m\(^2\), the fluence threshold was determined to be \( F_{G_{th}} = 63.7 \pm 8.7 \) mJ / cm\(^2\) and \( F_{M_{th}} = 186.6 \pm 29.9 \) mJ / cm\(^2\) [169].

Observing the grating under DIC microscope shows that damage mainly occurs at the edge of the grating structure. This was confirmed by taking AFM images (see Fig 10.7). Since at the edges of the grooves the reflected beam from the sides and from the flat surface between the grooves hits the surface at the edges and also at the sides the incidence beam interact with the surface at (close to) normal incidence, one can imagine that the damage and especially at the top of the edges should be stronger than the flat parts.

Increasing the fluence of the shot causes different degrees of damage. The damage at low fluence starts from the top corner of the grooves (which face the beam), and at very high fluences the bottom part of the grating (the lower flat area) gets damaged as well. This behavior can be explained by the interplay of reflectivity and extinction depth under total reflection conditions and heat diffusion.

Melting of the substrate (Si) or the removal of the a-C coating happens at extremely high fluence. Figures 10.6 to 10.8 show the increasing damage degree with increasing fluence of the impinging shot on the grating. In Fig 10.4 the amount of absorbed dose for different grazing angles was estimated. This shows that the best angles are grazing angles below 10 degrees and above 2 degrees.

With help of the Helmholtz equation in a paraxial approximation (see Equation 10.2) Dr. Krzywinski had simulated the model behind the grating damage (see Fig 10.5). This model is called the Beam Propagation Method (BPM). The refractive index of the medium is nearly equal to 1 (for the photon energy considered here). Basically, the Paraxial approximation of the Helmholtz equation in inhomogeneous media is the Schrödinger equation (see Eq 10.4). Propagation of the scalar field \( \psi \) can be expressed as [170]

\[
\frac{\partial \psi(\vec{r}, \vec{z})}{\partial \vec{z}} = i/2 \left[ \frac{\partial^2 \psi(\vec{r}, \vec{z})}{\partial \vec{r}^2} + \delta \varepsilon(\vec{r}, \vec{z}) \psi(\vec{r}, \vec{z}) \right]
\]

(10.2)

where paraxial approximation is given by

\[
(k_x)^2 + (k_y)^2 \ll (k_z)^2
\]

(10.3)
10.2. Results of damage experiment on gratings

Fig. 10.4.: Simulated dose absorbed distribution corresponding to the grazing angle. The amorphous carbon coating on the grating was 50 nm on Si.

Fig. 10.5.: Simulated field distribution in the grating [170], [169]. X-ray intensity distribution is given by $|\psi(r, z)|^2$ close to the grating surface. The beam comes from the left. Both color scales are normalized intensity to the impinging beam. The amorphous Carbon coating on the grating was 50 nm on Si and was exposed to the beam at 2° incidence angle. The absorbed power density is the reddish part and happens on the edge of the laminar grating structure which is 3 times higher than the flat surface. Interestingly, micro-roughness does not increase the maximum of absorbed energy by more than few percent.
the Schrödinger equation is given by

\[ \partial \psi(r,z)/\partial z = iH \psi \quad (10.4) \]

\[ \psi(z) = \psi(0)e^{iHz} \quad (10.5) \]

Where \( \lambda \) is the wavelength and \( \delta (r, z) \) describes the difference between the dielectric constant of vacuum and the medium. The mathematical form of Equation 10.2 is identical to the time-dependent, two-dimensional Schrödinger Equation 10.4 which can be solved by different methods. Here the beam propagation method that, applies a split operator technique, was chosen to solve this equation. The solution of Equation 10.2 would be of the kind of the Equation 10.5. The grating profile used in the simulations as a boundary is a real profile measured with AFM. As a result, the model also includes possible effects of the micro-roughness. A Gaussian beam profile was used as the initial condition. The incident angle and the photon energy were the same as in the experiment.

Since the damage occurs on the top of grooves (see Figs 10.5 and Figures 10.6 to 10.8) and at high fluence it reaches the bottom part (flat area) of the grating, a new design is considered (compared to the LCLS grating shown
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Fig. 10.7: AFM and DIC image of grating after it being exposed to FEL shot. Pulse energy of 1.8 $\mu$J was used here to create damage. The lines represent the measured AFM lines on the spot. The height of the damage spot measured to be 10 nm.

in Figure 10.3), which is a Blazed grating (see Fig 10.2) [171], [172], [170], [169]. In general, one observes that damage is done mainly at the edges. Since the beam exposes the surface at the grazing angle except at the edges (at (around) normal incidence) the damage is much stronger at edges compared to the flat surface. Due to the fact that the reflected beam from the distance between the grooves also hit the edges, there is a much higher amount of beam which exposes the grating at this part. Therefore a high amount of dose will be absorbed in the edges. This was estimated to be three times higher than other parts of the grating. From the above threshold calculations this assumption is confirmed ($E_{Mth}/E_{Gth} = 2.92 \pm 0.69$). From the AFM experiment results, the height of few damage spots is compared (with increasing pulse energies) to each other, which is depicted in Fig 10.11. Also, few damage spots were measured in length (the length of the damaged spot (diameter)). The length of the damaged spot is compared with the full length of each groove (grating constant) (see Fig: 10.9). The length of damaged spots is depicted vs the corresponding pulse energy with which they were made in Figure 10.10.

It is clear that when more than 50% of the groove is damaged, the damage height correspondingly increases. The growth is almost exponential. Heat diffusion plays a significant role in the damage process as well. looking at
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Fig. 10.8.: AFM and DIC image of grating after it being exposed to FEL shot. Pulse energy of $8.64 \, \mu J$. The lines represent the measured AFM lines on the spot. The height of the damage spot measured is $0.4 \, \mu m$. Beam direction is from right to left in the profile pic.

Fig 9.19 for the case of the heat diffusion simulation on a flat a-C sample at $269 \, eV$ shows that Si at normal incidence simulation reaches the melting temperature. Since the beam exposed the grating at the grazing incidence angle, the kinetics of free carriers and heat diffusion would differ slightly and decrease in intensity but this will not cancel the effect of heat diffusion out. The attenuation length at $269 \, eV$ at $2^\circ$ is $6.35e^{-3} \, \mu m$ and at normal incidence this turns to be $2.09 \, \mu m$, which is a huge difference. Hence, one can not expect much melting of the substrate here compared to the flat sample at normal incidence. By looking at that figure it’s also clear that a-C has already reached melting temperature even before silicon and that’s an indication to the fact that, there is still a strong effect due to heat diffusion and melting of a-C in this damage process. As mentioned before through the reflection of the beam on the sides of each groove there is also a great part of the beam hitting the flat parts from the sides. Hence, there is still a strong probability of melting of Si. Comparing the length of damaged part to the radius up to which the melting temperature reached shows that these two lengths are comparable. Hence, heat diffusion is a good explanation of the length up to which the sample is damaged on the surface and the non-localized damage procedure.
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Fig. 10.9.: Illustrating the length up to which the damage is observable on the sample and the height of the spot. Damage is done mainly where its mostly absorbed (edges). The length and height of the spot was measured via AFM. Data are from the experiment at FLASH with 269 eV photon energy.

Fig. 10.10.: Illustrating the length of each damage spot vs the pulse energy which was used to generate that damage spot on the grating. The length and area of each spot was measured via AFM. Experiment performed with 269 eV photon energy at FLASH.
Fig. 10.11.: Illustrating the height of each damage spot vs the pulse energy which used to generate that damage spot on grating. The length and area of each spot was measured via AFM. Experiment performed with 269 eV photon energy at FLASH.
Chapter 11

Discussions and summary

11.1 Discussions

This project was concerned with the study of fundamental and application aspects of the damage caused by the femtosecond (30-130 fs) X-ray Free Electron Laser (XFEL) beam (see Fig: 11.1). The focus was on the damage process, the induced amount of absorbed energy and the fluence threshold for each photon energy at normal and grazing incidence angles. This includes processes such as photo-ionization, heat diffusion, secondary processes, and cascades. The fundamental processes are divided into thermal (an increase of the kinetic energy of atoms) as well as non-thermal (change of the potential energy of atoms). The potential phase changes that the material undergoes from the moment of the sample surface exposure with the XFEL pulse to when the sample cools down are essential in understanding the process of damage by the FEL beam. The temperature induced by the FEL beam is sufficient to cause damage to the substrate or the coating.

The subjected samples are amorphous carbon (a-C), CVD diamond, Ni, and MoB4C. The primary focus was on a-C and CVD diamond. Both a-C and CVD diamond undergo sequences of processes after being irradiated by an X-ray FEL pulse. The photon energies examined here are in the range of 20−830 eV. The a-C is a mixture of different types of bindings ($sp^3/sp^2=2.2$). The CVD diamond, meanwhile, only has $sp^3$ bonding and a crystal structure.

During the time that XFEL pulse illuminates the sample, electrons of deep shell state (K-shell in the case of a-C or CVD diamond) and valence band become ionized, and the conduction band electron density increases through photo-ionization (see Fig: 11.2, 11.3). The induced Auger electrons may carry enough energy so as to excite other atoms/electrons. Depending on the energy of ionized carriers, several secondary processes such as impact ionization, tunnel ionization, free carrier diffusion, free carrier scattering on atoms or phonons as well as the escape of free electrons from the surface with different degrees of strength take place. Among these secondary processes, the impact ionization occurs within a $fs$ time scale and terminates when the energy of the electrons is lower than the threshold energy for the impact ionization ($E<E_{\text{bandgap}}$). The phonon scattering takes a longer time, within a $ps$ time scale (see chapter 5.
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**application aspects**

- Design and optimization of optical elements
- Interaction of ultrashort high intensity x-ray pulses with solids
- Mirrors and monochromators
- Geometry, photon fluence / photon beam size (total external reflection geometry)
- Energy deposition \( \rightarrow \) optical elements withstand the intense radiation

**fundamental aspects**

- \( N_e(E,t) \) non equilibrium
- Thermalization
- Lattice structural changes (thermal, non-thermal)

Fig. 11.1.: Damage studies

for more details). During these interactions, electrons (free carriers) lose their energy with rapid changes in the electronic state of the system. In covalently bonded materials, the electronic state of the system has a significant influence on the interatomic bonds. Rapid changes in the electronic state of the system induce rapid changes in the interatomic bonds, rearranging atoms and minimizing the system’s potential energy (see Fig: 11.3).

In the case of a-C or CVD diamond, changes in \( sp^3 \) bonds to \( sp^2 \) bonds (see Fig: 11.4) reduce the potential energy of the system. Since \( \pi \) orbitals interact with \( \pi \) states of more than one atom, these bonds are more dominant and energetically reduce the potential energy of the system. Hence, the phase transition occurs which is confirmed through Raman and photoemission studies (see chapter 8). This phase transition is extremely fast (~100s fs) and ought to be considered as non-thermal. The ionic phase transition, however, is not the only mechanism during the damage process. Carrier diffusion, heat diffusion, plasma expansion (shock waves) and Coulomb explosion are among the active processes which contribute to the damage (see Fig: 11.5).

The beam footprint size from the experimental data, in the case of the damage with fs XFEL pulses, do not always linearly depend on the incoming pulse energy on the logarithmic scale (assuming that the beam has a real Gaussian shape). At higher pulse energies this dependency changes to a nonlinear one. Hence, heat diffusion process has been simulated via COMSOL (see chapter 9) and it became apparent that it has an effect on the damage process. Heat diffusion takes place over a much longer time scale compared to the photo-ionization or other secondary processes, impact ionization for instance, etc. The melting threshold is found (through simulation) to be higher than the threshold calculated for the phase transition (through ionization) from the experimental
11.1. Discussions

Fig. 11.2.: Very simple schematic of the matter and laser beam interaction [17]. The left side shows the system in its ground state, the electrons cold state. The potential landscape shows minima at the crystal lattice sites. Therefore, no (external) forces are acting on them except tight binding Coulomb potential induced by the lattice. On the right, the laser light has affected the system and transported it to an excited state. Hot electrons and holes are created here. The potential landscape undergoes qualitative and quantitative changes, resulting in disappearance or shifting of the minima. This happens in very short time scale (shorter than reaction time) as a result, forces act on the carriers/atoms and move them.

Data (see e.g. Figs 9.17, 9.19). During the 100 fs-ps time scale the material undergoes a phase transition, and within the same time scale or rather after the photo-ionized phase change, the thermal process starts to take place and continues.

If the energy of a secondary electron is high, the system remains in an excited state for a longer period which takes the system longer to cool down. Since the system already has undergone a phase transition in very early stages of the damage process, one should consider that heat diffusion occurs in two different types of material. Starting from the part of the material which underwent phase transition, and continues within the original material (following Figures 9.17, 9.19 and 9.20, represent melting and the phase transition (through photo-ionization) threshold for a-C and in the case of CVD this is pictured in Fig 9.25).

The difference is that during the photo-ionization damage processes, the temperature starts to increase and the melting threshold will be reached after some ps. Hence, after some ps heat diffusion will cause more damage. Therefore
one should consider two models combined to be able to describe the damage process. One model consists of irradiated matter undergoing a phase transition and heat diffusion. The second is the heat and carrier diffusion model inside the original state of the material.

From Raman studies, it has been calculated that the high degree graphitized part of the matter has a smaller radius than the beam, located in the center of the damage footprint (see Section 8.5). Based on Raman measurements, taking

![Orbital configuration of carbon](image)

Fig. 11.4.: Orbital configuration of carbon $Sp^3$ (mainly in Diamond), $Sp^2$ (mainly in Graphite).
distance from the center of the damaged spot reveals; that the graphitization degree reduces. Taking these facts into account in connection with the heat diffusion simulation, small graphitized areas, partially phase transformed areas; which somehow look like grating structure, were considered in the simulations (see Fig 9.11).

It became evident that considering smaller graphitized regions enables neighboring areas (which are Si and a-C) to reach their respective melting temperatures. Accordingly, the large graphitized areas prevent a-C or Si from reaching their melting temperature. Hence, if the graphitization happens in small areas, a-C/Si could still reach their melting temperatures which may affect the damage imprint spot size. There is also a change in size due to the graphitization itself. As the density of material changes (with no mass loss), the volume at the spot should change.

The obtained damage dose threshold is concerned with the non-thermal melting (phase transition) state of the damage; keeping in mind that thermal melting threshold is reached at higher pulse energies (see Table 11.1). Since heat diffusion in the early stage of the damage process in the atomic system is very low, it can be neglected in the timeframe of fs to ps, whereas carrier diffusion must be taken into consideration. As an example, in the case of the experiment with 830 eV photon energy, photons have enough energy to ionize the electrons of the atoms’ K-shell. The ionized electron is then released with an energy
around 530 eV, which is enough to ionize the other atoms’ electrons of the K-shell. In the first case, the Auger process or fluorescence process take place. As a consequence, the Auger electron might create a free electron with enough energy to excite another atom. These secondary processes occur consecutively. Focusing on the first ionized electron in Figures 9.6, an estimate of the electron range is possible. The electron range is the distance the electron travels until it loses its energy below the threshold to ionize other atoms. Fig 9.6 shows that the free electron could travel up to 70 nm inside the material for the considered case here. Considering the attenuation length at that photon energy, in the case of a-C as an example, shows that the beam had traveled up to 1.26 µm inside the sample and the thickness of the a-C coating in that experiment was approximately 1.4 µm. Considering the electron range, reveals that this free electron has already traveled into the Si substrate inducing additional damage (as there are lots of these types of electrons activated). The heating up of the substrate to its melting temperature, for instance, and then generating the extra pressure to push the graphitized matter outwards and towards the surface are among the results of this effect (see Fig 11.6, 11.7 and Figs in section 8.4).

![AFM topography volume profile of an irradiated area on a-C with a 4,8 µJ FEL pulse at 177eV at FLASH. Volume of the spot is calculated via the AFM image with help from the MATLAB Code.](image)

In the case of lower photon energies (20–24 eV), compared to higher photon energies (between 90–830 eV) there are other damage mechanisms governing the damage process (Figure 11.8 shows the amount of absorbed dose in each case of a-C and CVD at different photon energies). At low photon energies (20–24 eV) the attenuation length is very short, ionization occurs in a very small volume close to the surface layer of the coating. The number of free carriers increases rapidly in a very short time; which results in the Inverse-Bremsstrahlung, Coulomb explosion, reflection of the beam off the coating, a screening effect, and shock waves. This implies that the Hybrid XTANT model is not comparable to the measured experimental results at these lower photon energies.
11.1. Discussions

(a) AFM topography depth profile of an irradiated area on a-C with a 4.8 $\mu$J FEL pulse at 177eV. Lines represent the taken profiles in (b).

(b) AFM topography depth profile.

Fig. 11.7.
As mentioned in chapter 9, in the case of constant volume, the system needed a longer time to stabilize in the XTANT simulations. In reality, one can not keep both volume and pressure constant. Considering that these two cases are valid at the same time, from simulation it is clear that the phase transition happens (non-thermal) between first 100-200 fs time after the irradiation (see Fig 11.10).

The Hybrid XTANT model in the case of CVD diamond predicts that temperature after the pulse goes up to 2000 K. This is still below the melting threshold temperature (3800 K) for carbon. A suggestion would be to start the heat simulation inside the graphite with a temperature of 2000 K after the irradiation and the surrounding original material (CVD /a-C ) with room temperature which gets heated up after a longer time during damage process. With that amount of energy, free carriers continue cascading and can travel up to few nm further and cause secondary effects.

Fig. 11.8.: Comparing the damage dose threshold at different photon energies on CVD diamond and amorphous carbon. The line at 0.7 eV represents the calculated damage dose threshold theoretically via Hybrid XTANT model mentioned in chapter 9 [135].
With the help of other experimental techniques like AFM, Raman spectroscopy, and SPEM, one proves that both a-C and CVD have turned into graphite. The degree of graphitization changes from the middle part of the spot towards the edges of the damaged spot. Also, it becomes apparent that graphitization (in general and without considering its degree) happened over a longer distance compared to the beam size (see section: 8.5). In Figure 11.9 one can observe that the graphitization is detectable even outside the center of the damaged spot. This evidence indicates that the ionization process, as well as secondary processes, start in the center of the spot after irradiation. Secondary processes and heat diffusion are the reason for the increase in the radius of the damaged area and defects introduced in the transformed material. The beamline apertures could also induce some interference patterns as well as some defects in the beam focus. Hence, the sample will get exposed to the beam even outside of the focus. This in return causes phase transition not just in the center of the beam but also at some distances away from the center. Enlargement of the damaged area is more observable in the case of a-C sample than in CVD. This could be because a-C coating is a thin layer on a Si substrate which has a lower melting threshold.

With an increase in the photon energy, the degree of graphitization increases. From AFM studies it became clear that a negligible amount of mass disappeared or evaporated away (see chapter 8). Hence, with a very simple calculation, it is possible to estimate the depth which the beam influences the material and causes damage. Looking at the profile images, the height and radius of the parts transformed into graphite are easily read. The volume has a cone shape. Knowing the ratios of a-C to graphite density helps to estimate the volume of the material which could not be measured via AFM (the depth).

The density of graphite to a-C has a ratio of 1.02. The volume of graphite ($V_{Gr}$) from the AFM measurements on the damage spot (at 177 eV with 4.8 $\mu$J pulse energy; see Fig 11.7a) is 156.013 $\mu$m$^3$. Hence, the depth of which the beam influenced the a-C could be estimated to be 6.07 $\mu$m. This depth is higher than the attenuation depth at this photon energy (0.66 $\mu$m at 177 eV photon energy). In the case of CVD diamond from the AFM profile, one can read the depth to which the damage has impinged inside the material in depth.

Taking stopping power (discussed in chapters 5 - 8) into account does not give the right answer to the question, how large is the volume which was influenced via irradiation during the whole damage process. One could speculate that it would be sufficient to take the attenuation length into account for the very first $fs$ of the interaction where just photo-ionization, impact ionization, and the Auger process take place. The fact is that damage does not stop suddenly after that period and several other secondary processes, as well as carrier diffusion, scattering processes, and heat diffusion, carry on until the material reaches relaxed potential state. Hence, a larger volume is in fact involved in this process.

In the case of gratings, the significant part of the damage occurs at the edge of each groove (see chapter 10). The amount of absorbed dose was theoretically predicted to be 3 times higher than the remaining part of the step. This is confirmed through energy threshold calculations on flat and grating samples.
Fig. 11.9.: Amorphous carbon damage spot with 4.83 $\mu$J and photon beam energy of 91 eV single shots at FLASH. The $\mu$-Raman analysis evidence the ordering of the a-C structure to nano crystallites of graphite, in good agreement with the 3 step model of Ferrari et al [138], [109], [110], [139]. Looking at the heat simulation in chapter 9 shows that at this pulse energy a-C and Si have both reached melting temperature. This figure also shows that beam fringes are observable at this point. This could be due to the apertures in beamline and the beam focus which was causing interference patterns on the sample. This fact that graphitization is observable out of the main dark spot of the damage is clearly showing that a larger area of the sample at the damage spot compared to the beam radius at this experiment was effected and phase transformed.

and comparing those values. From the AFM experimental data, it is observed that the absorbed dose is significantly higher at the edges (see Fig 10.6).

As a matter of design, the blazed grating structure would be the better option. Less damage would take place on this type of grating. From AFM studies and heat diffusion simulations on grating one can see that a large area of the damage is due to the heat diffusion. In this particular case, one can see the difference between localized and non-localized damage in the material (see Fig 9.19). This means that the extended area of the damage on the grating is
after all, it will be interesting to consider the following suggestions for future projects:

To measure the beam size more precisely and following the possible changes in the spot size or surface reflectivity, etc., it is suggested to plan an in-situ pump-probe experiment during the damage experiment inside the experimental chamber. Where it is possible to overlap FEL and laser pulses temporally and spatially. The shadowgraph technique was used at FLASH FEL in 2012 (see ref [173]). With the FEL intensity, a plasma effect on the surface of the sample is secured through ultra-fast ionization effect. This plasma can be exposed to the laser light (probe). The laser light after will be reflected at the critical density of plasma and less light will be transmitted through the area where the free electron density is above the critical density. This shadow can be observed by imaging the surface onto a CCD camera, which can be done in single shot basis. If the laser light arrives before, after or during the pulse at certain time steps (e.g. each 50 fs) one can obtain images of the development of the damage spot on the sample. All the complex processes such as photo-ionization, Auger


<table>
<thead>
<tr>
<th>Photon energy (eV)</th>
<th>angle (°)</th>
<th>melting threshold (μJ)</th>
<th>Beam area (imprint) (μm²)</th>
<th>Fluence threshold (J/cm²)</th>
<th>Dose (eV/atom)</th>
<th>Attenuation depth (Henke's tables) (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>830-CVD</td>
<td>90</td>
<td>38.8 ± 0.00</td>
<td>114.04</td>
<td>34.03 ± 0.3</td>
<td>15.1 ± 0.00</td>
<td>0.78 ± 0.00</td>
</tr>
<tr>
<td>830- a-C</td>
<td>90</td>
<td>10 ± 0.00</td>
<td>163.15</td>
<td>6.74 ± 0.00</td>
<td>3.04 ± 0.00</td>
<td>1.43 ± 0.00</td>
</tr>
<tr>
<td>269-a-C</td>
<td>90</td>
<td>1 ± 0.03</td>
<td>22</td>
<td>4.55 ± 0.77</td>
<td>1.22 ± 0.00</td>
<td>1.32 ± 0.00</td>
</tr>
<tr>
<td>91-a-C</td>
<td>90</td>
<td>1.4 ± 0.02</td>
<td>106.68</td>
<td>1.53 ± 0.12</td>
<td>5.78 ± 0.00</td>
<td>0.09 ± 0.00</td>
</tr>
<tr>
<td>24-a-C</td>
<td>90</td>
<td>1.3 ± 0.06</td>
<td>302.71</td>
<td>0.33 ± 0.09</td>
<td>18.6 ± 0.00</td>
<td>0.00593 ± 0.01</td>
</tr>
</tbody>
</table>

Table 11.1.: Results of the melting simulations on CVD diamond and a-C material at different photon energies. Sample thickness is 0.5 mm in the case of CVD diamond.

process, multiphoton-ionization, etc., could be studied by using photon, ion or electron spectrometers during the experiment. The X-ray diffraction could provide information on the order of crystallization of the samples.

To choose a coating, as mentioned before, many factors such as the reflectivity, damage threshold, etc. of the materials should be considered. According to the studies on a-C and partly on Ni in this project and other studies on B4C, become clear that two stripes of Ni and one out of B4C would be a great combination for coating on one mirror but due to cost reason it was decided to use 50 nm B4C for mirrors with 20 mm wide reflecting area at XFEL beamline; which was more of practical use. In the case of gratings, a combination of grating on multi-layers, where one can benefit from multi-layer structure, would be an attractive candidate which could be studied in future.
11.2 Summary

X-ray Free Electron Lasers (XFEL) contribute to several different scientific applications reaching from physics, over chemistry, material and earth sciences to biology. They deliver high peak brilliance, high power, femtosecond focused laser pulses. Optical elements in these facilities are of crucial importance as they need to survive those severe conditions (high peak power, etc.) during the distribution of a high-quality beam to the experimental stations.

The optical element such as the mirror or grating need to withstand the high peak power of the intense, focused $fs$ pulses over a full spectral range of photon energies at FEL beamlines. Besides, the wavefront needs to stay undistorted during the transport along the beamline until the experimental station. Choosing a suitable substrate and coating for mirrors or gratings (as optical elements) in the beamline depends on many factors including high reflectivity, low roughness, high mechanical and thermal stability.

Many investigations have been done up to now on low and high Z materials to find out the suitable coating for soft/ hard X-ray beamlines. Among all these, one can mention $B_4C$, $B$, $SiC$, $C$, $SiN$, $Al$, $Al_2O_3$, $SiO_2$, $Li$, $Cu$, $InSb$, $Mo$, etc [174], [132], [175], [176].

This Ph.D. project is concerned with the structural modification of solids under ultra-short X-ray FEL laser pulses. These materials are chosen from the group of low Z materials (amorphous carbon (a-C), CVD diamond). Additionally, a-C is tested as a potential coating on mirrors and CVD diamond to be used in monochromators for the soft X-ray beamline at the European XFEL facility. These two materials were studied at normal (to study the structural modification processes) and grazing incidence angles for the total external reflection. At normal incidence, the exposed material via FEL X-ray beam experiences a high peak power and exhibit non-linear effects. Among those, are photo-ionization, secondary processes (e.g. Auger, impact ionization, carrier diffusion, etc. (see Chapters 5, 9)) and high amount of heat induced, which influence the damage process.

The time scale of events happening during the interaction of the XFEL pulse with the material can be grouped in three different time zones. In early $fs$ time, the photo-ionization is the ruling process; taking place. After some 100 $fs$, events like Auger, impact ionization, tunnel ionization, carrier diffusion start to take place. These are followed by free carriers interaction with the lattice (e.g. electron-phonon coupling, etc.), and heat diffusion is grouped in the third time zone, which starts after some 100 $ps$ and continue till the system gets back to room temperature after some $\mu s$. Depending on the pulse energy at each photon energy, heat diffusion could play a substantial role in these interactions and cause effects like melting (see this in Figure 11.11). The consequence of crossing the threshold values of structural modifications of materials is causing damage to those coatings, gratings or monochromators used at the beamlines; which is not desirable.

One of the interesting points observed from the experimental results is that the damage footprint area on the logarithmic scale was not growing linearly with pulse energy as expected. The results of the experiments show that the
footprint area on the logarithmic scale at very low pulse energy increases linearly with the pulse energy. This behavior changes by increasing the pulse energy. Fig 11.11 shows, after the linearly increasing part, a second region starts which grows with a shallower slope. This is an indication of secondary processes and heat diffusion or heat diffusion mainly governing the damage process (depending on the pulse intensity). The heat distribution and secondary processes cause a non-linear increase in the size of the damage spots depending on the pulse energy on the logarithmic axis (see Fig 9.26). The conclusion is that the FEL pulse effects (after illuminating the sample) get limited by diffusion processes carried out by carrier diffusion and their kinetics which cause the heat diffusion. This is examined in a simple model which is presented in Figs 9.27 and 9.28. Here an FEL Gaussian beam is combined with a distribution function (as a convoluted Gaussian function) to model the photo-ionization (PI) and diffusion processes in one model.

![Graph showing experimental data at 830 eV on a-C in green dots. The violet data set shows the area up to which the sample was heated up considering phase transition into graphite in the case of a-C. Which is done via COMSOL simulations. One can see at which pulse energy Si/a-C reach their melting temperature and how far (on the surface) this temperature spread. The experimental size of the damage spot can then be compared to this value. Here, three sections could be defined in damage process: PI (photo-ionization) section, carrier diffusion and cascade section and the heat diffusion section. Where carrier diffusion starts during PI and could continue in heat diffusion section.](image)

From heat diffusion simulation via COMSOL, one can extract the melting energy threshold for each material at different photon energies. Simulations show that melting plays a role in the damage process. As an example, at 830 eV, around 10 µJ (2.7 eV/atom) (see Fig: 9.19) one can see that Si or a-C reach their melting temperatures (graphite reaches this value around 5 µJ (1.38 eV/atom)) (see Fig: 11.11).

Comparing the damage processes shows that at different photon energies in the case of a-C or CVD diamond, the damage due to the heat diffusion
(melting) in the system happens at high pulse energies compared to the non-thermal process. The next observation is that around K-edge these two values (non/thermal damage absorbed dose) get close to each other and at lower photon energies (20 eV) melting has a much weaker effect in the damage compared to non-thermal processes. Which is a hint to the point that at lower photon energies, effects like free carriers escape from the surface, secondary processes, plasma formation, Coulomb explosion, etc. are mainly the processes inducing the damage on the material. In the case of CVD diamond at 830 eV (considering the phase transition) the COMSOL simulation shows that the induced graphite can reach the melting temperature around 5 µJ which cause a thermal damage (see Figs: 9.25 and 9.29).

The CVD diamond is a suitable material to be used in monochromators [177], [4] and [178].

Based on the performed studies from other groups, the B4C seems to be a better candidate to be used on mirrors (optical elements) [174], [132], [175], [176]. Among multilayers, the MoB4C is an interesting candidate, and from the group of high Z material, Ni shows promising values and is interesting to be studied with more details with different photon energies. Results of the experiment on Ni at different grazing angles at 269 eV are presented in Table 12.5.

The result of the damage studies on MoB4C are presented in Table 12.6 and Figs 12.18a – 12.25. Looking at those results shows that the threshold fluence in the case of annealed MoB4C samples is higher than in the case of a-C (which is not annealed). This is due to the more stable structure of annealed samples. Hence, further studies on annealed multi layers are interesting to be continued.
12.1 Damage threshold values summarized in Tables at different photon energies for a-C and CVD diamond

<table>
<thead>
<tr>
<th>Photon energy (eV)</th>
<th>angle (°)</th>
<th>energy threshold (µJ)</th>
<th>Beam area (imprint) (µm²)</th>
<th>Fluence threshold (J/cm²)</th>
<th>Dose (eV/atom)</th>
<th>Attenuation depth (Henke’s tables) (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>830.0</td>
<td>90</td>
<td>1.8 ± 0.36</td>
<td>114.04</td>
<td>1.6 ± 0.44</td>
<td>0.70 ± 0.61</td>
<td>0.78 ± 0.00</td>
</tr>
<tr>
<td>269.0</td>
<td>90</td>
<td>1.52 ± 0.03</td>
<td>22</td>
<td>6.9 ± 0.21</td>
<td>1.86 ± 0.28</td>
<td>1.32 ± 0.00</td>
</tr>
<tr>
<td>177.0</td>
<td>90</td>
<td>0.63 ± 0.03</td>
<td>78.53</td>
<td>0.8 ± 0.05</td>
<td>0.67 ± 0.07</td>
<td>0.42 ± 0.00</td>
</tr>
<tr>
<td>91.0</td>
<td>90</td>
<td>0.27 ± 0.02</td>
<td>106.68</td>
<td>0.25 ± 0.04</td>
<td>0.92 ± 0.08</td>
<td>0.09 ± 0.00</td>
</tr>
<tr>
<td>24.0</td>
<td>90</td>
<td>0.87 ± 0.06</td>
<td>302.71</td>
<td>0.27 ± 0.04</td>
<td>13.8 ± 0.1</td>
<td>0.00593 ± 0.01</td>
</tr>
<tr>
<td>20.0</td>
<td>90</td>
<td>0.54 ± 0.08</td>
<td>201.46</td>
<td>0.26 ± 0.02</td>
<td>13.7 ± 0.1</td>
<td>0.00450 ± 0.00</td>
</tr>
</tbody>
</table>

Table 12.1.: Results of the damage experiment on CVD diamond material at different photon energies. Sample thickness is 0.5 mm
energies. The stopping power is considered here.

Table 12.2.: Results of the damage experiment on CVD diamond material at different photon energies. The stopping power is considered here.

<table>
<thead>
<tr>
<th>Photon energy (eV)</th>
<th>angle (°)</th>
<th>energy threshold (µJ)</th>
<th>Beam area (imprint) (µm²)</th>
<th>Fluence threshold (J/cm²)</th>
<th>Dose (d_e + d_z) (eV/atom)</th>
<th>d = d_e + d_z (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>830.0</td>
<td>90</td>
<td>1.8 ± 0.36</td>
<td>114.04</td>
<td>1.6 ± 0.44</td>
<td>0.70 ± 0.61</td>
<td>0.78 ± 0.00</td>
</tr>
<tr>
<td>269.0</td>
<td>90</td>
<td>1.52 ± 0.03</td>
<td>22</td>
<td>6.9 ± 0.21</td>
<td>1.86 ± 0.28</td>
<td>1.32 ± 0.00</td>
</tr>
<tr>
<td>177.0</td>
<td>90</td>
<td>0.63 ± 0.03</td>
<td>78.53</td>
<td>0.8 ± 0.05</td>
<td>0.67 ± 0.07</td>
<td>0.42 ± 0.00</td>
</tr>
<tr>
<td>91.0</td>
<td>90</td>
<td>0.27 ± 0.02</td>
<td>106.68</td>
<td>0.25 ± 0.04</td>
<td>0.92 ± 0.08</td>
<td>0.09 ± 0.00</td>
</tr>
<tr>
<td>24.0</td>
<td>90</td>
<td>0.87 ± 0.06</td>
<td>302.71</td>
<td>0.27 ± 0.09</td>
<td>13.7 ± 0.20</td>
<td>0.00590 ± 0.01</td>
</tr>
<tr>
<td>20.0</td>
<td>90</td>
<td>0.54 ± 0.08</td>
<td>201.46</td>
<td>0.26 ± 0.08</td>
<td>13.6 ± 0.25</td>
<td>0.00453 ± 0.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Beam area (imprint) (µm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>317.23</td>
</tr>
</tbody>
</table>

Table 12.3.: Results of the damage experiment on amorphous carbon material at different photon energies

<table>
<thead>
<tr>
<th>Photon energy (eV)</th>
<th>angle (°)</th>
<th>energy threshold (µJ)</th>
<th>Beam area (imprint) (µm²)</th>
<th>Fluence threshold (J/cm²)</th>
<th>Dose (d_e + d_z) (eV/atom)</th>
<th>Attenuation depth (Henke’s tables) (µm)</th>
<th>Thickness of sample (coating) (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>830.0</td>
<td>90</td>
<td>0.38 ± 0.75</td>
<td>163.15</td>
<td>0.23 ± 0.00</td>
<td>0.10 ± 0.24</td>
<td>1.26</td>
<td>1.4</td>
</tr>
<tr>
<td>269.0</td>
<td>90</td>
<td>0.17 ± 0.04</td>
<td>22</td>
<td>0.77 ± 0.21</td>
<td>0.20 ± 0.23</td>
<td>2.11</td>
<td>1.4</td>
</tr>
<tr>
<td>177.0</td>
<td>90</td>
<td>0.14 ± 0.12</td>
<td>78.53</td>
<td>0.18 ± 0.17</td>
<td>0.15 ± 0.13</td>
<td>0.66</td>
<td>0.89</td>
</tr>
<tr>
<td>91.0</td>
<td>90</td>
<td>0.13 ± 0.09</td>
<td>78.53</td>
<td>0.16 ± 0.09</td>
<td>0.60 ± 0.10</td>
<td>0.15</td>
<td>0.89</td>
</tr>
<tr>
<td>24.0</td>
<td>90</td>
<td>0.32 ± 0.03</td>
<td>328.57</td>
<td>0.09 ± 0.03</td>
<td>5.64 ± 0.08</td>
<td>0.0994</td>
<td>0.045</td>
</tr>
<tr>
<td>20.0</td>
<td>90</td>
<td>0.33 ± 0.05</td>
<td>317.23</td>
<td>0.1 ± 0.05</td>
<td>7.44 ± 0.06</td>
<td>0.0070</td>
<td>0.045</td>
</tr>
</tbody>
</table>

Table 12.4.: Results of the damage experiment on amorphous carbon material at different photon energies. The stopping power has been taken into account here.
12.2 Damage energy threshold and effective beam area at different photon energies on a-C and CVD diamond

Fig. 12.1: CVD diamond sample exposed to the 269 eV beam with single shots at FLASH at normal incidence angle. Top Fig shows the plotted pulse energy (ln(E)) vs the damage footprint area. Bottom Fig represents the F–scan method, where the footprint areas are plotted vs the corresponding normalized pulse energies for each shot. The Integral of the area underneath the curve (fit line) gives the effective area of the beam.
Fig. 12.2.: CVD diamond sample exposed to the 91 eV beam with single shots at FLASH. Top plot shows the damage threshold graph and the bottom figure shows the fit for the effective beam area.
12.2. Damage energy threshold and effective beam area at different photon energies on a-C and CVD diamond

Fig. 12.3: CVD diamond sample exposed to the 20 eV beam with single shots at SCSS. Top plot shows the damage threshold graph and the bottom figure shows the fit for the effective beam area.
Fig. 12.4.: CVD diamond sample exposed to the 24 eV beam with single shots at SCSS. Top plot shows the damage threshold graph and the bottom Figure shows the fit for the effective beam area.
Fig. 12.5.: Amorphous carbon exposed to the 269 eV beam with single shots at FLASH. Top plot shows the damage threshold graph and the bottom Figure shows the fit for the effective beam area.
Fig. 12.6.: Amorphous carbon exposed to the 24 eV beam with single shots at SCSS. Top plot shows the damage threshold graph and the bottom Figure shows the fit for the effective beam area.
12.2. **Damage energy threshold and effective beam area at different photon energies on a-C and CVD diamond**

Fig. 12.7.: Amorphous carbon exposed to the 20 eV beam with single shots at SCSS. Top plot shows the damage threshold graph and the bottom Figure shows the fit for the effective beam area.
Fig. 12.8.: CVD diamond sample exposed to the 830 eV beam with single shots at LCLS. Top plot shows the damage threshold graph and the bottom Figure shows the fit for the effective beam area.
Fig. 12.9.: Amorphous carbon exposed to the 830 eV beam with single shots at LCLS. Top plot shows the damage threshold graph and the bottom figure shows the fit for the effective beam area.
12.3 Damage energy threshold and effective beam area at different grazing angles on Nickel at 269 eV

Fig. 12.10.: nickel sample irradiated at 5 degree grazing incidence angle at 4.6 nm wave length.

Fig. 12.11.: Nickel sample irradiated at 5 degree grazing incidence angle at 4.6 nm wave length. The integral under the fitted curve represents the effective area of the beam.
Fig. 12.12.: Nickel sample irradiated at 7 degree grazing incidence angle at 4.6 nm wave length.

Fig. 12.13.: Nickel sample irradiated at 7 degree grazing incidence angle at 4.6 nm wave length. The integral under the fitted curve represents the effective area of the beam.
12.3. Damage energy threshold and effective beam area at different grazing angles on Nickel at 269 eV

Fig. 12.14.: Nickel sample irradiated at 9 degree grazing incidence angle at 4.6 nm wave length.

Fig. 12.15.: Nickel sample irradiated at 9 degree grazing incidence angle at 4.6 nm wave length. The integral under the fitted curve represents the effective area of the beam.
Fig. 12.16: Nickel sample irradiated at 11 degree grazing incidence angle at 4.6 nm wavelength.

Fig. 12.17: Nickel sample irradiated at 11 degree grazing incidence angle at 4.6 nm wavelength. The integral under the fitted curve represents the effective area of the beam.
### Table 12.5.

<table>
<thead>
<tr>
<th>Photon energy (eV)</th>
<th>Angle (°)</th>
<th>Energy threshold (µJ)</th>
<th>Beam area/imprint (µm²)</th>
<th>Fluence threshold (J/cm²)</th>
<th>Dose (eV/atom)</th>
<th>Attenuation depth (Henkel table) (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>269.0</td>
<td>5</td>
<td>2.82 ± 0.36</td>
<td>135.28</td>
<td>2.1 ± 0.44</td>
<td>5.01 ± 0.4</td>
<td>2.4E(-3) ± 0.00</td>
</tr>
<tr>
<td>269.0</td>
<td>7</td>
<td>2.94 ± 0.03</td>
<td>150.48</td>
<td>1.95 ± 0.2</td>
<td>6.49 ± 0.5</td>
<td>2.7E(-3) ± 0.00</td>
</tr>
<tr>
<td>269.0</td>
<td>9</td>
<td>2.4 ± 0.02</td>
<td>192.15</td>
<td>1.24 ± 0.13</td>
<td>3.64 ± 0.1</td>
<td>3.99E(-3) ± 0.00</td>
</tr>
<tr>
<td>269.0</td>
<td>11</td>
<td>0.16 ± 0.02</td>
<td>48.43</td>
<td>0.33 ± 0.05</td>
<td>0.77 ± 0.2</td>
<td>6.05E(-3) ± 0.00</td>
</tr>
</tbody>
</table>

Table 12.5.: results of the damage experiment on Nickel at different grazing incidence angle and with 269 eV photon energy.
12.4 Damage energy threshold and effective beam area at different grazing angles on MoB4C at 269 eV

Comparing the threshold fluence with a-C’s at the same photon energy shows that at 269 eV the a-C fluence threshold is higher than for the MoB4C which is not annealed. In the case where the MoB4C sample was annealed these two values are close to each other. This means that annealing helps the structure to get more resistance against the damage. The details (damage threshold graphs) at different incidence angles are presented here. The tests were performed at 1, 2 degrees as well as on 90 degrees on normal and annealed multilayers of MoB4C.

(a) MoB4C sample irradiated at 1 degree grazing incidence angle at 4.6 nm wave length. The lower pulse energy section is used to determined the damage threshold. The whole section is plotted in Fig b.

(b) MoB4C sample irradiated at 1 degree grazing incidence angle at 4.6 nm wave length.

Fig. 12.18.
Fig. 12.19.: MoB4C sample irradiated at 1 degree grazing incidence angle at 4.6 nm wavelength. The plot shows the F–Scan method to gain information about the effective area of damage spot. The integral under the fitted curve represents the effective area of the beam.

Fig. 12.20.: MoB4C sample irradiated at 90 degree grazing incidence angle at 4.6 nm wavelength.
12.4. **Damage energy threshold and effective beam area at different grazing angles on MoB4C at 269 eV**

Fig. 12.21.: MoB4C sample irradiated at 90 degree grazing incidence angle at 4.6 nm wave length. The integral under the fitted curve represents the effective area of the beam.

Fig. 12.22.: MoB4C sample irradiated at 90 degree grazing incidence angle at 4.6 nm wave length.
Fig. 12.23.: MoB4C sample irradiated at 90 degree grazing incidence angle at 4.6 nm wave length. The integral under the fitted curve represents the effective area of the beam.

Fig. 12.24.: MoB4C sample irradiated at 2 degree grazing incidence angle at 4.7 nm wave length.
12.4. Damage energy threshold and effective beam area at different grazing angles on MoB4C at 269 eV

Fig. 12.25.: MoB4C sample irradiated at 2 degree grazing incidence angle at 4.6 nm wavelength. The integral under the fitted curve represents the effective area of the beam.

<table>
<thead>
<tr>
<th>Photon energy (eV)</th>
<th>angle (°)</th>
<th>energy threshold (µJ)</th>
<th>Beam area (imprint) (µm²)</th>
<th>Fluence threshold (J/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>269.0</td>
<td>2-annealed</td>
<td>3.49 ± 0.36</td>
<td>643.98</td>
<td>0.54 ± 0.44</td>
</tr>
<tr>
<td>269.0</td>
<td>1</td>
<td>1.71 ± 0.03</td>
<td>251.31</td>
<td>0.68 ± 0.2</td>
</tr>
<tr>
<td>269.0</td>
<td>2</td>
<td>3.56 ± 0.02</td>
<td>643.98</td>
<td>0.55 ± 0.13</td>
</tr>
<tr>
<td>269.0</td>
<td>90-annealed</td>
<td>0.18 ± 0.02</td>
<td>22</td>
<td>0.82 ± 0.05</td>
</tr>
<tr>
<td>269.0</td>
<td>90</td>
<td>0.002 ± 0.003</td>
<td>22</td>
<td>0.01 ± 0.05</td>
</tr>
</tbody>
</table>

Table 12.6.: results of the damage experiment on MoB4C (some were annealed) at different grazing/incidence angle and with 269 eV photon energy.
12.5 Raman plots

The rest of Raman spectra taken at a-C damage spot made at 4.83 $\mu J$ pulse energy and with 91 $eV$ presented in Fig 8.29 are depicted here.

Fig. 12.26.: a-C exposed to the 91 $eV$ beam with single shots at FLASH with 4.83 $\mu J$ pulse energy (from up to down B4 - B7).
Fig. 12.27.: a-C exposed to the 91 eV beam with single shots at FLASH with 4.83 µJ pulse energy (from up to down B8 - B11).
Fig. 12.28.: a-C exposed to the 91 eV beam with single shots at FLASH with 4.83 \( \mu J \) pulse energy (from up to down B12 - B15).
Fig. 12.29: a-C exposed to the 91 eV beam with single shots at FLASH with 4.83 µJ pulse energy (from up to down B16 - B19).
12.6 Heat diffusion plots

![Heat diffusion plots](image)

Fig. 12.30.: Heat diffusion simulation at 830 eV on a-C sample considering phase transition into graphite. Simulation ran over 7 µs. (a): The graphite size is considered to be 3, 2 µm and 50 nm thickness. (b): The graphite has a larger size as the photon beam radius (8.22 µm) and 50 nm thickness. The thermal conductivity is taken to be 5.7 W/mK. The interesting point is the changes of the radius of the graphite and if heat diffuses differently in each case. In the smaller area (a) the a-C can still reach the melting temperature, whereas at larger areas this effect can not be seen ((b) or in fig 9.11). Si reaches the melting temperature at the same pulse energy in all these cases. The melting threshold for graphite is not changing.
Fig. 12.31: Heat diffusion simulation at 830 eV on a-C sample considering phase transition into graphite had already taken place. (a): The graphite size is taken to be (14.22 µm) and 50 nm thickness. The thermal conductivity is taken 3 W/mK. (b): The graphite has the same size at the beam radius (14.22 µm) and 50 nm thickness. The thermal conductivity is taken to be 5.7 W/mK.
Fig. 12.32.: Grating structure (partially graphitized areas) on a-C sample with first block of graphite with 1 $\mu$m radius and 20 nm thickness and the second block with 3 $\mu$m and 20 nm thickness. Underneath the graphite layer there is considered a 30 nm thick layer of a-C and below that there is the substrate and between the both graphite layers there is a layer of a-C as well with 50 nm thickness and 4 $\mu$m radius.
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8.30 Raman spectrum on CVD sample at different photon energies with the same pulse energy (5 µJ) are compared. Graphitization process has been seen in all of these experiments and the degree of this process changes. Depending on the photon energy and experimental conditions these differences in peak width, position etc. have happened. Samples have had the same quality in all of these experiments. ................................................................. 117

8.31 Raman spectrum of pure Graphite sample to compare with the damaged a-C and CVD diamond samples. Raman spectra were taken from the white spots and black spots on both the samples. The results were the same. ................................. 118

9.1 Schematic picture of the algorithm of the developed combined model consisting of the interconnected modules responsible for different calculations: MC,Temperature equation for electrons, tight binding model and MD [158]. ................................................. 122

9.2 (a): Diamond irradiated at 92 eV photon energy with 10 fs laser pulse. The absorbed energy was 1 eV/atom. The total energy of the system (electrons and atoms) is plotted in black and total energy of atoms is depicted in red dash line, the blue dashed line shows the potential energy of the system [158]. (b): The same simulation under the constant pressure. .......................... 123

9.3 Simulated fluence energy threshold for the graphitization of diamond as a function of photon energy during and after the pulse at different photon energies on CVD diamond sample vs experimental values. Data is simulated with a Hybrid code XTANT developed by Dr.N.Medvedev [158] .......................... 124
9.4 (a): Simulated evolution of conduction band electron occupancy in CVD diamond with 830 eV photon energy with 1.87 J/cm² fluence. The pulse duration was taken as in experiment 100 fs. Data is simulated with a new hybrid code XTANT developed by Dr. N. Medvedev. (b): Simulated high energy electrons and core hole densities. (c): Simulated changes of potential, atomic, electrons and the total energy of the system. (d): Simulated changes of potential energy and the band gap during and after the pulse. .......................... 124

9.5 (a): Simulated changes of the band gap and chemical potential during and after the pulse with different photon energies (24, 91, 177, 275 eV) on CVD diamond sample. Pulse duration was taken to be 50 fs. These simulations result in average absorbed dose of 0.7 eV/atom for these photon energies. Data is simulated with a new Hybrid code XTANT developed by Dr. N. Medvedev [163]. (b): Simulated conduction electron density during and after the pulse. (c): Simulated nearest neighbor distance between the atoms in CVD diamond during and after the phase transition. Around 100 fs the electrons (free) population is at maximum at all examined photon energies. .......................... 125

9.6 (a): Simulated the distance electrons with specific energy can travel to hey have by Dr. N. Medvedev calculated with XCASCADE Monte Carlo code [163] in a-C (red) and Si (blue). (b): Simulated the distance electrons can travel to in CVD diamond. 126

9.7 The total energy of free electrons in the conduction band normalized for the total absorbed energy (right ordinate). The number of free electrons created by different processes during the laser pulse irradiation and normalized per number of absorbed photons is also presented (left ordinate). The intensity envelope of the laser pulse is added as a dashed line in arbitrary units [36]. 127

9.8 Spatial and temporal part of Gaussian pulse defined in COMSOL for the simulation. .......................... 129

9.9 Defined energy of the pulse. .......................... 130

9.10 Defined coming FEL pulse on Si. .......................... 131
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9.12 Defined components. a-C coating on top of Si substrate.

9.13 Defined boundary conditions.

9.14 Simulated heat diffusion in the sample after a few 100’s of ps after the FEL pulse in top figure and after few ns in lower figure at 830 eV with 3.7 µJ pulse energy.

9.15 The temperature reached at the surface of a-C is depicted in red and Si at the boundary is depicted in green and Si at bottom of the sample in blue. There are two pulse energies examined here in top figure the pulse energy is taken 3.7 µJ and in the the bottom figure it’s 17.5 µJ both at 830 eV.

9.16 At 830 eV photon energy with 17.5 µJ pulse energy the maximum radius at which the sample reaches the melting temperature on a-C or Si is simulated via COMSOL and plotted here.

9.17 In these calculations one has simulated if the a-C or Si reach their melting temperatures and the area up to which this temperature is reached is plotted vs the pulse energies. The experimental data also representing the area of each damaged spot vs the corresponding pulse energies on the logarithmic axis.
9.18 Heat diffusion simulation at 269 eV on a-C sample. Simulation ran over 7 µs with the pulse duration of 125 fs. The beam radius is taken as in the experiment. a-C thickness was 50 nm. There is also an extra part which represents the measured length of the damaged spots via AFM (yellow) vs. their corresponding pulse energy to compare the localized and nonlocalized damage effect due to the heat on the damaged spots.

9.19 Heat diffusion simulation at 830 eV on a-C sample. Simulation ran over 7 µs. The phase transition to graphite is not considered. One can see at which pulse energy Si / a-C reach their melting temperature and how deep in length on the surface this is distributed and where the melting can make changes in the size of the damaged spots.

9.20 Heat diffusion simulation at 830 eV on a-C sample. Simulation ran over 7 µs. The simulation is done on the a-C sample with 100 fs pulse duration. The beam radius is taken as in the experiment (7.22 µm). The a-C thickness was 50 nm.

9.21 Heat diffusion simulation at 830 eV on a-C sample. Simulation ran over 7 µs. The simulation is done on the a-C sample with 100 fs pulse duration. The beam radius is taken as in the experiment (7.22 µm). The a-C thickness was 50 nm. The phase transition into graphite is considered. Heat diffusion is compared between two cases of low thermal conductivity (3 W/mK) and thermal conductivity of 5.7 W/mK. Larger radius is heated up in the case of low thermal conductivity.

9.22 Heat diffusion simulation at 830 eV on a-C sample. The phase transition into graphite had already taken place. Simulation ran over 7 µs. The graphite layer has 14 µm radius. The thickness of graphite was 20 nm and underneath is a-C with thickness of 30 nm.

9.23 Heat diffusion simulation at 830 eV on a-C sample considering phase transition into graphite had already taken place. Simulation ran over 7 µs. (a): Grating structured damaged region with graphite radius of 3.2, 2 and 3.2 µm and thickness of 50 nm. (b): Same structure as in (a) but with 3.2, 2.3 µm length and 20 nm thickness.

9.24 Heat diffusion simulation at 830 eV on CVD sample. Simulation ran over 7 µs. The beam parameter are as in experiment. Estimating if the CVD reaches melting temperature and up to which radius it could have been heated up.

9.25
9.26 It is expected that the damage spot areas and their corresponding pulse energies on the logarithmic scale show a linear dependency (Gaussian beam profile). From the experimental result, it can be seen that after the P-I (photo-ionized) section this dependency is no longer linear. Comparing the areas of the footprints with the given initial beam area at the experiment shows a different enlargement in the areas of the damage spots (see Fig 9.25). This can be explained at higher pulse energies with heat diffusion effect. Between the P-I section and very high pulse energies, there is another section. In this section, one can assume a series of complex processes, such as photo-ionization and secondary processes and heat diffusion taking place. (a): Shows changes of the FWHM of the imprints with the pulse energy linearly. (b): Shows that damage footprints areas expanding nonlinearly due to the heat diffusion and carrier distribution (see also Figs 9.27 and 9.28).

9.27 The model based on the fact that the Gaussian pulse exposing the sample cause a photo-ionization (PI) effect, as well as heat and carrier diffusion. The FEL Gaussian function and the distribution function are modeled in the form of convoluted Gaussian defining the damage spot size changes; going from low pulse energies to higher pulse energies. The Gaussian pulse in PI section describes the linear dependency of the spot size of the damage spots on the pulse energy (on the logarithmic scale). This dependency changes due to the carrier and heat distribution to a nonlinear dependency. The experimental data are represented with the empty blue circles, performed at 830 eV at LCLS on CVD diamond sample.

9.28 The model above tested on a-C (50 nm thick a-C coating on Si substrate) sample.

9.29 The damage threshold dose values calculated with Equation 5.12 and compared with the melting threshold dose values obtained from COMSOL simulation in chapter 9.

10.1 The Lamellar grating used in the damage experiment at FLASH 2011 had a Si substrate coated with a-C (45 nm). The groove density was 200 grooves / mm and the groove depth was 13.5 +/- 3 nm. The duty ratio was 0.41 +/- 0.1.

10.2 Image of grating, where n is the order of diffraction, λ is the diffracted wavelength, d the grating constant. θi the angle of incidence measured from the normal and θm the angle of diffraction measured from the normal [167].

10.3 Image of grating before the damage taken via White Light Interferometer (WLI) and the AFM. Si substrate coated with a-C (45 nm) The groove density was 200 grooves / mm and the groove depth was 13.5 +/- 3 nm. The duty ratio was 0.41 +/- 0.1.
10.4 Simulated dose absorbed distribution corresponding to the grazing angle. The amorphous carbon coating on the grating was 50 nm on Si.

10.5 Simulated field distribution in the grating \([170], [169]\). X-ray intensity distribution is given by \(|\psi(r,z)|^2\) close to the grating surface. The beam comes from the left. Both color scales are normalized intensity to the impinging beam. The amorphous Carbon coating on the grating was 50 nm on Si and was exposed to the beam at 2° incidence angle. The absorbed power density is the reddish part and happens on the edge of the laminar grating structure which is 3 times higher than the flat surface. Interestingly, micro-roughness does not increase the maximum of absorbed energy by more than few percent.

10.6 AFM and DIC image of grating after it being exposed to FEL shot. Pulse energy of 1.64 µJ. The lines represent the measured AFM lines on the spot. The height of the damage spot is 7 nm.

10.7 AFM and DIC image of grating after it being exposed to FEL shot. Pulse energy of 1.8 µJ was used here to create damage. The lines represent the measured AFM lines on the spot. The height of the damage spot measured to be 10 nm.

10.8 AFM and DIC image of grating after it being exposed to FEL shot. Pulse energy of 8.64 µJ. The lines represent the measured AFM lines on the spot. The height of the damage spot measured is 0.4 µm. Beam direction is from right to left in the profile pic.

10.9 Illustrating the length up to which the damage is observable on the sample and the height of the spot. Damage is done mainly where its mostly absorbed (edges). The length and height of the spot was measured via AFM. Data are from the experiment at FLASH with 269 eV photon energy.

10.10 Illustrating the length of each damage spot vs the pulse energy which used to generate that damage spot on the grating. The length and area of each spot was measured via AFM. Experiment performed with 269 eV photon energy at FLASH.

10.11 Illustrating the height of each damage spot vs the pulse energy which used to generate that damage spot on grating. The length and area of each spot was measured via AFM. Experiment performed with 269 eV photon energy at FLASH.

11.1 Damage studies
11.2 Very simple schematic of the matter and laser beam interaction [17]. The left side shows the system in its ground state, the electrons cold state. The potential landscape shows minima at the crystal lattice sites. Therefore, no (external) forces are acting on them except tight binding Coulomb potential induced by the lattice. On the right, the laser light has affected the system and transported it to an excited state. Hot electrons and holes are created here. The potential landscape undergoes qualitative and quantitative changes, resulting in disappearance or shifting of the minima. This happens in very short time scale (shorter than reaction time) as a result, forces act on the carriers/atoms and move them. 163

11.3 (a): Simulated evolution of conduction band electron occupancy in CVD diamond with 830 eV photon energy with 1.87 J/cm² fluence. The pulse duration was taken as in experiment 100 fs. Data is simulated with a new hybrid code XTANT developed by Dr. N. Medvedev. (b): Simulated high energy electrons and core hole densities. (c): Simulated changes of potential, atomic, electrons and the total energy of the system. (d): Simulated changes of chemical potential and the band gap during and after the pulse. 164

11.4 Orbital configuration of carbon $Sp^3$(mainly in Diamond), $Sp^2$(mainly in Graphite) 164

11.5 Very simple schematic of the matter and X-ray FEL beam interaction [39]. Where the heat affected zone shows the region where heat gets diffused into and the shock affected zone describes the region where high pressure starts to induce shock waves. There is a thin layer right behind the heat-affected zone, which shows the melted layer. 165

11.6 AFM topography volume profile of an irradiated area on a-C with a 4, 8 μJ FEL pulse at 177eV at FLASH. Volume of the spot is calculated via the AFM image with help from the MATLAB Code. 166

11.7 167

11.8 Comparing the damage dose threshold at different photon energies on CVD diamond and amorphous carbon. The line at 0.7 eV represents the calculated damage dose threshold theoretically via Hybrid XTANT model mentioned in chapter 9 [135]. 168
11.9 Amorphous carbon damage spot with 4.83 $\mu$J and photon beam energy of 91 eV single shots at FLASH. The $\mu$-Raman analysis evidence the ordering of the a-C structure to nano crystallites of graphite, in good agreement with the 3 step model of Ferrari et al [138], [109], [110], [139]. Looking at the heat simulation in chapter 9 shows that at this pulse energy a-C and Si have both reached melting temperature. This figure also shows that beam fringes are observable at this point. This could be due to the apertures in beamline and the beam focus which was causing interference patterns on the sample. This fact that graphitization is observable out of the main dark spot of the damage is clearly showing that a larger area of the sample at the damage spot compared to the beam radius at this experiment was effected and phase transformed. . . . . . . . . . . . . . . . . . . . . . . . 170

11.10(a): Diamond irradiated at 92eV photon energy with 10fs laser pulse. The absorbed energy was 1 eV/atom. The total energy of the system (electrons and atoms) is plotted in black and total energy of atoms is depicted in red dash line, the blue dashed line shows the potential energy of the system. Reference [158]. (b): The same simulation under the constant pressure. . . . . . . . . . . . . . . . . . . . . . . . 171

11.11 Figure illustrates experimental data at 830 eV on a-C in green dots. The violet data set shows the area up to which the sample was heated up considering phase transition into graphite in the case of a-C. Which is done via COMSOL simulations. One can see at which pulse energy Si/a-C reach their melting temperature and how far (on the surface) this temperature spread. The experimental size of the damage spot can then be compared to this value. Here, three sections could be defined in damage process: PI (photo-ionization) section, carrier diffusion and cascade section and the heat diffusion section. Where carrier diffusion starts during PI and could continue in heat diffusion section. . . 174
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