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Spectroscopy on Copper Enzyme Model Complexes

by SÖREN BUCHENAU

In this work a variety of inelastic light scattering experiments are conducted to in-
vestigate the structure, the function and the structure-function relationship of a mul-
titude of bio-inorganic model complexes. The spectroscopic range spans from from
X-ray over deep UV to optical and mid-infrared wavelengths. The experimental se-
tups are custom-designed to the samples and contain different cryo-setups and con-
densed matter or liquid sample environments. Different complexes were measured
and the respective ligands themselves were tested in modified versions to shine light
on what affects the properties of the entire complex. While Raman investigations
showed characteristic vibrations, the X-ray absorption data was used to fully iden-
tify bond lengths and angles that are necessary to relate the structural formation of
the complex to its function as a model complex in catalysis. The catalysis itself was
monitored with operando Raman spectroscopy and the dynamics of a reaction with
substrates was revealed. Investigating modified versions of a complex, suited as a
model for entatic state chemistry, lead to a better understanding of the leading fac-
tors of the geometric and electronic structure that drive the electron self-exchange
rate of entatic state model complexes. It was found that not only minimizing the
structure difference ∆τ4 is important to raise the electron self-exchange rate, but also
optimizing the geometry to not favor either one of the binary options tetrahedral or
square-planar. A difference frequency generation setup was successfully installed
using many different nonlinear crystals to produce femtosecond mid-infrared laser
light to be used as a tool to influence and manipulate the transient structure of the
sample. It was successfully tested on experimentally less-challenging condensed
matter systems such as a reflectivity probe on a trichalcogenide system and in its
destined use in a mid-infrared pump and Raman probe setup on multilayer gra-
phene systems. As such, the road is now paved for selective mid-infrared pump dis-
tortion of the low-energy vibrations in the ligand sphere in entatic state complexes
and to investigate the influence that these transient modifications of the geometric
structure will have on the function of the charge-transfer systems and the interplay
of the ligand-metal relationship.
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Spectroscopy on Copper Enzyme Model Complexes

von SÖREN BUCHENAU

In dieser Arbeit wurden unterschiedliche Experimente der inelastischen Lichtstreu-
ung genutzt, um die Struktur, Funktion und die Struktur-Funktions-Beziehung un-
terschiedlicher bio-inorganischer Modelkomplexe zu untersuchen. Die Bandbreite
von genutzten Wellenlängen reichte dabei von Röntgenstrahlen über UV und optis-
che Wellenlängen hin bis zum mittleren Infrarot Bereich. Die Experimentellen Auf-
bauten beinhalteten unterschiedliche Cryo-Geräte und unterschiedliche Probenkam-
mern für kondensierte oder flüssige Proben. Von den Komplexproben wurden mod-
ifizierte Versionen untersucht, um herauszufinden was genau die Eigenschaften des
Komplexes beeinflusst. Während Raman Spektroskopie die charakteristischen Vi-
brationen der Komplexe messen kann, wurde Röntgenabsorptionsspektroskopie ge-
nutzt um die Bindungslängen und Atomabstände sowie Winkel exakt zu messen.
Dies erlaubt Aussagen zur Struktur-Funktions-Beziehung des Komplexes in der Ka-
talyse. Die enzymatische Katalyse selbst wurde mit Operando-Raman Spektroskopie
live verfolgt und der Ablauf der Substrat-Umsetzung analysiert. Die Untersuchung
von modifizierten Modelkomplexen für den entatischen Zustand hat zu neuer Erken-
ntnis geführt, welche Eigenschaften der geometrischen oder elektronischen Struktur
einen größeren Einfluss auf die Elektronen-Selbstaustausch Rate haben. Es stellt
sich heraus das nicht nur die Minimierung des Strukturunteschiedsparameters ∆τ4
eine Rolle spielt, sondern auch das die Struktur keine der beiden binären Optio-
nen von tetraedrisch oder quadratisch-planar bevorzugen sollte. Eine Difference-
Frequency-Generation Einheit wurde erfolgreich installiert, in der mehrere nichtlin-
eare Kristalle genutzt werden um femtosekunden-schnelle infrarote Laserpulse zu
erzeugen, mit denen transiente Strukturveränderungen in der Probe erzeugt wer-
den können. Erste Tests an experimenell weniger anspruchsvolleren Festkörper-
proben als Reflektivitätsprobe an Trichalcogenid-Systemen und als Infrarot-Pump
mit einem Raman-Probe System an Graphen Proben waren erfolgreich. Es ist nun
möglich die selektive Infrarotanregung der niederenergetischen Ligandenmoden zu
nutzen, um den Einfluss den diese transienten Veränderungen der geometrischen
und elektronischen Struktur auf die Funktion als Ladungs-Transfer System haben
und die Wechselwirkung von Metallzentrum und Ligand zu untersuchen.
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1 Introduction

1.1 Inorganic Copper Complexes

Organic enzymes containing metal ions are highly prevalent in nature in both ani-
mals and plants, [1] and catalyze a variety of different chemical reactions. Although
the metal atom makes up for almost nothing of the either the mass or the volume of
the entire enzyme, it is of particular interest to the function the biomolecule. While
several shells and anchors of organic ligands are helpful in shielding relevant parts
against unwanted outside influences or play a role in stabilizing the molecule, the
metal atoms are generally associated with the active sites, which lie at the heart of
the process of catalyzing chemical reactions. The way in which this is realized, is that
after a small molecule has bonded to the active site of an enzyme, its electronic struc-
ture, i.e. the electronic levels of the constituent atoms, are modulated by the enzyme.
The energetic barrier for a structural change is lowered and the respective process is
now more probable. From the fact that the change in electronic density is the func-
tionality of an enzyme, it is directly intuitive, that the role of the metal atom is set to
such a task: Metal atoms, such as Fe or Cu, are transition metals with many electrons
and only part-filled outer shells. This stands in stark contrast to the organic atoms,
that make up most of the volume of an enzyme and which do not contain the same
richness of complicated electronic shells and potential modulations. Those organic
atoms, especially the ones close to the metal atom, are more relevant in gauging the
effectiveness and selectivity of the biomolecule towards some chemical process in
different ways. Different ligands can slightly vary the electronic density in direct
proximity to the metal, they can bridge several metal atoms in one cluster, allowing
for cooperative effects. With their steric interaction, the ligands can bring the entire
molecule in a geometrically pre-distorted state of higher energetization or simply
take up electronic charges, that are excited from the metal atom after being pumped
with photons etc. The complexity that arises from both, the electronically open-shell
inorganic transition metal atoms together with the structurally more diverse organic
ligands, opens up a many opportunities for scientific investigation.

Examples for such enzymes are tyrosinase or methane monooxygenase (MMO).
Tyrosinase can be found in animals, plants, fungi and various prokaryotes. [2] It is
an enzyme that controls the synthesis of melanin-type pigments [3] from tyrosine,
acetate or catechol via the Raper-Mason pathway (RMP). Although first published
in 1927, [4] the complicated process containing hydroxylation of monophenols and
oxidation of diphenols with subsequent or simultaneous polymerization is not fully
understood [5] and still under investigation. The possibility of converting mono-
and diphenols to their respective quinones, which can additionally spontaneously
react with amino groups, i.e. cross-linking proteins, leads to several applications of
biological tyrosinase, e.g. for the production of dyes, biosensors, bioremediation of
wastewater etc. [6]

Methane monooxygenases are enzymes that have the remarkable property to
activate comparably inert C-H bonds in hydrocarbons. [7] In their most prominent
form, they are either membrane-bound and copper-containing particulate MMO
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(pMMO) [8] or cytosolic iron-containing soluble MMO (sMMO) [9]. They can be found
in methanotropic bacteria, which use the MMO to oxidize methane to methanol.
The ubiquitous methane is a waste-product from the generation of biomass by me-
thanogens, which live in aerobic condition and produce 200-250 million metric tons
annually. [7] The process of converting methane to methanol is of great scientific in-
terest because methane is e.g. a comparably potent greenhouse gas. Additionally,
methane makes up for approximately 70 to 90 % of natural gas, which is destined
to become a transitional fuel for 21st century. [10]. The methane molecule is made
of strong C-H bonds with a binding energy of 425 kJ/mol, it contains no functional
groups or magnetic moments and its geometry is a non-distorted tetrahedron. Syn-
thetic conversion of this very stable small molecule on an industrial scale is achieved
by using excessive temperatures. These higher temperature regimes lead to several
unwanted side products, which is generally reduced by additionally using catalysts
to enhance the selectivity. [11]

We have so far illustrated, the powerful and multifaceted set of possibilities
which are realized in biological inorganic metal enzymes and have also touched
on processes that those enzymes can catalyze, which humans have yet found a way
to master at ambient conditions. Those chemical processes are made possible, due
to the highly sophisticated interactions of the organic ligands, their nature and ge-
ometry, and the transition metal atoms manifold of electronic states and various
options to be covalently linked to the respective ligands. Understanding the rich
phenomena that drive their catalytic activity is first and foremost of great interest of
basic research. Additionally, a better understanding of the inner workings of such
biomolecules opens up possibilities for enhancing and creating new industrial cat-
alysts that either produce more of the desired product or reduce the output green-
house gas emissions. The apparent complexity of biological enzymes containing
hundreds or thousands of atoms, associated to individual amino acids, each linked
in various chains in a specific order, folded following a strict pattern, renders the
deliberate synthesis and targeted modification in a lab seemingly impossible. How-
ever, since we are mostly interested in only a tiny part of the enzymatic function,
the active site of the inorganic complexes, it is possible to use synthetic inorganic
copper model complexes. Organic ligands are synthesized, which can be activated
on demand with e.g. oxygen to form a model complex. Having our sample of in-
terest reduced to almost only the chemically active part, brings with it several ex-
perimental complications, but also advantages. Removing the substantial organic
layers and reducing the steric protection of the active site to its bare minimum leads
to a higher sensitivity to outside influences. Since the chemically active part is more
exposed, special experimental steps have to be taken to ensure no unwanted contact
with atmospheric oxygen or water. Additionally, the model complexes can require
temperatures of -80 ◦C to remain stable for durations that allow for measurements.
However, it is easier to slightly vary parameters of the final model complex, e.g., sub-
stituting a functional group to a certain ligand and investigating the consequences is
easier in a small model complex than it would be otherwise. Additionally, reducing
the sizable organic shell does not only yield the need for more sophisticated exper-
imental techniques, but it also gives a more clear picture of the data, because it can
be understood as a removal of background from the signal.

In the following parts, the two inorganic copper model complexes mimicking
tyrosinase and MMO will be introduced together with the concept of what is called
an Entatic State.
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1.1.1 Tyrosinase Model Complex

A brief review of the history of tyrosinase model complexes and its their develop-
ment is given in this chapter.

FIGURE 1.1: Various Cu2O2 and Cu2O binding motifs are depic-
ted together with the exemplary hybrid guanidine-amine ligand

TMGdmap. The L stands symbolically for a remaining ligand.

Peroxo System

The first synthetic model complex incorporating copper, was reported by Karlin et.
al in 1984. [12] They showed reversible copper-oxygen binding at -80 ◦C, which was
the starting point of copper inorganic model systems. Tuczek et al. reported in 2000
on the first reversible model system at -80 ◦C and its hydroxylation of a phenolate to
the corresponding catechol at -60 ◦C. [13] One year later, Itoh et al. conducted the first
mechanistic study investigating the kinetics and found, similar to biological tyrosi-
nase, indications of an electrophilic aromatic substitution. [14] Casella and Bubacco
reported on the effects of the position of the functional group of the phenolic sub-
strate for hydroxylation in 2002. [15] They investigated biological tyrosinase and ob-
served inhibiting effects for the ortho position, a slow reaction for the meta position
and a fast reaction for the para position. The bonding of the substrate to the complex,
forming a copper-ligand-phenolate molecule, is subsequently followed by the oxy-
gen activation, as shown by Tuczek et al. in 2010. [16] In 2012, major improvements
towards the conversion to the catechol were reported by Stack et al., who achieved
with two of their complexes a ratio of catechol to quinone from 50 % to 10 % and 70 %
to 0 %. [17] Herres-Pawlis et al. were able to realize a conversion rate to catechol with
95 % and 90 % by using two different substrates in 2013. [18] They did not find any
quinone side products. Two years later, the same group reported the hydroxylation
rate of their model complex at -78 ◦C to be one fifth of the rate of natural tyrosinase
at ambient temperatures. [19]

Bis(µ-oxo) System

Solomon and Stack et al. [20] reported in 2005 on a ligand, which after oxygenation
forms a peroxo species at -120 ◦C. After adding the phenolate substrate, they ob-
serve the conversion to a bis(µ-oxo) [21] species before converting the phenolate to
its respective catecholate and quinone with a 1:1 ratio. Additionally, Stack et al. [22]

measured the formation of a transient superoxo species preceding the formation of
the bis(µ-oxo) species by using a comparably slow ligand at -80 ◦C. In 2009, Herres-
Pawlis et al. [23] published an article containing ligands which consist of amine or
guanidine as functional groups and one propylene spacer each. They investigated
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the hydroxylation of complexes with the organic ligands TMGdmap (hybrid ligand
with guanidine and amine, see Fig. 1.1), btmgp (two guanidine groups) and TMPD
(two amine groups), and found that the decreased outer-sphere oxidative strength
and the higher phenolate accessibility to the reactive Cu2O2 core, are both related
to a higher phenolate hydroxylation reactivity seen in the TMGdmap complex. The
guanidine-only complex with btmgp led to no reactivity due to the lack of accessibil-
ity to the core. The amine-only complex with TMPD led to C-C coupled bisphenol
products because of the one-electron outer-sphere oxidation strength, which con-
verts the phenol via a proton coupled electron transfer to a phenoxyl radical, which
then dimerizes. The hybrid variant TMGdmap appeared to attenuate the C-C radi-
cal coupling mechanism enough, while still allowing for a sufficient accessibility of
the substrate to the chemically active Cu2O2 core. With that system, they achieved a
catecholate to quinone ratio of 95 % to 5 %. Six years later, in 2015, the same group
reported [24] on new hybrid guanidine-amine ligands. A conventional amine group
is linked, via another propylene spacer, to a modified guanidine unit for three dif-
ferent ligands each. After oxygenation, all complexes also formed the bis(µ-oxo)
binding motif but did not show superior hydroxylation capacities.

1.1.2 Methane Monooxygenase Model Complex

The challenging conversion of the inert methane to methanol was first reported in
a zeolite bis(µ-oxo) model complex in 2005 by Schoonheydt et al. [25] at slightly el-
evated temperatures of 125 ◦C. More recent reviews on the zeolite inorganic model
complex, summarizing the reaction mechanism and reactive intermediates, are pub-
lished by Schoonheydt and Solomon et al. [26, 27] However, theoretical studies did
show that replacing the zeolitic silicate ligand with protein ligands would retain
the reactivity towards methane. [28] In general, even after many studies the reac-
tive copper species, the active center [29–31] and the exact mechanism are still under
debate. [30, 32, 33] Since that is the case, different CuO motifs have been proposed as
MMO model complexes, which can be grouped in (i) mononuclear copper
complexes, [29, 30, 34, 35] (ii) dinuclear copper intermediates [36–38] and (iii) trinuclear
copper cluster. [39, 40]

1.1.3 Entatic State Model Complex

Enzymes in nature use copper in their active sites, because their large window of re-
duction potential [41] makes it possible for them to interact with many different elec-
tron transfer partners. The redox potential of the CuII/CuI redox couple is affected
by the geometric constraints due to the direct ligands, the type of donor atoms and
additionally by second-coordination-sphere effects. CuI as a system with a d10 shell
configuration, generally forms a tetrahedral coordination with four adjacent atoms.
In contrast, CuII has a d9 configuration and tends to form either six-coordinate dis-
torted octahedrons or five-coordinate square-pyramidal or trigonal-bipyramidal ge-
ometries. There is no expectation that CuII should show a strong energetic preference
for a certain geometry and the dynamic Jahn-Teller distortion in CuII gives it some
plasticity. [42] Literature reports indeed show that from approximately 100 biological
copper protein complexes investigated, CuII show a greater variety of geometries. [43]

Note here, that the prevalence of only CuII geometries in square-planar configura-
tion, changes to almost only CuI centers for the tetrahedral configuration. Although
there is no need for association or dissociation of entire bonds for the configura-
tional change of the geometry, relocation and twisting of bonds and bond angles is
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still necessary. [42] The required reorganization energy can be lowered significantly
e.g. by the constrained coordination of the ligands. [43] The concept of pre-energized
states in metalloproteins and transition metal compounds was introduced in the
1950s. [44] The term Entatic State was described in 1968 by Vallee and Williams [45],
who argued that an enzyme can be poised for catalytic action in absence of substrate.
Since then, it was a controversial topic whether this pre-energetization stems from
the simple geometric strain, induced onto the active site by the protein matrix or
rather an electronic entatic state. Rorabacher et al. reported in 2007 on a copper
complex, in which both oxidation states are very similar in structure. They report
very high electron self-exchange rate and summarize their results as exemplary for
a true geometric entatic state. [46] In modern terms, the entatic state is put into the
form of an energetization due to a misfit between ligands and metal ions. [44, 47] In Fig. 1.2,
an exemplary plot of the energetization vs. the geometric configuration for a copper
atom with four nitrogen donors that form a square-planar configuration at τ4 = 0 is
shown. When distorting the configuration over a peak energy at the seesaw-motif at

FIGURE 1.2: A schematic depiction of the entatic state principle. The
copper centers (shown in blue) are coordinated to four donor nitro-
gen atoms (shown in grey). On either side, we see the archetypal
square-planar or tetrahedral coordination. The ligands, omitted here
for clarity, can constrain the geometry, such that the transformation
from one state to the other requires less energy. In this simplified pic-
ture, the square-planar (D4h) left side correlates to CuII and the tetra-
hedral (Td) right side to CuI. The configuration at the peak is referred
to as the seesaw (C2v) geometry. The x-axis gives the four coordinate

geometry index τ4.

τ4 = 0.5, it falls back into an energetic minimum at the tetrahedral configuration at
τ4 = 1.0. The quantification of the geometry configuration τ4 is a clever and simple
method by L. Yang et al. [48], in which we take the two largest Cu – N2 angles α, β in
the four-coordinate species and calculate τ4 = 360◦ − (α + β)/141◦ to have a scale
from 0.0 to 1.0, for e.g. four-coordinate copper complexes. Note that in principle,
CuI complexes can also be stabilized for values of τ4 < 0.5 and CuII complexes can
also be stabilized for values of τ4 > 0.5.
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1.2 Mid-Infrared-Pump and Raman-Probe Spectroscopy

Mid-infrared (MIR) light probes the low-energy excitation of a given sample. If an
IR laser is not used in practical applications for its precision and power density, such
as a laser cutting tool during surgery [49] or as a countermeasure in heat seeking
missile defense, [50] the scientific purpose of MIR pump excitation can roughly be
categorized into (i) probing localized organic vibrations and (ii) probing the effect of
delocalized lattice vibrations over a molecule or solid-state crystal. Measuring the
localized modes of different chemical functional groups, also called group frequencies,
is commonly done to identify chemical species. The mid-infrared spectrum ranging
from 2.5-12 µm is also referred to as the fingerprint region. Conducting spectroscopy
experiments in the IR band to find signatures of certain molecular species is done
e.g. in airborne trace gas analysis [51] or the detection of peroxide- and nitro-base
explosives. [52] When MIR wavelengths are used to investigate material properties
of crystals, they excite vibrations containing heavier nuclei that are strongly delocal-
ized. While the regio-specificity is lost, one yields statistical information averaged
over a wide range of the crystal structure.

The laser light at MIR wavelengths, used for these absorption and transmission
experiments can additionally be given a different role in a pump-probe setup. Every
molecule and crystal is a complicated construct of positive and negative charges,
arranged in a certain way, oscillating around specific equilibrium position and every
component experiences different short-range and long-range forces. This complicated
set of interactions is transiently modified when lattice vibrations are excited by an
MIR pump pulse and the modification and its implications can be probed by an
optical probe pulse generating Raman scattered light.

1.2.1 Probing the Entatic State

Guanidine-stabilized model complexes have been synthesized and analyzed exten-
sively by the group of Sonja Herres-Pawlis [47, 53, 54] and led to the result that [55]

the structure of two guanidine-quinoline copper complexes is virtually similar, ex-
cept for the oxidation state. A reversible electron transfer at 0.33 V connects both
structures and the transient intermediate state of that electronic transition is ac-
cessible through vibrational modes, which are coupled to metal-to-ligand charge-
transfer (MLCT) and ligand-to-metal charge-transfer (LMCT) states. In a subsequent
work, [56] these charge-transfer processes were further studied by experiments in-
cluding UV pump excitation which lead to a deeper understanding of the timescales
of the intermediate electronic states. The drawback of pumping at optical or UV
wavelengths is that the induced electronic transitions contain a high amount of en-
ergy and that allows for a myriad of different cascading excitation and relaxation
mechanisms. To enhance the microscopic understanding of the interplay of the lig-
and modes, MIR wavelengths, which selectively drive individual ligand vibrations,
can be employed in combination with a Raman probe setup. The negative drawback
of complicated sequential interactions can be suppressed and the transient change
in structure of the complex due to MIR pumping can be related to its function.

1.2.2 Low-Energy Excitations

When employing MIR wavelengths in condensed matter science, collective modes
can be coherently investigated by probing low-energy resonances in the meV re-
gime. [57] While optical light mostly interacts with valence electrons, MIR light gives
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direct access to excitations such as lattice vibrations, rotations, spin precession and
internal excitations of bound electron-hole pairs. [58] With this, it is possible to inves-
tigate many interesting phase transitions and phenomena, which occur in this or-
der of magnitude of energy, such as photoinduced insulator-to-metal transitions [59]

or optical melting of magnetic order. [60] This type of spectroscopy allows for fast
and low-dissipation optical research and control of solid-state materials. When the
pumped vibrational mode is excited in resonance, it is possible that the atomic de-
flection around the equilibrium position is so strong that anharmonic parts of the
potential well can become relevant. [61] As will be shown the graphene system, the
MIR pumping can increase the anharmonic coupling between two vibrations, lead-
ing to a lifting of a phononic degeneracy and by that induce order in the underlying
crystal system.





9

2 Theory on Inelastic Scattering

In this work, we deal with different types of light, which will interact in different
ways with varying types of samples. However, one consistent property through-
out this thesis is the use of inelastic scattering, meaning the incident and scattered
electromagnetic radiation will be of different energy. Knowing the energy of the
incoming light from our light source, measuring the outgoing light and calculating
the difference, allows us to draw information about the sample in question. With
the advent of laser systems in the ’60s [62] and dedicated synchrotron facilities in the
’80s [63], a huge option of frequencies became available. The possibility of altering
any sample by putting the sample in different environments, e.g. temperature, sol-
vents etc., enriches the vast landscape of opportunities to increase the understand-
ing even further. To start, we begin by introducing the Raman effect as one inelastic
phenomenon of matter and light interaction.

2.1 Raman Theory

The inelastic scattering of photons was first predicted by Smekal et al. [64] in 1923.
For the experimental observation, C. V. Raman was awarded the nobel prize in 1930.
After several decades of the observation and understanding of elastic scattering of
light by most notably J. Tyndall, J. C. Maxwell and J. W. S. Rayleigh, C. V. Raman
reported in his landmark publication from 1928 [65] on the first inelastic light scat-
tering experiment. He concluded that at this point the world was at the fringe of a
fascinating new region of experimental research which promises to throw light on diverse
problems relating to radiation and wave-theory, X-ray optics, atomic and molecular spectra,
fluorescence and scattering, thermodynamics and chemistry. It all remains to be worked out.

The inelastic light scattering is a process in which an incident photon with a
certain amount of energy gets annihilated and a scattered photon with a different
amount of energy is created. The scattering is mediated by the interaction of the
photons with the electrons. With the mass of the electron m and the momentum p

we yield the energy

H0 =
p2

2m
. (2.1)

We use the Coulomb gauge fixing condition ∇A = 0 [66] for the vector field A to
rewrite the canonical momentum with

p̃2 → p − e

c
· A (2.2)

with the e as the elementary charge and c as the speed of light. We then find for the
energy [67]

p̃2

2m
→ p2

2m︸︷︷︸
H0

− e

mc
· [pA + Ap]

︸ ︷︷ ︸
HpA

+
1

2m

( e

c

)2
· A2

︸ ︷︷ ︸
H

A2

. (2.3)
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The energy of the interacting system is given as a superposition of the unperturbed
Hamiltonian H0 and the perturbed Hamiltonian Hint

H = H0 + Hint (2.4)
= H0 + HpA + HA2 . (2.5)

The HA2 term in eq. 2.3 delivers the non-resonant contribution to the inelastic light
scattering, while the HpA term in eq. 2.3 is responsible for the resonant contribution.
Resonant enhancement of the signal occurs when the excitation frequency of the
incident light matches the energy difference between some initial and intermediate
state of the system and can be calculated in second-order perturbation theory using
HpA.

The resonant HpA term and the non-resonant HA2 term in eq. 2.3 can be derived
using the Feynman diagrams shown in Fig. 2.1 (a) and (b). In Fig. 2.1 (a) the incident
light (wavy lines) couples via an interband transition to the phononic system via the
electron-phonon vertex (circle) to excite a phonon (double line). The whole process is
described as a four-photons Green function. [68, 69] Going from the top left to bottom
right represents the Stokes process, in which one quantum of vibration is excited in
the system while the photon gets scattered with a lower energy corresponding to
the phonons energy. Going from the top right to the bottom left represents the anti-
Stokes process in which one quantum of vibration is destroyed and transferred to
the scattered photon. The non-resonant process shown in Fig. 2.1 (b) shows the two
polarization bubbles of the free electrons, which screen the otherwise resonant HpA

interaction. This contribution, although relevant for Raman scattering in e.g. metals
or superconductors, is negligible here and we focus on the diagram in Fig. 2.1 (a).

FIGURE 2.1: Feynman diagrams showing the (a) resonant contribu-
tion and (b) the non-resonant contribution to the Raman signal. The
colors indicate energies, with blue lines representing a higher and red
lines a lower energy compared to the green lines. The meaning of

each pictorial component is given in Tab. 2.1.

In order to derive the expression for the scattering intensity we need to evaluate
the imaginary part of the response function as

I(ω) = −Im [R(ω)] · η(ω, T, Ω) (2.6)

with I as the collected intensity, R as the Raman response function and η(ω, T, Ω)
as a hybrid-correction factor that accounts for both, the thermal distribution of oc-
cupied vibrational levels via the Bose factor and for the effective scattering volume,
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TABLE 2.1: Symbolic representations for the Feynman diagram.

Meaning Meaning

Photon Propagator Hole in Valence Band
Phonon Propagator Electron in Conduction Band
Electron-Phonon Photon-Electron
Polarization-Bubble

which depends on the solid angle Ω subtended by the spectrometer. We write the
photon-electron vertex for the resonant case as TpA and the electron-phonon cou-
pling vertex as g. The electronic interaction is given by the electric susceptibility χ
as

χel = πim + πre = −i
δ

δ2 + (ω − ωres)2 +
ω − ωres

δ2 + (ω − ωres)2 (2.7)

≈ 1
ωres

(2.8)

with δ as a width parameter and ωres = ωr − ωi ± h̄ω0 ≈ ωr − ωi, since the phonon
energy h̄ω0 is orders of magnitude smaller than the resonance energy h̄ωres, i.e. the
incident laser energy. We use δ for the width to imply a typical sharp interband
transition profile. Considering further that the resonance energy ωres during the
phonon-excitation process is large, we see that the electronic susceptibility couples
to the phonon only by its real part, thus satisfying eq. 2.8. The phonon propagator
(double line) is given as the Green function that solves the equation of motion of
a phonon. We assume linear force constants, a damping factor γ and a resonance
or natural frequency ω0 and write the equation of motion of a damped harmonic
oscillator as

d2

dt2 x(t) + γ
d
dt

x(t) + ω2
0x(t) = 0 (2.9)

[
d2

dt2 + γ
d
dt

+ ω2
0

]

︸ ︷︷ ︸
L̂

·x(t) = 0. (2.10)

Instead of solving the differential equation L̂ · x = f , with a generic function f, we
can also solve the integral equation x = G f , where G represents the Green function
and can be understood symbolically as an inverted operator. It is defined by

L̂(t) · G(t) = δ(t) (2.11)
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in which the Dirac delta distribution is introduced as

δ(t) =

{
+∞ t = 0
0 t ̸= 0

(2.12)

∫ ∞

−∞
δ(t)dt = 1 (2.13)

F [δ(t)] = δ(ω)
!
= 1. (2.14)

We express the propagator G and the Dirac delta distribution δ by their inverse
Fourier transforms and rewrite eq. 2.11 as

[
d2

dt2 + γ
d
dt

+ ω2
0

]

︸ ︷︷ ︸
L̂(t)

· 1√
2π

∫
G(ω)eiωtdω

︸ ︷︷ ︸
G(t)

=
1√
2π

∫
δ(ω)eiωtdω

︸ ︷︷ ︸
δ(t)

. (2.15)

After applying the operator L̂(t) to the exponential factor eiωt and canceling out
factors on each side, we find

∫
G(ω)

[
ω2

0 − ω2 + iγω
]

dω =
∫

1dω (2.16)

which directly yields

G(ω) =
1

ω2
0 − ω2 + iγω

(2.17)

= −i · γω

(ω2
0 − ω2)2 + (γω2)

+
ω2

0 − ω2

(ω2
0 − ω2)2 + (γω)2

. (2.18)

We collect all the factors of the response function and calculate

−Im [R(ω)] = −Im
[
(iTpA)

4 · (ig)2 · χ2
el · G(w)

]
(2.19)

= −Im
[
(iTpA)

4 · (ig)2 · 1
ω2

res
· iγω

(ω2
0 − ω2)2 + (γω)2

]
(2.20)

= +Im
[

i · T4
pA · g2 · 1

ω2
res

· γω

(ω2
0 − ω2)2 + (γω)2

]
. (2.21)

We plug the result into eq. 2.6 to find

I(ω) = −Im [R(ω)] · η(ω, T, Ω) (2.22)

= η(ω, T, Ω) ·
T4

pA g2

ω2
res︸ ︷︷ ︸

intensity scaling

· γω

(ω2
0 − ω2)2 + (γω)2

︸ ︷︷ ︸
lorentzian shape

. (2.23)

Fitting Raman data is exemplary shown in Fig. 2.2 on graphene sheets investi-
gated with a 515 nm incident laser wavelength. The zero energy is set to the center
of the 515 nm laser so that the inelastic scattering signal can shown as the relative
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FIGURE 2.2: Exemplary Raman spectra of graphene taken at 515 nm.
The data show the inelastic anti-Stokes and Stokes peak together with
the elastic Rayleigh peak. Note that the Rayleigh peak is strongly at-
tenuated during the measurement since it is generally several orders
of magnitude more intense. The inset shows the corresponding mo-
tion of the carbon atoms during the vibration. The red lines are fits

using eq. 2.23.

Raman shift. Stokes and anti-Stokes phonons are both fitted with eq. 2.23 and yield
full widths at half maximum of approximately 18 cm-1. That the anti-Stokes signal is
much smaller is related to the Bose-Einstein distribution factor n(ω, T) that we cap-
tured in the scaling factor η(ω, T, Ω) in eq. 2.6. It describes the occupation number
of a phonon with energy ω at temperature T.

n = 1 +
1

eh̄ω·β (2.24)

with β = (kBT)−1. For a 1580 cm-1 phonon at room temperature, we find n ≈ 1,
which means that the average occupation of vibrational levels is in the groundstate.
This makes the Stokes process of creating a vibrational quantum (1 → 2) much
more probable than the destruction of a vibrational quantum (2 → 1) during the
anti-Stokes process.

2.2 Nonlinear Optics

In this part, we will introduce the theoretical aspects of nonlinearity. Getting accus-
tomed with several aspects of higher-order interaction in crystals is vital to be able to
fully understand the inner workings of the difference frequency generation (DFG)
unit, which will be introduced in section 3.1.4, and the theoretical framework for
nonlinear phononics in graphene in section 5.3.

We assume a plane wave E(z, t) traveling in z-direction induces a polarization
P(z, t), which can be split into a linear and a nonlinear term

P(z, t) = PL(z, t) + PNL(z, t). (2.25)
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Using Maxwell’s equation in the scalar approximation, we can write the behavior of
the electric field as

∂2

∂z2 E(z, t)− µ0
∂2

∂t2 [ϵ0E(z, t) + PL(z, t)] = µ0
∂2

∂t2 PNL(z, t) (2.26)

with µ0 as the magnetic permeability of the vacuum. We will constrain the nonlinear
contribution to the quadratic term in the field as

PNL(z, t) = ϵ0χ(2)E2(z, t) (2.27)

with the vacuum permittivity ϵ0 and the second-order nonlinear tensor χ(2). We
are interested in the case of a birefringent medium, in which three plane waves are
traveling. Following the convention of the literature, [70] they are named the signal
wave E1(z, t), the idler wave E2(z, t) and the pump wave E3(z, t). For the three
waves, energy and momentum conservation are

h̄ω3 = h̄ω2 + h̄ω1 (2.28)
h̄k3 = h̄k2 + h̄k1. (2.29)

The corresponding field is a superposition of the waves as

E(z, t) =
1
2


A1(z)ei(w1t−k1z)

︸ ︷︷ ︸
Signal

+ A2(z)ei(w2t−k2z)

︸ ︷︷ ︸
Idler

+ A3(z)ei(w3t−k3z)

︸ ︷︷ ︸
Pump


+ c.c. (2.30)

Note that, the complex amplitude coefficients Ai are time-independent because of
the assumed monochromaticity. Following eq. 2.27 and squaring the electric field to
find the polarization, we get contributions at the frequencies

2ω1, 2ω2, 2ω3 Second Harmonic (2.31)
ω1 + ω2, ω1 + ω3, ω2 + ω3 Sum Frequency (2.32)
ω3 − ω1, ω3 − ω2, ω2 − ω1 Difference Frequency. (2.33)

The propagating waves are inducing these new frequencies in the crystal, which
then start to propagate themselves with their respective phase velocities vi. Since
they have different phase velocities and are induced at different points in space, they
all vanish due to deconstructive interference, unless the phase matching condition
∆k = k3 − k2 − k1 = 0 is satisfied. In a microscopic view, we would think of every
single atom as a dipole, radiating spherical waves in space. Allowed frequencies by
the phase matching condition are

ω1 + ω2 = ω3 (2.34)
ω3 − ω2 = ω1 (2.35)
ω3 − ω1 = ω2. (2.36)
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Concentrating only on those contributions and substituting the tensor χ(2) with the
effective nonlinear optical coefficient deff, we can summarize eq. 2.27 as

PNL(z, t) =ϵ0deff A
∗
2(z)A3(z) · ei[ω1t−(k3−k2)z] (2.37)

+ϵ0deff A
∗
1(z)A3(z) · ei[ω2t−(k3−k1)z] (2.38)

+ϵ0deff A1(z)A2(z) · ei[ω3t−(k1+k2)z] + c.c. (2.39)

We can now evaluate the forcing term on the righthand side in eq. 2.26

µ0
∂2PNL(z, t)

∂t2 = −ϵ0deff

(
ω2

1 A∗
2(z)A3(z) · ei[ω1t−(k3−k2)z] (2.40)

+ω2
2 A∗

1(z)A3(z) · ei[ω2t−(k3−k1)z] (2.41)

+ω2
3 A1(z)A2(z) · ei[ω3t−(k1+k2)z]

)
(2.42)

to see that polarization at a given frequency depends on the electric fields at the
other two frequencies - i.e. the waves are nonlinearly coupled. For the calculation
of eq. 2.26 for each frequency component, we use the slowly-varying envelope ap-
proximation to be able to drop second-order partial-derivatives. The approximation
is thoroughly described in chapter 7 of Ref. [71] and it will suffice here to state, that
since the envelope of the field Ê varies slowly in amplitude with the distance z, we
can neglect the minor second-order contribution as

∣∣∣ ∂2

∂z2 Â
∣∣∣ ≪

∣∣∣k ∂

∂z
Â
∣∣∣. (2.43)

The coupled wave equations are now given as




∂A1
∂z = −i deffω1

c0n1
A∗

2 A3 · e−i∆kz

∂A2
∂z = −i deffω2

c0n2
A∗

1 A3 · e−i∆kz

∂A3
∂z = −i deffω3

c0n3
A1 A2 · e−i∆kz

(2.44)

with ni =
√

ϵr,i as the refractive index and the aforementioned ∆k as the wave-
vector mismatch. We want to summarize two important features of eq. 2.44: (i)
the change in amplitude of a field at a given frequency, depends on the product of
the amplitudes of the other fields at their respective frequency (nonlinear coupling)
and (ii) the exponential scaling factor is unity for no wave-vector mismatch and
attenuates the field otherwise. In order to calculate the phase-mismatch factor, [72]

we have to integrate the field over, e.g. the propagation length z inside the crystal of
length L, which only effects the exponential factor

A(L) ∼
∫ L

0
ei∆kzdz =

(
ei∆kL − 1

i∆k

)
. (2.45)

Squaring the expression for A(L) to find the intensity with the Poynting vector, we
get a sinc-like behavior of the attenuation with increasing phase-mismatch

I(L) = Imax ·
∣∣∣∣
ei∆kL − 1

i∆k

∣∣∣∣
2

= Imax · L2sinc2
(

∆kL

2

)
. (2.46)

Fig. 2.3 gives an overview of the nonlinear processes with the photons shown as
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FIGURE 2.3: Different nonlinear processes are schematically shown
with the energies of the idler (ω1), the signal (ω2) and the pump
(ω3). (a) shows the process of sum frequency excitation. (b) shows
the process of second harmonic generation. (c) shows the difference
frequency generation. The colors represent the difference in energy

of the different laser pulses symbolically.

corpuscular objects. Fig. 2.3 (a) shows the sum frequency excitation (SFE) process,
in which an idler and a signal photon are converted to pump photon. Fig. 2.3 (b)
shows a specific case of SFE, where both incident photons have the same frequency
and create a photon at twice the frequency, which is called second harmonic gen-
eration (SHG). Fig. 2.3 (c) shows the process of DFG, in which a pump and a signal
photon create idler photons of lower frequency. If the intensity of the pump is signif-
icantly greater compared to the intensity of the signal, a positive feedback loop can
be created in the following way: (i) the pump and signal beams create idler photons.
(ii) Pump and idler photons can now generate more signal photons. The additional
signal photons increase the generation of idler photons, which in turn generate more
signal photons until the pump beam is depleted. This process referred to as optical
parametric amplification (OPA).

In order to realize such a nonlinear process, we need to satisfy the phase match-
ing condition ∆k = 0, which can be written with k = ωn/c0 as

ω3n3 = ω1n1 + ω2n2 (2.47)
ω3n3 = ω1n1 + (ω3 − ω1)n2 (2.48)

ω3(n3 − n2) = ω1(n1 − n2). (2.49)

If we assume an isotropic crystal with a monotonous dispersion (∂n/∂ω), e.g. ω1 <
ω2 < ω3 and n1 < n2 < n3 for positive dispersion, we directly see that eq. 2.49 has no
solution, since the factors n3 − n2 and n1 − n2 have opposite signs. The same prob-
lem occurs when assuming a negative dispersion. Two ways1 to resolve this problem
are (i) using quasi-phase-matching (QPM) or (ii) using birefringence. For QPM, an
artificial material with periodic modulation of the sign of the effective nonlinear co-
efficient deff is used. We will not focus on this strategy here and the interested reader
is referred to the review by Hum and Fejer in Ref. [73]. To exploit birefringent crys-
tals, which have different refractive indices along the ordinary (o) and extraordinary

1Since the refractive index n also depends on the temperature, temperature-dependent phase-
matching is a possibility. Although not explicitly employed in this work, note that the Millennia diode
laser (section 3.1.2) uses this principle for second harmonic phase-matching.
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(e) direction, we use light beams with different polarizations. We therefore limit the
model to uniaxial crystals with two refractive indices (o and e). The ordinary polar-
ization experiences the index of refraction no, while the extraordinary polarization
experiences an index of refraction between no and ne as [74]

1
n(θ)2 =

sin2 θ

n2
e

+
cos2 θ

n2
o

(2.50)

with the angle θ between the optical axis and the crystal axis z. n is the principal
value of the extraordinary index and n(θ) is equal to no for θ = 0◦ and equal to ne

for θ = 90◦. The wavelength-dependent refractive index n can be plotted with the
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FIGURE 2.4: Exemplary depiction of the wavelength-dependent re-
fractive index n. (a) shows the wavelength-dependent refractive in-
dex of the ordinary (o) and the extraordinary direction (e). The re-
fractive index values of the 1030 nm and 1240 nm light are high-
lighted. (b) The experienced extraordinary refractive index ne(θ) of
the 1030 nm light can be tuned by changing the angle θ. At the critical
angle θm, both light waves with different wavelengths experience the

same index of refraction.

Sellmeier [75] equation

n2 = A +
B

1 − C/λ2 +
D

1 − E/λ2 (2.51)

with the phenomenological parameters A,B,C,D and E, which are found in Ref. [76].
Fig. 2.4 (a) shows the wavelength-dependent refractive index for the ordinary and
extraordinary direction for the AGS crystal. Since it is a negative uniaxial crystal,
ne is smaller than no. Assuming, as an example, we choose 1030 nm light for the
extraordinary direction and 1240 nm light for the ordinary direction, the angle has
to be set to the critical angle θ = θm to yield matching refractive indices no = ne(θ).
Using birefringent crystals to fulfill the phase matching condition from eq. 2.49 al-
lows for constructive interference during the DFG process. With 1030 nm as 1.2 eV
and 1240 nm as 1.0 eV, we yield 6200 nm for the mid-infrared laser light. An ex-
perimental characterization of an mid-IR pulse is shown exemplary in Fig. 3.4 in
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chapter 3.1.4.

2.3 X-Ray Absorption Spectroscopy

In X-ray absorption (XAS) spectroscopy, core electrons are excited with high-energy
X-rays and emitted from the atom. The X-ray beam is monochromatic for each in-
dividual data point, but the energy is continuously changed to yield the absorption
as a function of energy µ(E). While the incident photon energy is lower than the en-
ergy it takes to kick the electron out of the potential well of the nucleus, no absorp-
tion takes place. If a symmetry allowed transition exists for the lowest unoccupied
electronic bound state, a pre-edge feature can be observed. However, if the photon
energy reaches the ionization energy, a sharp rise in the absorption µ(E) is observed,
followed by an oscillatory pattern χ(E). Although it should be mentioned that there
are different naming conventions, we will refer to the analysis of pre-edge and edge
features as X-ray absorption near edge structure (XANES) and to the analysis of the
oscillatory pattern as extended X-ray absorption fine structure (EXAFS).
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FIGURE 2.5: Exemplary XAS data are shown. (a) is the normal-
ized energy-dependent absorption. The absorption edge for XANES
and the oscillatory component in the extended region for EXAFS are
both visible. (b) shows the weighted k-space data after removal of
a smooth background of the absorption data. (c) Magnitude of the

Fourier-transform of the k-space data.

XANES

When the energy of the X-ray beam is increased, the likelihood of interaction with
matter changes. [77] This contribution gives a slowly varying background in the XAS
data, which is not related to the specific sample in question. After removal of that
type of background, a typical XAS spectrum looks like Fig. 2.5 (a). The additional
normalization clamps the pre-edge tail on the zero line and the extended tail to the
value one. The attenuation of the intensity in a XAS experiment is defined by the
distance traveled inside the sample ∆x and the energy-dependent absorption coeffi-
cient µ(E) as

∆I = e∆x·µ(E). (2.52)
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The normalized absorption can be viewed as the absorption per unit photon. Having
the intensity omitted, XANES is interested in the existence of a pre-edge feature and
the precise position of the edge. There is some ambiguity as to whether the energy of
the edge is located at µ = 0.5 or at d2µ(E)/dE2 = 0. These values should technically
be equal for a well-behaved sigmoid function, but due to different normalizations,
background-removal routines and potential pre-edge features, the values can differ
slightly. Another point of ambiguity is that the energy-axis is calibrated with refer-
ence samples of the respective metal, but different papers might be using different
reference data for their calibrations. If the electronic structure of the atom in ques-
tion allows for a transition from a deep core level into a higher-lying free electronic
state, a small pre-edge (relative to the absorption edge) can be observed. [78] Ligand-
to-metal transitions can also be allowed. [79] The position of the absorption edge can
be used to e.g. quantify the oxidation state of the atom, which allows one to draw
conclusions about the chemical bonds and geometry of the metal-center. [77] If the
metal atom is more oxidized, i.e. contains less electron density, the core electron is
bound more tightly to the positive nucleus, which causes a blueshift of the absorp-
tion edge. An example for copper complexes is the characteristic 1s→3d signature,
which can be observed for open-shell transition metal ions such as CuII. The electric
dipole forbidden, but quadrupole allowed, transition gives a weak feature that also
blueshifts in CuIII complexes. [80] The transition can gain intensity by 4s mixing into
the final state, since the 1s→4p transition is dipole allowed. Note that, XANES is
a highly localized experimental technique, in that it focuses on the absorbing atom
and its direct environment alone.

EXAFS

If we subtract the XANES signal as a sigmoid function, we yield the oscillatory part
in the extended regime χ(E). It is conventional to set the energetic position of the
edge as the starting value for χ(E). Since the energy is now above the absorption
edge, meaning that we free the metal atom of one of its core level electrons, the
underlying physics of the signal is defined solely by the remaining kinetic energy
of the electron, which now occupies a vacuum state, separated from the Coulomb
attraction of the nucleus. We can use

∆E =
h̄2k2

2me
(2.53)

⇒ k =

√
2me(∆E)

h̄2 , (2.54)

where ∆E is the excess energy above the edge and k is the wavevector of the electron,
which is sometimes referred to as the photoelectron. If we use eq. 2.54 to transform the
x-axis, we find χ(k) as shown in Fig. 2.5 (b). The function here is weighted with k3

so that the function goes towards zero for x = 0 and that the oscillations for higher
k-values can be seen clearly. This is a purely cosmetic effect for displaying the data.
The photoelectron can now scatter at different atomic sites adjacent to the excited
atom. Whether this causes constructive or deconstructive interference depends on
the frequency of the photoelectron, which is the variable we continuously change
while changing the X-ray energy. The final oscillatory signal shown in Fig. 2.5 (b) is
further complicated by multiple scattering and other factors influencing the scatter-
ing process. The signal can be Fourier-transformed to show the information of the
extended XAS data in real-space, as shown in Fig. 2.5 (c). The data can be fitted either
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in real- or in k-space, to yield information such as the average bond distance, coordi-
nation number or coordinating species. [81] Note that, if the data is fitted in k-space,
k-weighting the data prior to the Fourier-transform will obviously yield different
signals. Stronger k-weighting dilutes the influence of region close to the absorption
edge and emphasizes the region of higher k values.

Because the analysis of EXAFS data makes barely any prior assumptions on the
sample, a complete investigations and derivation of each potential component of the
EXAFS equation is far beyond the scope of this work. For this, the reader is referred
to e.g. chapter 11 in Ref. [81] by Bruce Ravel or the more thorough review by J. J. Rehr
and R. C. Albers in Ref. [82]. It will suffice here to motivate the equation by building
it up piece by piece and add the respective contributions. When a photoelectron
with the wavelength λ scatters from a different atom at a distance L and interferes
with itself, we have the interference condition

2L = nλ (2.55)
2L

λ
= n (2.56)

with n as an integer. Since trigonometric functions repeat every 2πn, we further
write the interference condition of the propagation of the photoelectron as

χ = sin 2π · 2L

λ
(2.57)

= sin 2kL (2.58)

with the wavenumber k = 2π/λ. When the photoelectron scatters at a different
atomic site, we want to include the probability of elastic scattering f (k)/k to be in-
cluded. This factor is sometimes written as f (k), f (k)k−1 or even f (k)k−2. When
using the convention of the Union of Crystallography (IUCr 2011) [83] and picking
f (k)/k−1, the factor f (k) has the dimension of length. Additionally, the elastic scat-
tering can cause a phase shift δ(k), which now gives

χ(k) =
f (k)

k
sin 2kL + δ(k). (2.59)

Although we model the propagation of the photoelectron as a direct path, in prin-
ciple the wavefunction is a spherical wave that induces spherical waves at other
atomic sites and only constructive interference is what is observed in the end. The
scattering probability should decrease as the spherical wavefunction smears out as
∼ L−2. If several atoms of the same or different type as the absorber atom are ad-
jacent to it, we use N as the degeneracy and introduce the index i for summations
over contributions of different types of atoms to find

χ(k) = ∑
i

Ni
fi(k)

kL2
i

sin 2kLi + δi(k). (2.60)

The following two contributions are sometimes categorized as intrinsic and extrinsic
factors. [82] The first emission can be accompanied by a secondary emission caused
by the sudden relaxation of the N − 1 electron Fermi sea after excitation. This in-
trinsic effect is approximately accounted for by the amplitude reduction factor S0,
which is generally in the order of 0.7-1.0. [83] Extrinsic effects account for losses dur-
ing propagation of the photoelectron, e.g. the excitation of plasmons, electron-hole
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pairs or inelastic scattering. These interactions are accounted for by a phenomeno-
logical mean-free-path λ(k) dependent factor e−2R/λ(k). For the last contribution,
we have to consider that XAS is inherently a statistical measurement that gives the
average over a range of properties. There can be static disorder, e.g. the absorber
atoms can be placed in different environments due to crystal defects etc. Since co-
valent bonds vibrate in the order of 1013 Hz and typical core-hole lifetimes in XAS
are 10−15 s, we observe an average over many parts of a vibration of each absorber,
which is termed thermal disorder. The disorder-type contributions can be interpreted
as a complex Debye-Waller factor which is expanded with a cumulant expansion in
powers of k. If the contribution is small, one can stop at the first order term to yield
e−2k2σ2

with σ2 as the mean square radial displacement. [82] The change in absorption
due to many-body effects now gives

χ(k) = S2
0 ∑

i

Ni
fi(k)

kL2
i

e−2Li/λ(k)e−2k2σ2
i sin 2kLi + δi(k). (2.61)

This equation can be used to fit χ(k) data such as shown in Fig. 2.5 (b). After Fourier-
transforming eq. 2.61, one can also choose to fit the real-space data, as shown in
Fig. 2.5 (c). Since the EXAFS eq. 2.61 contains many different factors, it is only useful

FIGURE 2.6: (a) shows two different Cu2O2 binding motifs with dif-
ferent Cu-Cu distances. (b) shows a cluster of atoms with an absorber

atom in the center and two different exemplary scattering paths.

if some unknown and wanted properties can be complemented with known prop-
erties. If for example the type and amount of possible scattering atoms next to the
absorber are not known, there is no way of distinguishing between S2

0 and Ni during
the fitting procedure and the EXAFS analysis will yield no information. Different
Cu2O2 binding motifs were introduced in section 1.1.1 and a typical case for EXAFS
is shown in Fig. 2.6 (a). Two copper-containing ligands are bridged by dioxygen, and
the two competing copper-oxygen binding models are the bis(µ-oxo) and the peroxo
motif. Theoretical calculations for an exemplary complex [84] give values which dif-
fer by approximately 1 Å for the two binding motifs. With a sub-Å resolution, EX-
AFS analysis can easily distinguish between both models. Note here, if only some
ratio of the complexes exhibit one or the other motif or they exist in a dynamic equi-
librium, one can also fit ratios of each archetypal structure. Fig. 2.6 (b) shows two
exemplary scattering paths for (i) single scattering and (ii) double scattering with
the central atom as the absorber atom. The many different possible scattering paths
are modeled as the summation over the different contributions in the resulting signal
in eq. 2.61.
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3 Experimental Setup

3.1 Raman System

3.1.1 Laser

FIGURE 3.1: Available laser wavelengths for scattering experiments
and temporal widths for pump-probe measurements. The pulse-
widths can be in the range of hundreds of femtoseconds or single
picoseconds or be continuous. The region of available wavelengths

spans over 200 nm to 10 µm.

Lasers (acronym for light amplification by stimulated emission of radiation), in con-
trast to other light sources, radiate with a high degree of directionality and coher-
ence. Among the many different types of laser, such as the conventional gas laser
or the more recent quantum cascade lasers, this work uses solid-state lasers exclu-
sively. The employed active gain media are e.g. titanium-sapphire, vanadate and
a ytterbium-doped fiber. An active laser medium contains effectively two different
energy levels. In principle, in an active medium, three different interaction processes
can occur: [85] (i) the crystal absorbs a photon, (ii) a photon is spontaneously gener-
ated, (iii) the emission of a photon is stimulated by another photon. In the case of
stimulated emission, the generated photon retains the aforementioned properties,
e.g. the directionality or coherence. Inside the gain medium, the light gets absorbed
if the the population of the lower energy level is higher than that of the higher energy
level. A population inversion of the relative occupation numbers has to be created to
continuously to ensure stimulated emission. At the startup of the laser, spontaneous
emission takes place until after some finite time the population inversion is created
and stimulated emission dominates.
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The existing laser sources in the optical laboratory are shown in Fig. 3.1. The
range of usable wavelengths is approximately 200 nm to 10 000 nm. The Tangerine
(TAN) laser can be used to produce femtosecond pulses at 1030 nm, 515 nm, 343 nm
or to pump the OPA or the DFG system. The continuous-wave Millennia laser pro-
duces 532 nm light and can be used to pump the Tsunami (TSU) systems to generate
a variety of wavelengths with pulsewidth of picoseconds. The Obis laser can pro-
duce light at either 560 nm or 594 nm. The Tsunami and Tangerine laser systems are
relevant for this work and both will be explained in the following paragraphs.

3.1.2 Tsunami System

The Tsunami laser system is distributed by Spectra Physics Inc (United States of
America) and gets pumped by a 532 nm continuous-wave diode laser. The generated
output light has a variable wavelength of 720 nm to 1000 nm at a repetition rate of
80 MHz. In subsequent higher harmonic units, the frequency can be doubled, tripled
or quadrupled to reach wavelengths between 207 nm to 500 nm. The pulsewidth is
in the order of picoseconds and can be measured with an autocorrelator.

Millennia Diode Laser

The Raman lab is equipped with two Tsunami HP units, which each gets pumped
by a Millennia continuous-wave laser at 532 nm. The Millennia unit uses a fiber-
coupled bar to supply the diode pump light for the optical resonator containing
Nb YVO4 (neodymium yttrium vanadate) crystal as a lasing medium. The most
probable transition is at 1064 nm [86] and the emitted light is sent into the next cav-
ity containing an LBO (lithium triborate) crystal for second harmonic generation.
LBO has a smaller nonlinear coefficient than comparable materials, but it is less sen-
sitive to misalignment of the phase-matching angle. Additionally, a compact low-
power oven is implemented to correct the phase-matching angle with the tempera-
ture, without the need to align the crystal itself. The phase-matching angle for SHG
of 1064 nm in LBO varies between 8 ◦ from 0 to 100 ◦C. [87] The continuous-wave light
at 532 nm propagates into the Tsunami unit.

Tsunami Unit

The optical cavity of the Tsunami contains a Ti:sapphire crystal that absorbs in the
blue to green region and emits infrared fluorescence at a large band of 600 nm to
1000 nm. Because of an overlap of the long-wavelength absorption and the short-
wavelength emission, the shorter wavelengths cannot be used for the lasing pro-
cess. Additional technical barriers (mirror coatings etc.) limit the usable wavelength
range to 720 nm to 1000 nm. The mirror set for TSU1 is optimized for 840-1000 nm
and the mirror set for the TSU2 is optimized for 720-850 nm. Typical input pow-
ers coming from the Millennia laser are 7-9 W. Inside the resonator, a birefringent
filter made out of quartz plates is placed at the Brewster’s angle and transforms
the linearly polarized light to become elliptical. Only a narrow set of wavelengths
undergoes a complete 180 ◦rotation and remains linearly polarized. The remain-
ing wavelengths are attenuated and cannot reach the intensity required for the las-
ing threshold. By rotating the filter, the desired wavelength can be chosen. Since
the monochromatic beam still contains different frequencies which experience pulse
spreading due to the interaction with the optical components, a Gires-Tournois in-
terferometer is used to apply negative group velocity dispersion to compensate the
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pulsewidth broadening. This has to be adjusted for every wavelength. An acousto-
optic modulator is used for mode-locking. A fraction of the output light is sent
to the PulseCheck Autocorrelator (by APE Angewandte Physik & Elektronik GmbH),
which measures the temporal width of the pulse with a Michelson interferometer.
Typical pulsewidths are approximately 2 ps.

Higher Harmonic Generation

Typical input powers for the higher harmonic generation units are 1-1.5 W. Two mir-
rors focus the fundamental 1ω wavelength into a first BBO crystal for second har-
monic generation. The rotation angle of the crystal has to be adjusted for every
wavelength to find the phase-matching condition. Residual 1ω can be combined
with the 2ω at the next BBO crystal, to generate third harmonic light via sum fre-
quency excitation. Since the propagation length of the 1ω and the 2ω are not per-
fectly equal, a delayline is used for the 2ω light to compensate for the time delay. The
phase-matching condition has to be adjusted via rotation for every wavelength. The
fourth harmonic generation is realized by simply repeating the second harmonic
generation a second time. Typical output powers differ mostly with the chosen
wavelength and are in the range of 60-120 mW for 2ω, 5-40 mW for 3ω and 1-4 mW
for 4ω.

3.1.3 Tangerine System

The Tangerine laser system is distributed by Amplitude Systemes (France) and consists
of a diode-pumped fiber amplifier system with ytterbium-doped photonic crystal
fibers as the amplifying medium. It operates at a central frequency of 1030 nm. The
Tangerine HP laser features an average power of 36 W, a pulsewidth of > 350 fs,
an energy per pulse of > 200 µJ and a variable repetition rate from single shot to
40 MHz. It is generally operated at 170-500 kHz.

3.1.4 Difference Frequency Generation System

The MIR-pump and Raman-probe setup is shown in Fig. 3.2 (a). The Tangerine fiber
laser is split directly into a SHG unit for the probe beam and a DFG unit for the
pump beam. The DFG unit is shown explicitly in panel (b).

In the SHG unit, the 1030 nm fundamental frequency is converted to 515 nm in
a BBO Type I crystal via second harmonic generation. The emitted light is sent onto
a Bragg filter to cut away residual frequencies at the flanks and by that make the
beam more monochromatic. Next, the light propagates over a delayline to be able
to change the pump-probe time offset. The light has to travel the distance given
by the delayline twice, so that the probe beam is delayed by ≈ 6.66 ps for every
millimeter the delayline changes. The beam is cleaned up via a spatial filter before
reaching the entrance optics. First, a pinhole aperture is positioned precisely in the
focal point of the first plano-convex lens. Any unwanted imperfections of the laser
profile intensity are blocked and the diverging beam is collimated again with an-
other plano-convex lens to now form a more symmetric gaussian profile. The beam
is widened before being focused on the sample and into the entrance optics of the
UT-3 spectrometer. [67], which has a numerical aperture of 0.5. The spectrometer is
equipped with two sets of holographic gratings, which can be used for either visible
or ultraviolet frequencies to collect light in the range of 165 nm to 1000 nm.
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FIGURE 3.2: Schematic image of (a) the entire setup of the MIR-pump
and Raman-probe setup and (b) the DFG unit.

The other part of the 1030 nm fundamental is sent into the DFG unit, which can
be organized in three distinct stages, as shown in Fig. 3.2 (b). In the first stage, the
fundamental is split into (i) a yttrium aluminum garnet (YAG) crystal for white-light
continuum (WLC) generation, (ii) a beta barium borate (BBO) type-I crystal for sec-
ond harmonic generation generation at 515 nm, and (iii) a remaining fundamental
beam at 1030 nm. The remaining fundamental is sent directly to the third stage.
The 515 nm light is sent over a delayline, so that in the second stage the white-
light and the 515 nm can be overlapped in the next BBO type-II crystal not only
spatially, but also temporally. Inside this BBO crystal, near-infrared (NIR) light is
produced via optical parametric amplification and the remaining 515 nm is dumped.
In the third stage, the 1030 nm fundamental and the NIR light are sent into a silver
thiogallate (AGS) crystal for difference frequency generation. The MIR light is then
sent directly onto the sample. The MIR wavelength is determined by a self-built
Fourier-transform infrared (FTIR) device utilizing a pyroelectric sensor (distributed
by WiredSense).

To obtain spatial overlap for the pump and the probe beam, a 100 µm pinhole
was positioned in the focal point of the entrance objective of the spectrometer. The
beam path of the MIR beam was optimized for maximum transmission through the
pinhole. To ensure temporal overlap, the 515 nm beam was used to induce carriers in
a silicon wafer [88] and the transmission of the MIR beam was measured as a function
of the time delay, as shown in Fig 3.3. The inflection point of the transmission curve
was used as the zero position.

In the following paragraphs, each nonlinear crystal and their nonlinear conver-
sion processes will be explained.

Second Harmonic Generation with BBO Type I and Optical Parametric Amplifi-

cation with BBO Type II
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FIGURE 3.3: Exemplary transmitted power through a silicon sub-
strate while changing the delay between the visible probe and the
MIR pump laser. The delay is defined by the delayline in Fig. 3.2 (a).
The schematics of pump and probe pulses at the top shows the rel-
ative time difference. When the delayline is set to increasing values,
the probe pulse comes earlier and can induce a plasma in the silicon
wafer, which decreases the transmission, as shown. The effect lasts
for nanoseconds, [88] so it appears to be constant in the range of a few

millimeters since 1 mm =̂ 6.66 ps for this setup.

The compound barium borate (Ba(BO2)2) was discovered in 1984. [89] It can crystal-
lize in the alpha, beta or gamma phase. The alpha and beta phase are both interesting
from a point of optics, but only the beta (=BBO) phase is nonlinear. [90] BBO is a neg-
ative uniaxial crystal, meaning that ne > no and that the refractive index is equal in
two spatial dimensions. The underlying process of SHG is described in section 2.2
and shown in Fig. 2.3 (b). In both instances of SHG production, for the probe laser
and inside the DFG unit, the BBO type I crystal upconverts two 1030 nm photons
which are polarized in parallel into a 515 nm cross-polarized photon.

In the second stage, the BBO type II crystal uses cross-polarized 515 nm light and
the white-light continuum to convert it to NIR light via optical parametric amplifica-
tion. By rotation of around one axis, different wavelengths from the continuum are
selected for conversion. The OPA process is mentioned in chapter 2.2 and follows
the idea of difference frequency generation, but the intensity of the white-light is low
compared the 515 nm beam. As a result, the selected wavelength component of the
white-light is parametrically amplified together with the generated NIR beam.

White-Light Continuum with YAG

The creation of a WLC with a laser source was first observed in 1970. [91] This con-
version of the monochromatic light to a broadband source is not governed by a sin-
gle process, but rather a multitude of interacting nonlinear processes. The over-
all ensemble of interaction is related to different aspects within self-phase modu-
lation, self-focusing, self-steepening, dispersion, diffraction, ionization and plasma
generation. [92] To give a condensed walkthrough, the beam starts to self-focus due
to the strong fields involved. The beam shrinking increases the intensity in turn,
which creates a plasma by ionizing electrons, which then defocus the beam again.
When those processes are in a dynamic equilibrium, is it referred to as a filament.
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During the propagation, other effects such as self-steepening contribute to the broa-
dening. [93] A thorough analysis of all the effects and their interactions goes beyond
the scope of this work and the interested reader is referred to Ref. [94] for filamen-
tation and to Ref. [95] for pulse self-compression. In order to create a WLC for the
second stage, the 1030 nm fundamental is focused on a undoped YAG crystal which
emits the fundamental and additionally a plateau on the blue and the red side of
the fundamental with lower intensity. A technical analysis of the YAG crystal and
comparable materials for femtosecond WLC generation can be found in Ref. [96].

Difference Frequency Generation with AGS

Historically, the first difference frequency generation system was reported in 1974
by A. S. Pine. [97] It was a continuous-wave system featuring the combination of an
argon and a dye laser in a LiNbO3 nonlinear crystal to produce wavelengths from
2.2-4.2 µm. In this work, silver thiogallate (AgGaS2) was used as a nonlinear crys-
tal. Like BBO, it is a negative uniaxial crystal. [98] It has a comparably low damage
threshold and large absorption. [99] Inside the crystal, the fundamental 1030 nm light
is mixed with the NIR light from the second stage, to produce MIR light via differ-
ence frequency generation. The underlying nonlinear mixing process is explained
in chapter 2.2 and shown in Fig. 2.3 (c). After the MIR pulse is generated, it can be
characterized by an FTIR device, as is exemplary shown in Fig. 3.4. The FTIR uses
the principle of a Michelson interferometer by splitting up the beam with a beam-
splitter onto two arms with mirrors, where one arm is moved at a known speed
and the interference pattern is measured with a pyrodetector. The magnitude of the
Fourier-transformed pulse with a center wavelength of 5000 nm (or 247.7 meV) and
full width at half maximum of 5.6 meV is shown in Fig. 3.4 (a). The envelope of the
absolute values of the interference measurement is shown in Fig. 3.4 (b) with a full
width at half maximum of 715 fs. Note that in such an interferometric measurement,
the pulse is measured itself with another probe pulse, so that the signal has to be
deconvoluted to find the real pulsewidth. For gaussian pulses the autocorrelation
factor is

√
2 yielding a pulsewidth of approximately 500 fs.
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FIGURE 3.4: Exemplary characterization of a MIR pulse. (a) shows
the shape in energy space and (b) the shape in temporal space. Red

lines are gaussian fits.
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3.2 X-Ray Absorption Spectroscopy Beamlines at PETRA III

The beamlines P64 [100] and P65 [101] are part of the extension hall at the PETRA III
synchrotron at the Deutsches Elektronen-Synchrotron (DESY). The ongoing interest in
high-brilliance X-ray light lead to several additional beamlines within the PETRA III
extension project. Both beamlines, P64 and P65, are located in the northern Paul P.
Ewald hall. P65 is the applied X-ray absorption beamline and P64 the advanced X-
ray absorption beamline. The advanced P64 beamline features a photon flux of up
to 1013 photons/s, whereas P65 delivers 1010-1012 photons/s. The brilliance of the
P64 and P65 beam is 1018 and 5 · 1016 photons per second, milliampere and 0.1 % of
bandwidth, respectively. The applied P65 beamline features an oven for above room
temperature measurements and allows to work with toxic, flammable and oxidiz-
ing gases. Both beamlines have the option to use a helium-cryostat and allow for
measurements at 4-44 keV energy with a resolution of ∆E/E = 1.4 · 10−4. The fo-
cus size on the sample is approximately 150x50 µm and 1x0.5 mm for P64 and P65,
respectively.

Undulators force oscillations onto the electron beam in the storage ring, which
causes them to emit X-ray radiation. The native X-ray beam is cut smaller with liq-
uid nitrogen- or water-cooled white-light slits at P64 and P65, respectively. Double-
crystal monochromators [102] are used to make the beam monochromatic. Grazing
incidence mirror with different coatings are used to reduce higher harmonics and to
focus the beam. Another set of slits allows for further beam-shaping before reach-
ing the first ionization chamber. Two ionization chambers, one before and one after
the sample are used to determine the absorption. Foil references and fluorescence
detectors can be used.

The software used for data analysis is Athena for the XAS and Artemis for EXAFS.
The software packages are distributed under a free software license by Bruce Ravel
and Matthew Newville and details can be found in Ref. [103].
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4 Experiments on Bio-Inorganic
Copper-Complexes

4.1 On the Metal Cooperativity in a Dinuclear Copper-Gua-

nidine Complex for aliphatic C-H Bond Cleavage by Di-

oxygen

The author has contributed to the Raman measurements and the respective data analysis.

Cooperative effects between the two copper atoms are suggested to play a crucial
role in some biological enzymatic processes. One example is the aliphatic hydrox-
ylation from the enzyme peptidylglycine α-hydroxylating monooxygenase (PHM).
It was proposed that each copper atom plays a different role during the catalytic
conversion. Whereas one copper binds and activates dioxygen, the other stabilizes
the intramolecular product with a ligand-metal charge-transfer. The research group
of Prof. Hans-Jörg Himmel synthesized two novel bis-guanidine ligands L1 and L2,
which were used to investigate the cooperative effects in substrate conversion and
to potentially find a model complex for PHM. When L2 reacts with the respective
copper salt, a mononuclear complex [L2Cu]BF4 is formed, which is shown in [4.1]-
Scheme 4. When L1 reacts with the copper salt, a dinuclear complex [(L1Cu)2](BF4)2
is formed ([4.1]-Scheme 3), in which one copper atom (CuA) is bound to four nitro-
gen atoms and is tucked away inside the complex and the other copper atom (CuB)
is bound to two nitrogen donors and more exposed. The complex can be modified
by different treatments to yield mononuclear or a trinuclear complexes, as shown in
[4.1]-Scheme 5.

UV-Vis measurements after oxygenation of [L2Cu]BF4 and [(L1Cu)2](BF4)2, shown
in [4.1]-Fig. 2, revealed strong changes of two bands that indicate oxygen binding to
the complex. Notably, the [L2Cu]BF4 data indicated an end-on superoxo (Cu1SE)
motif and a characteristic copper-oxygen charge-transfer. Copper-Oxygen binding
motifs show vibrations at characteristic energies and Raman spectroscopy can be
used to find them. The precursors were prepared in a glovebox (i.e. oxygen- and
water-free environment) and filled in a glass cuvette, which is closed of with a lid
that contains a septum. The precursors were cooled in a self-built cryostat [104] to the
desired temperature of the complex (-40 ◦C to -80 ◦C) and oxygenated for 30 s to form
the complex. The oxygenation is conducted via a cannula through the septum at ap-
proximately 0.02 bar overpressure. A color change can be observed and the solution
is directly cooled to -100 ◦C, because the complexes are more stable at cooler tem-
peratures. Raman experiments were conducted with the Tsunami laser system. The
sample position has to adjusted carefully, since putting the focus spot too deep in the
liquid attenuates the scattered light because of absorption in the sample and putting
the focus spot to close the last glass surface can lead to deposits due to beam damage
or glass signal in the Raman spectrum. For copper complex solutions with a concen-
tration in tens of millimolar, distances of ∼ 30 µm to the glass interface are generally
best fit. The flexible harmonic generation units with nonlinear BBO crystals were



32 Chapter 4. Experiments on Bio-Inorganic Copper-Complexes

used to produce second and third harmonic generation light from adjustable funda-
mental frequency to be able to use a broad range of frequencies. When performing
experiments at different wavelengths, the spatial filter (see section 3.1.4) has to be
adjusted for every wavelength, since the lens optics are not achromatic. 360 nm and
425 nm both displayed strong fluorescence and were not practical to use. Although
both effects can occur at the same time, the Raman process is generally more unlikely
to happen and it is not possible to collect the scattered light long enough because the
fluorescence signal fills the CCD chip too fast.

The Raman signal of [(L1Cu)2](BF4)2 did not show any oxygen-related signal at
fluorescence-free wavelengths, such as 283 nm. The bands visible in the UV-Vis are
therefore attributed to rapidly formed decomposition products. However, the Ra-
man signal of [L2Cu]BF4, measured at a wavelength of 330 nm with a power of
10 mW on a 20 µm spot, displayed a peak at 1136 cm−1, which potentially stems
from the O-O stretching vibration, indicating again the Cu1SE motif. For verifica-
tion, an isotope-shift experiment is conducted. The frequency of Raman phonons
scales with the masses of the constituent atoms as ω ∼ 1/

√
m. When exchanging

the 16O2 isotope for oxygenation with the 18O2 isotope, a redshift is expected if the
mode in question is indeed an oxygenation-related mode. The isotope-shift mea-
surement are shown in [4.1]-Fig. 3 and a redshift of 65 cm−1 was observed, which
is comparable to the shifts observed in the literature [105, 106] for Cu1SE complexes.
More experiments and theoretical studies were conducted and it was found that the
dinuclear [(L1Cu)2]2+ complex might be a model complex for enzymatic PHM. The
interaction between the two copper atoms during hydroxylation is found to be the
driving force for the proton-coupled electron transfer within the C-H activation step,
which similar in the biological enzyme.
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Abstract: Selective oxidation reactions of organic com-

pounds with dioxygen using molecular copper complexes

are of relevance to synthetic chemistry as well as enzymatic

reactivity. In the enzyme peptidylglycine a-hydroxylating

monooxygenase (PHM), the hydroxylating activity towards

aliphatic substrates arises from the cooperative effect be-

tween two copper atoms, but the detailed mechanism has

yet to be fully clarified. Herein, we report on a model com-

plex showing hydroxylation of an aliphatic ligand initiated

by dioxygen. According to DFT calculations, the proton-cou-

pled electron-transfer (PCET) process leading to ligand hy-

droxylation in this complex benefits from cooperative effects

between the two copper atoms. While one copper atom is

responsible for dioxygen binding and activation, the other

stabilizes the product of intramolecular PCET by copper–

ligand charge transfer. The results of this work might pave

the way for the directed utilization of cooperative effects in

oxidation reactions.

Introduction

The distinguished ability of copper complexes to activate di-

oxygen has long been recognized.[1–8] Nature has developed a

number of copper-containing oxidase enzymes with hugely

varying binding modes of dioxygen to the copper in their

active centers,[9–17] the most prominent of which are illustrated

in Scheme 1a. There are examples of well-characterized, mono-

nuclear copper(II) end-on superoxo[18–23] (Cu1S
E) or side-on (m2)

superoxo[24–27] (Cu1S
S) complexes, as well as copper(III) side-on

(m2) peroxo[28] (Cu1P
S) complexes. However, in the literature,

there seems still to be a lack of copper complexes that mimic

the structure or reactivity of enzymes such as tyramine b-

monooxygenase (TbM), dopamine b-monooxygenase (DbM), or

peptidylglycine a-hydroxylating monooxygenase (PHM). Sever-

al studies[29,30] have suggested a Cu1S
E species as the key reac-

tive intermediate in the aliphatic substrate hydroxylating activi-

ty of these enzymes, in which the active sites consist of two

differently bound copper atoms (denoted as CuA and CuB), sep-

arated by about 11 a.[31] Crystallographic characterization of

the oxidized form of PHM revealed a mildly activated O2 unit

in an end-on superoxo complex with an O@O bond distance of

1.23 a.[32] The dioxygen binds exclusively to the CuB atom. The

role of the CuA atom is to provide electron density to the CuB

site for the subsequent hydroxylation pathway. Scheme 1b de-

picts one possible reaction pathway for the hydroxylation

mechanism in PHM, as suggested by Amzel et al. ,[30] but other

pathways have been proposed, involving, for example, the

oxyl radical Cu1O formed from a Cu1S
E species.[11,33, 34] The

mechanism of the electron-transfer pathway is not completely

Scheme 1. a) Overview of some copper–dioxygen complexes and reaction

products. b) Proposed mechanism for dioxygen activation with the enzyme

PHM (adapted from Amzel et al. , 1999, see ref. [30]).
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clear, since the synthesis of model Cu1S
E complexes is general-

ly hampered by their high reactivity. In some cases, the prod-

ucts of proton-coupled electron-transfer (PCET) reactions, for

example, with TEMPOH (Scheme 1a, b, TEMPO=2,2,6,6-tetra-

methylpiperidinyloxyl), have been isolated.[35]

Two types of hydroxylation are initiated by copper–dioxygen

complexes: 1) aromatic hydroxylation[36] and aliphatic hydroxyl-

ation,[37] due to dinuclear oxo species that are not relevant to

the above-mentioned enzymes, and 2) aliphatic hydroxylation

attributable to mononuclear dioxygen complexes (Scheme 1a),

as described in the following. In 2009, Itoh et al. reported

unique examples of direct aliphatic C@H bond cleavage reac-

tions, leading to ligand hydroxylation as suggested for the

above-mentioned enzymes, starting from Cu1S
E complexes

bearing an N-[2-(2-pyridyl)ethyl]-1,5-diazacyclooctane triden-

tate ligand (1X, Scheme 2).[38,39] Aliphatic ligand hydroxylation

has also been reported for a Cu1S
E complex bearing the tris[2-

(N-tetramethylguanidyl)ethyl]amine ligand (2, Scheme 2),[35,39]

but only after reaction with a hydrogen atom donor (TEMPOH,

phenols), or reaction of the CuI complex with PhIO. These find-

ings were rationalized in terms of the formation of another

species, a Cu1P
H or Cu1O complex, considered to be responsi-

ble for the hydroxylating activity.[35] There have been a few

more examples of CuI complexes exhibiting aliphatic ligand ox-

idation when exposed to dioxygen, but in none of these cases

could a Cu1S
E complex be spectroscopically detected.[40–43]

Moreover, specific ligand design with sterically demanding

groups is required to prevent the formation of higher nuclear

complexes, either as peroxo complexes Cu2P
E or Cu2P

S [44,45] or

a dioxo complex Cu2O2 [bis(m-oxo)-dicopper(III)] .[46] Several

groups have studied the dioxygen binding of guanidine–

copper complexes, and dinuclear oxo (Cu2O2) and peroxo

(Cu2P
S) complexes of bisguanidine ligands have been report-

ed.[46,47] The ability of tris-guanidine–copper complexes (ligand

2, Scheme 2) to form remarkably stable copper–superoxo com-

plexes of the type Cu1S
E is especially interesting,[18,21] since it

allowed the first structural characterization of such a complex

and a detailed evaluation of its reactivity.[19,35]

In recent years, our group has extensively explored the

chemistry of copper complexes bearing guanidino-substituted

aromatics as ligands.[49] We have also demonstrated their use

as catalysts for oxidation reactions with dioxygen.[50] Herein,

we report two new copper complexes with the bisguanidine li-

gands L1 and L2 (Scheme 2). They form mononuclear copper–

dioxygen species that might be interesting in the context of

enzymatic aliphatic C@H bond activation. The ligand design,

with three N donor atoms for strong coordination and steric

shielding of the coordinated metal center in the binding

pocket, precludes the formation of dinuclear oxo-bridged com-

plexes.

Results and Discussion

Synthesis of the copper(I) complexes

Reaction of L1
[51] with tetrakis(acetonitrile)copper(I) tetrafluoro-

borate, [Cu(CH3CN)4]BF4, furnished the orange dinuclear com-

plex [(L1Cu)2](BF4)2 in a high yield of 92% (Scheme 3). Its

1H NMR spectrum features a doublet and a triplet signal due

to the pyridine ring, a singlet signal due to the methylene

bridge, and two singlet signals due to the guanidino groups.

These observations can be explained in terms of molecular dy-

namics, with the signals of the pyridine ligands being averaged

due to the fast migration of these ligands from one copper

atom to the other. All signals are downfield-shifted with re-

spect to those of the free ligand. The UV/Vis spectrum shows a

strong absorption at 210 nm (e=27200m@1cm@1) together

with a shoulder at 272 nm (e=8640m@1cm@1) and a weak ab-

sorption at 357 nm (e=883m@1cm@1). Figure 1a shows the

structure of the [(L1Cu)2]
2+ complex, as derived from X-ray dif-

fraction analysis of crystals grown from a solution in CH3CN/

Et2O (see the Supporting Information for the similar structure

of crystals grown from a solution in acetone/Et2O). Interesting-

ly, the two CuI atoms in this complex, separated by 2.871(1) a,

are very differently coordinated. One copper atom is bound by

two guanidino nitrogen atoms and by the nitrogen atoms of

the pyridine rings, leading to a relatively high coordination

number of four. A space-filling model highlights the buried po-

sition of this copper atom in the core of the complex, leaving

virtually no free space for dioxygen attack.

The second CuI atom exhibits a lower coordination number

of two, as it is only bound by two guanidino nitrogen atoms.

Scheme 2. Lewis structures of two ligands 1X (X=OMe, Me, H, Cl, NO2)
[38, 39]

and 2[48] used previously in aliphatic ligand hydroxylation reactions via Cu1S
E

complexes and the two bisguanidine ligands, 2,6-bis(tetramethylguanidino-

methyl)pyridine (L1) and 2,6-bis(1-tetramethylguanidino-1-methyl-ethyl)pyri-

dine (L2) used in this work.

Scheme 3. Reaction leading to the dinuclear CuI complex [(L1Cu)2](BF4)2.
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Consequently, this copper atom is available for dioxygen

attack (see the space-filling model in Figure 1b).

Similar IR spectra were recorded for the complex in a KBr

disk and dissolved in CH3CN, indicating that the dimeric struc-

ture is preserved in solution (see the Supporting Information).
1H DOSY NMR spectra were recorded for further assessment

(see the Supporting Information for details). On the basis of

these experiments, the diffusion constant of the free ligand L1
was estimated as 1.40V10@9 m2 s@1 in CD3CN solution. The dif-

fusion constant of the copper complex obtained upon dissolv-

ing [(L1Cu)2](BF4)2 in CD3CN is significantly lower at 1.01V

10@9 m2 s@1, consistent with the presence of a dimeric complex

unit in solution. Variable-temperature 1H NMR spectroscopy

was performed to study the effect of temperature on the di-

merization process. Although the complex displays dynamic

processes (rotation and inversion of the guanidino groups;[52]

see the Supporting Information), a monomer–dimer equilibri-

um can be excluded. To support the experimental results, DFT

calculations (TPSSh+D3/def2-TZVP) were carried out on the

monomer [L1Cu]
+ and dimer [(L1Cu)2]

2+ . The solvent effect

was estimated with the conductor-like screening model

(COSMO, see the Supporting Information for details). The cal-

culated structure of [(L1Cu)2]
2+ was in very good agreement

with the experimental structure. The root-mean-square devia-

tion (RMSD) of the bond distances, as determined with the

program aRMSD,[53] was only 0.35 a (see the Supporting Infor-

mation for details). According to these calculations, dimeriza-

tion of [L1Cu]
+ is both exothermic and exergonic (DH=

@182 kJmol@1 and DG=@107 kJmol@1 at 298 K, 1 bar), in full

agreement with the experimental results. Hence, all results

confirm that the [(L1Cu)2]
2+ units found in the solid state are

preserved in solution.

Next, we synthesized the new ligand L2 (see the Lewis struc-

ture in Scheme 2 and the experimentally derived solid-state

structure in the Supporting Information), bearing methyl

groups at the benzylic positions. By reaction with

[Cu(CH3CN)4]BF4, the complex [L2Cu]BF4 was obtained in 88%

isolated yield. Its structural characterization in the solid state

was not possible, but all experimental results pointed to an

equilibrium between a monomeric complex [L2Cu]
+ and its

dimer [(L2Cu)2]
2+ in acetonitrile solution (Scheme 4), with a

strong preference for the monomeric complex at room tem-

perature. From 1H DOSY NMR spectra, a diffusion constant of

1.45V10@9 m2 s@1 was estimated for the free ligand L2. For the

copper complex, two species with significantly different diffu-

sion constants were found. The dominant species exhibited a

diffusion constant of 1.16V10@9 m2 s@1, and the second species

a smaller value of 1.04V10@9 m2 s@1, close to that of

[(L1Cu)2](BF4)2. The obvious inference is that in CD3CN solution

a monomeric complex [L2Cu]
+ is formed, together with a small

amount of dimeric complex [(L2Cu)2]
2+ . This conclusion was

further supported by variable-temperature 1H NMR measure-

ments (see the Supporting Information). At high temperature

(70 8C), only one species, [L2Cu]
+ , was present. An additional

weak set of signals appeared at room temperature, indicating

the presence of a small amount of the dimer. A monomer:di-

mer ratio of 82:18 was estimated by signal integration. For

both species, similar dynamic processes as for the

[(L1Cu)2](BF4)2 complex were detected. At @40 8C, the NMR

spectrum of the dimeric species [(L2Cu)2](BF4)2 showed an addi-

tional signal splitting (in contrast to that of [(L1Cu)2](BF4)2), aris-

ing from the formation of diastereomeric centers due to the

four additional methyl groups in L2 leading to hindered rota-

tions and thus breaking symmetry (especially at low tempera-

tures). Furthermore, nuclear Overhauser enhancement spec-

troscopy (NOESY) supported these findings through an ex-

change of signals from the guanidino groups as well as the ar-

omatic rings in the major and minor products (see the Sup-

porting Information). Finally, we calculated [L2Cu]
+ and its

dimer, [(L2Cu)2]
2+ , in analogy to the complexes with ligand L1,

and compared their energies. Surprisingly, the calculated

global minimum-energy structure of [(L2Cu)2]
2+ differed mark-

edly from that of [(L1Cu)2]
2+ . One CuI atom in [(L2Cu)2]

2+ exhib-

its a coordination number of three, being coordinated by two

guanidino nitrogen atoms and one pyridine nitrogen atom.

The second CuI atom is coordinated by two guanidino nitro-

gen atoms, as in [(L1Cu)2]
2+ . Furthermore, the Cu@Cu distance

(3.699 a) is very large (for a more detailed comparison, see the

Supporting Information). Dimerization of [L2Cu]
+ was calculat-

ed to be mildly exothermic (DH=@42 kJmol@1) but endergon-

ic (DG= +44 kJmol@1) at room temperature and 1 atm, consis-

tent with the experimental results. The different structures of

the two complexes also lead to different chemical reactivities.

Figure 1. Structure of the dication [(L1Cu)2]
2+ in crystals of [(L1Cu)2](BF4)2

grown from CH3CN/Et2O solution (Cu atoms in orange, N atoms in blue, and

C atoms in gray). Hydrogen atoms and counterions are omitted for clarity.

The two copper atoms are separated by 2.871(1) a (see the Supporting In-

formation for structural details). a) Structure with thermal ellipsoids (drawn

at the 50% probability level). b) Space-filling model.

Scheme 4. Equilibrium between monomer and dimer for the complex

[(L2Cu)]BF4 in acetonitrile solution, favoring the monomer at room tempera-

ture.
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For example, [L2Cu]
+ proved to be much more air-sensitive

than [(L1Cu)2]
2+ .

Reactivity of the copper(I) complex solutions towards dioxy-

gen

Next, the reactivities of the two complexes towards dioxygen

were studied. In first experiments, solutions of [L2Cu]BF4 and

[(L1Cu)2](BF4)2 in propionitrile were cooled to @80 8C and

@40 8C, respectively, and changes in their UV/Vis spectra upon

addition of pre-cooled propionitrile saturated with dioxygen

were monitored. Figure 2 shows the changes in the UV/Vis

spectra upon the addition of dioxygen.

For the monomeric copper complex [L2Cu]BF4, a fast evolu-

tion (10 s) of intense bands at 359 nm (e=1800 Lmol@1cm@1)

and 595 nm (e=970 Lmol@1cm@1) was observed, with first-

order kinetics being followed for the reaction with dioxygen at

@80 8C. The wavelengths of the absorption maxima and their

extinction coefficients are close to those previously reported in

the literature for an end-on superoxo complex, Cu1S
E.[2,23, 35]

Based on its high intensity, the absorption at 595 nm clearly

qualifies as a characteristic copper–dioxygen charge-transfer

transition. The formation of a side-on superoxo complex

Cu1S
S,[2, 25] or another dioxygen species, which typically display

only weak d-d transitions in the region around 600 nm, can be

excluded. The bands assigned to the Cu1S
E complex then de-

creased with time (t1/2&5 min), showing the complex to be un-

stable, even at low temperature. Addition of TEMPOH induced

a fast decrease in the bands at 595 and 359 nm (see the Sup-

porting Information), as typically observed for end-on super-

oxo complexes.[2, 23,35] The resonance Raman (rR) spectrum (ex-

cited with 329 nm light) of an oxygenated solution of

[L2Cu]BF4 at @93 8C included an O-isotope-sensitive signal at

1136 cm@1 (D18O2=65 cm@1, Figure 3). The peak position and

associated isotope shift are similar to those reported for Cu1S
E

complexes[18,21,23,54] and can be assigned to the O@O stretching

vibration, supporting the formulation of an Cu1S
E complex

here. Due to the monomer–dimer equilibrium, some of the di-

meric complex [(L2Cu)2](BF4)2 should be present at the low

temperature of the experiment. However, due to the signifi-

cantly higher reactivity of the monomeric complex towards di-

oxygen, it can be assumed that predominantly monomeric

[L2Cu]BF4 reacts with dioxygen in a steady-state manner, even

at low temperature.

In the case of the dimeric complex [(L1Cu)2](BF4)2, a much

slower (>1500 s) evolution of two new bands [one at 341 nm

(e=4900 Lmol@1cm@1) and another extremely broad one at

574 nm (e=345 Lmol@1cm@1)] was observed in the UV/Vis

spectrum upon addition of dioxygen at @40 8C. No further

changes were observed with time, showing the relevant spe-

cies to be stable at @40 8C. Clearly, the band at 574 nm cannot

be attributed to a charge-transfer transition due to its low ex-

Figure 2. Spectral changes for the reaction of: a) [L2Cu]BF4
(4.34V10@4 molL@1) for the first 30 s at @80 8C (inset: first-order plot of

ln(A1@A) vs. time, based on the absorbance change at 595 nm), and

b) [(L1Cu)2](BF4)2 (2.49V10
@4 molL@1) for the first 2500 s at @40 8C (inset: ab-

sorbance change at 574 nm) in propionitrile with dioxygen.

Figure 3. Resonance Raman spectra after the oxygenation of [L2Cu]BF4 with
16O2 or

18O2 at @93 8C and difference spectrum (16O2@
18O2), lex=329 nm, also

showing the individual Lorentzians used for fitting the data.
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tinction coefficient, but rather belongs to a CuII d–d transition.

UV/Vis spectra were also recorded for dioxygen addition at a

lower temperature (@80 8C), but gave essentially the same re-

sults. Low-temperature Raman measurements of an oxygenat-

ed solution of [L1Cu]2(BF4)2 at @40 8C (lex=283 nm) showed no

O-isotope-sensitive bands between 500 and 2000 cm@1. On this

basis, the bands are almost certainly not attributable to the ini-

tial copper–dioxygen complex, but to a rapidly formed decom-

position product. The high positive charge and steric hin-

drance are factors that might be relevant for the differences in

reactivity toward dioxygen between the dimeric complex

[(L1Cu)2]
2+ and the monomeric complex [L2Cu]

+ .

Having studied the reactivity toward dioxygen at low tem-

perature by UV/Vis spectroscopy, we repeated the reaction of

[(L1Cu)2]
2+ on a larger scale, varying the solvent and tempera-

ture (Scheme 5). After treating complex [(L1Cu)2](PF6)2 with di-

oxygen in acetonitrile at room temperature, quenching the re-

action mixture with water, extracting with dichloromethane,

and redissolution in acetonitrile, complex [3] (Scheme 5 and

Figure 4) was crystallized. Ligand L1 was not only hydroxylated,

but further oxidized to a diketone. In addition, a chloride ion,

abstracted from a dichloromethane solvent molecule, coordi-

nated to the CuII atom. We repeated the reaction (Scheme 5)

at @78 8C and passed Ar through the reaction mixture (ca.

5 min) at this low temperature to remove free (uncoordinated)

dioxygen. After warming to room temperature and solvent re-

moval in vacuo, dichloromethane was added.

The HR ESI mass spectrum of the reaction mixture displayed

a peak corresponding to the mass of the doubly-hydroxylated

complex [4] (see Scheme 5). This finding led us to the conclu-

sion that oxidation to the ketone occurs in a secondary reac-

tion after ligand hydroxylation. We then proceeded to study

the reaction at low temperature, using acetone instead of ace-

tonitrile as solvent. In this experiment, we injected dioxygen

into a solution of the complex [(L1Cu)2](PF6)2 in acetone at

@78 8C for about 5 min, resulting in a greenish-blue mixture

that was stored in a freezer (@80 8C, 7 d). After purging the so-

lution with argon (ca. 5 min), warming to room temperature,

and overlaying with Et2O, blue crystals of the trinuclear copper

complex [5] were obtained in 33% isolated yield (Scheme 5

and Figure 4). The three copper atoms are coordinated by

three new monoanionic ligands that result from oxidative re-

moval of one guanidino group and further reaction with an

acetone solvent molecule. A central six-membered ring of al-

ternating copper and oxygen atoms is formed, and coordina-

tion of the guanidino group and the pyridine nitrogen atoms

complete a coordination number of four at each copper atom.

In all three cases, an aliphatic ligand hydroxylation initially oc-

curred.

Based on the accumulated experimental results, it is as-

sumed that a labile Cu1S
E complex is initially formed, leading

to intramolecular ligand hydroxylation. The formation of

higher nuclear complexes, that is, Cu2O2 complexes

(Scheme 1a), which are also known for hydroxylating activity,

can be excluded due to the steric hindrance of [(L1Cu)2]
2+

(with a stable dimeric structure in MeCN solution), as illustrat-

ed in the space-filling model (Figure 1), and considering the re-

sults obtained with the complex [L2Cu](BF4). Furthermore, we

tested the hydroxylating activity of [(L2Cu)O2]BF4 by addition of

10 equiv. of N2-benzyltetramethylguanidine (6) to the pre-

formed Cu1S
E complex at low temperatures and monitoring

the UV/Vis spectra. Even after warming to room temperature,

no hydroxylation products of 6 were found (GC-MS). Since

methylation of the ligand is not expected to have a great

impact on the reactivity at the copper atom, we exclude

monomeric [(L1Cu)O2]BF4 as being responsible for the hydrox-

ylation reaction in complexes [3] , [4] , and [5] (Scheme 5).

Scheme 5. Formation of the mononuclear CuII complexes [3]PF6 and [4]PF6,

and the trinuclear CuII complex [5](PF6)3, from reaction between

[(L1Cu)2](PF6)2 and dioxygen under different conditions (temperature, sol-

vent).

Figure 4. Structures of [3]PF6 and [5](PF6)3 (Cu atoms in orange, N atoms in

blue, Cl atoms in green, O atoms in red, and C atoms in gray). Hydrogen

atoms, co-crystallized solvent molecules, and counter-ions are omitted for

clarity. Thermal ellipsoids are drawn at the 50% probability level (see the

Supporting Information for details).
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Solid-state reaction of [(L1Cu)2](BF4)2 with dioxygen

Treatment of crushed crystals of [(L1Cu)2](BF4)2 with a mixture

of 16O2 and 18O2 resulted in a color change from orange to

green. After removal of the dioxygen with Ar, the reaction

product was dissolved in dichloromethane. HR ESI-MS analysis

(Figure 5a) showed peaks at m/z 441.1911 for

[L1++Cu++C16O2H]
+ and at m/z 443.1956 and 445.1993 due to

[L1++Cu++C16O18OH]+ and [L1++Cu++C18O2H]
+ , respectively. CID

experiments on the isolated ions (MS-MS) indicated the dissoci-

ation of C16O2, C
16O18O, and C18O2, respectively, from these spe-

cies, implying coordination of formate to the copper complex.

Control experiments without the addition of dioxygen, as well

as the incorporation of 18O2 into the carbon dioxide, preclude

the presence of impurities in the copper complex or the ESI

mass spectrometer as sources of the observed mass signals.

Therefore, it is assumed that one of the tetramethylguanidino

groups is hydroxylated and further oxidized to formate by the

copper complex. IR spectra, recorded for solid [(L1Cu)2](BF4)2 in

KBr disks after reaction with 16O2 or
18O2, displayed some differ-

ences in the region around 1600 cm@1, characteristic of n(C=O)

vibrations, indicating that hydroxylation took place in the solid

state. Unfortunately, the presence of strong n(C=N) vibrations

of the remaining guanidino groups hampered unambiguous

assignment of the IR absorption maxima in this region (see the

Supporting Information).

DFT calculations

The structures of the two Cu1S
E complexes were calculated to

obtain more detailed information, considering both triplet and

broken-symmetry states, using the TPSSh+D3 functional and

the TZVP basis set. To evaluate the accuracy of our computa-

tions, we first carried out calculations on the unique example

of a structurally characterized Cu1S
E complex (for more details,

see the Supporting Information), bearing the tris[2-(N-tetra-

methylguanidyl)ethyl]amine ligand (2, Scheme 2).[21] The calcu-

lated O@O bond length is 1.282 a, in pleasing agreement with

the experimentally determined value of 1.280(3) a.[21,35]

In both cases, the triplet state is computed to be lower in

energy (by 8.8 kJmol@1 for [L2CuO2]
+ and by 22.2 kJmol@1 for

[(L1Cu)2O2]
2+) than the broken-symmetry state. Figure 6 illus-

trates the optimized structures for the triplet ground states of

the dinuclear [(L1Cu)2O2]
2+ and mononuclear [L2CuO2]

+ Cu1S
E

complexes. The structural parameters for [L2CuO2]
+ include

Cu@O distances of 1.936 and 2.734 a and a Cu@O@O angle of

113.88. The O@O bond length of 1.300 a, as compared with a

bond length of 1.21 a in free dioxygen,[55] supports the formu-

lation as a strongly activated superoxide. An example of a

Cu1S
E complex with a low degree of charge transfer is the

enzyme PHM (O@O bond length of 1.23 a),[32] whereas a strong

degree of charge transfer in Cu1S
E complexes results in O@O

distances of around 1.29 a.[23,56, 57]

The structural parameters calculated for the dinuclear com-

plex [(L1Cu)2O2]
2+ (2.254 and 3.050 a for the Cu@O distances,

118.28 for the Cu@O@O angle, and 1.235 a for the O@O bond

length) indicate a much lower degree of charge transfer in the

Figure 5. a) ESI mass spectra recorded in CH2Cl2 for [(L1Cu)2](BF4)2 after solid-

state reaction with a mixture of 18O2 and
16O2. The Lewis structure of the

suggested fragment is shown in the upper-right corner. b) Simulation of the

fragments [L1++Cu++C16O2H]
+ , [L1++Cu++C16O18OH]+ , and [L1++Cu++C18O2H]

+ .

Figure 6. DFT-optimized structures of end-on triplet CuII superoxo com-

plexes (Cu atoms in orange, O atoms in red, N atoms in blue, C atoms in

gray, and H atoms from the methylene bridge H(CH2) in green). Other hydro-

gen atoms are omitted for clarity. The shortest Cu@O@O···H(CH2) distance is

3.188 a.
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copper–dioxygen complex, nearly identical to that reported for

PHM.[32] As indicated by the space-filling model (Figure 1b),

only the twofold-coordinated copper atom is accessible for O2

coordination. The reduced ability of the copper atom in

[(L1Cu)2O2]
2+ to donate electron density to the dioxygen unit

might result from its low coordination number. A subsequent

reaction to give higher nuclear complexes (see Scheme 1a) is

prevented by the steric demand of the ligand. The calculations

yielded no other energy minima for isomeric copper–dioxygen

complexes. For example, starting with a structure with a side-

on (Cu1S
S) bound dioxygen unit, the calculation converged to

the structure of the end-on superoxo (Cu1S
E) complex.

Subsequently, the low-energy electronic excitations for

[L2CuO2]
+ were calculated with TD-DFT and compared with the

excitations observed in the UV/Vis spectra (Figure 7a). For the

monomeric complex [L2CuO2]
+ , the calculations predict a

single strong electronic transition in the visible region at

596 nm, predominantly involving orbitals at the CuII atom and

the superoxide unit. Hence, the calculations are in excellent

agreement with the experimental spectrum, showing a strong

band at 596 nm. To understand the hydroxylating reactivity of

[(L1Cu)2]
2+ , we first examined the electronic structure of the

initially formed Cu1S
E complex based on DFT calculations. The

spin density determined by a natural population analysis[58]

mainly resides on the two oxygen atoms (0.87 and 0.85 ea@3,

respectively) due to weak charge transfer in the copper–dioxy-

gen complex, as indicated by the short O@O bond (1.235 a).

As already mentioned, the low coordination number of two for

the CuB atom (Scheme 6) and the high total charge of 2+ of

the complex could be responsible for this weak charge transfer

in the copper–dioxygen complex. The spin density at the CuB

atom is 0.20 ea@3. Interestingly, a small but significant spin

density of 0.023 ea@3 was found at the buried CuA atom. The

existence of spin density at the fourfold coordinated CuA atom

indicates its ability to transfer electron density to CuB (see

below). The total spin density at the pyridine ring is very small

at 0.0076 ea@3.

Having studied the electronic structure of the initially

formed Cu1S
E complex, quantum chemical calculations on the

first steps of the hydroxylating mechanism were performed.

According to the literature, three main intermediates (Cu1S
E,

Cu1P
H, Cu1O) are considered for the hydroxylating activity of

the enzyme PHM.[11,33,34] The formation of a Cu1P
H complex

(which could further react to afford a Cu1O species) by proton

transfer from a solvent molecule to the O2 unit of the Cu1S
E

complex, as assumed from DFT calculations in the literature,[33]

could be excluded. The high pKa value of acetonitrile precludes

this mechanism. In all three cases ([3]PF6, [4]PF6, and [5](PF6)3),

intramolecular proton-coupled electron transfer (PCET,

Scheme 6a) to the dioxygen unit attached to CuB is assumed

to be the first step of the reaction sequence, in analogy to the

mechanism reported by Itoh et al.[39] One may identify two

possible reaction sites for hydrogen atom abstraction at the

methylene bridge, denoted L and R in Scheme 6a.

Hydrogen atom abstraction at the L reaction site can occur

after rotation about the Cu@O bond, reducing the distance be-

tween the outer oxygen atom and the hydrogen atom to

about 3.6 a. A cooperative effect of the CuA center leads to a

stabilization of the PCET product through delocalization of the

spin density to CuA, as expressed by the two mesomeric struc-

tures LI and LII (Scheme 6a), and the guanidino groups. A natu-

ral population analysis indeed found spin density (Scheme 6b)

not only at the activated methylene bridge (0.52 ea@3), but

also at the pyridine ring as well as at the guanidino group. In

addition, the spin density at the CuA atom increased from

0.023 ea@3 ([(L1Cu)2(O2)]
2+) to 0.084 ea@3, in line with a partial

oxidation of CuA as expressed by the Lewis structure LII. The

relevance of structure LII is further demonstrated by a signifi-

cant shortening of the bonds highlighted in orange (see

Scheme 6a; for detailed comparison, see the Supporting Infor-

mation). The calculated Gibbs free energy change (at 298.15 K,

1 atm) for the intramolecular PCET process for [(L1Cu)2(O2)]
2+

of 46 kJmol@1 is lower than that reported by Itoh et al.[39] for

the analogous process in mononuclear copper complexes of

ligand 1X (69 kJmol@1 for X=H). This result demonstrates the

importance of the cooperative effect of the CuA atom, which

stabilizes the PCET product with respect to the [(L1Cu)2(O2)]
2+

starting complex through the resulting mesomeric stabilization

of LI and LII (Scheme 6a). A transition state TS1 was localized

(see the Supporting Information). The relative free activation

energy of 122 kJmol@1 was estimated through a single-point

Figure 7. a) Comparison between the TD-DFT (TPSSh+D3/def2-TZVP) results

for the 50 lowest-energy electronic excitations and the UV/Vis spectrum for

[L2CuO2]
+ . b) Isodensity plots for the orbitals involved in the low-energy

(charge-transfer) transition at 596 nm.
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calculation using COSMO (er=37.50). The hydrogen atom at re-

action site R is closest to the superoxide oxygen at 3.188 a,

without the need of a further rotation. Moreover, the calculat-

ed free energy change (298.15 K, 1 atm) for the intramolecular

PCET process is only 34 kJmol@1, which is 12 kJmol@1 lower

than that calculated for reaction site L. This can be explained

by a better mesomeric stabilization of the PCET product in RI

and RII, leading to a high spin density at CuA of 0.13 ea@3. The

spin density at CuB is 0.45 ea@3. Unfortunately, we were unable

to find a transition state for this PCET process, and so it re-

mains unclear as to whether reaction occurs at both R and L

or preferentially at one of these sites. The relatively high acti-

vation energy of 122 kJmol@1 is close to that estimated for the

C@H bond cleavage in the enzyme PHM.[59] As emphasized pre-

viously, the environment plays an important role in calculating

the activation barrier in this process, and the experimental

value should be significantly lower. Therefore, we suggest an

overestimation of the activation energy, especially due to the

inaccuracy in calculating the solvent effect with COSMO.

Substrate oxidation experiments

To further illuminate the role of metal cooperativity in ligand

hydroxylation, we tested the hydroxylation of external guani-

dine 6 with complex [(L1Cu)2](PF6)2 and dioxygen (Scheme 7).

No reaction was observed, even when the reaction was carried

out in neat 6, in accordance with the importance of metal co-

operativity through the mesomeric stabilization of I and II

(Scheme 6a).

Recently, the first example was reported of a nucleophilic

copper superoxide inducing a catalytic aldol reaction, that is,

with acetone, forming 4-hydroxy-4-methyl-2-pentanone at

room temperature.[60] In this context, the isolation of diacetone

alcohol (4-hydroxy-4-methyl-2-pentanone, Scheme 8) as a side

Scheme 6. a) Energy profile (in kJmol@1) of the proposed hydroxylation pathway (two possible reaction sites L and R). Bonds in LII and RII highlighted in

orange are shortened in comparison with those in [(L1Cu)2(O2)]
2+ . b, c) Calculated spin density for [(L1Cu)2(HO2)]

2+ (green circles, TPSSh+D3/def2-TZVP), hy-

drogen atoms (except OH) omitted for clarity (Cu atoms in orange, N atoms in blue, O atoms in red, and C atoms in gray).

Scheme 7. Attempted hydroxylation of the external substrate 6 with

[(L1Cu)2](PF6)2. No reaction occurred, in line with the importance of metal co-

operativity for the hydroxylation of L1 in the [(L1Cu)2]
2+ complex.

Scheme 8. Formation of 4-hydroxy-4-methyl-2-pentanone from acetone

(cat.= [(L1Cu)2](PF6)2 or [L2CuO2]PF6).
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product in the course of the formation of [5] motivated us to

test the two complexes [(L1Cu)2](PF6)2 and [L2CuO2]PF6 in dioxy-

gen activation in terms of the catalytic conversion of acetone.

Both complexes were applied at a catalytic level (1.5 mol%)

and clearly showed catalytic conversions of acetone, with turn-

over numbers (TON) of 6.50 for [(L1Cu)2](PF6)2 and 2.25 for the

monomeric complex [L2Cu]PF6.

Conclusions

We have reported the reactions of two new copper(I) com-

plexes, bearing bisguanidine ligands, with dioxygen. With

ligand L1, a dinuclear complex [(L1)Cu]2
2+ with two significantly

different CuI atoms is formed, both in the solid state and in so-

lution. Only one of the copper atoms is able to bind dioxygen,

since the other is buried inside the ligand shell. In contrast, the

slightly modified ligand L2 preferentially forms a mononuclear

CuI complex [(L2)Cu]
+ . Both complexes are suggested to react

with dioxygen to afford thermally labile end-on superoxo com-

plexes (Cu1S
E) that differ in the degree of charge transfer. The

dimeric complex [(L1Cu)2(O2)]
2+ exhibits a low degree of

charge transfer, whereas for [(L2)Cu(O2)]
+ a strong degree of

charge transfer is found.

Intramolecular hydrogen atom abstraction from the meth-

ylene bridge of L1 by the O2 unit leads to ligand hydroxylation,

initiating a reaction sequence that leads (depending on the re-

action conditions) to either mononuclear or trinuclear copper

complexes with oxidized ligand units. Considering the degree

of charge transfer of the copper–dioxygen complexes and the

resulting C@H activation, the complex [(L1)Cu]2
2+ might be a

model for the enzyme peptidylglycine a-hydroxylating mono-

oxygenase (PHM). Further analysis showed that the two

copper atoms in [(L1Cu)2(O2)]
2+ communicate through charge

transfer (as for PHM and its cofactor). This cooperative effect

on the hydroxylating reaction between the two copper atoms

was further studied by DFT computations, and was suggested

to be the key driving force for the proton-coupled electron

transfer in the C@H activation process.

Furthermore, both complexes mediate acetone dimerization

to form 4-hydroxy-4-methyl-2-pentanone, similar to a recently

reported nucleophilic Cu1S
E complex.[60] Studies on the reactivi-

ty of the complex [(L2)Cu(O2)]
+ , which is stable for minutes at

low temperatures, as a potential nucleophile are currently un-

derway in our laboratories.

Experimental Section

General

The copper complexes were stored under an inert argon atmos-

phere in a glovebox (MBraun Labmaster dp). All chemicals were

purchased from Aldrich and used without further purification

unless stated otherwise below. Solvents were dried with an

MBraun solvent purification system, degassed by three freeze-

pump-thaw cycles, and stored over molecular sieves prior to use.

Propionitrile was purified and dried according to a literature proce-

dure.[61] Dioxygen (Air Liquide, AlphagazTM, purity +99.998%) was

dried by passage through a short column of supported P4O10. The

syntheses of L1 and 2,6-bis(a-aminoisopropyl)pyridine followed lit-

erature procedures.[51,62] Elemental analyses were carried out at the

Microanalytical Laboratory of the University of Heidelberg. NMR

spectra were recorded on a Bruker Avance II 400 system (BBFO

probe) or a Bruker Avance III 600 spectrometer (QNP Cryoprobe,

inner coil tuned to 13C, cold preamplifier). Prior to variable-temper-

ature measurements, the temperature was calibrated by the

method of Berger et al.[63] Solvent resonances were taken as refer-

ences for all 1H NMR or 13C NMR spectra.[64] UV/Vis spectra were re-

corded with a Varian Cary 5000 spectrophotometer. For IR spec-

troscopy, samples of the compounds were prepared in KBr disks

and examined on an FTIR spectrometer (Biorad, Model Merlin Exca-

libur FT 3000). ESI-MS and CID experiments of isolated ions (MS-

MS) were conducted on a Bruker ApexQe hybrid 9.4 T FT-ICR mass

spectrometer. Raman measurements were performed with a UT-3

Raman spectrometer,[65] using a frequency-doubled/tripled Ti:sap-

phire laser (Tsunami model 3960C-15HP, Spectra Physics Lasers Inc.)

with a pulse width of 1.6–2.5 ps. The cryostat was a slightly modi-

fied version of a setup described previously[66] with a 1.4 mL screw-

cap SuprasilS cuvette with septum (Hellma Analytics, Mellheim) for

oxygenation, equipped with a Peltier element (QuickCool QC-127-

1.4–6.0MS) and a cooling copper block enclosing three sides of the

cuvette.

Synthesis and characterization

2,6-Bis(1-tetramethylguanidino-1-methyl-ethyl)pyridine (L2): Tet-

ramethylurea (0.9 mL, 7.4 mmol) was dissolved in chloroform

(6 mL). Oxalyl chloride (3.2 mL, 37 mmol) was added dropwise, and

the solution was heated under reflux (80 8C) for 18 h. It was then

left to cool to room temperature, the solvent was removed in

vacuo, and the pale-yellow residue was washed with diethyl ether

(3V10 mL). The colorless guanidinium chloride was dried under

vacuum. 2,6-Bis(a-aminoisopropyl)pyridine (840 mg, 2.80 mmol)

was dissolved in dichloromethane (20 mL), and dry triethylamine

(1.7 mL, 12 mmol) was added. The chloroformamidinium chloride

was redissolved in dichloromethane (15 mL) and the solution was

slowly added to the diamine at @10 8C. The reaction mixture was

stirred at @10 8C for 1 h, 10% HCl (10 mL) was added, the phases

were separated, and the organic layer was washed with 10% HCl

(2V10 mL). The combined aqueous layers were washed with di-

chloromethane (10 mL), and 50% KOH (20 mL) was added. The

aqueous layer was then extracted with toluene (3V20 mL). The

combined toluene phases were dried with K2CO3, and the solvent

was removed in vacuo to leave a brown oil. Further purification

was achieved by leaving a solution of the oil in acetonitrile in a

freezer (@18 8C) for several days, whereupon crystallization oc-

curred. The colorless crystals were dried in vacuo to afford a color-

less powder (468 mg, 120 mmol, 43%). 1H NMR (400 MHz, CD3CN):

d=7.47 (m, 1H), 7.19 (d, J=7.8 Hz, 2H), 2.63 (br s, 12H), 2.26 (br s,

12H), 1.50 ppm (s, 12H); 13C NMR (100 MHz, CD3CN): d=168.38,

157.41, 135.81, 60.94, 32.14 ppm; elemental analysis calcd (%) for

C21H39N7 (389.59): C 64.74, H 10.09, N 25.17; found: C 64.38, H 9.90,

N 25.25. Crystal data for L2 : C21H39N7, Mr=389.59 gmol@1, 0.60 mm

V 0.40 mm V 0.30 mm, monoclinic, space group C2/c, lattice con-

stants a=24.238(5) a, b=7.4070(15) a, c=13.794(3) a, V=

2272.1(9) a3, Z=4, dcalcd=1.139 gcm@3, MoKa radiation (graphite-

monochromated, l=0.71073 a), T=120 K, qmax=30.1278, number

of reflections measured: 3326, number of independent reflections:

2224, final R indices [I>2s(I)]: R1=0.0481, wR2=0.1319.

[(L1Cu)2](BF4)2 : A solution of tetrakis(acetonitrile)copper(I) tetra-

fluoroborate (94.0 mg, 299 mmol) and L1 (100 mg, 299 mmol) in ace-

tone (1 mL) or acetonitrile (1 mL) was stirred for 1 h at room tem-

perature. The solution was then overlayered with Et2O (10 mL),
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whereupon orange crystals separated overnight. The crystals were

dried in vacuo to afford the product as an orange powder (110 mg,

138 mmol, 92%). 1H NMR (600 MHz, CD3CN): d=7.81 (t, J=7.7 Hz,

1H), 7.28 (d, J=7.7 Hz, 2H), 4.50 (s, 4H), 2.79 (s, 12H), 2.52 ppm (s,

12H); 13C NMR (150 MHz, CD3CN): d=165.85, 160.56, 139.42,

122.89, 57.83, 30.44, 39.37 ppm; elemental analysis calcd (%) for

C34H62N14B2Cu2F8 (967.68): C 42.20, H 6.46, N 20.26; found: C 41.82,

H 6.36, N 21.02; UV/Vis (CH3CN, c=7.47V10@5): lmax (e in

Lmol@1cm@1)=210 (2.72V104), 272 (8.64V103), 357 nm (883). Crys-

tal data for [(L1Cu)2(BF4)2]: C34H62N14B2Cu2F8 from acetonitrile solu-

tion, Mr=967.68 gmol@1, 0.40 mm V 0.25 mm V 0.15 mm, triclinic,

space group P1̄, lattice constants a=9.906(2) a, b=11.162(2) a, c=

11.236(2) a, V=1099.3(5) a3, Z=1, dcalcd=1.462 gcm@3, MoKa radia-

tion (graphite-monochromated, l=0.71073 a), T=120 K, qmax=

31.008, number of reflections measured: 13069, number of inde-

pendent reflections: 10373, final R indices [I>2s(I)]: R1=0.0505,

wR2=0.1364. Crystal data for [(1Cu)2(BF4)2]: C34H62N14B2Cu2F8 from

acetone solution, Mr=967.68 gmol@1, 0.80 mm V 0.60 mm V

0.50 mm, triclinic, space group P1̄, lattice constants a=16.350(3) a,

b=20.870(4) a, c=26.131(5) a, V=8917(3) a3, Z=8, dcalcd=

1.442 gcm@3, MoKa radiation (graphite-monochromated, l=

0.71073 a), T=120 K, qmax=30.0638, number of reflections mea-

sured: 13050, number of independent reflections: 8428, final R in-

dices [I>2s(I)]: R1=0.0541, wR2=0.1792.

[L2Cu]BF4 : A solution of tetrakis(acetonitrile)copper(I) tetrafluoro-

borate (18.4 mg, 58.5 mmol) and L2 (23.4 mg, 58.5 mmol) in CH3CN

(2 mL) was stirred for 1 h at room temperature. The solvent was

then removed in vacuo, the residue was washed with Et2O (2V

2 mL), and the solid was dried in vacuo to afford the product as an

orange powder (25.0 mg, 51.7 mmol, 88%). 1H NMR (600 MHz,

CD3CN) for the monomer: d=7.72 (m, 1H), 7.30 (m, 2H), 2.72 (s,

12H), 2.40 (s, 12H), 1.61 ppm (s, 12H); 13C NMR (150 MHz, CD3CN):

d=167.27, 160.75, 138.37, 117.19, 62.21, 40.32, 39.45, 29.67 ppm;

elemental analysis calcd (%) for C21H39N7BCuF4 (539.94): C 46.71, H

7.28, N 18.16; found: C 46.73, H 7.31, N 19.09; UV/Vis (CH3CN, c=

6.00V10@5): lmax (e in Lmol@1cm@1)=212 (3.76V104), 263 (1.44V

104), 414 nm (686).

[3]PF6 : A solution of tetrakis(acetonitrile)copper(I) hexafluorophos-

phate (112 mg, 299 mmol) and L1 (100 mg, 299 mmol) in acetonitrile

(1.5 mL) was stirred for 1 h at room temperature. Dioxygen was

then introduced by means of a syringe (1 bar overpressure) and

the mixture was stirred for 16 h. Water (10 mL) was then added,

and the mixture was extracted with dichloromethane (4V7 mL).

The combined organic layers were dried over magnesium sulfate

and the solvent was removed in vacuo. Green crystals of [3]PF6
were grown by slow evaporation of the volatiles from a saturated

solution in acetonitrile. Crystal data for [3]PF6 : C17H27N7CuO2ClF6P,

Mr=605.41 gmol@1, 0.50 mm V 0.50 mm V 0.3 mm, orthorhombic,

space group Pnma, lattice constants a=11.674(2) a, b=

14.092(2) a, c=15.341(3) a, V=2523.7(9) a3, Z=4, dcalcd=

1.593 gcm@3, MoKa radiation (graphite-monochromated, l=

0.71073 a), T=120 K, qmax=30.0788, number of reflections mea-

sured: 3836, number of independent reflections: 2754, final R indi-

ces [I>2s(I)]: R1=0.0547, wR2=0.1595; HRMS (ESI+): m/z calcd for

C17H27N7O2CuCl [M
+]: 459.1211; found: 459.1213.

[4]PF6 : A solution of tetrakis(acetonitrile)copper(I) hexafluorophos-

phate (56.0 mg, 150 mmol) and L1 (50.0 mg, 150 mmol) in propioni-

trile (2 mL) was stirred for 1 h at room temperature. The reaction

mixture was then cooled to @78 8C, dioxygen was introduced by

means of a syringe (0.2 bar overpressure), and the mixture was

stirred for 4 h. After purging the resulting blue solution with argon

(ca. 5 min) and allowing it to warm to room temperature (color

change to green), the solvent was removed in vacuo and dichloro-

methane was added. HRMS (ESI+): m/z calcd for C17H31N7O2CuCl

[M+]: 463.1524; found: 463.1525.

[5](PF6)3 : A solution of tetrakis(acetonitrile)copper(I) hexafluoro-

phosphate (112 mg, 299 mmol) and L1 (100 mg, 299 mmol) in ace-

tone (3 mL) was stirred for 1 h at room temperature. Dioxygen was

introduced by means of a syringe (@78 8C), and the mixture was fil-

tered through a syringe filter. The solution was stored for 1 week

in a freezer (@80 8C). Residual dioxygen was removed by bubbling

Ar (ca. 5 min) through the reaction solution at @78 8C. Blue crystals

were grown by diffusion of diethyl ether into the solution at

@18 8C, which were collected by filtration and washed with cold

acetone (2 mL) and diethyl ether (5 mL). The crystals were dried in

vacuo to afford [5](PF6)3 as a blue powder (50 mg, 33.3 mmol) in

33% isolated yield. Elemental analysis calcd (%) for

C45H69N12Cu3O6(F6P)3(C3H6O)1.5 (1543.21): C 36.78, H 4.80, N 10.89;

found: C 37.61, H 5.12, N 10.76; IR (KBr): n=3102 (w), 2009 (w),

2947 (m), 2900 (m), 2812 (w), 1698 (s), 1611 (m), 1588 (s), 1477 (m),

1427 (m), 1400 (m), 1358 (m), 1339 (w), 1294 (w), 1255 (w), 1236

(w), 1166 (s), 1146 (w), 1115 (w), 1070 (m), 1054 (s), 1015 (w), 972

(w), 939 (w), 912 (m), 877 (m), 841 (s), 791 (m), 764 (m), 784 (w),

691 (m), 669 (w), 648 (m), 622 (m), 558 (s), 530 (w), 496 (m), 465

(w), 450 (w), 428 (w), 421 cm@1 (m); UV/Vis (CH3CN, c=4.61V10@5):

lmax (e in Lmol@1cm@1)=218 (5.46V104), 267 (2.08V104), 334

(4.12V103), 336 nm (3.03V103). Crystal data for [5](PF6)3 :

C45H69N12Cu3O6(F6P)3(C3H6O)1.5, Mr=1543.21 gmol@1, 0.40 mm V

0.30 mm V 0.15 mm, monoclinic, space group C2/c, lattice con-

stants a=23.840(5) a, b=15.796(3) a, c=37.282(8) a, V=

13543(5) a3, Z=8, dcalcd=1.514 gcm@3, MoKa radiation (graphite-

monochromated, l=0.71073 a), T=120 K, qmax=29.1828, number

of reflections measured: 18224, number of independent reflec-

tions: 14550, final R indices [I>2s(I)]: R1=0.0567, wR2=0.1718.

Catalytic coupling of acetone to generate 4-hydroxy-4-methyl-2-

pentanone : A solution of tetrakis(acetonitrile)copper(I) hexafluoro-

phosphate (112 mg, 299 mmol) and the ligand (L1 or L2 (20 mmol),

see Table 1) in acetone (1.5 mL) was stirred for 1 h at room temper-

ature. Dioxygen was then introduced by means of a syringe (1 bar

overpressure) and the mixture was stirred for 20 h. 4-Hydroxy-4-

methyl-2-pentanone and acetone were separated by distillation

from the residue. 1H and 13C NMR data were consistent with those

reported previously.[67]

Raman measurements

A laser beam was widened with a spatial filter and then focused

on a cuvette inside a cryostat. The diameter of the focused spot

was around 20 mm. Raman scattered light was captured with the

entrance optics of a UT-3 triple-monochromator spectrometer.[65] A

30 mmolL@1 solution of the precursor in propionitrile was cooled

in the cuvette cryostat to the desired temperature. Dioxygen was

introduced via a cannula through the septum (0.02 bar overpres-

sure for 30 s) until a distinct color change was observed. The solu-

Table 1. Yield and weighting.

L1 (100 mg, 299 mmol) L2 (117 mg, 299 mmol)

Yield of di-

acetone

alcohol

114 mg, 877 mmol, TON

6.50

77.9 mg, 671 mmol, TON

2.25

Note: A blank experiment with ligand alone did not lead to conversion of

acetone.
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tion was then rapidly frozen by cooling to @100 8C. The laser

power used ahead of the entrance optics was 10.7 mW. Data were

accumulated for 3V300 s and corrected for the spectral sensitivity

of the instrument.

X-ray crystallographic study

Crystals suitable for single-crystal structure determination were

taken directly from the mother liquor, taken up in perfluorinated

polyether oil, and fixed on a cryo-loop. Full shells of intensity data

were collected at low temperature with a Nonius Kappa CCD dif-

fractometer (MoKa radiation, sealed X-ray tube, graphite monochro-

mator). The data were processed with the standard Nonius soft-

ware.[68] A multiscan absorption correction was applied to all inten-

sity data using the SADABS program.[59] The structures were solved

and refined using the SHELXTL software package (versions 2014/6

and 2018/3).[70,71] Graphical handling of the structural data during

solution and refinement was performed with XPMA and OLEX2.[72]

All non-hydrogen atoms were assigned anisotropic displacement

parameters. Hydrogen atoms were generally introduced in calculat-

ed positions and refined with a riding model. Due to severe disor-

der, the electron density attributed to solvent of crystallization

(acetone) was removed from the structure of [5](PF6)3 by the

BYPASS procedure,[73] as implemented in PLATON (squeeze/

hybrid).[74] Partial structure factors from the solvent masks were in-

cluded in the refinement as separate contributions to Fcalcd. CCDC

1867620 (L2), 1867616 ([L1Cu)2](BF4)2) from acetonitrile solution,

1867618 ([L1Cu)2](BF4)2) from acetone solution, 1867617 ([5](PF6)3,

and 1867619 ([3]PF6) contain the supplementary crystallographic

data for this paper. These data are provided free of charge by The

Cambridge Crystallographic Data Centre.
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4.2 Exceptional Substrate Diversity in Oxygenation Reac-

tions Catalyzed by a Bis(µ-oxo) Copper Complex

The author has contributed to the Raman and XAS measurements and the respective data
analysis.

Although tyrosinase is well studied, all details of the the oxidation mechanism
are still not fully understood. Some well-studied mimetic model complexes form
CuII-peroxo and CuIII-bis(µ-oxo) motifs, which exist in a dynamic equilibrium. Of
those complexes, only a few systems show catalytic oxygenation reactivity. Ex-
amples are the systems from M. Réglier et al. [108], L. Casella et al. [109], F. Tuczek
et al. [16], J. P. Lumb et al. [110] or S. Herres-Pawlis et al. [18] In [4.2] a novel hybrid
guanidine ligand L1 was used to form the bis(µ-oxo) dicopper(III) species shown in
[4.2]-Scheme 1. The Fukui function f−k is introduced into Cu/O2 chemistry, which
allows a theoretical prediction of the hydroxylation position of different phenolic
substrates, as shown in [4.2]-Tab. 2. The successful oxygenation of such substrates
revealed a surprising amount of diversity, far beyond the scope of the biological
enzyme. The different reactions and subsequent condensation reactions towards
phenazines are shown in [4.2]-Tab. 1.

The UV-Vis measurement shown in [4.2]-Fig. 1 (a) shows a ligand-to-metal charge
transfer (LMCT), indicating a bis(µ-oxo) dicopper(III) motif for the hybrid-guanidine
ligand stabilized copper complex [O1](PF6). For the Raman measurements, the pre-
cursor solutions (concentration of 20 mM) were cooled in a self-built cryostat [104]

to -90 ◦C in a glass cuvette with a septum for oxygenation. The oxygenation was
conducted via a cannula through the septum at approximately 0.02 bar overpressure
for 2 min. The Tsunami laser system was adjusted to a fundamental frequency of
840 nm, to allow for second harmonic generation in a nonlinear BBO crystal to pro-
duce 420 nm light. The Raman spectra were taken at 37 mW with a 20 µm spot size,
being approximately 30 µm inside the glass cuvette. The oxygenation was done once
with the 16O2 isotope and once with the 18O2 isotope, following the concept laid out
in section 4.1. The 16O2 measurement did reveal a peak located at 620 cm−1, which
stems from the Cu2O2 core expansion breathing mode and another distinct peak at
530 cm−1, which stems from Cu-N vibration. The 18O2 isotope-shift measurement
showed an expected redshift of the Cu2O2 peak of 29 cm−1.

To verify the theoretical description of the complex as containing the bis(µ-oxo)
motif, XAS measurements were performed at the P64 beamline at PETRA III (DESY,
Hamburg, Germany), [100] shown in [4.2]-Fig. 1 (b) and (c). The sample preparation
followed the routine outlined for the Raman measurements, except a special sample
holder was used to be able to place the sample in the cryostat at the beamline. After
5 min of oxygenation at -90 ◦C inside the cuvette in the ethanol chiller [104], the com-
plex formed. A pre-cooled syringe was used to transfer 75 µL to the sample holder
which was directly frozen in a liquid nitrogen bath and subsequently placed in the
cryostat at a temperature of -123 ◦C. XAS measurements were performed between
8780 to 9880 eV for one hour with 300 s per measurement. The analysis was carried
out with the software Athena and Artemis. [103] All data were calibrated with the
reference Cu-foil measurements. The X-ray absorption edge was found at 8987.0 eV
which implies CuIII with a bis(µ-oxo) motif. [80] Shoulders at 8987.3 and 8992.0 eV are
1s→4p and 1s→4p + shakedown transitions. The XANES measurement is shown in
the supporting information in [4.2]-Fig. S2.
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Abstract: The enzyme tyrosinase contains a reactive side-

on peroxo dicopper(II) center as catalytically active species

in C@H oxygenation reactions. The tyrosinase activity of

the isomeric bis(m-oxo) dicopper(III) form has been dis-

cussed controversially. The synthesis of bis(m-oxo) dicop-

per(III) species [Cu2(m-O)2(L1)2](X)2 ([O1](X)2, X=PF6
@

, BF4
@ ,

OTf@ , ClO4
@), stabilized by the new hybrid guanidine

ligand 2-{2-((dimethylamino)methyl)phenyl}-1,1,3,3-tetra-

methylguanidine (L1), and its characterization by UV/Vis,

Raman, and XAS spectroscopy, as well as cryo-UHR-ESI

mass spectrometry, is described. We highlight selective

oxygenation of a plethora of phenolic substrates mediated

by [O1](PF6)2, which results in mono- and bicyclic qui-

nones and provides an attractive strategy for designing

new phenazines. The selectivity is predicted by using the

Fukui function, which is hereby introduced into tyrosinase

model chemistry. Our bioinspired catalysis harnesses mo-

lecular dioxygen for organic transformations and achieves

a substrate diversity reaching far beyond the scope of the

enzyme.

The use of dioxygen as a readily available oxidizing agent is

crucial for many biological and biomimetic oxidation process-

es, as well as industrial applications.[1] Natural copper enzymes,

such as tyrosinase or particulate methane monooxygenase,

successfully activate molecular dioxygen.[2] Tyrosinase, in partic-

ular, is essential in living organisms catalyzing phenol oxidation

in melanin biosynthesis.[3] It converts phenols, for instance, l-

tyrosine, via an electrophilic aromatic substitution through its

catechol form to the final quinone form.[4] Although structure

and reactivity of tyrosinases were studied extensively, many

details of the oxidation mechanism are still under debate.[5] Re-

cently, second shell residues at the active site (ca. 5.5–16 a dis-

tance to Cu ions) were considered to direct the reactivity of

the enzyme.[2b,6]

For understanding the mechanism of activation and transfer

of O2, synthetic model systems were developed mimicking en-

zymatic properties. Some well-studied Cu/O2 species represent

m-h2 :h2-peroxo CuII [P] and bis(m-oxo) CuIII [O] complexes,

which exist in a dynamic equilibrium due to a small isomeriza-

tion barrier.[2b,7] In many functional tyrosinase systems, [P]

cores are found,[8] but an increasing number of examples of

functional [O] species has also been reported.[9] However, only

few tyrosinase model systems feature catalytic oxygenation re-

activity.[10] R8glier and co-workers presented the first system

using the imine–pyridine ligand BiPh(impy)2,
[11] followed by

Casella and co-workers by using the benzimidazole ligand

L66,[12] which both stabilize binuclear Cu catalysts. Later,

Tuczek and co-workers reported the mononucleating benzimi-

dazole ligand Limpy promoting catalytic conversion of 2,4-di-

tert-butyl phenol.[13] Over the years, Lumb and co-workers have

focused on the chemo- and regioselectivity of tyrosinase-like

reactions by using the amine DBED giving rise to several qui-

nones, oxidative coupling, and cyclization products.[14] More

complex phenolic substrates were oxygenated by Herres-

Pawlis group by using bis(pyrazolyl)methane and guanidine li-

gands.[15]

Herein, we report the synthesis and characterization of

hybrid guanidine-stabilized bis(m-oxo) complex [Cu2(m-

O)2(L1)2]
2+ ([O1]2+ , Scheme 1) along with its high catalytic ac-

tivity in oxygenation and oxidation reactions of phenolic sub-

strates and subsequent condensation reactions, offering a

facile synthetic pathway to new phenazines.

Guanidines feature high basicity and strong N-donor abili-

ties, enabling stabilization of metal ions with high oxidation

states.[16] For instance, TMG3tren is known to stabilize highly re-

active CuII superoxo complexes.[17] By using [O1](PF6)2, it is pos-

sible to promote selective C@H functionalization of complex

phenolic substrates. To the best of our knowledge, no activity

of tyrosinases towards complex phenolic substrates has been

reported before. Compound [O1](PF6)2 highlights a beneficial

interplay of steric and electronic factors of the ligand regarding

substrate accessibility of [Cu2O2] core leading to a remarkable

extension of the substrate scope. Using a variety of phenolic

substances allows the synthesis of new quinones. In a consecu-
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tive reaction, quinones can condense with 1,2-phenylenedia-

mine to phenazines, which feature antibacterial, antimalarial,

and antitumor activities, and are used in dyes and pesticides.[18]

We targeted to selectively obtain bent phenazines as special

benefit of the [O1](PF6)2-mediated hydroxylation, because the

calculation of the Fukui function of the hydroxylation products

indicated preferential formation of the corresponding quinone.

Inspired by a propylene-bridged hybrid guanidine ligand

system that showed promising phenolase activity,[9k–l] we de-

veloped a related ligand system with a more rigid aromatic

backbone. Compound 2-{2-((dimethylamino)methyl)phenyl}-

1,1,3,3-tetramethylguanidine (L1) was synthesized in a three-

step reaction and isolated in high yield (see the Supporting In-

formation). Synthesis of the colorless, air- and moisture-sensi-

tive CuI complex [C1]PF6 was achieved by mixing equimolar

amounts of L1 and [Cu(MeCN)4]PF6 in acetonitrile at room tem-

perature. Oxygenation of [C1]PF6 in THF at @90 8C led to the

formation of the khaki colored species [O1](PF6)2 (Scheme 1).[19]

Compound [O1](PF6)2 showed ligand-to-metal-charge transfer

(LMCT) features at 280 nm (e=40000m@1cm@1) and 392 nm

(21000m@1cm@1) in the UV/Vis spectrum[20] (Figure 1a), which

are characteristic for bis(m-oxo) dicopper(III) species.[8, 21] Similar

UV/Vis features were obtained by using different weakly coor-

dinating anions (BF4
@ , ClO4

@ , OTf@ ; Figure S17 and Table S3 in

the Supporting Information). Incorporated O2 of [O1](PF6)2 was

resistant to cycles of evacuation and purging with N2. Laser ex-

citation at 420 nm led to a resonance Raman spectrum with a

characteristic vibration at 620 cm@1, which was attributed to

the symmetrical Cu2O2 core expansion (breathing mode), thus

evidencing the formation of a bis(m-oxo) species (Figure 1b).
16O2/

18O2 isotope exchange measurements in THF exhibited a

shift to 591 cm@1, which is in good agreement with theoretical

calculations (Table S13 in the Supporting Information). The

signal at 530 cm@1 is caused by the N(amine)@Cu vibration.

Theoretical studies on [O1](PF6)2 were performed to investi-

gate geometry and Raman features (Figure 2). The calculations

showed that the O species is favored by 10 kcalmol@1 over the

P species (Table S11 in the Supporting Information). Key bond

lengths around the Cu atoms were determined by Cu K-edge

EXAFS (Figure 1c–d, and section 1.3 in the Supporting Informa-

tion) and agree well with the theoretical model. Moreover, the

edge position is in accordance with the assignment as CuIII. For

quantification of the formation of [O1](PF6)2, spectrophotomet-

ric back titration of [O1](PF6)2 was performed by using ferro-

cene monocarboxylic acid (FcCOOH).[9k,l] Following the decay

of the LMCT band at 392 nm, titration of [O1](PF6)2 with

FcCOOH revealed >90% formation of [O1](PF6)2 (Figures S18

and 19 in the Supporting Information). To elucidate the Cu@O2

stoichiometry of [O1](PF6)2, cryo-UHR-ESI mass spectrometry

was performed (Figure S20). The isotopic pattern and corre-

sponding m/z values are in accordance with the calculated

spectrum of the monocationic species [O1](PF6)
+ with a 2:1

Cu-O2 ratio.

Thermal decomposition kinetics of [O1](PF6)2 revealed a first-

order decay at low temperatures (Figures S21 and 22 in the

Supporting Information). Half-life times of [O1](PF6)2 in THF of

1 h at @80 8C and five minutes at @74 8C were determined.

Thermal decomposition products of [O1](PF6)2 were identified

by crystallization as a dicationic m-alkoxo-m-hydroxo copper(II)

complex [H1](PF6)2 with a Cu···Cu distance of 2.953(1) a

(Figure 3). Each copper atom is coordinated in a distorted

square-planar fashion. The average Cu@O bond length (1.92 a)

is shorter compared to that in the mixed phenolato hydroxo-

bridged dicopper(II) species (1.96 a) reported by Karlin and co-

workers.[22] Concomitant formation of yellow blocks was ob-

served, which contain the protonated ligand [(L1)H2](PF6)2.

Figure 1. a) UV/Vis spectrum of [O1](PF6)2 (0.5 mm) in THF at @90 8C; b) resonance Raman spectra of [O1](PF6)2 in THF with excitation at 420 nm (blue: 18O2,

red: 16O2, green: [C1]PF6, #: solvent) ; c) k
3-weighted Cu K-edge EXAFS of [O1](PF6)2 (black: experimental, red: calculated fit) ; and d) phase-corrected Cu-K-edge

Fourier transform of EXAFS of [O1](PF6)2 (black: experimental, red: calculated fit).

Figure 2. DFT model of [O1]2+ (TPSSh/def2-TZVP, THF-PCM), selected bond

lengths [a] and Cu···Cu vector [a] .

Chem. Eur. J. 2020, 26, 7556 – 7562 www.chemeurj.org T 2020 The Authors. Published by Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim7558

Chemistry—A European Journal
Communication

doi.org/10.1002/chem.202000664



Bis(m-hydroxo) species are commonly observed as decay pro-

ducts[9, 18a] and often resulted from intramolecular hydroxylation

of C@H bonds in a- or b-position of N-donor groups.[23] Inter-

estingly, [H1]2+ is the first example of a trinuclear m-alkoxo-m-

hydroxo copper(II) complex cation. Only few examples of

alkoxo-hydroxo copper(II) species have been reported to

date.[7b, 23] Mechanistic studies on intramolecular hydroxylation

of the supporting ligand upon warming of the bis(m-oxo) spe-

cies were proposed by Itoh, Tolman and co-workers stating a

mixed alkoxo-hydroxo copper(II) complex as intermediate spe-

cies to form thermodynamically stable bis(m-hydroxo) and

bis(m-alkoxo) complexes.[23a,24] In case of [H1]2+ , the chemose-

lective attack of the equatorially located methyl groups of the

guanidine moiety over the axially disposed aminomethyl

groups is favored due to geometric constraints, similar to ob-

servations made by Tolman and co-workers.[23c,25]

Aiming to expand the commonly used substrate scope of

simple phenols, catalytic hydroxylation activity of [O1](PF6)2
was evaluated towards a variety of challenging phenolic sub-

strates, including phenols, pyridinols, naphthols, quinolinols,

and indolols (Table 1 and section 2.6 in the Supporting Infor-

mation), quinones and phenazines of which are biologically rel-

evant and difficult to synthesize. We report the hydroxylation

of a multitude of these substrates by [O1](PF6)2 along with

transformation of the quinone into a phenazine. Remarkably

that until now, catalytic conversion of phenols was mostly re-

ported for side-on peroxo copper complexes as catalytically

active species.[11–13,15] Oxygenation reactions were performed

following a protocol established by Bulkowski and modified by

Tuczek and co-workers by using 25 equivalents of substrate

and 50 equivalents of NEt3 (Table 1, Reaction (a)).[13a, 26] Reactio-

n (a) was monitored by UV/Vis spectroscopy at @90 8C for one

hour as optical spectra remained constant after that time. Re-

active quinones were subsequently converted in a one-pot re-

action into their corresponding phenazines at room tempera-

ture by using 1,2-phenylenediamine (Table 1, Reaction (b)).

When simple phenols were used, [O1](PF6)2 showed, besides

the expected hydroxylation activity, also C@O coupling chemis-

try (Table S8 in the Supporting Information, entries 1–4). UV/Vis

spectra showed a low intensity absorption band at 510 and

530 nm (Figures S39 and 40 in the Supporting Information).

Figure 3. Molecular structure of [H1]2+ in crystals of [H1](PF6)2. H atoms,

except for the H atom of m-OH groups, counterions, and solvent molecules

are omitted for clarity. Selected interatomic distances [a] and angles [8]:

Cu(1)@O(1) 1.912(2), Cu(1)@O(2) 1.893(2), Cu(2)@O(1) 1.923(2), Cu(2)@O(2)

1.932(2), Cu(1)···Cu(2) 2.953(1), Cu(2)@N(1) 1.986(2), Cu(2)@N(4) 2.019(3); N(1)-

Cu(2)-N(4) 94.9(1), O(1)-Cu(2)-O(2) 76.8(1), Cu(2)-O(1)-Cu(1) 100.7(1), Cu(2)-

Cu(1)-Cu(2’) 180.0.

Table 1. Catalytic oxygenation of phenolic substrates[a] and subsequent

condensation of the quinone by using 1,2-phenylenediamine.[b]

Entry Substrate Conv. Product Yield[c] TON[d]

[%] (quinone/phenazine) [%]

1 >99 (Q1) [e] [f]

2 >99 (Q1) [e] [f]

3 80 (P1) 22 11

4 89 (P1) 31 16

5 95 (P2) 32 16

6 87 (P2) 21 11

7 >99 (P3) 30 15

8 28 (Q2) – 14[g]

9 24 (Q3) – 12[g]

10 81 (P4) 19 10

11 88 (P4) 26 13

12 92 (P5) 27 14

13 84 (P5) 31 16

[a] Conditions: THF, @90 8C, 1 h. [b] Conditions: THF, @90 8C, then rt, over-

night. [c] Isolated yield after column chromatography. [d] Based on isolat-

ed yield in correlation with conc. of [O1](PF6)2. [e] Quinone too reactive to

be isolated. [f] No extinction coefficient of the quinone reported. [g] De-

termined after reaction (a) by UV/Vis spectra and based on conc. of

[O1](PF6)2.
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EPR measurements revealed the hyperfine splitting pattern

typical for a radical-free, metal-centered CuII species, ruling out

the formation of a semiquinone species (Figure S41).[27]

An interesting substrate for the catalytic oxygenation is 8-

quinolinol.[15,28] Although 7,8-quinolinedione (Q2) was formed

with 14 turnovers (entry 8), methyl substitution in 2-position

resulted in a TON of 12 (Q3, entry 9). However, formation of

the respective phenazine was observed in neither case (Figur-

es S50 and 51 in the Supporting Information), presumably due

to the smaller Fukui function f+ at the corresponding C atoms

of Q2 and Q3 (Table S15). Conversion of other quinolinols was

not reported before in Cu/O2 chemistry. Compounds 3- and 4-

quinolinol were transformed into their quinone (absorption

band at 370 nm, Figures S47 and 48 in the Supporting Infor-

mation) and isolated as quinolino[3,4-b]quinoxaline (P2 ; en-

tries 5–6). 6-Quinolinol was oxidized into 5,6-quinolinedione

(entry 7), which showed absorption bands at 325, 340, and

370 nm (Figure S49). Pyrido[3,2-a]phenazine (P3) was isolated

in 15 turnovers after column chromatography and sublimation,

and crystallized from DMSO (see the Supporting Information).

In contrast to reactions with phenols and 8-quinolinol, no

conversion of pyridinols has been reported to date. When 3-

and 4-pyridinol (entries 1–2) were used, an intense absorption

band at 375 nm, similar to that in 3- and 4-quinolinol, was ob-

served in both cases within less than one minute (Figures S42

and 43 in the Supporting Information), indicating formation of

3,4-pyridoquinone (Q1). A fast drop in intensity illustrates high

reactivity of the quinone even at low temperatures, leading to

C@O coupled dimers (see the Supporting Information).[29] Theo-

retical studies revealed lesser stability of 3,4-pyridoquinone

compared to its most stable 2,5-isomer.[30] However, no other

study exists that reports on pyridoquinones.

Naphthoquinones are accessible from 1- and 2-naphthol in

the presence of an oxidizing agent.[31] Both naphthols were

converted via [O1](PF6)2 into the corresponding quinone,

which resulted in the formation of benzo[a]phenazine[31c] (P1)

upon treatment with 1,2-phenylenediamine (entries 3–4, Fig-

ures S44 and 45 in the Supporting Information). Compound P1

was purified by column chromatography and isolated with a

TON of 11–16. Consistent with observations made by Krohn

and co-workers, no formation of the linear phenazine was ob-

served.[31c] The control experiment by using 1-methyl 2-naph-

thol (Table S8, entry 7) showed no product formation as was

expected (Figure S46), because the 1-position is occupied by

the methyl substituent inhibiting the oxygenation process.

Although related bicyclic indolols possess an easily accessi-

ble pyrrole ring, C@H functionalization of the phenyl ring re-

mains challenging.[32] When [O1](PF6)2 was used, 4- and 5-indo-

lol were converted into 4,5-indoledione, which was captured

as pyrrolo[3,2-a]phenazine (P4) in 10–13 turnovers (entries 10–

11, Figures S52 and 53). Similarly, 6- and 7-indolol (Figures S54

and 55) were transformed into pyrrolo[2,3-a]phenazine (P5,

TON=14–16) and crystallized from hexane (entries 12–13). The

control experiment revealed no oxygenation activity on 6-indo-

lol in the absence of supporting ligand L1 (Figure S36), thus

evidencing the necessity of the stabilizing ligand system.

The accompanying DFT calculations based on the negative

Fukui function were used to determine the location of the

electrophilic attack, which are in good agreement with the ob-

served products (for substrates with two product possibilities,

see Tables 1 and 2 and section 3.2 in the Supporting Informa-

tion). The Fukui function describes the electron density in a

frontier orbital, in this case fk
@ denotes the initial part for an

electrophilic reaction. A large value for fk
@ indicates the pre-

ferred site for an electrophilic attack—in this case, the tyrosi-

nase-like hydroxylation. In all cased studied herein, the Fukui

function points to the experimentally observed hydroxylation

site finally yielding the bent phenazines.

It has to be highlighted that the phenazines P3, P4, and P5

are new and fully characterized.[33] Thus, the combination of ty-

rosinase-like hydroxylation reactivity with the condensation of

quinones with diamines allows synthetic access to a multitude

of new phenazines.

Although tyrosinase (from Aspergillus oryzae) oxidizes

phenol quantitatively,[34] the enzyme exhibited no reactivity to-

wards naphthols, quinolinols, and indolols (Table S10 in the

Supporting Information). Thus, the bis(m-oxo) species [O1](PF6)2
demonstrates an exceptional broad substrate scope to which

the enzyme itself gave no access.

In summary, we established the synthesis of the aromatic

hybrid guanidine-stabilized bis(m-oxo) species [O1]2+ , which

was clearly evidenced by its spectroscopic properties. Com-

pound [O1](PF6)2 revealed a moderate stability at low tempera-

tures with a distinguished activity towards a large variety of

phenolic substrates. DFT calculations enabled a prognosis of

the hydroxylation position by Fukui function, which fully

agreed with experimental results. The Fukui function was intro-

duced as new predictive tool for Cu/O2 chemistry. Moreover,

our present findings clearly show efficient C@H activation of

mono- and bicyclic phenolic substrates, stating an atom-eco-

Table 2. Summary of calculated Fukui function [fk
@] of phenolic sub-

strates with two possible products.

Entry Substrate fk
@ C atom

position

1
21.14

0.74

1

3

2
1.38

15.17

2

4

3
23.93

0.91

5

7

4
19.93

1.05

4

6

5
2.03

11.99

5

7
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nomic strategy to design new phenazines. A bioinspired

model system, such as [O1](PF6)2, indicates tyrosinase-like activ-

ity of O cores and exceeds evidently the enzymatically limited

substrate scope. This study opens the door to future develop-

ments on tyrosinase model systems with high relevance to

atom-economic oxygen-transfer reactions with synthetic im-

portance.

Acknowledgements

We acknowledge financial support provided by the German

Research Foundation (DFG), in framework of Priority Program

“Reactive Bubbly Flows” SPP 1740 (HE 5480/10-2, http://

www.dfg-spp1740.de/), International Research Training Group

SeleCa and further projects (RU 773/8-1). We also acknowledge

computing time and support provided by OCuLUS Cluster at

PC2 Paderborn and support at beamline P64 by Marcel Gçrlitz

and Dr. Wolfgang Caliebe.

Conflict of interest

The authors declare no conflict of interest.

Keywords: copper catalysis · dioxygen activation ·

guanidines · phenazines · tyrosinase

[1] a) A. N. Campbell, S. S. Stahl, Acc. Chem. Res. 2012, 45, 851–863; b) S. D.

McCann, S. S. Stahl, Acc. Chem. Res. 2015, 48, 1756–1766.

[2] a) E. I. Solomon, D. E. Heppner, E. M. Johnston, J. W. Ginsbach, J. Cirera,

M. Qayyum, M. T. Kieber-Emmons, C. H. Kjaergaard, R. G. Hadt, L. Tian,

Chem. Rev. 2014, 114, 3659–3853; b) C. E. Elwell, N. L. Gagnon, B. D.

Neisen, D. Dhar, A. D. Spaeth, G. M. Yee, W. B. Tolman, Chem. Rev. 2017,

117, 2059–2107.

[3] a) Y. Matoba, T. Kumagai, A. Yamamoto, H. Yoshitsu, M. Sugiyama, J. Biol.

Chem. 2006, 281, 8981–8990; b) A. Bijelic, M. Pretzler, C. Molitor, F.

Zekiri, A. Rompel, Angew. Chem. Int. Ed. 2015, 54, 14677–14680; Angew.

Chem. 2015, 127, 14889–14893.

[4] a) V. Kahn, N. Ben-Shalom, Pigment Cell Res. 1998, 11, 24–33; b) M. del

Mar Garcia-Molina, J. L. MuÇoz-MuÇoz, F. Garcia-Molina, P. A. Garc&a-Ruiz,

F. Garcia-Canovas, J. Agric. Food Chem. 2012, 60, 6447–6453.

[5] a) T. A. G. Large, V. Mahadevan, W. Keown, T. D. P. Stack, Inorg. Chim.

Acta 2019, 486, 782–792; b) L. Chiang, E. C. Wasinger, Y. Shimazaki, V.

Young, T. Storr, T. D. P. Stack, Inorg. Chim. Acta 2018, 481, 151–158;

c) D. A. Quist, D. E. Diaz, J. J. Liu, K. D. Karlin, J. Biol. Inorg. Chem. 2017,

22, 253–288.

[6] a) M. Kanteev, M. Goldfeder, A. Fishman, Protein Sci. 2015, 24, 1360–

1369; b) B. Deri, M. Kanteev, M. Goldfeder, D. Lecina, V. Guallar, N. Adir,

A. Fishman, Sci. Rep. 2016, 6, 34993; c) A. Singha, A. Rana, A. Dey, Inorg.

Chim. Acta 2019, 487, 63–69.

[7] a) C. J. Cramer, B. A. Smith, W. B. Tolman, J. Am. Chem. Soc. 1996, 118,

11283–11287; b) V. Mahadevan, Z. Hou, A. P. Cole, D. E. Root, T. K. Lal,

E. I. Solomon, T. D. P. Stack, J. Am. Chem. Soc. 1997, 119, 11996–11997.

[8] P. Liebh-user, A. Hoffmann, S. Herres-Pawlis in Reference Module in

Chemistry, Molecular Sciences and Chemical Engineering, https://doi.org/

10.1016/B978-0-12-409547-2.11554-9.

[9] a) D. A. Handley, P. B. Hitchcock, T. H. Lee, G. J. Leigh, Inorg. Chim. Acta

2001, 316, 59–64; b) J. Mukherjee, R. Mukherjee, Dalton Trans. 2006, 6,

1611; c) L. M. Mirica, T. D. P. Stack, Inorg. Chem. 2005, 44, 2131–2133;

d) A. Kunishita, M. Kubo, H. Ishimaru, T. Ogura, H. Sugimoto, S. Itoh,

Inorg. Chem. 2008, 47, 12032–12039; e) S. Hong, L. M. R. Hill, A. K.

Gupta, B. D. Naab, J. B. Gilroy, R. G. Hicks, C. J. Cramer, W. B. Tolman,

Inorg. Chem. 2009, 48, 4514–4523; f) M. Taki, S. Teramae, S. Nagatomo,

Y. Tachi, T. Kitagawa, S. Itoh, S. Fukuzumi, J. Am. Chem. Soc. 2002, 124,

6367–6377; g) A. P. Cole, V. Mahadevan, L. M. Mirica, X. Ottenwaelder,

T. D. P. Stack, Inorg. Chem. 2005, 44, 7345–7364; h) C. Citek, C. T. Lyons,

E. C. Wasinger, T. D. P. Stack, Nat. Chem. 2012, 4, 317–322; i) L. Chiang,

W. Keown, C. Citek, E. C. Wasinger, T. D. P. Stack, Angew. Chem. Int. Ed.

2016, 55, 10453–10457; Angew. Chem. 2016, 128, 10609–10613;

j) C. C. L. McCrory, A. Devadoss, X. Ottenwaelder, R. D. Lowe, T. D. P.

Stack, C. E. D. Chidsey, J. Am. Chem. Soc. 2011, 133, 3696–3699; k) S.

Herres-Pawlis, P. Verma, R. Haase, P. Kang, C. T. Lyons, E. C. Wasinger, U.

Flçrke, G. Henkel, T. D. P. Stack, J. Am. Chem. Soc. 2009, 131, 1154–1169;

l) S. Herres-Pawlis, R. Haase, P. Verma, A. Hoffmann, P. Kang, T. D. P.

Stack, Eur. J. Inorg. Chem. 2015, 5426–5436.

[10] J. N. Hamann, B. Herzigkeit, R. Jurgeleit, F. Tuczek, Coord. Chem. Rev.

2017, 334, 54–66.

[11] M. R8glier, C. Jorand, B. Waegell, J. Chem. Soc. Chem. Commun. 1990,

1752–1755.

[12] L. Casella, M. Gullotti, R. Radaelli, P. Di Gennaro, J. Chem. Soc. Chem.

Commun. 1991, 1611.

[13] a) M. Rolff, J. Schottenheim, G. Peters, F. Tuczek, Angew. Chem. Int. Ed.

2010, 49, 6438–6442; Angew. Chem. 2010, 122, 6583–6587; b) B. Her-

zigkeit, B. M. Flçser, N. E. Meißner, T. A. Engesser, F. Tuczek, ChemCatCh-

em 2018, 10, 5402–5405; c) J. N. Hamann, F. Tuczek, Chem. Commun.

2014, 50, 2298–2300; d) B. Herzigkeit, B. M. Flçser, T. A. Engesser, C.

N-ther, F. Tuczek, Eur. J. Inorg. Chem. 2018, 3058–3069; e) B. Herzigkeit,

R. Jurgeleit, B. M. Flçser, N. E. Meißner, T. A. Engesser, C. N-ther, F.

Tuczek, Eur. J. Inorg. Chem. 2019, 2258–2266; f) J. Schottenheim, C. Ger-

nert, B. Herzigkeit, J. Krahmer, F. Tuczek, Eur. J. Inorg. Chem. 2015,

3501–3511.

[14] a) K. V. N. Esguerra, Y. Fall, J. P. Lumb, Angew. Chem. Int. Ed. 2014, 53,

5877–5881; Angew. Chem. 2014, 126, 5987–5991; b) M. S. Askari, L. A.

Rodr&guez-Solano, A. Proppe, B. McAllister, J.-P. Lumb, X. Ottenwaelder,

Dalton Trans. 2015, 44, 12094–12097; c) Z. Huang, O. Kwon, H. Huang,

A. Fadli, X. Marat, M. Moreau, J.-P. Lumb, Angew. Chem. Int. Ed. 2018, 57,

11963–11967; Angew. Chem. 2018, 130, 12139–12143.

[15] a) A. Hoffmann, C. Citek, S. Binder, A. Goos, M. Rebhausen, O. Troepp-
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4.3. Tetranuclear MMO Model Complex and Dinuclear Catalysis 53

4.3 Catalytic Oxygenation of Hydrocarbons by Mono-µ-oxo

Dicopper(II) Species Resulting from O-O Cleavage of Te-

tranuclear CuI/CuII Peroxo Complexes

The author has contributed to the Raman and XAS measurements and the respective data
analysis.

The conversion of inert C-H bonds is possible in the industry under harsh con-
ditions or under ambient conditions for methanotropic bacteria using either copper
(pMMO) or iron (sMMO) containing enzymes. In [4.3] the N-donor ligands bd-

pdz [112] and bdptz [113] were combined with the copper salts [Cu(CH3CN)4]X (X ––
PF6, OTf) to form the precursors 1a-X (with bdpdz) and 1b-X (with bdptz). Both pre-
cursors were successfully oxygenated at -90 ◦C with (i) O2, (ii) PhIO and (iii) N2O to
form the corresponding complexes 2a-X and 2b-X, as shown in [4.3]-Scheme 1.This
implies that the complexes bind dioxygen to form a tetranuclear µ4-peroxo species
3a or 3b, prior to the cleavage of the oxygen bond to form two dinuclear peroxo
complexes 2a or 2b, as shown in [4.3]-Scheme 2. Although Ref. [114] reported with
some ambiguity on a chlorine-bridged tetranuclear motif, it is generally rare to find
clear and concise data on tetranuclear model complexes such as the one identified
in [4.3] with Raman, XAS and other tools. The paper [4.3] further contains oxygena-
tion reactions with aliphatic substrates, reactivity studies and proposes a reaction
mechanism for the C-H to C-OH conversion.

Raman experiments were conducted with the Tsunami laser system, using the
nonlinear BBO crystals to work at the frequency-doubled wavelength of 397 nm. The
precursor solution (1a and 1b) was filled in a glass cuvette with a concentration of
12.5 mM and a lid containing a septum in the glovebox, to ensure no unwanted expo-
sure to water or oxygen. The cuvette was cooled to -90 ◦C in a self-built cryostat. [104]

The focus spot was adjusted with a micrometer screw to be 30 µm inside the cuvette.
The Raman measurements were taken at 10-15 mW. The precursor was oxygenated
via a cannula through the septum at 0.02 bar overpressure for a time of (i) 15 min
for dioxygen and (ii) 30 min for nitrous oxide. A platinum-based resistance temper-
ature detector is used to measure the temperature inside the cuvette and feed the
information to the cryostat, which uses ethanol as a cooling agent for the sample-
surrounding copper block and a peltier cooling-element for precise and adjustable
temperature control.

Raman spectra on oxygenated solutions are shown in [4.3]-Fig. 1 (b) and (c) for
1a and 1b at -35 ◦C, respectively. The observed vibrations indicate a Cu2O complex,
as is the case for e.g. the peak at 623 cm−1 for the 1b complex which stems from a
antisymmetric Cu-O vibration. [115, 116] This idea is further underlined by the Raman
data on samples oxygenated with nitrous oxide, which show the same vibration
at 623 cm−1 that comes from a mono-µ-oxo motif at -35 ◦C and is shown in [4.3]-
Fig. 1 (c). The identification of these modes as oxygen-related is proven by isotope-
shift measurements with the 18O2 isotope. Conducting the isotope-shift measure-
ments for 1a and 1b at a cooler temperature of -90 ◦C, reveals for both complexes
oxygen-related vibrations that can only be attributed to the tetranuclear mixed-valent
Cu4O2 core. For example, the O-O stretching mode was found for both complexes at
854 cm−1, as reported in the literature. [117, 118] The data are shown in [4.3]-Fig. 2 (a).
The mixed-valent tetranuclear motif is now established and heating the solution up
to -50 ◦C and -35 ◦C causes the respective modes to vanish and the antisymmetric
Cu-O mode from the Cu2O core to emerge, as shown in [4.3]-Fig. 2 (b). Cooling
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down again did not recover the tetranuclear spectrum, showing that the O-O bond
cleavage is irreversible.

The chemical sequence shown in [4.3]-Scheme 2 is now established. The din-
uclear precursors 1a and 1b form the mixed-valent tetranuclear complexes 3a and
3b at -90 ◦C and while heating, the O-O bond is cleaved and the dinuclear mono-
µ-oxo complexes 2a and 2b are formed. Next, XAS measurements were performed
to further corroborate the established concept and to yield detailed information on
the bond lengths and interatomic distances at the Cu cores. XAS measurements
were performed at the P65 beamline [101] at PETRA III (DESY, Hamburg, Germany).
The samples were measured in the energy range of 8829 eV to 9979 eV. The samples
were prepared under oxygen- and water-free atmosphere and transferred to a self-
built PEEK cuvette with a lid containing a septum for oxygenation. The windows
were sealed by pressing Kapton foil (polyimide foil by DuPont) on a teflon O-ring
by screwing in PEEK screws. For oxygenation, the cuvette was placed in liquid ni-
trogen to freeze and was subsequently removed. The solution was allowed to warm
up to the freezing point, so that a cannula with oxygen could be inserted for 5 min
of oxygenation. The cuvette was immediately placed in the liquid nitrogen bath to
prevent excess heating. This procedure was repeated three times in total, before the
cuvette was placed in liquid nitrogen again and put in the cryostat at -173 ◦C. For the
-35 ◦C measurements, the cryostat was heated to -35 ◦C and kept at that temperature
for one hour before being set to -173 ◦C again. All XAS data were analyzed with the
software Athena and Artemis [103]. The XANES data are shown in [4.3]-Fig. 3 (a) and
(b), the EXAFS data are shown in (c) and (d). Since the precursor contains only-CuI,
the tetranuclear peroxo complex contains CuI/CuII and the dinuclear mono-µ-oxo
complex contains only-CuII, the expectation and observation in the edge shows a
blueshift with increasing oxidation number. Additionally, as shown in [4.3]-Fig. 3 (b)
a pre-edge feature appears and becomes stronger at 8977.5 eV for the tetranuclear
peroxo and subsequently the dinuclear mono-µ-oxo complex. [4.3]-Fig. 3 (c) and (d)
show the EXAFS data as χ(k) and as the magnitude of χ(R), respectively. Most
notably, the analysis did show a Cu-Cu atomic distance of 3.55 Å for the tetranu-
clear complex and 3.19 Å for the dinuclear complex, showing a distinct difference in
molecular structure due to oxygen bond cleavage.
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Abstract: One of the challenges of catalysis is the trans-

formation of inert C@H bonds to useful products. Copper-

containing monooxygenases play an important role in this

regard. Here we show that low-temperature oxygenation of

dinuclear copper(I) complexes leads to unusual tetranuclear,

mixed-valent m4-peroxo [CuI/CuII]2 complexes. These Cu4O2

intermediates promote irreversible and thermally activated O@

O bond homolysis, generating Cu2O complexes that catalyze

strongly exergonic H-atom abstraction from hydrocarbons,

coupled to O-transfer. The Cu2O species can also be produced

with N2O, demonstrating their capability for small-molecule

activation. The binding and cleavage of O2 leading to the

primary Cu4O2 intermediate and the Cu2O complexes, respec-

tively, is elucidated with a range of solution spectroscopic

methods and mass spectrometry. The unique reactivities of

these species establish an unprecedented, 100% atom-econom-

ic scenario for the catalytic, copper-mediated monooxygena-

tion of organic substrates, employing both O-atoms of O2.

Introduction

The transformation of inert C@H bonds to useful products

is one of the great challenges of chemistry.[1] Successful

strategies to address this problem will preferentially involve

catalysts based on earth-abundant metals, operating under

mild conditions and in an atom- as well as energy efficient

fashion.[2] One of the most interesting candidates in this

regard is copper, also due to its role in copper-dependent

monooxygenases.[3a,b,4] For example, methane monooxygen-

ases (MMOs) enable methanotrophic bacteria to catalyze the

conversion of methane to methanol under ambient condi-

tions. Mimicking this reactivity with synthetic model systems

thus is of high scientific and technological interest.[2–7]

Whereas natureQs predominant form of MMO, particulate

methane monooxygenase (pMMO), contains copper, a dinu-

clear iron active site performs this reaction in soluble

methane monooxygenase (sMMO). The identity of the active

site in pMMO is, however, subject to controversy. The

methane-to-methanol conversion mediated by this enzyme

has been proposed to occur (i) on a mononuclear copper
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Catalytic Oxygenation of Hydrocarbons by Mono-µ-oxo Di-

copper(II) Species Resulting from O-O Cleavage of Tetranu-

clear CuI/CuII Peroxo Complexes
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site,[4b,c,8, 9] (ii) through a dinuclear copper–oxygen species[10–12]

or (iii) within a tricopper cluster.[1, 6, 13,14]

In both forms of MMO, just like in other copper- and iron-

containing monooxygenases,[1, 3a,b] the oxygen atom of O2 that

is not transferred to the organic substrate is converted to

water. This is the reason for the fact that these enzymes

require two reducing equivalents per transferred O-atom,

usually from NAD(P)H.[3c,15,16] Whereas the formation of

water adds thermodynamic driving force to the oxygenation

reaction,[3c,15, 16] the synthesis of these reductants consumes

energy,[3c,16] and doubtlessly a significant advantage would be

achieved if both O-atoms of O2 could be used for oxygen

transfer. Although such amechanism does not seem to exist in

nature, we herein provide evidence for exactly this scenario in

synthetic model chemistry. Specifically, we show that low-

temperature oxygenation of dinuclear CuI complexes sup-

ported by the ligands bdpdz[17] and bdptz[18] leads to tetranu-

clear, mixed-valent m4-peroxo [CuI/CuII]2 complexes. Upon

warming to 238 K, these undergo homolytic O@O bond

cleavage, generating two mono-m-oxo dicopper(II) complexes

which in turn catalyze O transfer to organic substrates.

Notably, a related dicopper mono-m-oxo species has been

found to perform the challenging methane-to-methanol

conversion in oxygen-activated, copper-containing Cu-ZSM-

5, serving as an inorganic model system of pMMO.[11]

Therefore, the Cu2O motif has also been discussed as

a possible intermediate in the enzyme and currently is

considered as one of the important copper–oxygen species

besides the common Cu2Ox cores.[19–24] These developments

have spurred an intense search for new dicopper complexes

exhibiting a m-oxo unit. In the meantime, a limited number of

such systems has been synthesized and characterized. An

excellent review describing these reports has been published

by Limberg et al.[19]

Results and Discussion

The multidentate N-donor ligands bdpdz[17] and bdptz[18]

exhibiting a central pyridazine and a phthalazine moiety,

respectively, were synthesized by slight modifications of the

published procedures; the latter ligand was characterized by

X-ray structure determination (Supporting Information Sec-

tions S2 and S3.1). Addition of two equivalents of

[Cu(CH3CN)4]PF6 or [Cu(CH3CN)4]OTf to these ligands in

acetonitrile provided the complexes [CuI
2(bdpdz)-

(CH3CN)2]X2 (1a-X) and [CuI
2(bdptz)(CH3CN)2]X2 (1b-X;

X=PF6 or OTf) in almost quantitative yields.[25] Attempts to

obtain single crystals of 1b-OTf yielded red crystals which

were investigated by single-crystal X-ray diffraction analysis.

The molecular structure obtained, however, revealed a trinu-

clear mixed-valent CuICuIICuI-complex, demonstrating the

ability of these ligands to accommodate both copper(I) and

copper(II) centers (see below and Section S3.2).[25]

Low-temperature oxygenation of 1a-OTf, 1a-PF6, 1b-

OTf and 1b-PF6 was performed in acetone by employing O2

as well as two oxygen-atom transfer (OAT) reagents and

monitored by UV/Vis and resonance Raman spectroscopy.

The obtained results were corroborated by ESI mass spec-

trometry and X-ray absorption spectroscopy, complemented

by DFT calculations. Combined evidence from these data

leads to characterization of a mono-m-oxo dicopper(II)

species (Scheme 1) along with the identification of an unusual

tetranuclear mixed-valent m4-peroxo [CuI/CuII]2 intermediate

in both types of complexes (see below).

Upon reaction of 1a and 1b with dioxygen at 183 K the

color of the solution changes from yellow to pale green, going

along with a change of the initial spectrum of the precursor

(Figure 1a, black) to a product spectrum containing two

absorption features—a broad shoulder at 390 nm (e=

2770 m@1cm@1) and a band at 621 nm (e= 222 m@1cm@1)

(Figure 1a, blue; Table 1). The formation of a pale green

solution was already described for 1b-OTf by Lippard and co-

workers in different solvents at 195 K.[25] Gradual warming of

the solution to 248 K causes a deepening of the color to

intense green. In the corresponding spectrum (Figure 1a, red)

the near-UV band splits into two shoulders at 370 nm (e=

2642 m@1cm@1) and 421 nm (e= 1350 m@1cm@1) whereas the

621 nm band shifts to 630 nm (e= 213 m@1cm@1). The intense

green color, which for the first time has been associated with

a m-oxo dicopper(II) moiety by Karlin et al. in 1984, is a strong

indication for the formation of a Cu2O core.[19, 26] In order to

test this hypothesis we employed the common OAT reagent

iodosobenzene[12,19, 27] to generate the Cu2O species

(Scheme 1). In fact, upon reaction of 1a/1b with PhIO in

acetone at 238 K the color changes from yellow to intense

green and a spectrum emerges (Figure 1a inset, violet) that is

very similar to that obtained with O2. We also investigated

whether the same species can be obtained using nitrous oxide

as OATreagent.[28–30] To this end, 1b-PF6 was reacted at 193 K

with N2O and the temperature was slowly increased to 233 K

(Figure S18). A color change from yellow to intense green

occurred which was accompanied by N2 evolution (Supple-

mentary Video 1). The final spectrum (Figure 1a, inset,

green) was again found to be almost identical to that obtained

for the reaction with PhIO and O2, respectively, exhibiting

two shoulders at 369 nm (e= 2593 m@1cm@1) and 416 nm (e=

1378 m@1cm@1) and a distinct absorption band at 631 nm (e=

220 m@1cm@1). Notably, absorption features around 600 nm

have been observed for other Cu2O complexes as well

(Table S6), supporting our assignment.[12, 19,27, 31,32]

Scheme 1. Access to the Cu2O complexes: The counterions X are

hexafluorophosphate (PF6
@) or triflate (OTf@) and are omitted for

clarity.
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In order to provide further spectroscopic evidence for the

formation of Cu2O cores, resonance Raman (rR) spectrosco-

py was employed. Upon reaction of 1a-PF6 with dioxygen at

238 K, an isotope-sensitive peak emerges at 629 cm@1 (D=

Figure 1. Generating the mono-m-oxo species. a) Reaction with dioxygen: Absorption spectra of an acetone solution of 1b-OTf before (black) and

upon reaction with O2 (blue, red). The UV/Vis spectra of the green solution obtained after reaction of 1b-PF6 dissolved in acetone with nitrous

oxide (green) at 233 K or with an excess of PhIO (violet) at 238 K are shown in the inset. b) Resonance Raman spectra of 1a-PF6 before (black)

and upon reaction with 16O2 (red) and
18O2 (blue) at 238 K. c) Resonance-enhanced vibrational spectra of 1b-PF6 before (black) and after the

reaction with 16O2 (red),
18O2 (blue) and upon reaction with nitrous oxide (green) at 238 K. d) Characteristic cutout of the UHR-ESI mass

spectrum obtained upon reaction of 1a-PF6 with
16O2 at 238 K, confirming the formation of the mono-m-oxo complex. The corresponding species

is also detected in the experiment with 18O2 (see Figure S35). General remarks: UV/Vis: l=1 cm. Raman: The asterisks mark solvent signals of

acetone. The laser excitation wavelength was 393 nm.

Table 1: Spectroscopic data elucidating the binding and cleavage of O2. Overview of the experimentally and theoretically obtained data for the bdpdz

(1a) and bdptz (1b) systems after oxygenation, leading to the corresponding Cu2O (2a/b) or Cu4O2 (3a/b) complexes.

Cu2O Cu4O2
[b]

Absorption feature TDDFT[a] 2a-PF6 2a-OTf 2b-PF6 2b-OTf 3a-PF6 3a-OTf 3b-PF6 3b-OTf

l [nm]

(e [m@1 cm@1])

390/380 370 (2739) 371 (2391) 368 (2488) 370 (2642) 397 (1956) 398 (2754) 393 (2150) 390 (2770)

431/434 421 (1282) 422 (1119) 417 (1343) 421 (1350) N.A. N.A. N.A. N.A.

554+701/572 630 (264) 630 (219) 633 (207) 630 (213) 619 (200) 613 (160) 619 (168) 621 (222)

Vibrational mode

(D18O2) [cm
@1]

DFT[c] 2a-PF6 2a-OTf 2b-PF6 2b-OTf DFT[d] 3a-PF6 3b-PF6 3b-OTf

nCu@O
[e] 563 (35)/

587 (29)

629 (23) 619 (11) 623 (20) 619 (8) 523 (28)/

534 (27)

607 (14) 607 (16) 604 (8)

nO@O N.A. N.A. N.A. N.A. N.A. 854 (50)/

849 (49)

854 (62) 854 (52) 855 (57)

General remarks: Solvent: acetone; oxygenations were carried out at least duplicate; values presented here are averaged; c=0.6–1.0 mm. [a] Values

are given as follows: 2a (bdpdz)/2b (bdptz). Based on the assumption that acetone is the coordinating solvent; values with acetonitrile instead of

acetone can be found in Table S9. DFT: B3LYP/def2-TZVP(-f). [b] The given molar absorption coefficients at these maxima are based on the

assumption that the species is tetranuclear. [c] Based on the assumption that acetone is the coordinating solvent; values without acetone or with

acetonitrile can be found in Table S9. DFT: PBE-D3(BJ)/def2-SVP. Detailed assignments as well as schematic representations of the vibrational modes

can be found in Section S6.1. [d] Calculations were performed without any coligands like acetone or acetonitrile. 1a : dO–O=1.412 b and 1b : dO–

O=1.414 b. DFT: PBE-D3(BJ)/def2-SVP. Detailed assignments as well as schematic representations of the vibrational modes can be found in

Section S6.1. [e] nCu@O=nasCu@O ; n
s
Cu@O not observed.
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23 cm@1; Figure 1b). DFT calculations performed for the

Cu2O complex of 1a predict a symmetric and an antisym-

metric Cu@O vibration at 437 cm@1 (D= 19 cm@1) and

563 cm@1 (D= 35 cm@1), respectively (Table 1 and Sec-

tion S6.1 for a full vibrational analysis). Based on its

frequency, the observed mode is assigned to the antisymmet-

ric vibration whereas the symmetric vibration is not observed.

This can be explained by assuming that the oxo!CuII CT

transition is localized.[33] The excited state thus exhibits

a distortion along nasCu@O, and only this mode gets resonantly

enhanced.[33]

Similar observations were made for 1b-PF6 upon reaction

with dioxygen at 238 K. In this case, nasCu@O appears at

623 cm@1 (D= 20 cm@1; Figure 1c).[33] The observed vibra-

tional frequencies and isotope shifts are in good agreement

with the literature (Table 1 and Table S8).[11, 12, 19, 20,27,34–36]

To further confirm the identity of the Cu2O complex and

support the respective UV/Vis data (see above), rR inves-

tigations were also performed with nitrous oxide (Figure 1c).

Addition of N2O into a solution of 1b-PF6 at 193 K leads to

the emergence of two new peaks in the rR spectrum both of

which can be attributed to free N2O (Figure S19).[37] Upon

increasing the temperature the N2O features decrease in

intensity and N2 is liberated (see above). At 238 K a new peak

emerges at 623 cm@1 (Figure 1c, inset), in analogy to the

reaction with dioxygen (Figure 1c, red). To the best of our

knowledge, no other low-molecular weight dicopper(I) com-

plex has so far been found to form a mono-m-oxo core with

N2O at such low temperatures, underscoring the extraordi-

nary capability of our systems for small-molecule activa-

tion.[19, 22,28,29, 30,38,39]

The spectroscopic data are corroborated by UHR-ESI

MS. Reaction of 1a-PF6 with dioxygen (or PhIO; Sec-

tion S4.1) at 238 K provides the mass spectrum shown in

Figure 1d, which is in excellent agreement with the calculated

spectrum and isotopic distribution pattern of the doubly

positively charged Cu2O species [2a-PF6]
2+ (m/z : calc.

279.0140, obs. 279.0123). Upon reaction with 18O2 the peak

shifts by one mass unit to m/z 280.0137, as expected (Fig-

ure S35).

The fact that 1a and 1b are able to form Cu2O species not

only by using OAT reagents but also by reaction with O2

suggests that they are able to bind dioxygen and subsequently

cleave the O@O bond of the resulting peroxo complex (cf.

Scheme 2). Correspondingly, we assume that the UV/Vis

spectrum observed upon oxygenation of 1b at 183 K (Fig-

ure 1a, blue) does not originate from a Cu2O complex, but

rather from the initially formed dioxygen adduct.

In order to obtain more information about this inter-

mediate and its O@O cleavage leading to the Cu2O species,

variable-temperature rR experiments were performed. Re-

action of 1b-PF6 with dioxygen at 193 K leads to a rR

spectrum which exhibits two isotope-sensitive peaks at 854

and 607 cm@1 (D= 52 and 16 cm@1, respectively; Figure 2a,

red and blue). Importantly, the observed Raman spectrum is

not compatible with a 1:1 adduct of 1b and dioxygen (cf.

Section S6.7 and Scheme S5), but can only be interpreted on

the basis of a tetranuclear mixed-valent m4-peroxo [CuI/CuII]2
complex with a Cu4O2 core (Scheme 2, center). A DFT-based

vibrational analysis of this species is presented in Section S6.1.

Correspondingly, the peak at 854 cm@1 is attributed to the O@

O stretch and the peak at 607 cm@1 to a Cu@Omode (Table 1).

Similar results are obtained upon reaction of 1a-PF6 with

dioxygen at 193 K with nO@O being observed at 854 cm@1 (D=

62 cm@1) and nCu@O at 607 cm@1 (D= 14 cm@1; Figure S29).

Note that O@O stretches around 850 cm@1 have also been

observed in other Cu4O2 clusters (cf. Table S8).
[34–36,40]

Upon increasing the temperature from 193 K (Figure 2b,

blue) to 223 K (Figure 2b, green) the peroxo-core associated

features (including the O@O stretch) clearly vanish, and

further warming to 238 K leads to a spectrum (Figure 2b, red)

that is identical to the red trace of Figure 1c; i.e., corresponds

to the mono-m-oxo species (Figure S30). This confirms that

the tetranuclear peroxo complex promotes thermally activat-

ed, homolytic O@O bond cleavage, leading to two Cu2O

species. Supposedly, this process does not occur in a single

step as shown in Figure 2a, but involves a more complex

reaction sequence.[36] In any case, if the solution containing

the Cu2O species of 1b-OTf is cooled again from 238 K down

to 203 K (Figure 2c), the features of theCu4O2 core do not re-

appear, but the mono-m-oxo feature at 619 cm@1 is retained.

These observations are supported by UV/Vis spectroscopy

(Figures S20 and S21). The transformation process shown in

Scheme 2 thus is irreversible.

To support the low-temperature spectroscopic data, cryo-

UHR-ESI MS was employed again. Upon reaction of an

acetone solution of 1a-OTf with O2 at 183 K the mass

spectrum presented in Figure 2d is obtained, which shows

a peak with an isotopic pattern and m/z value corresponding

to the Cu4O2 trication [3a-OTf]3+ (Scheme 2). Note that this

species contains two CuI, two CuII and one peroxide, as

anticipated. Along with two bdpdz ligands and one triflate

this leads to the observed m/z value of 421.6674 (m/z calc.

421.6695) and total charge of 3+ . Upon reaction with 18O2 the

characteristic peak shifts by 4/3 mass units to m/z 423.0011

(m/z calc. 423.0057; Figure S36). Importantly, no mono-m-oxo

species can be detected at 183 K for 1a-OTf, in agreement

with the thermally activated character of the Cu4O2!Cu2O

conversion (see above).

Detailed information on the oxidation state and the

nearest-neighbor environment of the copper centers in the

Cu2O and Cu4O2 complexes is provided by extended X-ray

absorption fine structure (EXAFS) and X-ray absorption

near-edge structure (XANES). Upon oxygenation of the CuI

Scheme 2. Formation of the Cu2O core via homolytic O@O bond

cleavage of the tetranuclear, mixed-valent m4-peroxo species (Cu4O2).

The pyridine rings have been omitted for clarity and simplified by the

N-donor atoms.
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precursor (1b-PF6) to the Cu4O2 complex (3b-PF6) and

further conversion to the Cu2O species (2b-PF6), the edge

position (measured at 50% of the edge jump) in the Cu K-

edge XANES spectra shifts to higher energy by 0.7 and by

additional 0.2 eV, respectively, reflecting a stepwise transition

from CuI to CuII. Moreover, the spectrum of 1b-PF6 (Fig-

ure 3a,b, black) shows a distinct feature at 8982.2 eV, the

intensity of which is reduced by about 40% upon oxygenation

at 193 K, leading to 3b-PF6 (Figure 3a,b, blue). At 238 K,

a further intensity decrease by about 10% is observed which

reflects the conversion of 3b-PF6 to 2b-PF6 (Figure 3a,b, red).

This feature is assigned to the electric-dipole allowed

transition from Cu1s to the lowest-energy Cu4p orbitals.[41]

Through antibonding interactions deriving from the bridging

peroxo and oxo ligands, respectively, these orbitals are

partially shifted to higher energy, explaining the intensity

decrease of the peak at 8982.2 eV and intensity increase of

peaks at higher energy (Figure 3a). Concomitantly, a pre-

edge feature appears at 8977.5 eV for the Cu4O2 intermediate

that gets more intense upon conversion to the Cu2O species,

reflecting the emergence and further increase of CuII

character (Figure 3b).[42, 43] Similar observations are made

for 1a-PF6 before and after reaction with dioxygen at 183 K

and 238 K (Section S8.1).

Further structural insights are provided by EXAFS

analysis. For the Cu4O2 and Cu2O complexes of 1b-PF6 the

phase-corrected Cu K-edge Fourier transform of EXAFS can

be found in Figure 3c and 3d, respectively; the insets show

the k3-weighted Cu K-edge EXAFS. Similar results are

obtained for 1a-PF6 (Section S8.1). Good agreement between

the data and the fits is obtained by use of theoretical models

with two acetone coligands for the Cu2O and no solvent

ligands for the Cu4O2 species. The most important bond

lengths and interatomic distances around the Cu centers

derived from Cu K-edge EXAFS are shown in Figure 4.

Apart from O@O cleavage, the most significant structural

change relates to the Cu–Cu distance which decreases by

0.36c upon going from the Cu4O2 to the Cu2O complex.

The ability of the mono-m-oxo complexes 2a and 2b to

catalyze the monooxygenation of hydrocarbons was evaluat-

ed with a range of aliphatic substrates exhibiting bond

dissociation energies (BDEs) from 75 to 82 kcalmol@1; i.e.,

9H-xanthene (XEN),[44,45] 9,10-dihydro-anthracene

(DHA),[45–47] fluorene,[44,45,48] triphenylmethane[45, 49] and di-

phenylmethane (DPM)[44] (Table 2 and Section S10). A three-

step protocol was applied in these experiments, and quantifi-

cation was done by use of GC–MS (cf. Sections S2.8 and S10).

Addition of 20 equiv of xanthene (BDE= 75 kcalmol@1) to

the Cu2O derivatives of 1a and 1b resulted in the conversion

Figure 2. Mechanistic investigations: Breaking the O@O bond. a) Resonance Raman spectra of 1b-PF6 before (black) and after the reaction with
16O2 (red) and

18O2 (blue) at 193 K. b) Resonance Raman spectra of 1b-PF6 before (black) and upon reaction with dioxygen at three different

temperatures (blue: 193 K; green: 223 K; red: 238 K). c) O@O bond homolysis of the Cu4O2 intermediate is irreversible; i.e., once the Cu2O

complex of 1b-OTf is formed (red), the spectrum of the mono-m-oxo species is retained after re-cooling (orange). The spectra at 193 K and 203 K

are rescaled by factor 2. d) Characteristic cutout of the UHR-ESI mass spectrum obtained upon reaction of 1a-OTf with 16O2 at 183 K, confirming

the mixed-valent m4-peroxo complex. The corresponding species is also detected in the experiment with 18O2 (see Figure S36). General remarks:

Raman: The asterisks mark solvent signals of acetone. The laser excitation wavelength was 393 nm.
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to 9H-xanthen-9-one (XON). Yields between 7 and 13%,

corresponding to a TON of 1–3, were obtained (Table 2).

Subsequently, the activities of 2a and 2b towards the

conversion of DHA (BDE= 78 kcalmol@1) to 9,10-anthra-

quinone (AQ) were tested. Employing 10 equiv of DHA led

to TONs between 2 and 5 (11–24%), the highest TON being

achieved with 2b-OTf (Table 2 and Scheme 3).

To confirm that the AQ oxygen atoms derive from

dioxygen, these experiments were repeated with 18O2 instead

of 16O2, leading to a shift of the AQ peak in the HR-EI MS by

4 mass units (Section S10.3). As a side reaction the formation

of anthracene (A; 6–14% corresponding to a TON of 1–3) via

double H-atom transfer (HAT) was observed (Scheme 3,

left). This dehydrogenation as well as two-electron oxidation

of the initially formed disecondary alcohols generate water

(Scheme 3), which possibly deactivates the catalyst.[12, 19]

Figure 3. Gaining electronic and structural insights into the reaction of the CuI precursors with O2. a) Cu K-edge XANES spectra of the precursor

1b-PF6 before (black line, CuI) and after the reaction with dioxygen at 183 K (blue line, Cu4O2) and 238 K (red line, Cu2O) with enlarged pre-edge

region. b) Derivatives of the spectra given in (a), showing the XANES region in more detail (see text). c) Phase-corrected Cu K-edge Fourier

transform of EXAFS of 3b-PF6 at 183 K (red). Inset: k3-weighted Cu K-edge EXAFS of 3b-PF6 (red). The best fit for both spectra is shown in blue.

d) Phase-corrected Cu K-edge Fourier transform of EXAFS of 2b-PF6 at 238 K (red). Inset: k3-weighted Cu K-edge EXAFS of 2b-PF6 (red). The best

fit (blue) is obtained by using the theoretical model with two acetone ligands coordinating with their carbonyl O-atoms (O)s.

Figure 4. Key geometric parameters (selected bond lengths and

Cu···Cu distances) of the oxygenated complexes (2b and 3b) of 1b-PF6

based on EXAFS data. The pyridine rings have been omitted for clarity

and simplified by the N-donor atoms.

Table 2: Catalytic activity for the oxygenation of hydrocarbons. Overview

of the obtained data for the catalytic activity of the model systems 2a and

2b towards various substrates.

BDE

[kcalmol@1]

Substrate!Product TON[a]

2a-PF6/2a-OTf

TON[a]

2b-PF6/2b-OTf

75 XEN!XON 1/3 1/2

78 DHA!A 3/2 2/1

78 DHA!AQ[b] 3/2 4/5

82 DPM!Ph2CO 2/2 2/2

General remarks: Conditions: 1 equiv of 2a or 2b and 20, 10 or 50 equiv

of XEN, DHA or DPM, respectively, were applied (cf. Section S2.8). Blind

reactions were also performed using [Cu(CH3CN)4]PF6 or [Cu-

(CH3CN)4]OTf and O2 instead of 2a or 2b. All control experiments lead to

poorer results compared to the activity with 2a or 2b (see Table S17). For

abbreviations see text. [a] TON=Turnover Number; is defined as the

equiv of product made per equiv of catalyst (=Cu2O complex).

[b] 10 equiv of DHA were used; representing 20-fold excess of substrate.

The given TON refers to the initially formed disecondary alcohol and

does not include the subsequent oxidation.
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To clearly demonstrate that the Cu2O species is the actual

source of the oxygen atom incorporated into the substrate, we

performed reactivity studies towards DHA under anaerobic

conditions. Before adding DHA, the solution was purged with

N2 to remove dioxygen, and the further reaction was

performed anaerobically. Importantly, GC–MS analysis

showed a conversion to AQ similar to that obtained in an

analogous experiment where O2 was present during reaction

with the substrate (Table S20). Moreover, the formation of

AQ could also be detected if N2Owas employed instead of O2

to generate the Cu2O intermediate (Section S10.4).

Oxygenation of 50 equiv of diphenylmethane (BDE=

82 kcalmol@1) led to benzophenone (Ph2CO) with a TON of

2 for all catalysts (Table 2). In order to theoretically explore

whether our Cu2O complexes may also be able to break the

C@H bond of substrates with higher BDEs than diphenyl-

methane the O@H bond dissociation free energy (BDFE) of

the m-hydroxo CuI/CuII complex resulting from HAT to the

Cu2O complex was determined by DFT (Section S9.4).

Notably, this calculation gave a value of 111 kcalmol@1, even

exceeding the CH-BDFE of methane (96 kcalmol@1).[50]

The origin of this strong HATactivity lies in the geometric

and electronic structure of this species. In particular, the

doubly filled, in-plane px and py orbitals of the bridging oxo

group each overlap with a singly occupied Cu-dx2@y2 orbital,

representing the SOMO of each copper-containing subunit

(Scheme 3, inset). Upon approach of a C@H group from the

substrate to the oxo group, one electron shifts from O-px to

the right copper (or O-py to the left copper; cf. Scheme 4).

This leaves a single electron in the respective p orbital which

abstracts an H-atom from the substrate, forming an O@H

bond and an alkyl radical.[19,51]

In the second step one electron shifts from the other

doubly occupied, in-plane oxygen p orbital to the remaining

CuII center and a C@O bond is formed with the alkyl radical

generated in the initial HAT process. As a result, one O-atom

is inserted into the C@H bond of the substrate, and the

oxygenated product (i.e., the alcohol) is weakly bound to two

closed-shell CuI centers, allowing its facile release. A new

catalytic cycle starts with the bonding of O2 to the dicopper(I)

complex, regenerating the active Cu2O species (Scheme 4).

Conclusion

Copper-dependent monooxygenases like pMMO trans-

form inert C@H bonds under ambient conditions, using

dioxygen and NAD(P)H. Thereby one oxygen atom of O2 is

incorporated into the substrate and the other oxygen atom is

converted to water. In this study we describe small-molecule

dicopper(I) complexes which also oxygenate hydrocarbons to

the corresponding alcohols and ketones in the presence of

dioxygen. In contrast to the enzyme, however, both oxygen

atoms of O2 are transferred to the organic substrates and no

reductant is needed. Using a range of solution spectroscopies,

we monitor the initial binding of O2 in a tetranuclear copper

intermediate as well as its homolytic cleavage, leading to two

mono-m-oxo dicopper(II) complexes which in turn catalyti-

cally oxygenate a variety of hydrocarbons. Although the

BD(F)Es of these are well below that of methane, the

calculated BDFE of our Cu2O species exceeds the C@H

BDFE of the latter substrate. This derives from their unique

electronic and geometric structure, allowing facile electron

transfer from doubly occupied O-2p orbitals into singly

occupied Cu-dx2@y2 orbitals upon approach of the substrate. In

combination, the formation of highly reactive Cu2O species

from dioxygen and their catalytic oxygen-transfer activity to

hydrocarbons establish an unprecedented, 100% atom-eco-

Scheme 3. Reactivity studies and proposed mechanism for the oxygen-

ation of DHA. Reaction of DHA in the presence of the Cu2O catalyst

leads to anthraquinone (AQ) via a disecondary alcohol (9,10-dihydroxy-

9,10-dihydroanthracene) which is formed as primary oxygenation

product. The subsequent oxidation may also be catalyzed by the Cu2O

species (right). As a byproduct, anthracene is formed by twofold H-

atom abstraction proceeding without O-transfer (left). In all reactions

the formed CuI
@CuI species are re-oxidized to the Cu2O complex with

O2, following the pathway of Scheme 2. In contrast to the actual

monooxygenation reaction (top), both the twofold two-electron oxida-

tion of the disecondary alcohol and the double HAT generate water

which may deactivate the catalyst. Inset: Simplified structure of the

Cu2O complex showing the orbitals involved in the substrate oxygen-

ation, i.e., the dx2@y2 orbitals of the copper centers and the px, py and pz

orbitals of the oxo ligand. L=coordinating solvent molecule (C3H6O).

Scheme 4. Proposed reaction mechanism for the hydrocarbon-to-alco-

hol conversion. Starting from the Cu2O complex and the hydrocarbon

(RH), a transition state (TS I) is proposed leading to the Cu2OH

complex. In the next step, the R radical binds to the mixed-valent

Cu2OH species, leading to TS II and finally the alcohol (ROH) is

released. The reaction can proceed again, when the dicopper(I)

complex Cu2 is reacted with dioxygen.
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nomic scenario for the monooxygenation of organic sub-

strates from gaseous O2.

Acknowledgements

The authors thank CAU Kiel for support of this research.

Moreover, parts of this research were carried out at beamline

P64 and P65 at the PETRA III storage ring at DESY,

a member of the Helmholtz Association. We thank Wolfgang

Caliebe and Edmund Welter for their support at beamline

P64 and P65, respectively. B.G.-L. gratefully acknowledges

the Bundesministerium fgr Bildung und Forschung (BMBF)

project 05K19GU5 for funding. S.B. gratefully acknowledges

the Deutsche Forschungsgemeinschaft (DFG) for financial

support under project RU 773/8-1. Open access funding

enabled and organized by Projekt DEAL.

Conflict of interest

The authors declare no conflict of interest.

Keywords: catalysis · copper · metalloenzymes · oxygenation ·

Raman spectroscopy

[1] V. C.-C. Wang, S. Maji, P. P.-Y. Chen, H. K. Lee, S. S.-F. Yu, S. I.

Chan, Chem. Rev. 2017, 117, 8574 – 8621.

[2] a) M. Y. He, Y. H. Sun, B. X. Han, Angew. Chem. Int. Ed. 2013,

52, 9620 – 9633; Angew. Chem. 2013, 125, 9798 – 9812; b) Z.

Zakaria, S. K. Kamarudin, Renewable Sustainable Energy Rev.

2016, 65, 250 – 261.

[3] a) M. Rolff, J. Schottenheim, H. Decker, F. Tuczek, Chem. Soc.

Rev. 2011, 40, 4077 – 4098; b) J. N. Hamann, B. Herzigkeit, R.

Jurgeleit, F. Tuczek, Coord. Chem. Rev. 2017, 334, 54 – 66; c) T.

Baba, A. Miyaji inApplication of Biocatalysts for the Production

of Methanol from Methane. In: Catalysis and the Mechanism of

Methane Conversion to Chemicals, Springer, Singapore, 2020,

pp. 73 – 101..

[4] a) M. O. Ross, A. C. Rosenzweig, J. Biol. Inorg. Chem. 2017, 22,

307 – 319; b) M. O. Ross, F. MacMillan, J. Wang, A. Nisthal, T. J.

Lawton, B. D. Olafson, S. L. Mayo, A. C. Rosenzweig, B. M.

Hoffman, Science 2019, 364, 566 – 570; c) C. W. Koo, A. C.

Rosenzweig, Chem. Soc. Rev. 2021, 50, 3424 – 3436; d) R. B.

Jackson, E. I. Solomon, J. G. Canadell, M. Cargnello, C. B. Field,

Nat. Sustainability 2019, 2, 436 – 438.

[5] a) R. Sharma, H. Poelman, G. B. Marin, V. V. Galvita, Catalysts

2020, 10, 194; b) J. Y. Lee, K. D. Karlin, Curr. Opin. Chem. Biol.

2015, 25, 184 – 193.

[6] Y.-H. Chen, C.-Q. Wu, P.-H. Sung, S. I. Chan, P. P.-Y. Chen,

ChemCatChem 2020, 12, 3088 – 3096.

[7] Y. Liang, J. Wei, X. Qiu, N. Jiao, Chem. Rev. 2018, 118, 4912 –

4945.

[8] L. Cao, O. Caldararu, A. C. Rosenzweig, U. Ryde,Angew. Chem.

Int. Ed. 2018, 57, 162 – 166; Angew. Chem. 2018, 130, 168 – 172.

[9] S. Y. Ro, L. F. Schachner, C. W. Koo, R. Purohit, J. P. Remis,

G. E. Kenney, B. W. Liauw, P. M. Thomas, S. M. Patrie, N. L.

Kelleher, A. C. Rosenzweig, Nat. Commun. 2019, 10, 2675.

[10] M. Miyanishi, T. Abe, Y. Hori, Y. Shiota, K. Yoshizawa, Inorg.

Chem. 2019, 58, 12280 – 12288.

[11] J. S. Woertink, P. J. Smeets, M. H. Groothaert, M. A. Vance, B. F.

Sels, R. A. Schoonheydt, E. I. Solomon, Proc. Natl. Acad. Sci.

USA 2009, 106, 18908 – 18913.

[12] P. Haack, A. K-rgel, C. Greco, J. Dokic, B. Braun, F. F. Pfaff, S.

Mebs, K. Ray, C. Limberg, J. Am. Chem. Soc. 2013, 135, 16148 –

16160.

[13] S. I. Chan, Y. J. Lu, P. Nagababu, S. Maji, M. C. Hung, M. M.

Lee, I. J. Hsu, P. D. Minh, J. C. H. Lai, K. Y. Ng, S. Ramalingam,

S. S. F. Yu, M. K. Chan, Angew. Chem. Int. Ed. 2013, 52, 3731 –

3735; Angew. Chem. 2013, 125, 3819 – 3823.

[14] P. P.-Y. Chen, R. B.-G. Yang, J. C.-M. Lee, S. I. Chan, Proc. Natl.

Acad. Sci. USA 2007, 104, 14570 – 14575.

[15] V. Ullrich, Angew. Chem. Int. Ed. Engl. 1972, 11, 701 – 712;

Angew. Chem. 1972, 84, 689 – 701.

[16] D. Holtmann, F. Hollmann, ChemBioChem 2016, 17, 1391 –

1398.

[17] J. Manzur, A. M. Garc&a, R. Letelier, E. Spodine, O. PeÇa, D.

Grandjean, M. M. Olmstead, B. C. Noll, J. Chem. Soc. Dalton

Trans. 1993, 905 – 911.

[18] A. M. Barrios, S. J. Lippard, J. Am. Chem. Soc. 1999, 121, 11751 –

11757.

[19] P. Haack, C. Limberg, Angew. Chem. Int. Ed. 2014, 53, 4282 –

4293; Angew. Chem. 2014, 126, 4368 – 4380.

[20] M. R8glier, C. Jorand, B. Waegell, J. Chem. Soc. Chem.

Commun. 1990, 1752 – 1755.

[21] B. E. R. Snyder, M. L. Bols, R. A. Schoonheydt, B. F. Sels, E. I.

Solomon, Chem. Rev. 2018, 118, 2718 – 2768.

[22] S. Yelin, C. Limberg, Catal. Lett. 2020, 150, 1 – 11.

[23] G. Ali, P. E. VanNatta, D. A. Ramirez, K. M. Light, M. T.

Kieber-Emmons, J. Am. Chem. Soc. 2017, 139, 18448 – 18451.

[24] a) L. M. Mirica, X. Ottenwaelder, T. D. P. Stack, Chem. Rev.

2004, 104, 1013 – 1046; b) E. I. Solomon, J. W. Ginsbach, D. E.

Heppner, M. T. Kieber-Emmons, C. H. Kjaergaard, P. J. Smeets,

L. Tian, J. S. Woertink, Faraday Discuss. 2011, 148, 11 – 39; c) W.

Keown, J. B. Gary, T. D. P. Stack, J. Biol. Inorg. Chem. 2017, 22,

289 – 305; d) C. E. Elwell, N. L. Gagnon, B. D. Neisen, D. Dhar,

A. D. Spaeth, G. M. Yee, W. B. Tolman, Chem. Rev. 2017, 117,

2059 – 2107.

[25] J. Kuzelka, S. Mukhopadhyay, B. Spingler, S. J. Lippard, Inorg.

Chem. 2004, 43, 1751 – 1761.

[26] K. D. Karlin, Y. Gultneh, J. C. Hayes, J. Zubieta, Inorg. Chem.

1984, 23, 519 – 521.

[27] P. Haack, C. Limberg, K. Ray, B. Braun, U. Kuhlmann, P.

Hildebrandt, C. Herwig, Inorg. Chem. 2011, 50, 2133 – 2142.

[28] W. B. Tolman, Angew. Chem. Int. Ed. 2010, 49, 1018 – 1024;

Angew. Chem. 2010, 122, 1034 – 1041.

[29] M.-L. Tsai, R. G. Hadt, P. Vanelderen, B. F. Sels, R. A. Schoon-

heydt, E. I. Solomon, J. Am. Chem. Soc. 2014, 136, 3522 – 3529.

[30] S. R. Pauletaa, M. S. P. Carepob, I. Moura, Coord. Chem. Rev.

2019, 387, 436 – 449.

[31] H. O. Obias, Y. Lin, N. N. Murthy, E. Pidcock, E. I. Solomon, M.

Ralle, N. J. Blackburn, Y.-M. Neuhold, A. D. Zuberbghler, K. D.

Karlin, J. Am. Chem. Soc. 1998, 120, 12960 – 12961.

[32] N. Kitajima, T. Koda, Y. Moro-oka, Chem. Lett. 1988, 17, 347 –

350.

[33] J. Ling, L. P. Nestor, R. S. Czernuszewicz, T. G. Spiro, R.

Fraczkiewicz, K. D. Sharma, T. M. Loehr, J. Sanders-Loehr, J.

Am. Chem. Soc. 1994, 116, 7682 – 7691.

[34] M. R. Churchill, G. Davies, M. A. El-Sayed, J. A. Fournier, J. P.

Hutchinson, J. A. Zubieta, Inorg. Chem. 1984, 23, 783 – 787.

[35] M. A. El-Sayed, A. El-Toukhy, G. Davies, Inorg. Chem. 1985, 24,

3387 – 3390.

[36] G. Davies, M. A. El-Sayed, M. Henary, Inorg. Chem. 1987, 26,

3266 – 3272.

[37] W. C. Trogler, Coord. Chem. Rev. 1999, 187, 303 – 327.

[38] D. Xiao, E. Bloch, J. A. Mason, W. L. Queen, M. R. Hudson, N.

Planas, J. Borycz, A. L. Dzubak, P. Verma, K. Lee, F. Bonino, V.

Crocell/, J. Yano, S. Bordiga, D. G. Truhlar, L. Gagliardi, C. M.

Brown, J. R. Long, Nat. Chem. 2014, 6, 590 – 595.

Angewandte
ChemieResearch Articles

14161Angew. Chem. Int. Ed. 2021, 60, 14154 – 14162 T 2021 The Authors. Angewandte Chemie International Edition published by Wiley-VCH GmbH www.angewandte.org



[39] P. Vanelderen, J. Vancauwenbergh, B. F. Sels, R. A. Schoon-

heydt, Coord. Chem. Rev. 2013, 257, 483 – 494.

[40] a) J. Reim, B. Krebs, Angew. Chem. Int. Ed. Engl. 1994, 33,

1969 – 1971; Angew. Chem. 1994, 106, 2040 – 2041; b) J. Reim, R.

Werner, W. Haase, B. Krebs, Chem. Eur. J. 1998, 4, 289 – 298;

c) F. Meyer, H. Pritzkow, Angew. Chem. Int. Ed. 2000, 39, 2112 –

2115; Angew. Chem. 2000, 112, 2199 – 2202.

[41] L.-S. Kau, D. J. Spira-Solomon, J. E. Penner-Hahn, K. O. Hodg-

son, E. I. Solomon, J. Am. Chem. Soc. 1987, 109, 6433 – 6442.

[42] J. L. DuBois, P. Mukherjee, T. D. P. Stack, B. Hedman, E. I.

Solomon, K. O. Hodgson, J. Am. Chem. Soc. 2000, 122, 5775 –

5787.

[43] N. C. Tomson, K. D. Williams, X. Dai, S. Sproules, S. DeBeer,

T. H. Warren, K. Wieghardt, Chem. Sci. 2015, 6, 2474 – 2487.

[44] X. Zhang, F. G. Bordwell, J. Org. Chem. 1992, 57, 4163 – 4168.

[45] M. A. Ehudin, D. A. Quist, K. D. Karlin, J. Am. Chem. Soc. 2019,

141, 12558 – 12569.

[46] E. I. Solomon, D. E. Heppner, E. M. Johnston, J. W. Ginsbach, J.

Cirera, M. Qayyum, M. T. Kieber-Emmons, C. H. Kjaergaard,

R. G. Hadt, L. Tian, Chem. Rev. 2014, 114, 3659 – 3853.

[47] F. G. Bordwell, J. Cheng, G. Z. Ji, A. V. Satish, X. Zhang, J. Am.

Chem. Soc. 1991, 113, 9790 – 9795.

[48] F. G. Bordwell, J.-P. Cheng, J. A. Harrelson, J. Am. Chem. Soc.

1988, 110, 1229 – 1231.

[49] M. Mitra, H. Nimir, S. Demeshko, S. S. Bhat, S. O. Malinkin, M.

Haukka, J. Lloret-Fillol, G. C. Lisensky, F. Meyer, A. A. Shtein-

man, W. R. Browne, D. A. Hrovat, M. G. Richmond, M. Costas,

E. Nordlander, Inorg. Chem. 2015, 54, 7152 – 7164.

[50] A. Najafian, T. R. Cundari, Organometallics 2018, 37, 3111 –

3121.

[51] J. Xu, B. Liu, J. Phys. Chem. C 2019, 123, 10356 – 10366.

Manuscript received: January 22, 2021

Revised manuscript received: April 13, 2021

Accepted manuscript online: April 15, 2021

Version of record online: May 7, 2021

Angewandte
ChemieResearch Articles

14162 www.angewandte.org T 2021 The Authors. Angewandte Chemie International Edition published by Wiley-VCH GmbH Angew. Chem. Int. Ed. 2021, 60, 14154 – 14162



64 Chapter 4. Experiments on Bio-Inorganic Copper-Complexes

4.4 Influence of the Amine Donor on Hybrid Guanidine-sta-

bilized Bis(µ-oxido) Dicopper(III) Complexes and their

Tyrosinase-like Oxygenation Activity Towards Polycyclic

Aromatic Alcohols

The author has contributed to the Raman measurements and the respective data analysis.

In [4.4] a series of modified hybrid guanidine ligands were used to investigate
the effects of a continuously increasing steric demand and decreasing donor strength
of the Cu2O2 core have on the properties of the complex. Properties of interest are (i)
the core geometry, leading to different electronic properties and (ii) the activity and
specificity towards catalytic oxygenation towards challenging substrates. In chap-
ter 4.2 on the paper [4.2], we saw a broad range of substrates being oxygenated by a
complex with hybrid guanidine ligands. The ligand used in this research article con-
sisted of one guanidine unit bridged by an aromatic backbone to an amine unit. Pre-
viously in [4.2], this complex was studied with both functional groups being methy-
lated. In [4.4], this ligand L1 forms the mononuclear CuI complex C1, which can be
oxygenated to form the bis(µ-oxido) dinuclear CuIII complex O1. Additionally, the
ligand was modified so that the two methyl groups bonded to the nitrogen of the
amine unit are exchanged for diethyl (L2, C2, O2) or a propyl (L3, C3, O3) groups.
With different theoretical and experimental techniques, Raman spectroscopy being
one of them, it was found that with higher steric demand and donor strength of the
amine unit of the ligands (from L1 to L3) the Cu2O2 core is elongated, the Cu2O2 vi-
bration experiences a redshift and the complex formation is slower and the resulting
complex less stable.

The Raman spectra for O1, O2 and O3 are shown in [4.4]-Fig. 4. The O1 spectra is
reprinted from [4.2] and the corresponding description can be found in section 4.2.
The preparation of O2 and O3 is identical, apart from less significant details. The
concentration of the precursor solution was 10 instead of 20 mM and the spectra
were recorded at 532 nm with the continuous wave Millennia laser at 42 mW. Em-
ploying the Tsunami laser system at 405 nm to measure at a more comparable wave-
length to the 420 nm used in [4.2], yielded the same frequencies for the breathing
mode that are shown in the publication, but both spectra showed strong fluores-
cence together with the Raman peaks.
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A B S T R A C T   

The tyrosinase-like activity of hybrid guanidine-stabilized bis(μ-oxido) dicopper(III) complexes [Cu2(μ-O)2(L)2] 
(X)2 (L = 2-{2-((Diethylamino)methyl)phenyl}-1,1,3,3-tetramethylguanidine (TMGbenzNEt2, L2) and 2-{2-((Di- 
isopropylamino)methyl)phenyl}-1,1,3,3-tetramethylguanidine (TMGbenzNiPr2, L3); X = PF6−, BF4−, CF3SO3−) is 
described. New aromatic hybrid guanidine amine ligands were developed with varying amine donor function. 
Their copper(I) complexes were analyzed towards their ability to activate dioxygen in the presence of different 
weakly coordinating anions. The resulting bis(μ-oxido) species were characterized at low temperatures by UV/ 
Vis and resonance Raman spectroscopy, cryo-ESI mass spectrometry and density functional theory calculations. 
Small structural changes in the ligand sphere were found to influence the characteristic ligand-to-metal charge 
transfer (LMCT) features of the bis(μ-oxido) species, correlating a redshift in the UV/Vis spectrum with weaker N- 
donor function of the ligand. DFT calculations elucidated the influence of the steric and electronic properties of 
the bis(μ-oxido) species leading to a higher twist of the Cu2O2 plane against the CuN2 plane and a stretching of 
the Cu2O2 core. Despite their moderate stability at −100 ◦C, the bis(μ-oxido) complexes exhibited a remarkable 
activity in catalytic oxygenation reactions of polycyclic aromatic alcohols. Further the selectivity of the catalyst 
in the hydroxylation reactions of challenging phenolic substrates is not changed despite an increasing shield of 
the reactive bis(μ-oxido) core. The generated quinones were found to form exclusively bent phenazines, 
providing a promising strategy to access tailored phenazine derivatives.   

1. Introduction 

The activation of molecular oxygen for the application as oxidation 
catalyst states one major purpose in chemical research [1–3]. In nature, 
copper enzymes set an example by their ability to activate dioxygen and 
to catalyze organic transformation reactions [4,5]. Tyrosinase repre-
sents a copper-containing enzyme, which is responsible for the hy-
droxylation of monophenols and the oxidation of ortho-catechols to 
generate ortho-quinones [6,7]. The enzyme is present in numerous or-
ganisms, controlling the production of the pigment melanin from L- 
tyrosine [8,9]. The molecular mechanisms of the activation and transfer 
of dioxygen still remain challenging, although many efforts were made 
to understand the structure-activity relationship of the active sites of the 
enzyme [5,10–17]. Some extensively studied copper-dioxygen model 

complexes are the μ-η2:η2-peroxido dicopper(II) [P] and the bis(μ-oxido) 
dicopper(III) [O] species, which are able to interconvert into each other 
due to their small isomerization barrier [5,18,19]. In [O] species, the 
Cu2O2 rhomb is significantly influenced by electronic and steric prop-
erties of the supporting N-donor ligand system. Systematic studies on the 
spectroscopic properties of the [O] species by small modifications of the 
N-donor moieties are available, which involve amine, histidine, imid-
azole and guanidine ligands developed by the groups of Tolman [20], 
Stack [21–27], Solomon [21,23], and Herres-Pawlis [28–31] (Fig. 1). 

Geometric elongation and compression of the Cu2O2 rhomb was 
identified by X-ray diffraction and EXAFS analysis as well as density 
functional theory (DFT) calculations in those studies. The perturbations 
of the Cu2O2 geometry were primarily attributed to the steric bulk of the 
ligand system: the higher the steric demand of the ligand sphere, the 
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more elongated the Cu2O2 rhomb, and vice versa [22]. Also, the twist 
angle of the CuN2 plane relative to the Cu2O2 plane was found to play an 
important role in the stabilization of the highly reactive [O] species and 
their ligand-to-metal charge transfer (LMCT) energies [29,32]. Besides 
the common direct synthesis of [O] species, Stack and co-workers 
demonstrated that [O] species can be synthesized indirectly by ligand 
exchange reactions driven by the more donating and thermodynami-
cally supporting ligand system, which also influence the LMCT transi-
tion energies of the [O] species [26,27]. 

Most of the amine-stabilized [O] species are limited to the stoi-
chiometric hydroxylation of exogenous substrates. Reported synthetic 
model systems mimicking the functionality of the active site of tyrosi-
nase mostly involve the [P] core [5,15,16,33], but a few [O] species 
were also reported over the last years [31,34,35]. Catalytic oxygenation 
features were first presented by Réglier and co-workers in 1990 by using 
an imine-pyridine ligand system to support the copper-catalyzed 
oxygenation of 2,4-di-tert-butyl phenol to 3,5-di-tert-butyl quinone 
[36]. Another binuclear catalyst was shown by Casella and co-workers 
employing benzimidazole ligand L66 [37]. Further systems were 
developed in recent years by the groups of Lumb and Stack [38–40], 
Tuczek [41–46] and Herres-Pawlis [31,34,35,47–50], demonstrating 
the diversity of stabilizing N-donor ligand systems in copper-catalyzed 
hydroxylation reactions of (poly)cyclic aromatic alcohols. Besides pyr-
idinyl, pyrazolyl, imine and amine donor units, guanidines are known 
for their high basicity, enabling the stabilization of high oxidation states 
of copper complexes such as bis(μ-oxido) and superoxido motifs 
[28,30–32,34,51–58]. 

Recently, we reported the stabilization of an [O] species by the 
hybrid guanidine amine ligand TMGbenza (L1) in the presence of 
weakly-coordinating anions at low temperatures [31]. The bis(μ-oxido) 
complex depicted high tyrosinase-like reactivity towards diverse 
phenolic substrates. The high selectivity of the catalyst in the oxygen-
ation reactions was achieved by a beneficial interplay of the strong, 
sterically demanding guanidine function and the spatially smaller, 
weaker amine donor. The formed quinones were directly transformed 
into more stable phenazine derivatives, which are of major interest due 
to their antibacterial, antitumor and antimalarial features [59–66]. A 
recent study on a L1-stabilized [O] species in the presence of coordi-
nating halide anions revealed the existence of a supporting iodide- 
bridge between the formally copper(III) centers and the formation of 
iodidocuprate anions, yielding a room temperature stable [O] complex 
with catalytic activity [34]. 

Aiming to inhibit the formation of unreactive bischelate copper(I) 
species, we herein report the synthesis and characterization of two novel 
hybrid guanidine amine ligands with modified amine donor moiety to 
increase the steric demand of the ligand system (Fig. 1). The mono-
chelate copper(I) complexes stabilized by L2 and L3 are tested towards 
their ability to activate molecular oxygen to form reactive [O] com-
plexes. The formally copper(III) species is evaluated as catalyst in 
oxygenation reactions of polycyclic aromatic alcohols, including naph-
thols and quinolinols. Generated quinones are transformed in a one-pot 
reaction into phenazines by using 1,2-phenylenediamine. The structure- 
reactivity is compared to related hybrid guanidine systems published 
previously and the influence of different amine donor abilities of the 

Fig. 1. Selected N-donor ligand systems for the stabilization of bis(μ-oxido) dicopper(III) complexes (CHD = cyclohexyl diamine, ED = ethylenediamine, 
TACN = trisazacyclononane, PD = propylenediamine, TM = tetramethyl, ME = methyl ethyl, TE = tetraethyl, DM = dimethyl, His = histamine, BIM = bis(imidazolyl) 
methane, TMG = tetramethyl guanidine, dmap = dimethylamino propylene, deap = diethylamino propylene, tol = toluene). 
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ligand system on the bis(μ-oxido) complex and its catalytic activity are 
evaluated. 

2. Materials and methods 

2.1. General remarks 

All synthetic procedures were performed under an inert atmosphere 
of nitrogen with the use of standard Schlenk or glovebox techniques. All 
chemicals were purchased commercially (Table S1 in the Supporting 
Information) and used without further purification unless otherwise 
noted. Solvents were purified under nitrogen atmosphere via distillation 
from CaH2 or sodium/benzophenone ketyl radical. Copper salts [67], 
Vilsmeier salt chloro-N,N,N′,N′-tetramethylformamidinium chloride 
[68–70] and hybrid guanidine ligand TMGbenza (L1) [31] were syn-
thesized according to literature procedures. Triethylamine was purified 
by distillation from CaH2. Molecular sieves (3 Å, AppliChem) were 
flame-dried prior to use. Thin layer chromatography sheets were pur-
chased from Macherey-Nagel (SiO2, layer thickness 0.20 mm, fluores-
cent indicator). Column chromatography was performed on Geduran Si 
60 (40–63 μm, Merck). 

2.2. Instruments 
1H and 13C{1H} NMR spectra were recorded on a Bruker Avance II 

400 and Bruker Avance III HD 400 spectrometer at 25 ◦C in NMR tubes, 
respectively. Resonances were referenced to the residual solvent signal, 
relative to TMS. Chemical shifts were assigned with the use of two- 
dimensional NMR experiments (COSY, HSQC, HMBC). All NMR data 
were deposited as original data in the Chemotion Repository and are 
published under an Open Access model. The link to the original data is 
given in the analytical description. NMR spectra of the compounds are 
also shown in the supporting information (Fig. S1 – S14, Fig. S16 – S21 
and Fig. 23 –S26). 

ESI mass spectra were recorded on a Thermo Fisher Scientific LTQ 
Orbitrap XL spectrometer at a source voltage of 4.49 kV and a capillary 
temperature of 299.54 ◦C. 

Cryospray-ionization mass spectrometry (CSI-MS) measurements 
were performed on an UHR-TOF Bruker Daltonik maXis II, an ESI- 
quadrupole time-of-flight (qToF) mass spectrometer capable of a reso-
lution of at least 80.000 FWHM, which was coupled to a Bruker Daltonik 
Cryospray unit. Detection was either in positive or in the negative ion 
mode; the source voltage was 3.5 kV. The drying gas (N2), to achieve 
solvent removal, and the spray gas were both held at −80 ◦C. The mass 
spectrometer was calibrated subsequently to every experiment via direct 
infusion of a L-proline sodium salt solution, which provided a m/z range 
of singly charged peaks up to 3000 Da in both ion modes. 

FT-IR spectra were recorded on a Shimadzu IR Tracer 100 equipped 
with a CsI beam splitter in combination with an ATR unit (Quest model 
from Specac utilizing a robust monolithic crystalline diamond) in a 
resolution of 2 cm−1 and on a ThermoFisher Avatar™ 360 spectrometer 
with the use of KBr pellets or NaCl plates in a resolution of 2 cm−1. 

UV/Vis spectroscopic measurements were carried out on a Cary 60 
spectrophotometer of Agilent Technologies connected via a Cary 50 
fiber optic coupler and combined with a fiber-optic quartz glass im-
mersion probe (Hellma, 1 mm) and a tailored Schlenk cell. 

Resonance Raman measurements were performed with the UT-3 
Raman spectrometer [71], combined with a 532 nm diode cw laser 
(Millennia, Spectra Physics Lasers Inc.). The cryostat was a slightly 
modified version of a setup described previously [72] with a 3.5 mL 
screw cap Suprasil cuvette with septum (117104F-10-40, Hellma) for 
oxygenation, equipped with a Peltier element (QC-127-1.4-6.0MS, 

QuickCool) and a cooling copper block which encloses three sides of the 
cuvette. The laser beam was widened with a spatial filter and then 
focused on the cuvette inside the cryostat. The focus spot size was 
around 20 μm in diameter. With a micrometer screw, a focal depth of 
around 50 μm inside the cuvette was adjusted. Raman scattered light 
was captured with the entrance optics of the UT-3 triple monochromator 
spectrometer [71]. The complexes [C2]PF6 - [C3]PF6 with a concen-
tration of 10 mmol L−1 in tetrahydrofuran/acetonitrile (80:20) were 
cooled in the cuvette cryostat to below −90 ◦C. Dioxygen was added via 
a cannula through the septum (0.02 bar overpressure for 10 min for [C2] 
PF6 and 15 min for [C3]PF6) until a distinct color change was observed. 
The used laser power in front of the entrance optics was 42 mW. Data 
was accumulated for up to 120 s. 

2.3. Computational details 

Density functional theory (DFT) calculations were performed by 
using Gaussian 16, Revision B.01 [73] using the TPSSh functional 
[74–76] and the Ahlrichs type basis set def2-TZVP [77–80]. The D3 
dispersion with Becke-Johnson damping GD3BJ was applied for 
empirical dispersion correction, which is implemented in Gaussian16, 
Revision B.01 [81–84]. No solvent model was used in the DFT calcula-
tions because no stable minimum was observed for the new oxido spe-
cies. In the complexes the space between ligands and central ion / Cu2O2 
core is inaccessible for solvent molecules which leads to a number of 
numerical problems during the calculations. These numerical problems 
prevent a stable minimum, especially for the oxido species [O3]2þ. 

NBO calculations were accomplished using the program suite NBO 
7.0 delivering the NBO charges and the charge-transfer energies by 
second order perturbation theory [85–87]. 

2.4. Synthetic procedures 

Ligand step 1: N,N-alkyl-(2-nitrophenyl)methanamine synthesized 
according to a modified literature procedure [31,88] 

Dialkyl amine (255.5 mmol, 5.1 eq) was added dropwise to a stirred 
solution of 2-nitrobenzyl bromide (10.8 g, 50.0 mmol, 1.0 eq) in ethanol 
(120 mL). The mixture was refluxed for 6 h. The yellow solution was 
acidified to pH 1 by using concentrated hydrochloric acid. The solvent 
was removed under reduced pressure. The pH level of the resulting 
mixture was adjusted to 14 by using aqueous NaOH solution. The so-
lution was extracted with diethyl ether (4 × 100 mL). The combined 
organic layers were washed with saturated aqueous NaCl solution, dried 
over Na2SO4 and evaporated to dryness.

N,N-Diethyl-(2-nitrophenyl)methanamine (3) [89]: The product 
was isolated as an orange oil (10.2 g, 48.9 mmol, 98%). 1H NMR 
(400 MHz, Chloroform‑d, 25 ◦C): δ [ppm] = 7.80 (dd, J = 8.0, 1.2 Hz, 
1H, H3), 7.75–7.71 (m, 1H, H6), 7.55–7.50 (m, 1H, H5), 7.38–7.33 (m, 
1H, H4), 3.84 (s, 2H, H7), 2.49 (q, J = 7.1 Hz, 4H, H8), 0.99 (t, 
J = 7.1 Hz, 6H, H9). 13C{1H} NMR (101 MHz, Chloroform‑d, 25 ◦C): δ 

[ppm] = 149.8 (C2), 136.3 (C1), 132.5 (C5), 131.0 (C6), 127.5 (C4), 
124.3 (C3), 54.9 (C7), 47.3 (C8), 11.9 (C9). HRMS-ESIþ (MeCN): m/z 
calc. For [(C11H16N2O2) +H]+: 209.12845, found: 209.12850. IR 
(ATR): ṽ [cm−1] = 2969 (w, C–Harom), 2935 (vw, C–Harom), 2874 (vw, 
C–Haliph), 2803 (vw, C–Haliph), 1610 (vw), 1522 (s, N–O), 1446 (w), 
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1385 (w), 1359 (m), 1345 (m, N–O), 1297 (w), 1240 (vw), 1203 (m), 
1167 (m), 1119 (w), 1060 (m), 1043 (w), 994 (vw), 969 (vw), 857 (m) 
816 (w), 780 (m), 726 (vs), 704 (vw), 678 (w), 666 (w). Additional 
information on the NMR spectra of the target compound including 
original data files is available via Chemotion Repository: doi:10.14272/ 
ZZLYWHZNBDCOFU-UHFFFAOYSA-N.1

N,N-Di-isopropyl-(2-nitrophenyl)methanamine (4): The product 
was isolated as a yellow oil (11.3 g, 47.9 mmol, 96%). 1H NMR 
(400 MHz, Chloroform‑d, 25 ◦C): δ [ppm] = 7.99–7.96 (m, 1H, H3), 7.83 
(dd, J = 8.1, 1.3 Hz, 1H, H6), 7.57–7.52 (m, 1H, H4), 7.35–7.29 (m, 1H, 
H5), 3.94 (s, 2H, H7), 3.00 (hept, J = 6.6 Hz, 2H, H8), 1.00 (d, 
J = 6.6 Hz, 12H, H9). 13C{1H} NMR (101 MHz, Chloroform‑d, 25 ◦C): δ 

[ppm] = 149.2 (C2), 139.1 (C1), 132.7 (C4), 130.9 (C6), 127.0 (C5), 
124.2 (C3), 48.9 (C8), 46.5 (C7), 20.8 (C9). HRMS-EI: m/z calc. For 
[C13H20N2O2]: 236.1519, found: 236.1513. IR (ATR): ṽ [cm−1] = 2967 
(m, C–Harom), 2932 (w, C–Harom), 1607 (vw), 1577 (vw), 1522 (vs, 
N–O),1463 (m), 1383 (m), 1366 (m), 1341 (m, N–O), 1296 (w), 1206 
(m), 1177 (m), 1159 (m), 1139 (m), 1119 (m), 1053 (w), 1041 (w), 1030 
(w), 961 (w), 938 (w), 887 (w), 856 (m), 789 (m), 751 (w), 726 (s), 678 
(m), 666 (vw), 610 (vw), 564 (vw), 525 (vw). Additional information on 
the NMR spectra of the target compound including original data files is 
available via Chemotion Repository: doi:10.14272/WHORYBNTUM 
XXTK-UHFFFAOYSA-N.1 

Ligand step 2: 2-{(Dialkylamino)methyl}aniline synthesized 
according to a modified literature procedure [31,88] 

A solution of N,N-dialkyl-(2-nitrophenyl)methanamine (47.9 mmol, 
1.0 eq) in dried methanol (150 mL) was added to a suspension of FeCl3 
(389 mg, 2.4 mmol, 0.05 eq), charcoal (3.0 g) and hydrazine mono-
hydrate (9.7 mL, 311.4 mmol, 6.2 eq) in two aliquots. The first portion 
was added dropwise initially. After stirring for 30 min at 65 ◦C, the 
remaining portion was added dropwise to the black suspension. The 
mixture was stirred at 65 ◦C for additional 5 h and then at room tem-
perature overnight. The suspension was filtered and the filtrate was 
evaporated to dryness. The residue was dissolved in dichloromethane, 
dried over Na2SO4 and dried under reduced pressure.

2-{(Diethylamino)methyl}aniline (6) [89]: The title compound 
was isolated as a yellow solid (7.51 g, 42.1 mmol, 86%). 1H NMR 
(400 MHz, Chloroform‑d, 25 ◦C): δ [ppm] = 7.11–7.05 (m, 1H, H3), 6.99 
(ddt, J = 7.4, 1.0, 0.4 Hz, 1H, H5), 6.68–6.60 (m, 2H, H4 +H6), 4.85 (s, 
2H, NH2), 3.59 (s, 2H, H7), 2.50 (q, J = 7.1 Hz, 4H, H8), 1.03 (t, 
J = 7.1 Hz, 6H, H9). 13C{1H} NMR (101 MHz, Chloroform‑d, 25 ◦C): δ 

[ppm] = 147.3 (C2), 130.4 (C5), 128.2 (C3), 123.5 (C1), 117.5 (C6), 
115.5 (C4), 57.6 (C7), 46.4 (C8), 11.6 (C9). HRMS-ESIþ (MeCN): m/z 
calc. For [(C11H18N2) +H]+: 179.15427, found: 179.15469. IR (ATR): ṽ 
[cm−1] = 3438 (vw, N–H), 3284 (vw, N–H), 2968 (m, C–Harom), 2932 
(w, C–Harom), 2874 (w, C–Haliph), 1615 (m, C––C), 1495 (m), 1459 (m), 
1384 (m), 1371 (m), 1363 (w), 1314 (w), 1286 (m), 1240 (vw), 1195 
(m), 1166 (m), 1118 (w), 1087 (w), 1054 (m), 1037 (m), 980 (w), 966 
(w), 928 (w), 912 (w), 778 (w), 746 (vs), 719 (m), 624 (m), 561 (vw), 
540 (m). Additional information on the NMR spectra of the target 
compound including original data files is available via Chemotion 

Repository: doi:10.14272/XUNNOCZTJBRTEX-UHFFFAOYSA-N.1

2-{(Di-isopropylamino)methyl}aniline (7): The title compound 
was isolated as a yellow solid (8.11 g, 39.3 mmol, 82%).1H NMR 
(400 MHz, Chloroform‑d, 25 ◦C): δ [ppm] = 7.09 (td, J = 7.7, 1.5 Hz, 1H, 
H3), 7.04 (d, J = 7.4 Hz, 1H, H5), 6.68 (td, J = 7.4, 1.2 Hz, 1H, H6), 6.61 
(dd, J = 7.8, 0.9 Hz, 1H, H4), 4.90 (s, 2H, NH2), 3.76 (s, 2H, H7), 3.09 
(hept, J = 6.7 Hz, 2H, H8), 1.09 (d, J = 6.7 Hz, 12H, H9). 13C{1H} NMR 
(101 MHz, Chloroform‑d, 25 ◦C): δ [ppm] = 147.5 (C2), 130.5 (C5), 
127.9 (C3), 123.9 (C1), 117.5 (C6), 115.4 (C4), 48.9 (C7), 47.0 (C8), 
20.2 (C9). HRMS-ESIþ (MeOH): m/z calc. For [(C13H22N2) +H]+: 
207.18557, found: 207.18501. IR (ATR): ṽ [cm−1] = 2965 (m, C–Harom), 
2927 (vw, C–Harom), 2871 (vw, C–Haliph), 1613 (m, C––C), 1493 (m), 
1458 (m), 1383 (w),1363 (m), 1311 (w), 1282 (w), 1244 (vw), 1199 
(w), 1175 (m), 1120 (w), 1087 (w), 1014 (w), 952 (w), 927 (w), 872 
(vw), 745 (vs), 700 (vw), 628 (w), 544 (w), 526 (w). Additional infor-
mation on the NMR spectra of the target compound including original 
data files is available via Chemotion Repository: doi:10.14272/ 
BHTORDOUUFFJPO-UHFFFAOYSA-N.1 

Ligand Step 3: 2-{2-((Dialkylamino)methyl)phenyl}-1,1,3,3- 
tetramethylguanidine synthesized after the general scheme [31]. 

To a stirring solution of 2-{(dialkylamino)methyl}aniline 
(39.3 mmol, 1.0 eq) in dried acetonitrile (40 mL), triethyl amine 
(5.4 mL, 39.3 mmol, 1.0 eq) was added at room temperature. A solution 
of chloro-N,N,N′,N′-tetramethylformamidinium chloride (6.71 g, 
39.3 mmol, 1.0 eq) in dried acetonitrile (40 mL) was added dropwise to 
the reaction mixture. The reaction solution was refluxed for 8 h. After 
cooling the reaction mixture down to room temperature, aqueous NaOH 
solution (1.57 g, 39.3 mmol, 1.0 eq, in 15 mL) was added. All volatiles 
were removed under reduced pressure. Aqueous KOH solution (50 wt%, 
50 g in 50 mL) was added and the mixture was extracted with acetoni-
trile (4 × 80 mL). The combined organic layers were dried over Na2SO4 
and charcoal, filtered and evaporated to dryness.

2-{2-((Diethylamino)methyl)phenyl}-1,1,3,3-tetramethylgua-
nidine (TMGbenzNEt2, L2): The crude product was purified by vacuum 
distillation (140 ◦C, 3 × 10−2 mbar) to give a light-yellow oil (10.9 g, 
39.6 mmol, 94%). 1H NMR (400 MHz, Acetonitrile‑d3, 25 ◦C): δ 

[ppm] = 7.29 (ddt, J = 7.5, 1.0, 0.4 Hz, 1H, H3), 7.05–6.99 (m, 1H, H5), 
6.78 (td, J = 7.4, 1.3 Hz, 1H, H4), 6.39 (dd, J = 7.8, 1.2 Hz, 1H, H6), 
3.42 (s, 2H, H7), 2.62 (s, 12H, H11), 2.46 (q, J = 7.1 Hz, 4H, H8), 0.99 (t, 
J = 7.1 Hz, 6H, H9). 13C{1H} NMR (101 MHz, Acetonitrile‑d3, 25 ◦C): δ 

[ppm] = 159.3 (C10), 151.7 (C2), 131.8 (C1), 129.9 (C3), 127.4 (C5), 
121.9 (C6), 120.3 (C4), 54.5 (C7), 47.9 (C8), 39.8 (C11), 12.5 (C9). 
HRMS-EI: m/z calc. For [C16H28N4]: 276.2311, found: 276.2308. IR 
(ATR): ṽ [cm−1] = 2967 (w, C–Harom), 2929 (w, C–Harom), 2870 (w, 
C–Haliph), 2791 (w, C–Haliph), 1608 (s), 1586 (vs, C––N), 1566 (vs), 1499 
(m), 1479 (m), 1447 (m), 1425 (m), 1370 (vs), 1234 (w), 1207 (w), 1166 
(w), 1135 (s), 1098 (w), 1057 (w), 1040 (w), 1017 (s), 924 (w), 858 (w), 
776 (m), 742 (m), 729 (m), 701 (w), 627 (w), 540 (w). Additional in-
formation on the NMR spectra of the target compound including original 
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data files is available via Chemotion Repository: doi:10.14272/LNVNF 
NCAAMQZFE-UHFFFAOYSA-N.1

2-{2-((Di-isopropylamino)methyl)phenyl}-1,1,3,3-tetrame-
thylguanidine (TMGbenzNiPr2, L3): The crude product was purified 
by vacuum distillation (170 ◦C, 5 × 10−2 mbar) to give a yellow oil 
(10.4 g, 34.1 mmol, 87%). 1H NMR (400 MHz, Acetonitrile‑d3, 25 ◦C): δ 

[ppm] = 7.41 (ddt, J = 7.6, 1.3, 0.4 Hz, 1H, H3), 7.02–6.96 (m, 1H, H5), 
6.80–6.75 (m, 1H, H4), 6.37 (dd, J = 7.8, 1.3 Hz, 1H, H6), 3.51 (s, 2H, 
H7), 3.02 (hept, J = 6.6 Hz, 2H, H8), 2.63 (s, 12H, H11), 1.00 (d, 
J = 6.6 Hz, 12H, H9). 13C{1H} NMR (101 MHz, Acetonitrile‑d3, 25 ◦C): δ 

[ppm] = 159.4 (C10), 151.3 (C2), 133.8 (C1), 129.6 (C3), 127.0 (C5), 
121.7 (C6), 120.3 (C4), 48.7 (C8), 45.4 (C7), 39.8 (C11), 21.0 (C9). 
HRMS-EI: m/z calc. For [C18H32N4]: 304.2621, found: 304.2613. IR 
(ATR): ṽ [cm−1] = 2961 (m, C–Harom), 2929 (m, C–Harom), 2875 (w, 
C–Haliph), 2802 (vw, C–Haliph), 1607 (m), 1586 (vs, C––N), 1566 (s), 
1499 (m), 1479 (m), 1448 (m), 1425 (m), 1372 (vs), 1274 (w), 1251 (w), 
1233 (w), 1206 (m), 1174 (m), 1135 (vs), 1106 (m), 1058 (w), 1016 (s), 
929 (w), 856 (m), 780 (m), 755 (m), 742 (m),720 (m), 627 (w), 617 (w), 
569 (w), 541 (m). Additional information on the NMR spectra of the 
target compound including original data files is available via Chemotion 
Repository: doi:10.14272/QUXYBCGZDQRMFG-UHFFFAOYSA-N.1 

Synthesis of [Cu(L)(MeCN)]X ([C]X, X−
= PF6−, BF4−, CF3SO3−

(OTf− or triflate)). 
A solution of ligand L (L2: 27.6 mg, L3: 30.4 mg, 0.10 mmol, 1.0 eq) 

in dried acetonitrile (2.0 mL) was added dropwise to a stirring solution 
of [Cu(MeCN)4]X (X−

= PF6−: 37.3 mg, BF4−: 31.5 mg, OTf−: 37.7 mg, 
0.10 mmol, 1.0 eq) in dried acetonitrile (3.0 mL) during a period of 
10 min. The solution was stirred for 2 h and evaporated to dryness 
(Caution! The complex is very sensitive to oxygen which is indicated by 
partial coloration of the precipitate or oil to light-green). The residue 
was washed with dried pentane (3 × 1.0 mL) and dried in vacuo.

[Cu(L2)(MeCN)]PF6 ([C2]PF6): The title compound was isolated 
as a light-yellow solid (47 mg, 0.089 mmol, 89%). 1H NMR (400 MHz, 
Acetonitrile‑d3, 25 ◦C): δ [ppm] = 7.23–7.17 (m, 2H, H4 +H6), 6.91 (td, 
J = 7.4, 1.3 Hz, 1H, H5), 6.44 (dt, J = 7.7, 0.9 Hz, 1H, H3), 3.59 (s, 2H, 
H7), 2.95–2.47 (m, 16H, H8 +H11), 1.12 (t, J = 7.1 Hz, 6H, H9). 13C 
{1H} NMR (101 MHz, Acetonitrile‑d3, 25 ◦C): δ [ppm] = 165.0 (C10), 
151.6 (C1), 133.2 (C4), 130.2 (C6), 128.5 (C2), 123.1 (C3), 122.3 (C5), 
59.2 (C7), 48.2 (C8), 40.1 (C11), 10.0 (C9). 19F{1H} NMR (377 MHz, 
Acetonitrile‑d3, 25 ◦C): δ [ppm] =−72.86 (d, J = 706.5 Hz, PF6). 31P 
{1H} NMR (162 MHz, Acetonitrile‑d3, 25 ◦C): δ [ppm] =−144.59 (hept, 
J = 706.4 Hz, PF6). HRMS-ESIþ (MeCN): m/z calc. For [(C16H28N4) 
Cu]+: 339.16045, found: 339.16115, calc. For [(C16H28N4)Cu 
(CH3CN)]+: 380.18699, found: 380.18816. IR (KBr): ṽ [cm−1] = 3067 
(w, C–Harom), 3023 (m, C–Harom), 3002 (m, C–Harom), 2960 (m, 

C–Harom), 2935 (m, C–Harom), 2871 (m, C–Haliph), 2844 (m, C–Haliph), 
2801 (w, C–Haliph), 1598 (m), 1555 (vs, C––N), 1527 (vs), 1486 (s), 1477 
(s), 1447 (s), 1424 (s), 1408 (vs), 1332 (s), 1266 (m), 1238 (m), 1163 
(m), 1061 (m), 1037 (s), 838 (vs, PF6), 750 (s, PF6), 727 (m), 701 (m), 
556 (vs, PF6), 517 (w), 462 (w, PF6). Additional information on the NMR 
spectra of the target compound including original data files is available 
via Chemotion Repository: doi:10.14272/FFIOOAUERPRGCO-UHFFF 
AOYSA-N.1

[Cu(L2)(MeCN)]BF4 ([C2]BF4): The title compound was isolated 
as a light-yellow solid (37 mg, 0.079 mmol, 79%). 1H NMR (400 MHz, 
Acetonitrile‑d3, 25 ◦C): δ [ppm] = 7.23–7.17 (m, 2H, H4 +H6), 6.90 (td, 
J = 7.4, 1.3 Hz, 1H, H5), 6.44 (dt, J = 7.7, 0.9 Hz, 1H, H3), 3.59 (s, 2H, 
H7), 2.96–2.47 (m, 16H, H8 +H11), 1.12 (t, J = 7.1 Hz, 6H, H9). 13C 
{1H} NMR (101 MHz, Acetonitrile‑d3, 25 ◦C): δ [ppm] = 165.0 (C10), 
151.6 (C1), 133.2 (C4), 130.2 (C6), 128.5 (C2), 123.1 (C3), 122.3 (C5), 
59.2 (C7), 48.3 (C8), 40.1 (C11), 10.0 (C9). 19F{1H} NMR (377 MHz, 
Acetonitrile‑d3, 25 ◦C): δ [ppm] =−151.78 (s, BF4). HRMS-ESIþ
(MeCN): m/z calc. For [(C16H28N4)Cu]+: 339.16045, found: 339.16074, 
calc. For [(C16H28N4)Cu(CH3CN)]+: 380.18699, found: 380.18610. IR 
(KBr): ṽ [cm−1] = 3062 (w, C–Harom), 2998 (m, C–Harom), 2951 (m, 
C–Harom), 2883 (m, C–Haliph), 2827 (m, C–Haliph), 1554 (vs, C––N), 1532 
(vs), 1483 (s), 1452 (m), 1429 (s), 1408 (s), 1400 (s), 1332 (m), 1267 
(m), 1238 (m), 1197 (m), 1164 (m), 1097 (vs, BF4), 1054 (vs, BF4), 1034 
(vs, BF4), 913 (m), 864 (m), 824 (w), 782 (m), 753 (m, BF4), 730 (m), 
705 (m), 621 (w), 520 (m, BF4), 467 (m), 450 (w). Additional infor-
mation on the NMR spectra of the target compound including original 
data files is available via Chemotion Repository: doi:10.14272/ 
PTEOGYLGFQZBHG-UHFFFAOYSA-N.1

[Cu(L2)(MeCN)]OTf ([C2]OTf): The title compound was isolated 
as a light-yellow solid (38 mg, 0.071 mmol, 71%). 1H NMR (400 MHz, 
Acetonitrile‑d3, 25 ◦C): δ [ppm] = 7.23–7.17 (m, 2H, H4 +H6), 6.90 (td, 
J = 7.4, 1.3 Hz, 1H, H5), 6.44 (dd, J = 7.8, 0.8 Hz, 1H, H3), 3.58 (s, 2H, 
H7), 2.96–2.43 (m, 16H, H8 +H11), 1.12 (t, J = 7.2 Hz, 6H, H9). 13C 
{1H} NMR (101 MHz, Acetonitrile‑d3, 25 ◦C): δ [ppm] = 165.0 (C10), 
151.6 (C1), 133.2 (C4), 130.2 (C6), 128.5 (C2), 123.8 (OTf), 123.1 (C3), 
122.3 (C5), 59.2 (C7), 48.2 (C8), 40.1 (C11), 10.0 (C9). 19F{1H} NMR 
(377 MHz, Acetonitrile‑d3, 25 ◦C): δ [ppm] =−79.23 (s, OTf). HRMS- 
ESIþ (MeCN): m/z calc. For [(C16H28N4)Cu]+: 339.16045, found: 
339.16207, calc. For [(C16H28N4)Cu(CH3CN)]+: 380.18699, found: 
380.18902. IR (KBr): ṽ [cm−1] = 3058 (w, C–Harom), 2969 (m, C–Harom), 
2936 (m, C–Harom), 2873 (m, C–Harom), 2803 (w, C–Haliph), 1546 (s, 
C––N), 1528 (s), 1487 (m), 1471 (m), 1423 (m), 1397 (s), 1330 (m), 
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1267 (vs, OTf), 1223 (m, OTf), 1153 (s, OTf), 1047 (m), 1031 (vs, OTf), 
929 (w), 864 (m), 791 (m), 753 (m, OTf), 730 (w), 655 (m), 638 (vs, 
OTf), 572 (m), 517 (m), 473 (w). Additional information on the NMR 
spectra of the target compound including original data files is available 
via Chemotion Repository: doi:10.14272/PVOWJBLMSRTONC-UHFFF 
AOYSA-M.1

[Cu(L3)(MeCN)]PF6 ([C3]PF6): The title compound was isolated 
as a light-yellow solid (30 mg, 0.054 mmol, 54%). 1H NMR (400 MHz, 
Acetonitrile‑d3, 25 ◦C): δ [ppm] = 7.28–7.23 (m, 1H, H6), 7.23–7.17 (m, 
1H, H4), 6.98–6.90 (m, 1H, H5), 6.53–6.38 (m, 1H, H3), 3.77 (s, 2H, 
H7), 3.22 (hept, J = 6.5 Hz, 2H, H8), 2.74 (s, 12H, H11), 1.20 (d, 
J = 6.6 Hz, 12H, H9). 13C{1H} NMR (101 MHz, Acetonitrile‑d3, 25 ◦C): δ 

[ppm] = 165.7 (C10), 150.7 (C1), 132.7 (C6), 130.1 (C2), 129.9 (C4), 
123.0 (C3 + C5), 54.1 (C8), 52.1 (C7), 40.3 (C11), 20.9 (C9). 19F{1H} 
NMR (377 MHz, Acetonitrile‑d3, 25 ◦C): δ [ppm] =−72.87 (d, 
J = 706.6 Hz, PF6). 31P{1H} NMR (162 MHz, Acetonitrile‑d3, 25 ◦C): δ 

[ppm] =−144.59 (hept, J = 706.5 Hz, PF6). HRMS-ESIþ (MeCN): m/z 
calc. For [(C18H32N4)Cu]+: 367.19175, found: 367.19254, calc. For 
[(C18H32N4)Cu(CH3CN)]+: 408.21830, found: 408.21786. IR (KBr): ṽ 
[cm−1] = 3058 (m, C–Harom), 2966 (m, C–Harom), 2938 (m, C–Harom), 
2893 (m, C–Haliph), 2873 (m, C–Haliph), 2800 (m, C–Haliph), 1598 (m), 
1551 (s, C––N), 1527 (s), 1488 (m), 1473 (m), 1450 (m), 1424 (m), 1397 
(s), 1331 (m), 1269 (m), 1236 (m), 1170 (m), 1159 (m), 1113 (m), 1065 
(m), 1034 (m), 988 (w), 839 (vs, PF6), 751 (m, PF6), 724 (m), 703 (m), 
557 (s, PF6), 458 (w, PF6). Additional information on the NMR spectra of 
the target compound including original data files is available via Che-
motion Repository: doi:10.14272/LKAMFMLEEUDGOQ-UHFFF 
AOYSA-N.1

[Cu(L3)(MeCN)]BF4 ([C3]BF4): The title compound was isolated 
as a light-yellow solid (34 mg, 0.068 mmol, 68%). 1H NMR (400 MHz, 
Acetonitrile‑d3, 25 ◦C): δ [ppm] = 7.28–7.23 (m, 1H, H6), 7.19 (td, 
J = 7.7, 1.5 Hz, 1H, H4), 6.92 (td, J = 7.4, 1.3 Hz, 1H, H5), 6.44 (d, 
J = 7.8 Hz, 1H, H3), 3.76 (s, 2H, H7), 3.22 (hept, J = 6.6 Hz, 2H, H8), 
2.72 (s, 12H, H11), 1.20 (d, J = 6.6 Hz, 12H, H9). 13C{1H} NMR 
(101 MHz, Acetonitrile‑d3, 25 ◦C): δ [ppm] = 165.7 (C10), 150.6 (C1), 
132.7 (C6), 130.2 (C2), 129.9 (C4), 123.1 (C3), 122.8 (C5), 54.2 (C8), 
52.2 (C7), 40.3 (C11), 21.0 (C9). 19F{1H} NMR (377 MHz, Acetoni-
trile‑d3, 25 ◦C): δ [ppm] =−151.76 (s, BF4). HRMS-ESIþ (MeCN): m/z 
calc. For [(C18H32N4)Cu]+: 367.19175, found: 367.19348, calc. For 
[(C18H32N4)Cu(CH3CN)]+: 408.21830, found: 408.21763. IR (KBr): ṽ 
[cm−1] = 3062 (w, C–Harom), 2966 (m, C–Harom), 2931 (m, C–Harom), 
2891 (m, C–Haliph), 2873 (m, C–Haliph), 2803 (w, C–Haliph), 1550 (vs, 

C––N), 1534 (vs), 1477 (m), 1449 (m), 1426 (m), 1395 (m), 1327 (m), 
1270 (w), 1235 (w), 1208 (m), 1158 (m), 1140 (m), 1050 (vs, BF4), 866 
(w), 827 (w), 760 (m), 749 (m, BF4), 708 (w), 520 (w, BF4), 451 (w). 
Additional information on the NMR spectra of the target compound 
including original data files is available via Chemotion Repository: doi:1 
0.14272/XCTDJIMIPLJWIC-UHFFFAOYSA-N.1

[Cu(L3)(MeCN)]OTf ([C3]OTf): The title compound was isolated 
as a light-yellow solid (35 mg, 0.062 mmol, 62%). 1H NMR (400 MHz, 
Acetonitrile‑d3, 25 ◦C): δ [ppm] = 7.27–7.23 (m, 1H, H6), 7.19 (td, 
J = 7.7, 1.6 Hz, 1H, H4), 6.92 (td, J = 7.4, 1.3 Hz, 1H, H5), 6.43 (d, 
J = 7.8 Hz, 1H, H3), 3.76 (s, 2H, H7), 3.22 (hept, J = 6.5 Hz, 2H, H8), 
2.72 (s, 12H, H11), 1.20 (d, J = 6.6 Hz, 12H, H9). 13C{1H} NMR 
(101 MHz, Acetonitrile‑d3, 25 ◦C): δ [ppm] = 165.7 (C10), 150.6 (C1), 
132.8 (C6), 130.2 (C2), 129.9 (C4), 123.8 (OTf), 123.1 (C3), 122.8 (C5), 
54.2 (C8), 52.3 (C7), 40.3 (C11), 21.0 (C9). 19F{1H} NMR (377 MHz, 
Acetonitrile‑d3, 25 ◦C): δ [ppm] =−79.24 (s, OTf). HRMS-ESIþ
(MeCN): m/z calc. For [(C18H32N4)Cu]+: 367.19175, found: 367.19436, 
calc. For [(C18H32N4)Cu(CH3CN)]+: 408.21830, found: 408.21804. IR 
(KBr): ṽ [cm−1] = 3059 (w, C–Harom), 2966 (m, C–Harom), 2934 (m, 
C–Harom), 2892 (m, C–Haliph), 2876 (m, C–Haliph), 2799 (w, C–Haliph), 
1543 (vs, C––N), 1530 (vs), 1472 (s), 1424 (s), 1396 (s), 1330 (m), 1267 
(vs, OTf), 1223 (m, OTf), 1156 (vs, OTf), 1064 (m), 1048 (s, OTf), 1031 
(vs, OTf), 930 (w), 866 (w), 842 (w), 826 (w), 790 (w), 753 (m, OTf), 
656 (m), 638 (vs, OTf), 572 (m), 547 (w), 517 (m). Additional infor-
mation on the NMR spectra of the target compound including original 
data files is available via Chemotion Repository: doi:10.14272/ 
HNRHNIXGNDHWER-UHFFFAOYSA-M.1 

Synthesis of bis(μ-oxido) species [O]X2: 
Dried and degassed tetrahydrofuran (9.5 mL) was saturated with 

molecular oxygen at −100 ◦C. The colorless precursor complex [C]X 
(X−

= PF6−, BF4−, CF3SO3− (triflate, OTf−), 0.010 mmol, 2.0 eq) in aceto-
nitrile (0.5 mL) was prepared under inert conditions and added rapidly 
via a Hamilton syringe. The reaction solution stained immediately. The 
formation of [O]X2 (X−

= PF6−, BF4−, CF3SO3−, 0.005 mmol, 1.0 eq) was 
followed by UV/Vis spectroscopy. 

2.5. Catalytic oxygenation reactions of phenolic substrates 

Flame-dried molecular sieves (400 mg, 3 Å) were placed in a flask. 
Dried and degassed tetrahydrofuran (18 mL) was added and saturated 
with molecular oxygen at −100 ◦C. The precursor complex [C]PF6 
(0.10 mmol, 2 eq) in acetonitrile (2 mL) was prepared under inert con-
ditions, added rapidly via a Hamilton syringe and the bis(μ-oxido) 
complex [O](PF6)2 (0.005 mmol, 1 eq) was formed. The substrate solu-
tion was prepared by dissolving the substrate (1.25 mmol, 25 eq) in 
dried solvent (2-naphthol: 2 mL tetrahydrofuran, 6-quinolinol: 8 mL 
methanol) and subsequent adding of triethylamine (0.35 mL, 
2.50 mmol, 50 eq). The solution was injected in one portion into the 
reaction mixture and stirred at −100 ◦C for the respective time (2- 
naphthol: 2 h, 6-quinolinol: 3 h, see also Table 8). 1,2-Phenylenediamine 
solution (270.3 mg, 2.50 mmol, 50 eq) was prepared by dissolving it in 
dried tetrahydrofuran (2 mL) and then added to the reaction mixture. 
After stirring overnight at room temperature, the reaction was quenched 
by using hydrochloric acid (0.5 M, 50 mL) and EDTA (one spatula). The 
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organic solvents were removed under reduced pressure. The aqueous 
phase was extracted with dichloromethane (4 × 100 mL). The combined 
organic layers were dried over Na2SO4 and evaporated to dryness. The 
crude product was purified via column chromatography and analyzed by 
NMR spectroscopy. 

3. Results and discussion 

3.1. Synthesis of ligands and Cu(I) complexes 

In analogy to our previously reported hybrid guanidine ligand sys-
tem TMGbenza (L1) [31], two related ligands were developed by 
modification of the amine donor unit to evaluate the influence on the 
steric effects and the donor strength of the ligand system on dioxygen 
activation and transfer processes (Scheme 1). Ligand L1 [31] contains a 
permethylated amine moiety, which is substituted by a diethyl or di- 
isopropyl group to give the new hybrid guanidine ligands TMGbenzNEt2 
(L2, IUPAC name: 2-{2-((diethylamino)methyl)phenyl}-1,1,3,3-tetra-
methylguanidine) and TMGbenzNiPr2 (L3, IUPAC name: 2-{2-((di-iso-
propylamino)methyl)phenyl}-1,1,3,3-tetramethylguanidine). 

Starting from 2-nitrobenzyl bromide, ligands L2 and L3 were syn-
thesized in a three-step reaction based on a protocol reported previously 

[31] and isolated in high yields. The 1H NMR and 13C{1H} NMR spectra 
show that the modification of the amine donor primarily influences the 
methylene group of the ligand (Table 1). 

The resonances of the carbon atom of the methylene group in the 13C 
{1H} NMR spectra shifted to lower chemical shifts and those of neigh-
bored carbon and hydrogen atoms shifted to higher chemical shifts 
accordingly. This shift results from the positive inductive effect of the 
alkyl substituents, which is most pronounced in L1 and diminished with 
increasing alkyl chain length. This effect causes more electron density in 
the NMe2 moiety in L1 compared to the NEt2 moiety in L2 and the NiPr2 
moiety in L3, reflecting the electron donating abilities of the ligand 
system. 

Employing equimolar amounts of the ligand L2-L3 and the copper 
salt [Cu(MeCN)4]X (X−

= PF6−, BF4−, OTf−) in acetonitrile at room tem-
perature led to the formation of the monochelate copper(I) complexes 
[C2]X and [C3]X (X−

= PF6−, BF4−, OTf−; Scheme 1). Ligands and com-
plexes were stored in a glovebox under nitrogen atmosphere due to their 
moisture- and/or air-sensitivity. ESI-MS measurements reveal the for-
mation of the desired monochelate copper(I) species. A bischelate spe-
cies was observed in neither case, which is redirected to the enlarged 
steric demand of L2 and L3. The 1H NMR and 13C{1H} NMR spectra of 
the complexes [C2]X and [C3]X with different weakly coordinating 
anions are each mainly similar, revealing no visible electronic impact of 
the weakly coordinating anions on the complex cation. This agrees well 
with the NMR spectra of complexes [C1]X [31]. The modification of the 
amine moiety from NMe2 to NiPr2, however, led to a shifted resonance of 
the carbon atom of the guanidine moiety within the complexes [C1]X to 
[C3]X to higher chemical shifts independent of the present anion, 
revealing the electronic influence of the diminished amine donor abili-
ties on the guanidine moiety (see Table 2). 

Scheme 1. Synthesis of hybrid guanidine ligands L1-L3 and their corresponding Cu(I) complexes.  

Table 1 
Selected chemical shifts [ppm] of the hybrid guanidine ligands L1, L2 and L3.    

L1 L2 L3 
1H NMR CH2 3.30 3.42 3.51 
13C{1H} NMR CH2 60.6 54.5 45.4  

CH2C(Ph) 130.8 131.8 133.8  
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Also, the obtained wavenumbers of the C––N vibration of the gua-
nidine moiety in complexes [C1]X to [C3]X shifted to slightly lower 
values from L1- to L3-stabilized copper(I) complexes (Table 3). A similar 
trend was observed in several pairs of hybrid guanidine amine-stabilized 
zinc(II) chloride complexes upon modification of the amine moiety from 
NMe2 to NEt2 [90]. 

These observations clearly show that the guanidine moiety responds 
to the decreased electron donating properties of the amine moiety from 
L1 to L3 in the copper(I) species. 

3.2. Dioxygen activation 

Cu(I) complexes [C2]X and [C3]X (X−
= PF6−, BF4−, OTf−; Fig. S15 

and S22 depict the UV/Vis spectrum of [C2]PF6 and [C3]PF6) were 
oxygenated at low temperatures in a mixture of tetrahydrofuran/ 
acetonitrile (19:1) by bubbling molecular oxygen through a precooled 
tetrahydrofuran solution and injecting complexes [C2]X and [C3]X in 
acetonitrile (Scheme 2). Dioxygen activation was indicated by an im-
mediate color change. The obtained UV/Vis spectroscopic characteristic 
transitions of bis(μ-oxido) complexes [O1]X2 - [O3]X2 (X−

= PF6−, BF4−, 
OTf−) are summarized in Table 4. The formation of [O2](PF6)2 and [O3] 
(PF6)2 were analyzed by UV/Vis spectroscopy (Fig. 2). The green bis 
(μ-oxido) species [O2](PF6)2 (Fig. 2, left) displayed two distinct ab-
sorption bands at 280 nm (40,000 M−1 cm−1) and 400 nm 
(20,000 M−1 cm−1). The transition at higher wavelength slightly shifted 
in comparison to our previously reported system [O1](PF6)2 (UV/Vis 
features at 280 nm (40,000 M−1 cm−1) and 392 nm (21,000 M−1 cm−1)) 
[31]. Similar UV/Vis spectroscopic features were obtained by using bis 
(μ-oxido) complexes [O2](BF4)2 and [O2](OTf)2 (Figs. S27 and S28), 
underlining the independence of the absorption bands from the present 
weakly-coordinating anions. All complexes [O2](X)2 (X−

= PF6−, BF4−, 
OTf−) were formed within 15–40 min at −100 ◦C and revealed a stability 
of at least 90 min. Higher temperatures caused a fast decay of the bis 

(μ-oxido) species, followed by discoloration of the reaction solution to 
yellow. 

The orange bis(μ-oxido) species [O3](PF6)2 (Fig. 2, right) showed 
besides the two absorption bands at 280 nm (38,000 M−1 cm−1) and 
423 nm (16,000 M−1 cm−1) an additional smaller UV/Vis feature at 
330 nm (9000 M−1 cm−1). The transition at higher wavelength shifted in 
comparison to [O2](PF6)2 to higher wavelengths. Accordingly, the 
species [O3](BF4)2 and [O3](OTf)2 exhibited similar UV/Vis spectra 
(Figs. S29 and S30). All L3-stabilized bis(μ-oxido) species were gener-
ated within 25–40 min at −100 ◦C and revealed a stability of at least 
60 min. 

To get further insights in the electronic situation of the oxido species 
we performed density functional theory calculations (DFT). In accor-
dance with previous benchmark studies [50,55,91–94], we used the 
hybrid functional TPSSh [74–76] with the Ahlrichs type basis set def2- 
TZVP [77–80] and empirical dispersion correction with Becke- 
Johnson damping GD3BJ [81–84]. In all three oxido species the Cu–N-
gua bond lengths are shorter than the Cu–Namine bond lengths, suggesting 
that the guanidine units possesses the better donor ability (see Table 5). 
With larger steric encumbrance of the amine donor, the Cu–N bond 
lengths and the Cu⋅⋅⋅Cu distance increase. Moreover, the Cu–O bond 
length elongates slightly whereas the O⋅⋅⋅O distance decreases. The 
higher steric hindrance of the amine donor leads to a stretching of the 
Cu2O2 moiety. Furthermore, the dihedral angle between the Cu2O2 
plane and the CuN2 plane increases indicating a higher twist of the 
Cu2O2 core and the ligands. 

Natural population analysis (NBO) helps to evaluate the donor 
ability of the ligands [50,85–87]. The guanidine N-donor atom in the 
ligands is more negatively charged than the amine N-donor atom. 
Moreover, the guanidine N-donor atom as well as the amine N-donor 
atom display a slightly more negative value with higher steric demand of 
the amine donor (Table 6). A more negative value means a more basic 
character of the N-donor atom. The charge transfer energies (obtained 
by second order perturbation theory) for the donation of the N-donor 
atoms reveal that the guanidine N-donor atom possesses a larger donor 
strength in comparison to the amine N-donor atom. The donor strength 

Table 3 
Wavenumbers of the C––N stretching mode of the Cu(I) complexes [C1]X-[C3]X 
(X−

= PF6−, BF4−, OTf−) in the IR spectra [cm−1]. Due to the low resolution and 
broad characteristic guanidine vibrations, no shift can be detected for the copper 
complexes with hexafluoridophosphate as anion.   

[C1–3]PF6 [C1–3]BF4 [C1–3]OTf 
L1 1555 1557 1549 
L2 1555 1554 1546 
L3 1551 1550 1543  

Scheme 2. Oxygenation of Cu(I) species [C2]X and [C3]X (X−
= PF6−, BF4−, OTf−).  

Table 4 
Experimental UV/Vis spectroscopic features of the bis(μ-oxido) species [O1]X2 - 
[O3]X2 (X−

= PF6−, BF4−, OTf−, see also Fig. S27 – S31 in the Supporting 
Information).  

[O]X2 λ [nm] 
(ε [M¡1 cm¡1]) 

λ [nm] 
(ε [M¡1 cm¡1]) 

[O1](PF6)2 [31] 392 (21000) 280 (40000) 
[O1](BF4)2 [31] 392 (21000) 280 (40000) 
[O1](OTf)2 [31] 396 (21000) 284 (39000) 
[O2](PF6)2 400 (20000) 280 (40000) 
[O2](BF4)2 399 (19000) 279 (36000) 
[O2](OTf)2 397 (19000) 280 (35000) 
[O3](PF6)2 423 (16000) 280 (38000) 
[O3](BF4)2 422 (14000) 277 (33000) 
[O3](OTf)2 421 (17000) 280 (38000)  

Table 2 
Chemical shifts of Cgua of L1-L3-stabilized Cu(I) complexes [C1]X-[C3]X 
(X−

= PF6−, BF4−, OTf−) in the 13C{1H} NMR spectra [ppm].   
[C1–3]PF6 [C1–3]BF4 [C1–3]OTf 

L1 164.7 164.7 164.6 
L2 165.0 165.0 165.0 
L3 165.7 165.7 165.7  
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of the amine N-donor atoms diminishes from [O1]2+ to [O3]2+ indi-
cated by the smaller values of the charge transfer energies and the 
elongation of the Cu–Namine bond lengths. 

The difference in the steric and electronic properties of [O1]2+ to 
[O3]2+ results in an elongation of the Cu–Ngua bond and the Cu–Namine 
bond accompanied by a higher twist of the Cu2O2 plane and the CuN2 
plane, and a stretching of the Cu2O2 core. All these effects diminish the 
orbital overlap of the N-donor with the copper ions. 

The experimental UV/Vis spectra depict the characteristic UV/Vis 
bands: one at 280 nm and another one at 392 nm in [O1](PF6)2 being 
redshifted to 400 nm in [O2](PF6)2 up to 423 nm in [O3](PF6)2. This 
redshift is well reproduced with time-dependent DFT calculations of the 
oxido species ([O1]2+: 375 nm; [O2]2+: 382 nm; [O3]2+: 398 nm; see 
Figs. S42 – S44). A natural transition orbital (NTO) [95] analysis assigns 
the characteristic band at 280 nm to an in plane transition of the 
bonding interaction of a copper d orbital with the πσ* orbital of the oxido 
ion (highest occupied natural transition orbital, HONTO; Fig. 3 and 

Fig. S45) to the antibonding interaction of the Cu d orbitals with the σ* 
orbital of the oxido ion (lowest unoccupied natural transition orbital, 
LUNTO; Fig. 3 and Fig. S46). The transition at higher wavelength is an in 
plane transition of the bonding interaction of a Cu d orbital with the σ* 
of the oxido ion and antibonding to the N-donors (HONTO, Fig. 3 and 
Fig. S47) to the antibonding interaction of a copper d orbital with the πσ* 
orbital of the oxido ion and antibonding with the N-donor (LUNTO, 
Fig. 3 and Fig. S48). These two characteristic bands are known for oxido 
species with N-donor ligands [13]. Besides the two characteristic tran-
sitions, in [O3]2+ a shoulder at 330 nm (Fig. 2) is observed. This tran-
sition is traced back to the transition from a linear combination of the 
πσ* orbital with the πv* orbital and contribution of the ligand to the 
antibonding interaction of the copper d orbital with the σ* orbital of the 
oxido ions and antibonding to the N-donors. The orbitals look already 
distorted due to the steric influence of the amine donor. 

The observed redshift is based on several effects: the increasing steric 
demand (methyl group to isopropyl group) and the lower donor ability 
of the amine N-donor (NMe2 >NEt2 >NiPr2) lead to a higher twist be-
tween the Cu2O2 core and the CuN2 plane (also shown in the NTOs of the 
bis(μ-oxido) species) and a stretching of the Cu2O2 rhomb. Both effects 
result in a poorer orbital overlap and a redshift. As third effect (but also 
in conjunction with the first two), the energies of the canonical orbitals 

Table 5 
Key geometric parameters of the oxido species [O1]2þ

− [O3]2þ (Gaussian16, 
TPSSh/def2-TZVP, GD3BJ).   

[O1]2þ [O2]2þ [O3]2þ

Bond lengths [Å]    
Cu – Ngua 1.917, 1.917 1.921, 1.928 1.928, 1.934 
Cu – Namine 1.967, 1.967 1.985, 1.991 1.996, 2.006 
Cu – O 1.802, 1.807 1.805, 1.807 1.807, 1.810  

1.802, 1.807 1.803, 1.809 1.809, 1.811 
O⋅⋅⋅O 2.326 2.309 2.296 
Cu⋅⋅⋅Cu 2.759 2.777 2.793 
Dihedral angle [◦]    
∢(Cu2O2, CuN2) 5.0 8.4 17.3  

Table 6 
NBO charges and charge transfer (CT) energies for selected atoms of 
[O1]2+

− [O3]2+ (NBO7.0; TPSSh/def2-TZVP, GD3BJ).   
[O1]2þ [O2]2þ [O3]2þ

NBO charges [e units]    
Cu 1.35 1.36 1.37 
Ngua −0.70, −0.70 −0.71, −0.72 −0.72, −0.72 
Namine −0.40, −0.40 −0.40, −0.40 −0.42, −0.42 
O −0.96, −0.96 −0.96, −0.96 −0.97, −0.98 
CT energies [kcal mol¡1]    
Ngua ➔ Cu 31.9, 31.9 22.0, 27.8 27.1, 29.3 
Namine ➔ Cu 20.1, 20.1 17.5, 18.3 14.5, 15.3  Fig. 3. NTO representations of LUNTOs and HONTOs for [O1]2þ and [O3]2þ

of the characteristic transition at higher wavelength. 

Fig. 2. UV/Vis spectra of the formation of [O2](PF6)2 (left) and [O3](PF6)2 (right, 0.5 mM) in tetrahydrofuran at −100 ◦C (Insets: time-resolved formation of [O2] 
(PF6)2 at 400 nm and [O3](PF6)2 at 420 nm). 
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differ depending of the ligand. The energetic difference between the 
LUMO+1 (LUMO: lowest unoccupied molecular orbital) and the LUMO 
diminishes from [O1]2þ to [O3]2þ (see Table S2 and S3). Thus, the 
LUMO+1 is more stabilized in energy with weaker amine donor with 
higher twist. On the other hand, the HOMO-8 (HOMO: highest occupied 
molecular orbital; key orbital for the 400 nm transition) is higher in 
energy relative to the HOMO with weaker amine donor (see Table S2 
and S3). This has the consequence that the energy for the transition 
becomes smaller from [O1]2þ to [O3]2þ resulting in a redshift of the 
characteristic Cu2O2 core transition at higher wavelength. 

A shift of the characteristic bands in dependence of the N-donor 
ligand system was reported previously (Table 7, for a scheme of the li-
gands see Fig. 1). A similar system to TMGbenza is represented by 
TMGdmap [28]. In TMGdmap, the spacer is a propylene bridge and the 
ligand possesses also the NMe2 and TMG donor functions. Here we find 
the characteristic bands of oxido species RC1 in the same region 
[28,29,55], but a smaller twist with 1.8◦ between the Cu2O2 core and the 
CuN2 plane compared to [O1]2þ (5.0◦) and a slightly longer Cu⋅⋅⋅Cu 
vector (2.747; [O1]2þ: 2.759 Å) and O⋅⋅⋅O distances (2.336 Å, [O1]2þ: 
2.326 Å). The bisguanidine ligand TMG2tol exhibits the same backbone 
but only one type of donor at both positions [30]. The oxido species RC3 
with the ligand TMG2tol shows a small shift of the characteristic UV/vis 
band at higher wavelength. This shift is a result of the higher twist with 
6.9◦(av) between the Cu2O2 core and the CuN2 plane, whereas the 
Cu⋅⋅⋅Cu vector and the O⋅⋅⋅O distances remains constant to the oxido 
species RC1. The TMG moieties with the high sterically demand lead to 
two different twist angles of 2.4◦ and 11.4◦. Herres-Pawlis, Stack and co- 
workers also observed a redshift from 385 nm to 392 nm upon modifi-
cation of the amine unit in TMGdmap from NMe2 to NEt2 (see RC2), 
which was redirected to steric effects of the ligand system [29]. 

Stack, Solomon and co-workers examined very carefully a huge 

number of Cu2O2 species and reported also UV/Vis and Raman spectra 
[19,21,22]. The ligands are based on peralkylated bidentate trans-(1R, 
2R)-cyclohexanediamine and 1,2-ethanediamine skeletons or tridentate 
polyazacyclononane ligands. The ligands varied from tetramethyl to 
dimethyl-diethyl to tetraethyl derivatives. They studied the influence of 
the steric demand of the substituent on the spectroscopic features and 
the geometry of the Cu2O2 rhomb. For the cyclohexanediamine de-
rivatives, they reported a redshift with higher steric demand of the 
ligand (RC4-RC6). This is a result of the steric pressure of the ligand 
system of the oxido species resulting in an elongation of the Cu2O2 
rhomb. The authors do not rule out an influence of the twist of the CuN2 
plane and the Cu2O2 rhomb. This trend was also reported for the 
polyazacyclononane-based species RC16-RC19 and the 1,2-ethylenedi-
amine systems RC7-RC9. The study based on RC7-RC9 is supported 
by a report in 2015: This trend was also observed upon the variation of 
the N-donor moieties from the primary amine propane-1,3-diamine (PD) 
to a hybrid version (NH2, NMe2) to permethylated amine tetramethyl 
propylenediamine (TMPD) (see RC10-RC12): a redshift of the optical 
bands is observed together with an elongated Cu⋅⋅⋅Cu vector due to steric 
considerations and diminished donor ability of the ligands with PD 
being the smallest and strongest ligand [26]. Stack reported in 2019 a 
systematic study on oxido complexes with the ligands TMPD (RC12), Nα, 
Nα,Nτ-trimethyl-histamine (Me3His, RC13), Nτ-n-butylhistamine (nBu-
His, RC14) and bis(1-n-butylimidazol-2-yl)methane (nBuBIM, RC15). In 
this series, the donor character varied (TMPD < Me3His < nBuHis <
nBuBIM) correlating to a systematic blueshift of the optical transitions 
due to the stronger donation and better orbital overlap of the donors 
[27]. Furthermore, the Cu⋅⋅⋅Cu vector and the Cu–N bond lengths 
diminished with better donor ability of the ligand. All these findings 
clearly show that the stronger the N-donor moieties are, the more blue- 
shifted is the absorption band of the [O] species and vice versa. 

Table 7 
Selected structural and spectroscopic parameters of bis(μ-oxido) species stabilized by bidentate and tridentate ligands.  

Oxidoa ligand system UV/Vis, λ [nm] rRaman Cu⋅⋅⋅Cu Cu–Ob Cu–Nb 

species  (ε [mM¡1 cm¡1]) ṽṽ [cm¡1] [Å] [Å] [Å] 
[O1]2+ TMGbenza [31] 392 (21), 280 (40) 620 2.66c 

2.76d 
1.89c 

1.80d 
2.01, 2.06c 

1.92, 1.97d 

[O2]2+ TMGbenzNEt2 399 (21), 280 (40) 615 2.78d 1.81d 1.92, 1.99d 

[O3]2+ TMGbenzNiPr2 423 (18), 280 (38) 607 2.79d 1.81d 1.93, 2.00d 

RC1 TMGdmap [28,29] 385 (18), 297 (20) 617 [96] 2.78c 

2.76d 
1.82c 

1.79d 
1.96, 1.96c 

1.91, 2.00d 

RC2 TMGdeap [29] 392 (18), 297 (15) – – – – 

RC3 TMG2tol [30] 395 (12), 290 (38) 600 2.75d 1.81d 1.92d 

RC4 TMCHD [19,21,22] 399 (25), 301 (20) 605 – – – 

RC5 MECHD [19,21,22] 408 (28), 313 (21) 610 2.74e 

2.73c 
1.80e 

1.81c 
– 

RC6 TECHD [19,21,22] 413 (23), 319 (17) 616 – – – 

RC7 TMED [23] 392 (18) 607 2.74c 

2.77d 
1.80c 

1.81d 
1.96c 

1.97d 

RC8 Me2Et2ED [22] 397 (21), 297 (18) – – – – 

RC9 TEED [21,22] 407 (24), 307 (17) 603 2.74c 1.80c  

RC10 PD [24] 375 (23), 278 (21) – 2.77c 

2.71d 
1.86c 

1.80d 
2.00c 

1.94d 

RC11 DMPD [24] 390 (28), 290 (20) – 2.81c 

2.78d 
1.82c 

1.81d 
1.96c 

1.99, 1.91d 

RC12 TMPD [24] 403 (29), 302 (19) 608 2.85c 

2.83d 
1.84c 

1.81d 
2.02c 

2.00d 

RC13 Me3His [25] 380 (30), 280 (25) – 2.80c 

2.77d 
1.82c 

1.81d 
1.97c 

1.98, 1.91d 

RC14 nBuHis [25] 363 (28), 262 (30) – 2.78c 

2.73d 
1.82c 

1.81d 
1.96c 

1.95, 1.91d 

RC15 nBuBIM [27] 349 (24), 251 (35) – 2.78c 

2.69d 
1.84c 

1.76d 
1.94c 

1.89d 

RC16 Me3TACN [19] 412 (18), 307 (16) 604 2.77c – – 

RC17 Bz3TACN [20] 430 (14), 318 (12) 603 2.79e 1.81e – 

RC18 iPr2BzTACN [20] 436 (16), 322 (12) 594 – – – 

RC19 iPr3TACN [20] 448 (13), 324 (11) 589 – – – 

a) RC = reference bis(μ-oxido) complex in the presence of a weakly coordinating anion, b) Cu–O values are averaged; Cu–N values are averaged in some cases, c) 
derived from EXAFS data, d) determined by DFT calculations, e) derived from X-ray data. 

M. Paul et al.                                                                                                                                                                                                                                    



Journal of Inorganic Biochemistry 224 (2021) 111541

11

Resonance Raman spectroscopic measurements provides further in-
sights into the donor ability and the electronic situation of the Cu2O2 
rhomb. For this purpose, resonance Raman spectra of the bis(μ-oxido) 
species [O2](PF6)2 and [O3](PF6)2 were recorded in a tetrahydrofuran/ 
acetonitrile mixture (80:20) at −90 ◦C with an excitation wavelength of 
532 nm (see section 2.8.2 in the Supporting Information and Figs. S49 – 

S51). Fig. 4 depicts the resonance Raman spectra of [O2](PF6)2 and 
[O3](PF6)2 in comparison to [O1](PF6)2 (excitation at 420 nm) [31]. 

The resonance Raman spectra depict vibrations at 615 cm−1 for [O2] 
(PF6)2 and 607 cm−1 for [O3](PF6)2, which result from the characteristic 
breathing Raman modes of the bis(μ-oxido) species (Fig. 4, Figs. S49 und 
S50). The characteristic vibration at 620 cm−1 of [O1](PF6)2 was 
already reported previously (Fig. S51) [31]. A comparison of the Raman 
spectra reveals a slight frequency shift to smaller wavenumbers from 
[O1](PF6)2 to [O3](PF6)2 also reproduced in the calculated Raman 
spectra (Table S4). This shift may be due to the deformation of the Cu2O2 
rhomb. Besides the characteristic Cu2O2 rhomb Raman modes, further 
vibrations of the aromatic backbone and the Cu–Namine and Cu–Ngua 
stretching mode are observed (Fig. 4, Fig. S49 – S51, Table S4). Thus, we 
can evaluate the variation of the amine donor strength by the Raman 
mode. The Raman mode of the Cu–Namine bond stretching shifts to 
smaller wavenumbers from [O1](PF6)2 to [O3](PF6)2 (Fig. 4, Table S4) 
in line with the weakening of the donor. A comparison of the computed 
Raman spectra with the experimental ones shows that Raman modes for 
the Cu–Ngua bond appear only as a combination of the Cu–Ngua vibration 
mixed with those of the aromatic system and/or Cu–Namine bond. 

The effect of the systematic variation of the N-donor moieties on the 
characteristic UV/Vis and resonance Raman features of bis(μ-oxido) 
dicopper(III) complexes was investigated in only few studies [19,21,22]. 
The ligands were explained in the UV/Vis spectra section above and 
discussed. Stack and Solomon found for cyclohexanamine systems RC4- 
RC6 a slight frequency shift in the resonance Raman spectra (from 
605 cm−1 to 610 cm−1 to 616 cm−1), when both amine moieties are 
varied from permethylated to a hybrid version (NMe2, NEt2) to per-
ethylated [19,21,22]. They attributed these small shifts in frequencies to 
be indicative for only the Cu2O2 rhomb, as they observed larger shifts 
hinging on small perturbations [21]. Solomon and Stack also observed a 
frequency shift in the Raman spectrum of the Cu–N stretching mode to 
smaller wavenumbers for ligands with higher steric demand [65]. Using 
TACN systems (RC16-RC19), they observed the reversed trend (Me3T-
ACN (OTf−: 604 cm−1), Bz3TACN (OTf−: 603, 595 cm−1); Bz3TACN 

Fig. 4. Resonance Raman spectra of [O1](PF6)2 (black), [O2](PF6)2 (red) and 
[O3](PF6)2 (blue) in a mixture of tetrahydrofuran/acetonitrile (80:20) at 
−90 ◦C ([O2](PF6)2 and [O3](PF6)2 excitation at 532 nm; [O1](PF6)2 excitation 
at 420 nm [31]). (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.) 

Fig. 5. Cryo-UHR-ESI mass spectrometry of [O2](PF6)+ (left) and [O3](PF6)+ (right) in tetrahydrofuran at −80 ◦C (top: experimental, bottom: calculated spectra). 
The isotopic pattern and corresponding m/z value revealed the mass spectrum of the monocationic species [O2](PF6)+ and [O3](PF6)+. 

M. Paul et al.                                                                                                                                                                                                                                    



Journal of Inorganic Biochemistry 224 (2021) 111541

12

(ClO4−: 600 cm−1), iPrBzTACN (ClO4−: 594 cm−1) and iPr3TACN (ClO4−: 
596 cm−1)), which is in accordance with our systems [13]. 

Cryo-UHR-ESI measurements were performed to determine the 
Cu–O2 stoichiometry of the bis(μ-oxido) species [O2]2+ and [O3]2+

(Fig. 5, Fig. S34 – S39). The isotopic pattern and respective m/z value 
agree well with the calculated spectra of the monocationic compound 
[O2](PF6)+ and [O3](PF6)+, revealing a Cu–O2 ratio of 2:1. Similarly, 
the monocationic species [O2](BF4)+ and [O2](OTf)+ as well as [O3] 
(BF4)+ and [O3](OTf)+ were observed (see section 2.8.3 in the Sup-
porting Information). It is noteworthy that the formation of bischelate 
complex [Cu(L)2]+ (as observed in ref. [34] for L1) using ligands L2 or 
L3 was observed in neither case, which resulted from a small increase of 
the steric demand of the ligand system. 

3.3. Catalytic oxygenation reactions 

The hybrid guanidine ligand TMGbenza (L1) has already shown its 
support in catalytic oxygenation reactions of a library of polycyclic ar-
omatic alcohols [31], revealing a beneficial interplay of the strong N- 
donor features of the guanidine moiety, which is sterically demanding, 
and the space-saving weaker amine donor function with regard to the 
substrate accessibility of the reactive bis(μ-oxido) core. The modifica-
tion of the amine donor moiety from NMe2 to NEt2 to NiPr2 enhances the 
steric demand of the ligand shielding the bis(μ-oxido) core. Therefore, 
the catalytic activity of bis(μ-oxido) complexes [O2](PF6)2 and [O3] 
(PF6)2 was investigated towards polycyclic aromatic alcohols, evalu-
ating the influence of the increased steric encumbrance on the substrate 
accessibility of the Cu2O2 core. The results are then compared to the 

related hybrid guanidine-stabilized system [O1](PF6)2 [31] (Table 8). 
Phenolic substrates were transformed into its quinone form in a 
tyrosinase-like fashion and subsequently converted with 1,2-phenylene-
diamine in a one-pot reaction to form stable phenazines [97]. Oxygen-
ation reactions were performed following a modified protocol 
established by Bulkowski [98] and refined by Tuczek and co-workers 
[41]. The catalyst concentration was referred to the quantitative for-
mation of the bis(μ-oxido) complex and adapted from our study on [O1] 
(PF6)2 [31]. Two equivalents of the auxiliary base triethylamine were 
added to the reaction to deprotonate the substrate molecule. Molecular 
sieve (3 Å) was used to capture produced water molecules in order to 
prevent catalyst decomposition. Oxygenation experiments mediated by 
[O2](PF6)2 and [O3](PF6)2 were conducted by using 2-naphthol and 6- 
quinolinol, which both offer two quinone product possibilities to 
analyze the selectivity of the reaction. The position of the hydroxylation 
was anticipated earlier by DFT calculations, revealing a large value of 
the negative Fukui function and therefore predicting the formation of 
exclusively bent phenazines [31]. 

The oxygenation reactions were conducted upon different reaction 
temperatures for [O2](PF6)2 and [O3](PF6)2, which results from the 
stability of the catalysts. Therefore, the respective reaction time needed 
to achieve full conversion was adapted. Whereas 2-naphthol was con-
verted by [O2](PF6)2 within two hours at −100 ◦C at 82% (entry 2), a 
small loss in conversion to 78% was observed by using [O3](PF6)2 (entry 
3), which relates to the higher steric demand of the isopropyl groups 
compared to the ethyl groups, seemingly decreasing the reaction rate of 
substrate conversion. This is in line with the isolated yield of benzo[a] 
phenazine (P1). In comparison, catalyst [O1](PF6)2 achieved a slightly 

Table 8 
Catalytic oxygenation of polycyclic aromatic alcohols mediated by a bis(μ-oxido) species and subsequent condensation of the 
quinone by using 1,2-phenylenediamine to generate phenazines. 
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higher substrate conversion in only one hour at −90 ◦C (entry 1), leading 
to a greater amount of P1 [31]. 6-quinolinol was transformed quanti-
tatively by both catalysts [O2](PF6)2 and [O3](PF6)2 (entries 5–6), 
which is similar to the reaction with [O1](PF6)2 (entry 4). Pyrido[3,2-a] 
phenazine (P2) was isolated in 28–31% yield. All three catalysts 
depicted a high selectivity during the hydroxylation reactions of 2-naph-
thol and 6-quinolinol, forming exclusively the bent phenazines as pre-
dicted previously by theoretical investigations using the Fukui function 
[31]. Therefore, the steric influence of the modified amine donor moiety 
of the bis(μ-oxido) complex on the selectivity of the reaction can be 
neglected. The reactive Cu2O2 core was sufficiently accessible to the 
substrates despite the higher steric encumbrance of the stabilizing 
ligand system. 

4. Conclusion 

In summary, we designed new aromatic hybrid guanidine ligands 
with varied amine donor moiety, which exclusively formed monochelate 
copper(I) complexes due to the increased steric demand of the ligand 
system, thus eliminating a predominant equilibrium between mono-
chelate and bischelate copper(I) complex. Oxygenation of the copper(I) 
complexes allowed the formation of the corresponding bis(μ-oxido) 
complexes in the presence of different weakly-coordinating anions, 
which were characterized by UV/Vis and resonance Raman spectros-
copy, cryo-UHR-ESI mass spectrometry and DFT calculations. The 
smaller donor strength of the amine donor moiety and the enlarged 
steric demand of the alkyl substituents from NMe2 to NEt2 to NiPr2 lead 
to a higher twist between the Cu2O2 core and the CuN2 plane and a 
stretching of the Cu2O2 rhomb. All these effects result in a poorer orbital 
overlap, causing a redshift of the LMCT features of the bis(μ-oxido) 
species. 

Although the bis(μ-oxido) complexes required a lower formation 
temperature of −100 ◦C, they showed high activity in oxygenation 
catalysis towards challenging substrates including 2-naphthol and 6-qui-
nolinol, proposing again the bis(μ-oxido) core as catalytically active 
species. The higher steric demand of the alkyl groups of the supporting 
ligand system revealed a marginal influence on the substrate conversion. 
Nevertheless, increasing the shielding of the reactive Cu2O2 core had no 
measurable impact on the selectivity of the hydroxylation reaction. 
Thus, such small structural modifications help to move a step closer to 
ultimately understand the mechanisms behind structure design and 
catalytic reactivity. 
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F. Tuczek, Eur. J. Inorg. Chem. (2019) 2258–2266. 
[47] A. Hoffmann, C. Citek, S. Binder, A. Goos, M. Rübhausen, O. Troeppner, 
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4.5 Manipulating the Electron Transfer - The Influence of

Substituents on Novel Copper Guanidine Quinoline

Complexes

The author has contributed to the XAS measurements and the respective data analysis.

The similarity of the CuI and CuII state in copper guanidine quinoline complexes
renders these model complexes as suitable candidates for the investigation of the
entatic state. In [4.5], differently modified quinoline ligands were used to test the
effect they have on the entatic state in the complex. The modification addresses
either the electronic or steric interaction. The study was conducted with theoretical
DFT calculations, Marcus theory, XRD and XAS experiments and revealed that the
substitution at the 2-position of the quinoline unit leads to better entatic state model
complexes. The XANES analysis of the XAS data allowed for a identification of the
correct oxidation state, whereas the EXAFS analysis gave the empirical values of the
bond lengths and angles, which is necessary to investigate the structure-function
relationship of the entatic state model complexes.

The first concepts of the entatic state referred to the protein matrix as a rigid
framework [45] as proposed by B. L. Vallee and R. Williams. It was softened up by
adding some flexibility by B. G. Malmström et al. in 1989 [121] in the induced-rack
theory. To the mostly geometric understanding of the entatic state, D. Rorabacher
added in 2007 [46] electronic influences and now a modern interpretation of the entatic
state is the entasis as the energetization of the reactants and products due to the adverse in-
teraction between the protein or ligands and the metal ion as given e.g. by P. Comba [122].
Although the microscopic theory is constantly evolving, the basic principle of the
entatic state is, that the energetization lowers the activation barrier for reaction and
by that increases its speed. The electron-transfer rate k11 can be used as a proxy
for the scale of the speed of the electron-transfer. D. M. Stanbury [123] reported
on slow electron self-exchange rates of 0.02-0.5 M– 1s– 1, the copper guanidine qui-
noline complexes by S. Herres-Pawlis have an electron self-exchange rate of 100-
1 000 M– 1s– 1 [53–55, 124] and D. Rorabacher [46] and N. K. Szymczak [125] report values
of 100 000 and 240 000 M– 1s– 1, respectively. The copper complexes in [4.5] are dis-
torted by their ligands to strongly deviate from the preferred geometry. CuI prefers
an ideal tetrahedral and CuII an ideal square-planar geometry. Based on DFT and
XAS derived data on the bond lengths and angles, a structure factor τ4 can be cal-
culated. It is defined so that a value of zero corresponds to ideal square-planar and
a value of one to ideal tetrahedral. [48] All ligands L2-L6 are modified versions of
L1 with substitutions in the 2- or 4-position, as shown in [4.5]-Scheme 1, to inves-
tigate the influence of the electron-transfer in respect to the entatic state. L2-L4 are
substituted to influence the steric demand, L5 is substituted to influence the steric
demand and the donor properties of the ligand and L6 is substituted to influence
the donor properties. Except for L3, combining the ligands with the CuI and CuII

salts leads to the formation of the respective copper complexes, where L2→C3/4,
L4→C5/6, L5→C7/8 and L6→C9/10. The aliphatic substitutions for C3/4-C5/6 at the
2-position did show structurally more similar CuI/II complex pairs as compared to
the non-substituted C1/2. The best results for the investigation of this steric effect
yielded a difference in structure parameter by ∆τ4 = 0.06 by C5/6. Electron-transfer
studies did reveal a higher electron self-exchange rate for the pairs C3/4 and C5/6 as
compared to non-substituted C1/2. However, the C5/6 pair had a smaller value as
compared to the C3/4 pair. This is explained with the fact that ∆τ4 is small for both
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pairs, but the average structure factor øτ4 is closer to the central value of 0.5 in be-
tween tetrahedral and square-planar for the C3/4 pair. Further DFT calculations also
showed that C5/6 has a lower reorganization energy than C3/4, which underlines
again that not only the similarity plays a role for the electron self-exchange rate, but
rather that the average structure should not favor on or the other oxidation state.

Cu-O binding motifs, bond lengths and angles are measured by XAS. The XANES
analysis of the XAS data yields the oxidation state of the complexes, whereas the EX-
AFS analysis yields the bond lengths and angles shown in the tables, which are the
foundation of the structure parameter calculations and the analysis of the effect of
the geometry on the entasis.

X-ray absorption spectroscopy (XAS) data were collected in the absorption mode
using two ionization chambers at the beamline P65 (DESY, PETRA III, Hamburg,
Germany). [101] The complexes were prepared in a glovebox under inert conditions
(oxygen and water free) with a concentration of 15 mM and transferred to a custom-
made PEEK cuvette with septum and Kapton (polyimide foil, DuPont) windows,
which were sealed by a teflon O-ring. The cuvette was cooled to -30 ◦C to prevent
sample damage and improve the data quality. The measurements were conducted
in a continuous flow helium cryostat Optistat CF (Oxford Instruments, UK). The
measurement time for a complete scan from 8828 eV to 9978 eV was 300 s. In total,
the samples were measured up to 60 min. Copper foil was measured simultaneously
and the first inflection point energy was set to 8979.0 eV and all measurements were
calibrated to this shift afterwards. Data processing and analysis were done with
Athena and Artemis. [103] The XANES data are shown in the top column in [4.5]-
Fig. 4. The CuI complexes show the characteristic 1s→4p transition [126] as a strong
peak at 8982 eV and 8985 eV and the CuII complexes show the characteristic 1s→3d
transition as a smaller feature between 8977 eV and 8978 eV. [127] The EXAFS data
are shown exemplary in the bottom column in [4.5]-Fig. 4 and in the supporting
information in Fig. S1-S8 and Tab. S2-S9.
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Michael A. Rübhausenb and Sonja Herres-Pawlis *a

Copper guanidine quinolinyl complexes act as good entatic state models due to their distorted structures

leading to a high similarity between Cu(I) and Cu(II) complexes. For a better understanding of the entatic

state principle regarding electron transfer a series of guanidine quinolinyl ligands with different

substituents in the 2- and 4-position were synthesized to examine the influence on the electron transfer

properties of the corresponding copper complexes. Substituents with different steric or electronic

influences were chosen. The effects on the properties of the copper complexes were studied applying

different experimental and theoretical methods. The molecular structures of the bis(chelate) copper

complexes were examined in the solid state by single-crystal X-ray diffraction and in solution by X-ray

absorption spectroscopy and density functional theory (DFT) calculations revealing a significant impact

of the substituents on the complex structures. For a better insight natural bond orbital (NBO)

calculations of the ligands and copper complexes were performed. The electron transfer was analysed

by the determination of the electron self-exchange rates following Marcus theory. The obtained results

were correlated with the results of the structural analysis of the complexes and of the NBO calculations.

Nelsen's four-point method calculations give a deeper understanding of the thermodynamic properties

of the electron transfer. These studies reveal a significant impact of the substituents on the properties of

the copper complexes.

Introduction

Copper proteins play an essential role in biological processes of

all living organisms since they are responsible for a fast and

reversible electron transfer.1 One group is the type 1 or blue

copper proteins that have a mononuclear copper center, e.g.

plastocyanin. The copper is coordinated by two nitrogen donors

of histidine and two sulfur donors of methionine and cysteine.2

Copper proteins exhibit very high electron self-exchange rates

k11 which are a scale for the speed of the electron transfer. For

these proteins the electron self-exchange rates range from 103 to

108 M�1 s�1.3–6 This is explained by the entatic state concept

which is adaptable for different transition metal enzymes.7–11

The exact effectiveness of the entatic state has been discussed

intensively in the past and different explanations have been

proposed.9,12 In 1968, the term “entatic state” was introduced by

Vallee and Williams. In their theory the protein possesses

a rigid framework that does not t the preferred geometry of the

bound metal ions or the cofactor. This leads to an energization

of the protein's units but not of the rigid framework.11,13 Another

explanation for the entatic state was suggested by Malmström

with the induced-rack theory.5,6,14 In contrast to the theory of

Vallee and Williams the protein framework exhibits some ex-

ibility leading in the ideal case to two different structures. One

structure is energetically favored by the protein framework, but

the coordination geometry of the metal ion is strained by the

protein framework, which is energetically unfavored by the

metal ion. In the second structure the coordination geometry is

less strained which is energetically favored by the metal ion but

energetically unfavored by the protein framework. Rorabacher

et al. proposed that the entatic state of type 1 copper proteins is

not just based on geometrical constraints but also on electronic

effects so that they introduced the term “electronic entatic

state”.15 Comba dened entasis as the energization of a complex

by an adverse interaction between the metal ion and the
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ligands.9 In general, the entatic state describes the energization

of the reactants and products due to the adverse interaction

between the protein or ligands and themetal ion. This results in

a lower activation barrier and a faster reaction.10,12 In case of

type 1 copper proteins the coordination geometry of the copper

center is highly distorted compared to the ideal tetrahedral

geometry favored by Cu(I) and the ideal square-planar geometry

favored by Cu(II) leading to an easier transition between Cu(I)

and Cu(II) and a promoted electron transfer.10,16

There are different approaches to apply the concept of the

entatic state to transition metal complexes as models for metal

proteins and catalysis.7,17 One example is models for electron

transfer proteins, especially for type 1 copper proteins. To

quantify the electron transfer ability of a model complex redox

couple the electron self-exchange rate k11 is necessary. The

determined electron self-exchange rates of several copper

complex redox couples in the literature span over a wide range.

Stanbury et al. analyzed the [Cu(bib)2]
+/2+ redox couple with

only N donors and the [Cu(bite)]+/2+ redox couple with N and S

donors (Fig. 1). For both systems relatively slow electron self-

exchange rates compared to type 1 copper proteins were

detected. The electron self-exchange rates range from (0.024 �

0.004) to (0.49� 0.06) M�1 s�1 for the [Cu(bib)2]
+/2+ redox couple

and (1.22 � 0.29) � 10�3 to (6.90 � 1.23) � 10�2 M�1 s�1 for the

[Cu(bite)]+/2+ redox couple in MeCN at 25 �C depending on the

used counter complex (for an explanation of the term counter

complex see chapter “Electron transfer studies”).18 The Cu bis-

pidine system reported by Comba et al. features a rigid ligand

(Fig. 1).4,9 Due to the rigidity the ligand is preorganized and

offers only one possible coordinating conformation, so the

ligand is inexible. However, the coordination sphere is slightly

elastic since the metal ion is not completely xed in the center

of the ligand cavity.9 This allows a low-energy rearrangement of

the coordination sphere characterized by a low inner-sphere

reorganization energy. Nevertheless, this system exhibits

a quite low electron self-exchange rate of 15 � 11 M�1 s�1 in

water at 25 �C. The reason for this is that the elastic coordina-

tion geometry enables large structural changes which inuence

the solvation shell signicantly resulting in a relatively high

outer-sphere reorganization energy. This emphasizes that a low

inner-sphere reorganization energy does not lead automatically

to a high electron self-exchange rate.4 In contrast, Rorabacher

et al. achieved high electron self-exchange rates of�105M�1 s�1

for the [Cu([15]aneS3bpy)]
+/2+ redox couple in MeCN at 25 �C

(Fig. 1).15 These values are within the range of the electron self-

exchange rates of the type 1 copper proteins. Besides the

determination via the Marcus cross relation, Rorabacher et al.

used the NMR line-broadening method. This method was also

applied by Szymczak et al. who measured an electron self-

exchange rate of 2.4 � 105 M�1 s�1 in THF at room tempera-

ture for the [Cu(H2Tpy
NMes)Cl]0/+ redox couple.19 In the past, our

group has reported the properties of copper guanidine quino-

linyl complexes as entatic state models by structural analysis

and determination of the electron self-exchange rates via Mar-

cus theory (102–103 M�1 s�1).20–23 The inuence of different

solvents and substituents was analyzed.22,23 The redox couple

[Cu(TMGqu)2]
+/2+ exhibits the highest electron self-exchange

rate for pure N donor systems in organic solvents.22 In copper

guanidine quinolinyl complexes the structures of the Cu(I) and

Cu(II) complexes are highly distorted compared to the ideal

tetrahedral geometry favored by Cu(I) and the ideal square-

planar geometry favored by Cu(II).16,20 This distortion leads to

a very high structural similarity between the Cu(I) and Cu(II)

complexes.20 In a previous report, substitutions in the 2-, 4- and

6-positions of the quinolinyl backbone were highlighted to have

the strongest inuence on the donor properties of the ligand.

Substituents in the 2- and 4-position mostly affect the quino-

linyl donor whereas substituents in the 6-position mostly affect

the guanidine donor.24 In another study, substituents with

electronic inuences were introduced in the 6-position but this

did not lead to an enhancement of the entatic state.23 Therefore,

substitutions in the 2- and 4-position affecting the quinolinyl

donor are of great interest where substituents in the 2-position

also have a steric inuence on the coordination geometry.

Herein, we examined the inuence of substituents in the 2-

and 4-position of the guanidine quinolinyl ligand on the prop-

erties of the corresponding Cu(I) and Cu(II) complexes. The

molecular structures of the complexes were characterized by

single-crystal X-ray diffraction (XRD), X-ray absorption spec-

troscopy (XAS) and density functional theory (DFT) calculations.

Moreover, the electron transfer was investigated via Marcus

theory and further DFT calculations.

Results and discussion
Strategies to manipulate the electron transfer

In order to manipulate the electron transfer performance of

guanidine quinolinyl copper complexes, different substituents

were introduced in the quinolinyl backbone of the ligands

(Scheme 1). Thus, the steric demand and the donor properties

of the ligands were modied compared to the unsubstituted

ligand TMGqu (L1). The guanidine donor was not changed for

comparability so only ligands with a TMG moiety were

synthesized.
Fig. 1 Ligands used in copper complexes that were examined as
entatic state models for electron transfer.4,9,15,18–23

Chem. Sci. © 2022 The Author(s). Published by the Royal Society of Chemistry
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First, ligands with alkyl groups in the 2-position with

different steric demand (TMG2Mequ (L2), TMG2tBuqu (L3), and

TMG2cHexqu (L4)) were synthesized. These substituents only

slightly change the electronic properties due to their weak

electron density donating feature while the steric requirements

in the 2-position should inuence the coordination proper-

ties.24 Due to the higher steric demand of the ligands, the

distortion of the resulting Cu(I) and Cu(II) complexes should be

higher compared to that of the Cu(I) and Cu(II) complexes with

the unsubstituted ligand (L1). Therefore, this should lead to an

improvement of the electron transfer properties. The different

alkyl groups should allow the inuence of the steric demand to

be determined.

Second, a ligand with a methyl ester group in the 2-position

(TMG2Meequ (L5)) was synthesized. As the alkyl group in

L2�L4 the methyl ester group has an inuence on the steric

demand. Moreover, the negative mesomeric effect caused by the

electron density withdrawing feature increases the delocaliza-

tion of the p system. This should inuence the electron transfer

ability of the Cu complexes.

Third, a ligand with a dimethylamine group in the 4-position

(TMG4NMe2qu (L6)) was synthesized. Due to its position in the

ligand, the dimethylamine group does not inuence the coor-

dination by steric demand. However, due to its positive meso-

meric effect caused by the electron density donating feature an

increase of the delocalization of the p system occurs. Like in L5

but with a more electron-rich aromatic system the inuence on

the electron transfer properties of the Cu complexes is

examined.

Synthetic strategy for the ligands

The nitro precursors for the alkyl substituted ligands L3 and L4

were obtained from 8-nitroquinoline by introducing the alkyl

group in a silver catalyzed radical substitution reaction

following a modied procedure of Minisci et al.25 According to

this, 2-tert-butyl-8-nitroquinoline and 2-cyclohexyl-8-

nitroquinoline were synthesized (Scheme 1, rst reaction

path). The nitro precursor for L2, 2-methyl-8-nitroquinoline,

was commercially available. For the precursor synthesis of L5

(Scheme 1, middle reaction path), the rst two steps were

performed according to a slightly modied procedure of

Gadomsky et al.26 In the rst step a bromination of the methyl

group of 2-methyl-8-nitroquinoline was performed giving 2-

tribromomethyl-8-nitro-quinoline. The second step was the

hydrolysis to 8-nitroquinoline-2-carboxylic acid. The third step

was the esterication of the carboxylic acid with MeOH giving

methyl 8-nitroquinoline-2-carboxylate (Scheme 1, middle reac-

tion path). The synthesis of L6 (Scheme 1, lower reaction path)

started with the nitration of 4-chloroquinoline in the 8-position

yielding 4-chloro-8-nitroquinoline following the procedure of

Mosher et al. modied by Yoo et al.27 The next step was the

substitution of the chloride by dimethylamine giving 4-

dimethylamino-8-nitroquinoline. This reaction was inspired by

the procedures of Pozharskii et al. and Matyjaszewski et al.

(Scheme 1, lower reaction path).28 The two nal steps are the

same for all ligands. The nitro precursors were reduced by

hydrogen using Pd/C as catalyst yielding the amine precursors.24

The last step is the guanidine synthesis using the Vilsmeier salt

N,N,N0,N0tetramethylchloroformamidinium chloride (TMG-VS)

performed according to the general procedure of Herres-

Pawlis et al. inspired by the procedure of Kantlehner et al.

(Scheme 1).29 The molecular structures in the solid state of

ligands L2, L3 and L6 have been determined and are depicted in

Fig. S36‡ (crystallographic data are shown in Table S11 in the

ESI‡).

Inuence of the substituents on the electronic and donor

properties of the ligands

For L1–L6 DFT calculations with the functional TPSSh and the

basis set def2-TZVP with the solvent model (PCM) and empirical

dispersion correction with Becke–Johnson damping were per-

formed in accordance to previous studies.21–23,30–35 The struc-

tural optimizations were followed by natural bond orbital (NBO)

calculations to quantify the inuence of the different substitu-

ents on the guanidine N donor Ngua and quinolinyl N donor Nqu

of all ligands and the acyl and alcohol O donors of the methyl

ester groups Oacyl and Oalc of L5 (Fig. 2). The charge of the Ngua

donor shows no signicant deviation aer the substitution

whereas the charge of the Nqu donor changes. In all ligands, the

Ngua donor possesses a more negative NBO charge than the Nqu

Scheme 1 Synthetic routes to a series of substituted guanidine quinolinyl ligands.24–29 * The nitro precursor for L2, 2-methyl-8-nitroquinoline,
was commercially available.

© 2022 The Author(s). Published by the Royal Society of Chemistry Chem. Sci.

Edge Article Chemical Science

O
p

en
 A

cc
es

s 
A

rt
ic

le
. 

P
u

b
li

sh
ed

 o
n

 0
7

 J
u

ly
 2

0
2

2
. 

D
o

w
n

lo
ad

ed
 o

n
 7

/8
/2

0
2

2
 8

:5
3

:0
6

 A
M

. 

 T
h

is
 a

rt
ic

le
 i

s 
li

ce
n

se
d

 u
n

d
er

 a
 C

re
at

iv
e 

C
o

m
m

o
n

s 
A

tt
ri

b
u

ti
o

n
-N

o
n

C
o

m
m

er
ci

al
 3

.0
 U

n
p

o
rt

ed
 L

ic
en

ce
.

View Article Online



donor corresponding to a higher basicity of the Ngua

donor.21,35,36 Further work pointed out that the higher basicity of

the Ngua donor does not implicate a higher donor strength

compared to the Nqu donor whereas a higher basicity

comparing the same type of donor leads to a higher donor

strength in the Cu complexes.21,24,31,35,36 As expected, the alkyl

groups have a very weak inuence on the charge of the Nqu

donor of L2 and L3 so that the basicity and the donor properties

are not inuenced signicantly compared to the unsubstituted

ligand L1. The methyl ester group of L5 has the strongest

inuence on the Nqu donor. Due to its electron density with-

drawing effect the charge of the Nqu donor increases signi-

cantly whereby the Nqu donor is less basic compared to L1–L4

leading to weaker donor properties. The dimethylamine group

of L6 induces a decrease of the charge of the Nqu donor

compared to L1 because of its electron density donating effect.

Therefore, the basicity and the donor properties of the Nqu

donor are increased compared to those of the unsubstituted

ligand.

Copper complex synthesis and structural characterization

The reaction of the synthesized ligands L2–L6 with various Cu(I)

and Cu(II) salts with weakly coordinating anions leads for all

ligands except L3 to a bis(chelate) complexation of the corre-

sponding Cu(I) and Cu(II) centers. For L3 only a mono(chelate)

complexation of the Cu(I) species is observed in solution due to

the high steric encumbrance of the tert-butyl group (further

information in ESI Section 4.3‡). Due to the different coordination

behavior in the Cu(I) and Cu(II) species, L3 is of no further interest

for this study. The targeted bis(chelate) Cu(I) complexes were

synthesized by dissolving the ligands L2 and L4–L6 and a Cu(I)

salt, [Cu(MeCN)4]PF6, [Cu(MeCN)4]BF4 or [Cu(MeCN)4]OTf, in

DCM. By vapor diffusion or layering with pentane the complexes

could be crystallized (Scheme 2, le, top). The bis(chelate) Cu(II)

complexes were synthesized analogously by dissolving the ligands

L2 and L4–L6 and a Cu(II) salt, [Cu(MeCN)4](BF4)2 or

[Cu(MeCN)4](OTf)2, in MeOH, MeCN or a mixture of MeCN and

DCM. By vapor diffusion or layering with Et2O or pentane the

complexes could be crystallized (Scheme 2, le, bottom). The

molecular structures of the complex cations [Cu(TMG2Mequ)2]
+

(C3), [Cu(TMG2Mequ)2]
2+ (C4), [Cu(TMG2cHexqu)2]

+ (C5),

[Cu(TMG2cHexqu)2]
2+ (C6), [Cu(TMG2Meequ)2]

+ (C7),

[Cu(TMG2Meequ)2]
2+ (C8), [Cu(TMG4NMe2qu)2]

+ (C9) and

[Cu(TMG4NMe2qu)2]
2+ (C10) could be structurally characterized

by XRD measurements (Fig. 3) of the crystallized compounds

C3�X to C10�X (Scheme 2, right; key structural data in Table 1;

molecular structures in the solid state and crystallographic data

are shown in Fig. S37–S47 and Tables S12–S15 in the ESI‡). For the

complex cations C3, C4 and C8 crystals with different anions

could be characterized. Due to insignicant differences in the

structures of the cationic complexes the results ofC3–OTf,C4–OTf

and C8–OTf are not discussed in the manuscript (results are

shown in Table S1 in the ESI‡).

The Cu–Ngua bond lengths in the Cu(I) complex cations are

signicantly longer (approx. 0.1 Å) than in the corresponding

Fig. 2 Calculated NBO charges [e units] (red) for selected atoms of the ligands L1–L6 (NBO6.0, TPSSh/def2-TZVP and PCM solvent model for
MeCN and empirical dispersion correction with Becke–Johnson damping).

Scheme 2 Synthesis of the bis(chelate) Cu(I) (left, top) and Cu(II) (left, bottom) complexes C3�X to C10�X and overview of all complex cations
and crystallized compounds ordered by ligand (right).

Chem. Sci. © 2022 The Author(s). Published by the Royal Society of Chemistry
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Cu(II) complex cations expect for C7 and C8. This is related to

the stronger coordination of the guanidine moiety to the Cu(II)

center compared to the Cu(I) center due to the higher charge.

Moreover, in the Cu(I) complex cations the Cu–Ngua bond

lengths are signicantly longer than the Cu–Nqu bond lengths

expect for C5 and C7. To compare the coordination geometry,

the structure parameter s4 (ref. 37) and the plane angle ;

between the planes stretched by the two N donors of each ligand

and the copper center are calculated. The s4 value describes

whether the coordination is ideal square-planar (s4 ¼ 0) or ideal

tetrahedral (s4 ¼ 1). The results show that for all complexes

highly distorted coordination geometries were obtained. In all

Cu(I) complex cations the observed s4 value is higher compared

to that of the corresponding Cu(II) complex cations since Cu(I)

prefers a tetrahedral and Cu(II) a square-planar coordination

geometry.16

In C3–C6 the alkyl substituents of the ligands have due to

their position a steric inuence on the complex cations but no

signicant electronic inuence due to their weak electron

density donation properties (see the discussion of the NBO

results of the ligands (Fig. 2) and complex cations (Fig. 4)). The

steric demand inuences the coordination geometry signi-

cantly compared to [Cu(TMGqu)2]
+ (C1) and [Cu(TMGqu)2]

2+

(C2). An elongation of the Cu–Nqu bond length in the Cu(I)

complexes is observed. Furthermore, a stronger steric demand

of the substituent (H < Me < cHex) leads to a higher s4 value for

the Cu(I) and Cu(II) complex cations and therefore to a higher

average øs4 value of both complex cations. This causes a stabi-

lization of the Cu(I) complex cation and a destabilization of the

Cu(II) complex cation since Cu(I) complex cations prefer higher

s4 values.16 As already mentioned the inuence on the Cu(II)

complex cations is stronger resulting in a smaller difference

between the s4 value of the corresponding Cu(I) and Cu(II)

complex cations represented by the Ds4 value. This means that

the corresponding Cu(I) and Cu(II) complex cations become

structurally more similar. This suggests that the introduction of

alkyl substituents in the 2-position leads to better entatic state

models where C5 and C6 are the best entatic state model

couples of all investigated complexes.

In C7 and C8 the methyl ester substituent inuences the

coordination geometry in several ways. According to the alkyl

substituents in C3–C6 it has a steric demand but furthermore

the substituent has an electronic inuence due to its electron

density withdrawing effect. This weakens the donor properties

of the Nqu donor and therefore the Cu–Nqu bond length in the

Cu(I) complex cation is comparatively long (see the discussion

of the NBO results of the ligands (Fig. 2) and complexes (Fig. 4)).

In addition, the methyl ester group itself has donor abilities

leading to different effects in both oxidation states. In the Cu(II)

complex cation C8 a weak coordination of the Oacyl donor occurs

leading to a 4 + 2 coordination motif. This results in an

extended Cu–Ngua bond length compared to complex C2 due to

the pulling effect of the Oacyl donor on the Cu(II) center. In the

Cu(I) complex cation C7 two different coordination behaviors of

Fig. 3 Molecular structures of the Cu(I) and Cu(II) complex cationsC3–C10 in crystals ofC3�X toC10�X. H atoms, non-coordinating anions and
solvent molecules are omitted for clarity.

© 2022 The Author(s). Published by the Royal Society of Chemistry Chem. Sci.
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both the ligands are taking place. One ligand shows a weak

interaction between its Oacyl donor and the Cu(I) center and the

other ligand between its Oalc donor and the Cu(I) center. C7 is

the only complex cation in which both ligands exhibit different

coordination behaviors. Due to the different effects of the

methyl ester group, the comparison of the s4 values of the Cu(I)

and Cu(II) complex cations is not possible like for C1–C6.

The dimethylamine substituent in C9 and C10 has due to its

position no steric demand, hence only its electron density

donating effect inuences the donor properties of the Nqu donor

(see the discussion of the NBO results of the ligands (Fig. 2) and

complexes (Fig. 4)). Moreover, the structure parameter r was

calculated. It describes the degree of delocalization of the

electrons in the guanidine moiety.38 For Cu(II) complex cations

higher values were found than for the Cu(I) complex cations.

This is caused by the stronger coordination of the guanidine

moiety to the Cu(II) center compared to the Cu(I) center which is

also indicated by the shorter Cu–Ngua bond lengths in the Cu(II)

complex cations compared to the Cu(I) complex cations. The

stronger coordination comes with a shi of electron density

from the Cgua–Ngua bond to the Cu–Ngua bond leading to an

elongation of the Cgua–Ngua bond length. Parallelly, a shi of

electron density from the amine groups to the Cgua–Namine

bonds takes place to compensate for the missing electron

density. This induces a shortening of the Cgua–Namine bond

lengths. The results reveal that a larger difference in the Cu–

Ngua bond length between the corresponding Cu(I) and the

Cu(II) complex cations leads to a larger difference in the r value

between these two complex cations.

XAS and structural DFT calculations of the copper complexes

XAS in solution with MeCN as solvent was performed (see the

ESI‡ for details) to characterize the oxidation state and structure

of the novel complexes C3–C10 in solution. This was performed

to conrm that the structural information found in the solid

state accords with the structures present in solution. X-ray

absorption near-edge structure (XANES) spectroscopy provides

information about the oxidation state of the complexes

(spectra are shown in Fig. S1 in the ESI‡). The edge position

and the resulting chemical shis between two associated Cu(I)

and Cu(II) complexes identify C3, C5, C7 and C9 as Cu(I)

complexes and C4, C6, C8 and C10 as Cu(II) complexes. This

is further supported by the pre-edge shapes of the spectra.

The Cu(I) complexes show a strong characteristic peak between

8980 and 8985 eV with a normalized absorption of 0.7 to 0.9 that

belongs to the 1s / 4p transition.39 In contrast, the Cu(II)

Table 1 Key bond lengths, bond angles and structure parameters of the Cu(I) and Cu(II) complex cations C1–C10

[Cu(TMGqu)2]
+/2+

(ref. 20) [Cu(TMG2Mequ)2]
+/2+ [Cu(TMG2cHexqu)2]

+/2+ [Cu(TMG2Meequ)2]
+/2+ [Cu(TMG4NMe2qu)2]

+/2+

C1 (Cu(I)) C2 (Cu(II)) C3 (Cu(I)) C4 (Cu(II)) C5 (Cu(I)) C6 (Cu(II)) C7 (Cu(I)) C8 (Cu(II)) C9 (Cu(I)) C10 (Cu(II))

Bond lengths [Å]

Cu–Ngua,1/2 2.068(3),

2.095(3)

1.959(2),

1.964(2)

2.091(3),

2.097(3)

1.979(4),

1.978(4)

2.018(3),

2.024(3)

1.973(2),

1.973(2)

2.047(4),

2.029(4)

2.039(2),

2.043(2)

2.065(4),

2.146(4)

1.964(2),

1.968(2)
Cu–Nqu,1/2 1.966(4),

1.999(3)

1.976(2),

1.975(2)

1.994(3),

1.994(3)

1.987(4),

1.972(4)

2.084(3),

2.081(3)

1.988(2),

1.988(2)

2.053(3),

2.083(4)

1.960(2),

1.959(2)

1.983(4),

1.947(4)

1.957(2),

1.952(2)

Cu–Oacyl,1/2 2.962(4),

4.312(4)

2.616(2),

2.595(2)
Cu–Oalc,1/2 4.511(4),

3.235(4)

4.428(2),

4.441(2)

Bond angles [�]
Ngua,1/2–Cu–Nqu,1/2 82.6(2),

82.1(2)

83.5(1),

83.7(1)

81.7(2),

81.6(2)

83.2(2),

83.6(2)

81.2(2),

81.3(2)

82.9(1),

82.9(1)

81.3(2),

81.3(2)

82.2(1),

82.2(1)

82.2(2),

82.4(2)

82.9(1),

82.9(1)

Ngua,1–Cu–Ngua,2 129.1(2) 149.4(1) 126.0(2) 135.9(2) 135.0(2) 124.7(2) 124.4(2) 120.2(1) 119.6(2) 150.7(1)

Ngua,1/2–Cu–Nqu,2/1 108.2(2),
114.1(2)

102.6(1),
103.5(1)

111.7(2),
113.2(2)

105.4(2),
107.2(2)

128.7(2),
127.9(2)

135.8(1),
135.8(1)

133.0(2),
137.8(2)

105.3(1),
106.9(1)

123.0(2),
107.1(2)

102.9(1),
104.2(1)

Nqu,1–Cu–Nqu,2 149.0(2) 154.9(1) 149.9(2) 154.6(2) 104.9(2) 100.7(2) 105.9(2) 163.7(1) 145.1(2) 154.9(1)

Structure parameters

s4 [ ]
a 0.58 0.40 0.60 0.49 0.68 0.63 0.63 0.54b 0.65 0.39

Ds4 [ ] 0.18 0.10 0.06 0.09c 0.27

øs4 [ ] 0.49 0.54 0.65 0.59c 0.52

;ðCuN2; CuN
0

2Þ ½�� 65.1 42.5 68.2 54.7 78.1 65.5 69.0 65.6 75.6 41.8

D; [�] 22.6 13.5 12.6 3.5 33.8

r [ ]d 0.97, 0.96 1.00, 0.99 0.97, 0.98 1.00, 1.00 0.99, 0.99 1.01, 1.01 0.99, 1.00 1.01, 1.00 0.97, 0.95 1.01, 1.01

a
s4 ¼

360� � ðaþ bÞ

141�
.37 b The s4 value of the Cu(II) complexmay be biased due to the 4 + 2 coordinationmotif. c The valuemay be biased due to the 4

+ 2 coordination motif in the Cu(II) complex. d r ¼
2a

bþ c
with a ¼ d(Cgua � Ngua), b ¼ d(Cgua � Namine,1) and c ¼ d(Cgua – Namine,2).

38

Chem. Sci. © 2022 The Author(s). Published by the Royal Society of Chemistry

Chemical Science Edge Article

O
p

en
 A

cc
es

s 
A

rt
ic

le
. 

P
u

b
li

sh
ed

 o
n

 0
7

 J
u

ly
 2

0
2

2
. 

D
o

w
n

lo
ad

ed
 o

n
 7

/8
/2

0
2

2
 8

:5
3

:0
6

 A
M

. 

 T
h

is
 a

rt
ic

le
 i

s 
li

ce
n

se
d

 u
n

d
er

 a
 C

re
at

iv
e 

C
o

m
m

o
n

s 
A

tt
ri

b
u

ti
o

n
-N

o
n

C
o

m
m

er
ci

al
 3

.0
 U

n
p

o
rt

ed
 L

ic
en

ce
.

View Article Online



complexes show in this area only a weak shoulder but moreover

they show a weak peak between 8976 and 8978 eV with

a normalized absorption of 40 to 60� 10�3 belonging to a 1s/

3d transition.40 The results conrm that all complexes are

present in the expected oxidation states in solution. Further-

more, the extended X-ray absorption ne structure (EXAFS)

spectroscopy provides information about the structure in solu-

tion (spectra and determined bond lengths are shown in

Fig. S2–S9 and Tables S2–S9 in the ESI‡). The results indicate an

accordance of the solid state structures of all complexes with

the structures in solution (Tables S21–S24 in the ESI‡). Hence,

the anion does not inuence the coordination geometry of the

complexes and is not responsible for the distortion of the

complexes. This is in accordance with previous studies.20

DFT calculations were performed for all complexes C1–C10

with the functional TPSSh and the basis set def2-TZVP with the

solvent model (PCM) and empirical dispersion correction with

Becke–Johnson damping.21–23,30–35 In the rst step structure

optimization calculations were executed (results are shown in

Table S16 in the ESI‡). All complexes exhibit a high agreement

between the molecular structure in the solid state, the structure

in solution and the calculated structure by DFT (Tables S20–S24

in the ESI‡).

Based on the optimized structures NBO calculations were

performed for all complexes to examine the inuence of the

substituents on the NBO charges of the copper and the N

donors and on the charge-transfer energies (ECT) (Fig. 4, see the

ESI‡ for details). In general, in all complexes independent of the

substituent or the oxidation state of the copper the Ngua donor

exhibits a more negative charge compared to the Nqu donor. For

this reason, the Ngua donor is a stronger base than the Nqu

donor. In all complexes except C5 and C7 the Nqu donor exhibits

a higher charge-transfer energy than the Ngua donor. Especially

in C2, C4 and C6 the charge-transfer energy of the Nqu donor is

signicantly higher compared to that of the Ngua donor for

similar bond lengths between the Cu(II) center and the N

donors. Due to this the Nqu donor is a stronger donor than the

Ngua donor. Moreover, the charge-transfer energies from the

Ngua and the Nqu donors to the Cu center and the charge of the

Cu center are signicantly higher in the Cu(II) complexes

compared to the corresponding Cu(I) complex. This is in

accordance with the results of previous NBO calculations of

copper guanidine quinolinyl complexes.21,31

In the Cu(I) complexes the substituents do not inuence the

charge of the Ngua donor signicantly whereas only a weak

inuence on the charge of the Nqu donor is visible except for C7.

In contrast, the inuence on the charge-transfer energy and

bond length between the Nqu donor and the Cu(I) center in C3,

C5 and C7 is evident compared to that in the unsubstituted

complex C1. For C3 and C5 the weak electron density donating

effect of the alkyl substituents in the 2-position becomes visible.

This results in a slightly lower charge of the Nqu donor

compared to C1 which suggests better donor properties.

Instead, a lower charge-transfer energy and a longer bond

length between the Nqu donor and the Cu(I) center compared to

C1 occur. This is caused by the steric demand of the alkyl

Fig. 4 Calculated NBO charges [e units] (red), charge-transfer energies ECT [kcal mol�1] (blue) and selected bond length [Å] (green) for the Cu(I)
(top) and Cu(II) (bottom) complex cations C1–C10 (NBO6.0, TPSSh/def2-TZVP and PCM solvent model for MeCN and empirical dispersion
correction with Becke–Johnson damping). If neither of the ligands of one complex exhibits significant differences only one value is shown (all
values are shown in Table S18 in the ESI‡).

© 2022 The Author(s). Published by the Royal Society of Chemistry Chem. Sci.
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substituents which prevents the shortened bond length

between the Nqu donor and the Cu(I) center. The bond length

becomes elongated and therefore the charge-transfer energy

decreases with the increasing steric demand of the substituent

in the 2-position (H < Me < cHex). In C7 the same effect is active

but beyond that the electron density withdrawing effect of the

methyl ester group leads to an increase of the charge of the Nqu

donor. Thus, the charge-transfer energy is lower and the bond

length is longer between the Nqu donor and the Cu(I) center

compared to C1. The electron density donating effect of the

dimethylamine group in C9 induces a small decrease of the

charge of the Nqu donor provoking a slightly higher charge-

transfer energy and a slightly shorter bond length between the

Nqu donor and the Cu(I) center.

In contrast, the inuence of the substituents is stronger in

the Cu(II) complexes. The charges of the Ngua donor are similar

for C2, C4, C6 and C10 but for C8 the charge is signicantly

higher. In the complexes C2 and C4 to C6 an elongation of the

Cu–Ngua bond length occurs due to the steric inuence of the

alkyl substituents resulting in lower values for the charge-

transfer energy. In C8 a 4 + 2 coordination is present and the

charge-transfer energy is drastically lower and the bond length

much longer compared to those in the other Cu(II) complexes.

This is caused by the donor ability of the Oacyl donor of the

methyl ester group exhibited by the charge-transfer energy and

bond length between the Oacyl donor and the Cu(II) center.

Compared to the corresponding Cu(I) complex C7 the charge-

transfer energy is signicantly higher and the bond length

signicantly shorter. This is caused by the orientation of the

Oacyl donor to the Cu(II) center which does not occur in the Cu(I)

complex. The weak coordination between the Oacyl donor and

the Cu(II) center in turn weakens the coordination between the

Ngua donor and the Cu(II) center by elongation. The inuence of

the substituents on the Nqu donor in the Cu(II) complexes C2,

C4, C6 and C10 is comparable with that in the corresponding

Cu(I) complexes C1, C3, C5 and C9, but especially for C10 the

inuence of the dimethylamine group is stronger than for C9.

The higher steric demand of the substituent in the 2-position

produces an elongation of the Nqu–Cu bond length and there-

fore a lower value of the charge-transfer energy. The Cu(II)

complex C8 exhibits the opposite effect compared to the cor-

responding Cu(I) complex C7. In this case the methyl ester

substituent leads to an increase of the charge-transfer energy

and a shorter bond length between the Nqu donor and the Cu(II)

center although the methyl ester substituent still increases the

charge of the Nqu donor due to its electron density withdrawing

effect. The reason is again as for the Ngua donor the weak

coordination between the Oacyl donor and the Cu(II) center. By

this, the bond length between the Nqu donor and the Cu(II)

center becomes shortened.

Electron transfer studies

The associated Cu(I) and Cu(II) complexes of one ligand form

a copper complex redox couple leading to the redox couples

[Cu(TMGqu)2]
+/2+ (R1), [Cu(TMG2Mequ)2]

+/2+ (R2),

[Cu(TMG2cHexqu)2]
+/2+ (R3), [Cu(TMG2Meequ)2]

+/2+ (R4) and

[Cu(TMG4NMe2qu)2]
+/2+ (R5) (Table 2). To analyze the electron

transfer properties of the redox couples the electron self-

exchange rates k11 were determined by following the Marcus

cross relation (eqn (1)–(4), further information in ESI Section

7‡). The Marcus cross relation emerges from Marcus theory

which describes the outer-sphere electron transfer between

metal complexes.41 The electron self-exchange rate k11 is the

reaction rate of the redox reaction of the reduced form with the

oxidized form of the same redox couple. An electron is trans-

ferred from the reduced form to the oxidized form. The net

result is the same oxidation states of the redox couple as before

(Scheme 3, top). The electron self-exchange rate of a redox

couple depends on the temperature, the solvent and the activity

coefficients of the reactants. Therefore, the direct comparison

of redox couples is only reasonable if the electron self-exchange

rates are determined under identical conditions. For the Mar-

cus cross relation, a cross reaction with a counter complex with

a known electron self-exchange rate has to be analyzed. The

function of the counter complex is to oxidize or reduce one

oxidation state of the investigated redox couple during the cross

reaction (further information in ESI Section 7‡). In theory it

makes no difference for the determination of the electron self-

exchange rate which counter complex is used and in which

direction the cross reaction takes place. However, to enable

Scheme 3 Illustration of the electron self-exchange of the Cu redox couples and of the cross reaction of the Cu(I) complexes with the counter
complex [Co(bpy)3]

3+ (TMGXqu represents the guanidine quinolinyl ligands).

Table 2 Overview of the complex cations and the corresponding
complex redox couples

Complex cation (label) Complex redox couple (label)

L1 [Cu(TMGqu)2]
+ (C1) [Cu(TMGqu)2]

+/2+ (R1)

[Cu(TMGqu)2]
2+ (C2)

L2 [Cu(TMG2Mequ)2]
+ (C3) [Cu(TMG2Mequ)2]

+/2+ (R2)
[Cu(TMG2Mequ)2]

2+ (C4)

L4 [Cu(TMG2cHexqu)2]
+ (C5) [Cu(TMG2cHexqu)2]

+/2+ (R3)

[Cu(TMG2cHexqu)2]
2+ (P6)

L5 [Cu(TMG2Meequ)2]
+ (C7) [Cu(TMG2Meequ)2]

+/2+ (R4)
[Cu(TMG2Meequ)2]

2+ (C8)

L6 [Cu(TMG4NMe2qu)2]
+ (C9) [Cu(TMG4NMe2qu)2]

+/2+ (R5)

[Cu(TMG4NMe2qu)2]
2+ (C10)

Chem. Sci. © 2022 The Author(s). Published by the Royal Society of Chemistry
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a direct comparison of the electron self-exchange rates of the

investigated redox couples the same counter complex should be

used for all cross reactions. The reason is that only small

unavoidable inaccuracies in the electron self-exchange rates of

different counter complexes can cause an incomparableness of

the determined electron self-exchange rates. In this case the

complex [Co(bpy)3]
3+ of the redox couple [Co(bpy)3]

2+/3+ was

used as the counter complex for all cross reactions due to its

properties (Scheme 3, bottom). The redox potential of the redox

couple [Co(bpy)3]
2+/3+ enables the oxidation of all Cu(I)

complexes without any side reactions, it is soluble in MeCN and

it has no signicant absorption in the monitored spectral

region.22,23

k11 ¼
k12

2

k22K12f12W12
2

(1)

K12 ¼ exp

�

DE1=2nF

RT

�

(2)

f12 ¼ exp

0

B

B

@

�

ln K12 þ
w12 � w21

RT

�2

4

�

ln

�

k22k22

Z2

�

þ
w11 þ w22

RT

�

1

C

C

A

(3)

W12 ¼ exp
�w11 þ w22 � w12 � w21

2RT

�

(4)

For the calculation of k11 the experimentally determined

reaction rate k12 and equilibrium constant K12 (eqn (2)), the

correction term f12 (eqn (3)), the work termW12 (eqn (4)) and the

electron self-exchange rate k22 of the counter complex redox

couple are necessary (eqn (1)). The equilibrium constant K12

depends on the difference between the redox potentials of the

counter complex redox couple and the investigated copper

complex redox couple DE1/2 (eqn (2)). The electron self-exchange

rate k22 of the counter complex redox couple [Co(bpy)3]
2+/3+ in

MeCN at 298 K is used as reported in the literature.42

For the determination of the equilibrium constant K12 the

redox potentials E1/2 of the copper complex redox couples and of

the counter complex redox couple are required. The redox

potentials were determined by cyclic voltammetry in MeCN

starting from the Cu(I) complexes (example shown for R2 in

Fig. 5, for R1–R5 see Fig. S24–S28 in the ESI‡). The measure-

ments indicate that the redox process of all redox couples is

reversible which is caused by the small structural changes

between the Cu(I) and Cu(II) complexes and by the absence of

any side reactions during the cyclic voltammetry measurement.

The results show that the substituents have a signicant inu-

ence on the redox potentials E1/2 of the redox couples and

therefore on the equilibrium constants K12 (Table 3). The redox

potentials span a range of 0.5 V from �0.640 V to �0.134 V vs.

the Fc/Fc+ potential. For R1–R3 the introduction of an alkyl

substituent in the 2-position leads to higher redox potentials. In

previous work the introduction of alkyl substituents in the 6-

position led to lower redox potentials due to the stronger donor

properties of the ligand induced by the weak electron density

donating feature of the alkyl substituent.24 This emphasizes the

effect of the steric demand of the substituent in the 2-position.

The redox potentials increase with the steric demand of the

substituent (H < Me < cHex). As mentioned before, a higher

steric demand of the alkyl substituents results in Cu(I) and Cu(II)

structures with higher s4 values and therefore in a higher

average øs4 value of both. High s4 values are favored by Cu(I)

complexes, so that the distortion caused by the substituents

leads to a stabilization of the Cu(I) complexes and hence higher

redox potentials. The plot of the redox potential against the

Table 3 Redox potentials E1/2, differences between the redox potentials of the copper redox couple and the counter complex DE1/2, equilibrium
constants K12, reaction rates k12, electron self-exchange rates k11, calculated average structural parameters øs4 of the corresponding Cu(I) and
Cu(II) complexes and differences between the calculated structural parameters Ds4 of the corresponding Cu(I) and Cu(II) complexes

E1/2 [V] vs. Fc/Fc
+

DE1/2 [V] K12 [ ] k12 [M
�1 s�1] k11 [M

�1 s�1]

øs4
(DFT)

Ds4

(DFT)

[Cu(TMGqu)2]
+/2+ (R1) �0.441 0.385 3.19 � 106 (2.31 � 0.07) � 104 (2.81 � 0.18) � 102 0.53 0.20

[Cu(TMG2Mequ)2]
+/2+ (R2) �0.224 0.168 6.81 � 102 (1.63 � 0.16) � 103 (2.19 � 0.44) � 103 0.59 0.13

[Cu(TMG2cHexqu)2]
+/2+ (R3) �0.134 0.078 2.04 � 101 (2.25 � 0.14) � 102 (1.15 � 0.15) � 103 0.68 0.07

[Cu(TMG2Meequ)2]
+/2+ (R4) �0.302 0.246 1.46 � 104 (6.67 � 0.30) � 103 (2.33 � 0.22) � 103 0.61a 0.00a

[Cu(TMG4NMe2qu)2]
+/2+ (R5) �0.640 0.584 7.45 � 109 (4.74 � 0.27) � 105 (3.38 � 0.44) � 102 0.54 0.20

a The value may be inuenced by the 4 + 2 coordination motif in the Cu(II) complex.

Fig. 5 Cyclic voltammogram of R2 starting from C3 (c ¼ 10�3 M) in
MeCN with [NBu4][PF6] (c ¼ 0.1 M).

© 2022 The Author(s). Published by the Royal Society of Chemistry Chem. Sci.
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calculated øs4 values emphasizes this trend for R1–R3 (Fig. 6,

top; for correlation with experimental øs4 values see Fig. S29 in

the ESI‡). For R4 this trend is also visible but due to the other

inuences of the methyl ester group the redox potential is not

just inuenced by the steric demand of the methyl ester group.

Therefore, a direct comparison with R1–R3 is not possible. The

average øs4 of R5 is similar to the one of R1, but the redox

potential is considerably lower. This underlines that not only is

the distortion of the complexes responsible for the redox

potentials but also the electronic inuence of the substituents

of the ligands on the coordination to the Cu center. As

mentioned before, the charge-transfer energies from all donors

to the Cu center are signicantly higher in the Cu(II) complexes

compared to the corresponding Cu(I) complexes but the differ-

ences vary depending on the substituent. The difference in the

calculated charge-transfer energies DECT from all N donors to

the Cu center of the corresponding Cu(II) and Cu(I) complexes

indicates a correlation between the redox potentials and the

donor properties of the ligands for all redox couples (Fig. 6,

bottom). The redox potential decreases with an increasing

difference in the charge-transfer energy because a higher

difference induces a stronger stabilization of the electron-poor

Cu(II) complex. For R1–R3 the difference in the charge-

transfer energies decreases with an increasing steric demand

of the substituent in the 2-position because the steric demand

causes a longer bond length between the Ngua and Nqu donors

and the Cu center and therefore a weaker donation. R4 also ts

this correlation if the O donors are not considered. This indi-

cates that only the donor properties of the N donors inuence

the redox potential. The methyl ester group weakens the stabi-

lization of the Cu(II) complex compared to R1. This results in

a higher redox potential. If the O donors are considered the

stabilization would be much stronger and a lower redox

potential would be expected (for comparison see Fig. S30 in the

ESI‡). In the correlation the redox couple R5 exhibits the

highest difference in the charge-transfer energies and therefore

the lowest redox potential. This is in accordance with previous

work that investigated the inuence of the dimethylamine

group in the 6-position.43 However, the effect of the dimethyl-

amine group in the 4-position is much stronger which is also

indicated in previous work. This showed that the inuence of

substituents in the 4-position is stronger compared to substit-

uents in the 6-position.24 The charge-transfer energies indicate

that the electron density donating effect of the dimethylamine

group on the donation of the Nqu donor is stronger in the Cu(II)

complex than in the Cu(I) complex compared with R1 (Fig. 4).

This leads to a better stabilization of the electron-poor Cu(II)

complex.

The cross reactions of the Cu(I) complexes C1, C3, C5, C7 and

C9 with the counter complex [Co(bpy)3]
3+ were monitored by

stopped-ow UV/Vis spectroscopy at 298 K in MeCN. An excess

of the counter complex was used so that the cross reaction is

pseudo-rst order and the concentration of the counter

complex stays nearly constant throughout the reaction. The

inuence of the ionic strength on the activity coefficients of the

reactants is not considered (further information in ESI Section

6.1‡). During the cross reaction the time-dependent changes in

the UV/Vis spectra were examined. The absorption of the char-

acteristic bands of the Cu(I) complexes decreases whereas the

absorption of the characteristic bands of the Cu(II) complexes

increases because the Cu(I) complex is oxidized to the Cu(II)

complex. As an example, this is shown for the reaction of

[Cu(TMG2Meequ)2]
+ (C7) with [Co(bpy)3]

3+ (Fig. 7, le). The

reaction rate kobs of the cross reaction was determined by a rst-

order t of the decrease of the Cu(I) absorption against the

reaction time (Fig. 7, middle). The cross reaction was performed

with various concentrations of the counter complex so that the

reaction rate k12 was determined by a linear t of the reaction

rate kobs against the concentration of the counter complex

(Fig. 7, right; Table 3).

The electron self-exchange rate k11 is calculated with the

determined equilibrium constant K12 and the reaction rate k12
following the Marcus cross relation (eqn (1) and Table 3). The

results implicate that all substituents have a high impact on the

equilibrium constant K12 and the reaction rate k12 of the cross

reaction. The differences between the equilibrium constants K12

Fig. 6 Correlation between the redox potentials and the calculated
øs4 (DFT) values of the redox couples (top, R4 and R5 aremarked in red
due to the misfit with the correlation caused by the electronic influ-
ence by the substituents) and correlation between the redox potentials
and the differences in the calculated charge-transfer energies DECT

from all N donors to the Cu center of the corresponding Cu(II) and Cu(I)
complexes (bottom).

Chem. Sci. © 2022 The Author(s). Published by the Royal Society of Chemistry
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are a result of the different redox potentials E1/2 of the copper

complex redox couples. Due to the inuence of the equilibrium

constant K12 on the reaction rate k12 of the cross reaction the

electron self-exchange rate k11 is needed to compare the elec-

tron transfer properties of the copper complex redox couples.

For R2 and R3 higher electron self-exchange rates k11 were ob-

tained compared to unsubstituted redox couple R1 which

means that the alkyl substituents in the 2-position of the

ligands lead to a faster electron transfer. This is caused by the

steric demand of the alkyl substituents that leads to more

similar structures of the corresponding Cu(I) and Cu(II)

complexes and therefore to better entatic state models

compared to R1. For this reason, the highest electron self-

exchange rate would be expected for R3 because it shows the

highest structural accordance, represented by the Ds4 (DFT)

value, between the Cu(I) and Cu(II) complexes. However, the

highest electron self-exchange rate is obtained for R2. This

implicates that not only the structural accordance is important.

Moreover, the “average” of the Cu(I) and the Cu(II) complex,

represented by the øs4 (DFT) value, is relevant. It describes

whether the redox couple is in average more like a Cu(I) or

a Cu(II) species. For a good entatic state model it is mandatory

that the redox couple does not structurally favor one oxidation

state. For R2 a higher Ds4 value is obtained compared to R3 but

the øs4 value shows that the mean structure does not favor one

oxidation state like in R3 whosemean structure prefers the Cu(I)

oxidation state. For R4 a similar electron self-exchange rate k11
compared to R2 is determined although this is not expected due

to the large differences between the structures of the Cu(I) and

Cu(II) complexes. Therefore, this redox couple should be a worse

entatic state model. The reason for the high electron self-

exchange rate could be that the donor ability of the methyl

ester inuences the entatic state of R4. In the Cu(I) complex

weak interactions between the methyl ester group and the Cu

center are observable although Cu(I) prefers to be coordinated

tetrahedrally by four donor moieties. In the Cu(II) complex the

interactions are much stronger leading to a 4 + 2 coordination

motif. If Cu(II) is four-coordinate, it prefers to be coordinated in

a square-planar geometry and if it is six-coordinate, it prefers to

be coordinated octahedrally. The interaction between the Cu

center and the methyl ester group could induce a different type

of entatic state compared to the other complex redox couples

that do not exhibit any further interactions between the ligand

and the Cu besides the coordination of the guanidine and

quinolinyl moieties. R5 exhibits a similar electron self-exchange

rate k11 compared to R1. Both redox couples have similar øs4
and Ds4 values. This suggests that no oxidation state is struc-

turally favored by the introduction of the dimethylamine group.

Characteristic of this redox couple is the extremely low redox

potential which stabilizes the Cu(II) complex but this does not

have a signicant inuence on the electron self-exchange rate.

Therefore, the dimethylamine group only has a thermodynamic

effect but not a kinetic effect on the electronic properties of the

redox couple. Hence, the electronic inuence of the dimethyl-

amine group on the ligand does not affect the entatic state of

the redox couple. For a deeper understanding between the

electron transfer and the structural change during the electron

transfer, the calculation of the reorganization energy is

necessary.

Calculation of the reorganization energy

During the electron self-exchange reaction (characterized

kinetically by k11), the ligand spheres of the complexes and the

solvent spheres around the complexes have to reorganize. The

necessary energy for the reorganization of the ligand sphere is

described by the internal reorganization energy l11,I and the

energy for the reorganization of the solvent sphere by the

solvent reorganization energy l11,S. Together they result in the

total reorganization energy l11,T which describes the whole

process. The reorganization energies were determined via DFT

calculations using Nelsen's four-point method (Table 4, further

information in ESI Section 9.4‡).22,23,44

For R2 and R3 with ligands with alkyl substituents in the 2-

position signicantly lower internal reorganization energies

l11,I were calculated compared to R1 with the unsubstituted

ligand L1. In contrast, for R4 and R5 with ligands with

substituents that have an electronic inuence, signicantly

higher internal reorganization energies were calculated. The

results indicate that for R1–R3 the internal reorganization

energy shrinks with the increasing steric demand of the

Fig. 7 Results of the cross reaction of [Cu(TMG2Meequ)2]
+ (C7) with [Co(bpy)3]

3+, left andmiddle: time-dependent change of the UV/Vis spectra
and time-trace of the Cu(I) MLCT adsorption at 548 nm during the cross reaction with an excess of [Co(bpy)3]

3+ (1 : 5) in MeCN at 298 K (black:
measurement; red: fit); right: plot of the reaction rate kobs against the concentration of [Co(bpy)3]

3+.

© 2022 The Author(s). Published by the Royal Society of Chemistry Chem. Sci.
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substituent (H < Me < cHex). This is in accordance with the

expectations because the higher steric demand leads to more

similar structures of the Cu(I) and Cu(II) complexes and there-

fore to small Ds4 or D; values between the complexes. Similar

structures reduce the internal reorganization energy necessary

for the electron self-exchange. The results for R4 and R5 do not

correlate with theDs4 orD; values like for R1–R3. The reason is

that the s4 value and the plane angle ; do not represent all

structural features of a complex because they only depend on

the Cu center and the four N donors. The other atoms are not

considered and therefore changes in the bond lengths and

angles between the Cu(I) and Cu(II) complexes are not recog-

nized. Hence, the root-mean-square deviation (RMSD) values of

the atomic positions between the corresponding Cu(I) and Cu(II)

complexes were calculated. The internal reorganization ener-

gies and the RMSD values correlate much better (Fig. 8). A lower

RMSD value indicates a higher structural accordance which

leads to a lower internal reorganization energy. For R1–R3 and

R5 a linear correlation was found. The unusual coordination

behavior of the ligand in R4 could be the reason why this

complex does not follow this linear correlation.

The solvent reorganization energy l11,S decreases for R2–R5

by the introduction of a substituent compared to the unsub-

stituted R1. For R1–R3 the solvent reorganization energy

decreases with the steric demand of the substituent (H < Me <

cHex). Due to the greater resemblance between the structures of

the Cu(I) and Cu(II) complexes of R2 and R3 the solvent sphere is

not as affected by the structural change of the complex during

the electron transfer as for R1. Moreover, a substituent in the 2-

position insulates the solvent sphere from the copper center.

Hence, the inuence of the change of the oxidation state during

the electron transfer does not affect the solvent sphere of R2 and

R3 as much as of R1. This effect is stronger in R3 than in R2

because the substituent is larger and therefore the shielding of

the copper center stronger. A similar effect occurs in R4 but the

methyl ester group in the 2-position not only insulates the

solvent sphere from the copper center structurally but also

electronically and by its weak coordination ability especially in

the Cu(II) species. This leads to the second lowest solvent reor-

ganization energy of the analyzed redox couples. However, also

the isolated electronic inuence of the dimethylamine group in

R5 leads to a decrease of the solvent reorganization energy

compared to R1. Due to the stronger donor properties of the Nqu

donor caused by the electron density donating feature of the

dimethylamine group the positive charge of the copper center is

better stabilized especially in the Cu(II) species. This results in

a weaker electronic inuence on the solvent sphere and there-

fore a lower solvent reorganization energy.

In sum, the total reorganization energy l11,T decreases

signicantly for R2 and R3 with the introduction of alkyl

substituents in the 2-position compared to R1 whereas for R4

and R5 a small increase occurs.

Discussion and correlation of the results

All complexes exhibit a strongly distorted geometry between the

ideal tetrahedral and the ideal square-planar geometry. The

alkyl substituents in the 2-position of R2 and R3 have a steric

inuence on the coordination where an increasing steric

demand of the ligand leads to a greater similarity between the

structures of the Cu(I) and Cu(II) complexes compared to the

unsubstituted R1 (Fig. 9). Further, the geometries of the Cu(I)

and Cu(II) complexes approach the tetrahedral geometry with

the steric demand of the substituents (H < Me < cHex). In

contrast, the methyl ester substituent in the 2-position of R4 has

in addition to the steric demand an electronic inuence and

weak coordination ability especially in the Cu(II) complex. This

weak coordination ability leads to the least similar Cu(I) and

Cu(II) complex structures. The inuence of the dimethylamine

group in the 4-position of R5 is limited to an electron density
Fig. 8 Correlation between the internal reorganization energy l11,I and
the RMSD.

Table 4 Calculated internal, solvent and total reorganization energies l11,I, l11,S, and l11,T, differences between the structural parameters Ds4 and
D; and root-mean-square deviations (RMSD) of the calculated structures of the corresponding Cu(I) and Cu(II) complexes

l11,I [kJ mol�1] l11,S [kJ mol�1] l11,T [kJ mol�1]
Ds4

(DFT) [ ]
D;

(DFT) [�]
RMSD (DFT)
[Å]

[Cu(TMGqu)2]
+/2+ (R1) 66.6 135.2 201.8 0.20 23.8 0.283

[Cu(TMG2Mequ)2]
+/2+ (R2) 55.2 128.6 183.8 0.13 17.06 0.191

[Cu(TMG2cHexqu)2]
+/2+ (R3) 52.7 110.7 163.3 0.07 13.3 0.147

[Cu(TMG2Meequ)2]
+/2+ (R4) 81.6 123.5 205.1 0.00a �7.5 2.289

[Cu(TMG4NMe2qu)2]
+/2+ (R5) 77.4 128.2 205.6 0.20 24.5 0.446

a The value may be inuenced by the 4 + 2 coordination motif in the Cu(II) complex.

Chem. Sci. © 2022 The Author(s). Published by the Royal Society of Chemistry
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donating effect which does not induce a signicant change in

the coordination geometry. From the structural point of view R3

should be the best entatic state model.

The redox couples' potentials possess a strong dependency

on the structural and electronic properties of the complexes. In

case of R1, R2 and R3 the redox potential increases with

a tendency towards a tetrahedral geometry leading to a stabili-

zation of the Cu(I) species (Fig. 9). Moreover, the redox potential

decreases with an increasing difference between the charge-

transfer energies of the corresponding Cu(II) and Cu(I)

complexes because the Cu(II) complex becomes better stabi-

lized. Especially in R5, the electron density donating feature of

the dimethylamine leads to a strong stabilization of the Cu(II)

complex. Furthermore, the substituents have a signicant

impact on the electron self-exchange rates. The introduction of

an alkyl substituent leads to higher electron self-exchange rates

of R2 and R3 compared to R1. This correlates with the smaller

internal and solvent reorganization energies of R2 and R3

compared to R1. However, R3 exhibits the lowest reorganization

energy but not the highest electron self-exchange rate. This

result emphasizes that besides a structural similarity between

the Cu(I) and Cu(II) complexes a mean structure that does not

favor one oxidation state of the redox couple is important for

a fast electron transfer. Therefore, R2 is a better functional

entatic state model than R3. R4 possesses the highest internal

and the second lowest solvent reorganization energy, in sum the

second highest total reorganization energy. Nevertheless, it

exhibits the highest electron self-exchange rate. A correlation

between the electron self-exchange rate and the reorganization

energy is not possible. This underlines that a high electron self-

exchange rate cannot only be achieved by a high structural

accordance between the Cu(I) and Cu(II) complexes and a low

total reorganization energy. A possible explanation for the high

electron self-exchange rate of R4 is that the ester group has

a signicant inuence on the process of the outer-sphere elec-

tron transfer itself. Due to its negative mesomeric effect (�M

effect) it is part of the aromatic system of the ligand in which the

electrons canmove freely. Moreover, the donor properties of the

ester group may lead to a reinforcement of the interactions

between two individual complexes. Especially in the Cu(I)

species the ester groups do not exhibit any strong interactions

with the Cu(I) center and could therefore interact with

a different complex. In sum, the ester group could act as

a bridge for the outer-sphere electron transfer and by this

reduce the length of the jump of the electron through space

between the two complexes. This effect is not considered in the

calculated reorganization energies. An analogous but less

intense effect could occur in R5 and explain the similar electron

self-exchange rate compared to R1 although the total reorga-

nization energy is higher. Overall, R2 and R4 are the best

functional entatic state models but for different reasons,

namely the interplay between steric and mesomeric effects.

Therefore, different approaches to reach higher electron self-

exchange rates and to enhance the entatic state model with

the same ligand framework are possible. The steric manipula-

tion facilitates the transition between the two oxidation states

whereas the electronic manipulation by a mesomeric effect

facilitates the transfer of the electron from one complex to

another complex.

Conclusions

In this study, novel guanidine quinolinyl copper complexes

were synthesized and their electron transfer properties analyzed

to gain a deeper understanding of the entatic state for electron

transfer. Ligands with substituents in the 2- or 4-position of the

quinolinyl backbone that exert steric and electronic inuences

on the donor properties of the ligands were synthesized to

design complexes with specic features. The complexes were

characterized by XRD, XAS, and DFT revealing signicant

impacts of the substituents on the structural and electronic

properties of the complexes. To examine the inuence on the

electron transfer, the electron self-exchange rates were deter-

mined and the reorganization energies calculated. In R2 and R3

the steric demand of the alkyl substituents in the 2-position

leads to lower total reorganization energies and higher electron-

self exchange rates compared to R1. Therefore, the entatic state

of the electron transfer is manipulated sterically in R2 and R3.

The methyl ester group in the 2-position of R4 leads to a higher

Fig. 9 Summary of the influences of the substituents on the properties
of the copper complex redox couples (substituents are marked in red,
the two best entatic state models are marked in green, E1/2 vs. Fc/Fc

+,
k11 in M�1 s�1).

© 2022 The Author(s). Published by the Royal Society of Chemistry Chem. Sci.
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steric demand and enhanced donor properties; furthermore, it

has an electron density withdrawing effect. Although R4

exhibits a high total reorganization energy, it possesses the

highest electron self-exchange rate. The ester group possibly

enables a different type of manipulation of the entatic state by

serving as an electron bridge in the electron transfer. The pure

electron density donating feature of the dimethylamine group

in the 4-position of R5 exhibits the smallest inuence on the

electron transfer.

In general, the ability of the copper complex redox couples to

act as functional entatic state models could be tuned and

signicantly improved which is due to the varied substituents in

the aromatic system. This opens up new avenues in the design

of entatic state complexes and, in general, electron transfer

systems where the thermodynamics and kinetics can be tuned.
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and S. Herres-Pawlis, Chem.–Eur. J., 2017, 23, 12171.

37 L. Yang, D. R. Powell and R. P. Houser, Dalton Trans., 2007,

955.

38 V. Raab, K. Harms, J. Sundermeyer, B. Kovacević and
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96 Chapter 4. Experiments on Bio-Inorganic Copper-Complexes

4.6 Catecholate Formation after Phenolate Attack on a Ty-

rosinase Model Complex - Low Temperature UV/Vis Ope-

rando Raman Studies

The author has contributed to the Raman measurements and the respective data analysis.

In [4.6], operando Raman measurements were performed to investigate the hydrox-
ylation mechanism of different phenolic substrates with a bis(µ-oxo) dicopper(III)
complex. The study uses low-temperature UV and visible time-dependent Raman
spectroscopy, cryospray-ionization mass spectrometry and DFT calculations to re-
veal the kinetics of the catalytic conversion reaction mechanism. Tracking the tem-
poral behavior of the individual Raman modes shows that both, the bis(µ-oxo) and
the peroxo motifs, are formed during the intermediate steps. The reaction is tracked
by analyzing the exchange in intensity from the Cu2O2 breathing mode to the corre-
sponding mode of the catecholate complex.

The ligand TMGdmap is combined with a copper salt to form the precursor C1,
which is oxygenated to form the complex O1. Oxygenation and isotope shift reac-
tion measurements are taken at 532 nm and shown in [4.6]-Fig. 1 (b). The isotope
shift measurements showed the expected redshift, indicating the formation of the
bis(µ-oxo) characteristic breathing mode at 617 cm−1 and 585 cm−1 for 16O2 and 18O2,
respectively. The inset shows operando Raman measurements during the oxygena-
tion of the precursor. The intensity of the aforementioned Raman mode is fitted and
plotted against the time axis to reveal a complete oxygenation after 1 min. Running
Raman scans continuously is the central technique in this research item and it is used
to track the behavior of the catalytic conversion after addition of the phenolate sub-
strate NaOPh in [4.6]-Fig. 2 to clearly demonstrate the formation of the catecholato
complex via a phenolate intermediate. The data are taken at 532 nm and the figure
displays the energy range of 550-800 cm−1, because we find the modes containing
heavier Cu atoms at lower energies. For information on the substrates and conver-
sion products, wee see the same type of operando experiments conducted while the
energy range covers 800-2200 cm−1 in [4.6]-Fig. 3 and 4. In [4.6]-Fig. 3 the substrate
NaOPh is used at different concentrations from 1-5 equivalents of the complex. The
data are taken at 240 nm and show a faster conversion for higher relative concentra-
tions of the substrate. [4.6]-Fig. 4 shows the operando measurements for the different
substrates NaOPh, Me – PhONa and MeO – PhONa taken also at 240 nm.

The Raman measurements were conducted with the Tsunami laser system using
the second and third harmonic generation unit. Different wavelengths have to be
tested to find good wavelengths that yield significant intensities but no parasitic flu-
orescence. Since operando measurements have to be conducted on 20-120 sec time-
scales, a strong intensity enhancement is not just a welcomed feature but necessary
for the project. The achromatic entrance optics and the tunable Tangerine laser is
perfectly suited for such a task. The wavelengths of 240 nm at 3ω and 532 from the
Millennia diode laser are used for the main Raman measurements, while 220 nm,
230 nm, 260 nm, 280 nm, 360 nm, 414 nm and 450 nm have additionally been tested.
Note that a high intensity also leads to shorter integration times, which allows for
a higher precision, since every spectrum is an average over each second it took to
integrate it. The precursor solution with a concentration of 10 mM was filled in a
glass cuvette and closed with a lid containing a septum in the glovebox, to ensure
no unwanted exposure to water or oxygen. The cuvette was cooled to -90 ◦C. The
precursor was oxygenated via a cannula through the septum at 0.02 bar overpres-
sure for a time of a few minutes. A micrometer screw was used to adjust the focal
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depth to the maximum signal. The power for the continuous-wave 532 nm laser was
42 nm and for the pulsed 240 nm laser in the range from 2-3 mW. The substrates were
added with a gas-tight Hamilton glass syringe.
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Abstract  

The active site of the enzyme tyrosinase, responsible for hydroxylating phenols, 

includes a side-on peroxo dicopper(II) center.  We investigate the hydroxylation of 

phenolatic substrates with an isomeric bis(µ-oxo) dicopper(III) complex. We apply 

low-temperature operando Raman measurements in the UV as well as in the visible 

range to study [Cu2(µ-O)2L2](OTf)2 which is stabilized by 2-(3-(dimethylamino)propyl)-
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1,1,3,3-tetramethylguanidine (L). We observe the formation of a catecholato complex 

by a distinct Raman mode—visible when excited with a wavelength of 532 nm—at 

586 cm-1 during the hydroxylation of sodium phenolate via a phenolato intermediate. 

The interplay between the bis(µ-oxo) complex and the formation of the intermediates 

can be tracked by an exchange of intensity between the characteristic Cu2O2 

breathing mode of the bis(µ-oxo) complex and the corresponding mode of the 

catecholato complex. The change in intensity of higher energy modes from the 

phenolato and catecholato complex are best observed when excited in the UV, here 

at 240 nm, complementing the measurements in the visible range. Our study paves a 

new pathway for the investigation and corresponding development of catalytically 

active model complexes mimicking the tyrosinase cycle. 

 

Introduction 

 

Copper enzymes play essential roles in biochemical processes such as electron 

transfer and dioxygen transport.[1–6] Tyrosinase for example, a coupled binuclear 

copper enzyme that is present in all aerobic lifeforms,[7,8] can reversibly bind and 

thereby activate dioxygen. It can catalyze the ortho-hydroxylation of L-tyrosine to L-

DOPA and is also able to perform the two-electron oxidation of this ortho-catechol to 

L-dopaquinone in the melanin biosynthesis.[1–3,9,10] Raman spectroscopy and X-ray 

crystal structures revealed that the activated dioxygen molecule is bound in a 

bridging side-on µ-η²:η²-peroxo dicopper(II) ([P]) core in the oxy form of tyrosinase 

(cf. Scheme 1).[7,9,11] Although it is consensus that the hydroxylation mechanism is 

consistent with an electrophilic aromatic substitution,[1,12,13] the intermediates of this 

reaction are not yet experimentally observed.[1,8] The monophenolase cycle of 
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tyrosinase is shown in Scheme 1, however, alternative pathways and structures for 

the intermediates are discussed.[7,8,14–18] To better understand the mechanism of 

tyrosinase and also to use the capability of hydroxylating the ortho-C–H bond in a 

phenol, many groups synthesized model complexes that mimic the [P] core of the oxy 

form of tyrosinase.[19–23] Interestingly, on account of a low isomerization barrier, there 

are also [P] complexes that are in equilibrium with their isomeric bis(µ-oxo) ([O]) 

form.[1,14,19,24,25] As it is still under debate whether the [O] species plays a role in 

biological reactions, there is also already a variety of model complexes with an [O] 

core.[19–22,26,27]  

 

Scheme 1: Monophenolase cycle of tyrosinase. N represents His ligation from the protein. 

The third histidine from every Cu center is omitted for clarity. T = tyrosine bound and D = 

DOPA bound forms.  Adapted from [1]. 

 

UV/VIS spectroscopy and Raman spectroscopy are two of the established methods 

to differentiate between the copper-oxygen species.[5,20,28–32] UV/Vis spectroscopy 

was also used to follow the reaction of tyrosinase model complexes with a phenolic 

substrate. The main focus being the observation of a decreasing characteristic band 
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of the [P] complex or an increase of a feature for the product, like catechol or 

quinone.[12,15,33–37] An intermediate catecholato complex was observed in some 

cases.[37,38] The decay of a phenolato complex which shows a (pseudo) first-order 

behavior was also monitored.[15,39] Raman spectroscopy was implemented as well to 

track an intermediate. It was formed after adding a phenolate to a tyrosinase model 

complex. New Raman modes were attributed to phenolate vibrations from an 

intermediate analogous to the oxy-T in the tyrosinase cycle (see Scheme 1).[14,15,17,39] 

The interested reader is referred to excellent reviews and a reference module with 

detailed descriptions of possible mechanisms of the tyrosinase reaction and different 

model complexes.[1,2,19–22,40] 

To contribute to these findings and elucidate the steps in the hydroxylation reaction, 

we use a hybrid guanidine-stabilized bis(µ-oxo) dicopper(III) complex that is capable 

of hydroxylating various phenols[41] in this study. The complex is only stable at low 

temperatures, just like most tyrosinase model complexes.[14,42–44] To ensure the 

stability of the complex, we use an improved version of a self-designed two-stage 

cryostat[42] allowing for in situ oxygenation of the precursor. Furthermore, substrates 

can be added to study the hydroxylation operando. We accomplish this by combining 

a liquid ethanol chiller with a Peltier element to reach temperatures below −90 °C in a 

cuvette to ensure stable temperatures and measurements over a long time scale. 

With this method, we provide evidence for the proposed reaction steps for the 

complex [Cu2(µ-O)2L2](OTf)2 (L = 2-(3-(dimethylamino)propyl)-1,1,3,3-tetramethyl-

guanidine, TMGdmap) with phenolatic substrates by means of low temperature 

operando Raman studies, using an excitation wavelength λex in the UV as well as in 

the visible range. Three different substrates were used: sodium phenolate (NaOPh), 

sodium 4-Me-phenolate (Me-PhONa), and sodium 4-MeO-phenolate (MeO-PhONa).  
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We support our findings by density functional theory (DFT) calculations and 

cryogenic ultra-high resolution electrospray-ionization mass spectrometry (cryo-UHR 

ESI-MS). Most importantly, we identify the attack of the phenolate on the Cu2O2 core 

forming a catecholate intermediate that is comparable to the met-D form in tyrosinase 

via a short-lived phenolate intermediate, comparable to oxy-T (cf. Scheme 1). By 

using excitation wavelengths in different energy ranges, we obtain information about 

modes originating from the copper-oxygen core as well as from modes of the 

phenolic structure. We believe that our study will improve the understanding of the 

biological tyrosinase cycle and foster future development of catalytically active 

tyrosinase model complexes. 

 

Results and Discussion 

Figure 1a shows the oxygenation of the air- and moisture-sensitive CuI complex 

[C1]OTf in THF at –90 °C to the bis(µ-oxo) dicopper(III) complex [Cu2(µ-O)2L2](OTf)2 

([O1](OTf)2). The precursor [C1]OTf was synthesized by mixing equimolar amounts 

of L (2-(3-(dimethylamino)propyl)-1,1,3,3-tetramethylguanidine) and Cu(MeCN)4OTf 

in acetonitrile at room temperature. Raman spectra (Figure 1b) show the oxygen 

isotope sensitive breathing mode of the Cu2O2 core that is characteristic for [O] 

complexes[29,30,45,46] at 617 cm-1 (Figure 1b, red) and 586 cm-1 (Figure 1b, blue) with 

16O2 and 18O2, respectively. The isotopic shift of 32 cm-1 is in good agreement with 

theoretical calculations (Table 1 in SI). The intensity of the Cu2O2 breathing mode 

serves as an indicator of the formation of the complex and was plotted against time 

(Figure 1b, inset). It reveals that 70 % of the complex is formed in less than 30 

seconds and a complete formation of the complex can be achieved in less than a 

minute. The dioxygen incorporation occurs in one observable step.  
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Figure 1: Oxygenation of [C1]OTf to the bis(µ-oxo) dicopper(III) complex [O1](OTf)2. a 

Reaction scheme, b Raman spectra of [C1]OTf before (black) and after oxygenation with 

16O2 (red) and 18O2 (blue). Inset: Oxygenation progress (Ox. progr.) tracked by the intensities 

of the core breathing mode at 617 cm-1 from [16O1](OTf)2 of the Raman spectra as a function 

of oxygenation time (red dots with error bars and guide to the eye in black). 

 

Figure 2a highlights the proposed essential steps of the hydroxylation of sodium 

phenolate by [O1](OTf)2 via a phenolato and a catecholato intermediate. We observe 

this reaction by means of low temperature operando Raman spectroscopy, 

combining the findings of the measurements at different excitation wavelengths. We 

tested various wavelengths to find a suitable energy (see SI Figure 1) and 
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determined that 532 nm and 240 nm are appropriate excitation wavelengths for the 

operando study of this complex with phenolate. They complement each other well. 

The visible wavelength shows the breathing mode of the copper-oxygen core (cf. 

Figure 1b) and other core-related modes in the low frequency range (see Figure 2b-

d), while the wavelength in the UV enhances modes in the high frequency range from 

the phenolic moiety of the intermediates. 

Dramatic changes in the Raman modes occurred in the first minute (compare red 

with orange spectrum in Figure 2b), showing the hydroxylating activity of the 

complex. The mode at 617 cm-1, marked with a purple dashed line and the number 2, 

can be attributed to the breathing mode of the Cu2O2 core of the complex. 

Correspondingly we attribute the new, resonance-enhanced mode at 586 cm-1, 

marked with a red dashed line and the number 1, to the core of a catecholato 

intermediate, with the vibrating catecholate still being attached to the copper complex 

(cf. Figure 2a). We make this assignment due to the expected shift to smaller 

wavenumbers when the effective reduced mass of the molecule is increased and 

support this idea with theoretical calculations (Table 1, SI). This mode is also oxygen 

isotope sensitive. Raman measurements revealed an isotopic shift of 10 cm-1 (Figure 

2c), which is in good agreement with the theoretical shift of 5 cm-1 (Table 1, SI). 

Furthermore we can prove that the complex reacts as an [O] complex during the 

hydroxylation without changing to its isomeric form. As can be seen in Figure 2a, no 

characteristic [P] features, expected to be around 750 cm-1 for the vibration of the O-

O bond,[47] arise during the reaction. All spectra were fitted with Lorentzian functions. 

The intensities of the before mentioned modes are plotted against time. The 

catecholato mode at 586 cm-1 (Figure 2d) increases fast in the first half of a minute 

after substrate addition and decreases exponentially. The breathing mode of the 
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copper-oxygen core shows complementary to the fast increase of the catecholato 

mode a fast decrease (see Figure 2e).  

 

Figure 2: Formation of the catecholato complex via a phenolato intermediate upon 

adding sodium phenolate to [O1](OTf)2. a Reaction scheme (counter ions, charges, and 

ligands are omitted), arrows symbolize the breathing mode of the Cu2O2 core of the bis(µ-

oxo) complex. b-d Operando Raman measurements of [O1](OTf)2 with 1 eq of NaOPh in low 

frequency range excited at 532 nm. b Time-dependent representative Raman spectra with 

corresponding fits in black in the energy range of 540 cm-1 to 810 cm-1. Marked modes at 

586 cm-1 (1, red) and 617 cm-1 (2, purple). c The oxygen isotope sensitive mode of the 

catecholato species at 586 cm-1 (16O, dark red) shifts to 576 cm-1 (18O, dark blue), indicated 

by a red arrow. A purple arrow indicates the shift of the Cu2O2 breathing mode. These 

spectra are taken 0.8 minutes after substrate addition. All spectra are off-setted. d-e 
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Normalized intensity time profiles with guides to the eye of the modes at d 586 cm-1 (red) and 

e 617 cm-1 (purple).  

 

It is apparent that the breathing mode and hence [O1](OTf)2 is still present at the end 

of the measurement, therefore not everything was converted. However, when using 

more than one equivalent of NaOPh, the intensity of the breathing mode decreases 

rapidly within the first minute (see SI Figure 2 and SI Figure 3). To ensure that the 

complex itself is stable over time during the measurement while being irradiated, 

[O1](OTf)2 was measured for 90 minutes. The intensity of the breathing mode was 

again used as an indicator and plotted against time. As no significant changes can be 

observed during this period (see SI Figure 4), changes in the operando Raman 

spectra can be associated to the addition of substrate and the reaction. To get more 

information about the hydroxylation reaction and mechanism, operando Raman 

measurements in the deep UV at 240 nm were conducted. 1, 2, or 5 equivalents of 

the same substrate, NaOPh, were added to the bis(µ-oxo) complex [O1](OTf)2 

(Figure 3). The breathing mode is not enhanced at this wavelength (cf. SI Figure 1) 

and no mode is affected by an isotope exchange (see SI Figure 5 and SI Figure 6). 

The mode at 1159 cm-1 (marked with dashed line in red and 1) is also present in the 

free substrate (cf. SI Figure 7). This mode can be used to track the accessibility of 

the substrate in the excited volume. The intensity time profiles (Figure 3d-f) of this 

mode show that the reaction is faster with more equivalents. This is also reflected in 

the other modes. Especially interesting is the range around 1600 cm-1 and the mode 

at 2103 cm-1. The dynamic changes depending on the number of equivalents and is 

faster with more equivalents. The modes at 1601 cm-1 (green, 3) and 1630 cm-1 

(blue, 4) follow a sigmoidal curve. These modes might be attributed to the 

catecholato complex (Vergleich mit DFT). The mode at 2107 cm-1 first decreases and 
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shifts to a slightly lower frequency (2103 cm-1, purple, 5). The intensity increases until 

it reaches its maximum and decreases again. The maximum is reached faster with 

more equivalents.  
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Figure 3: Operando Raman measurements in high frequency range of [O1](OTf)2 

excited at 240 nm with different amounts of equivalents of NaOPh. a-c Time-dependent 

representative Raman spectra during the reaction of [O1](OTf)2 with NaOPh (a: 1 eq, b: 2 eq, 
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c: 5 eq) with corresponding fits in black in the energy range of 720 cm-1 to 2160 cm-1. Marked 

modes at 1159 cm-1 (1, red), 1578 cm-1 (2, lime), 1601 cm-1 (3 green), 1630 cm-1 (4, blue), 

2103 cm-1 (5, purple). d-f Corresponding normalized intensity time profiles with guides to the 

eye of the marked Raman modes in the spectra on their respective left side. Horizontal 

dashed lines indicate values 0 and 1. Asterisks mark solvent signals.  

 

A similar dynamic and peaks can be seen when using 1 eq of the substrates Me-

PhONa or MeO-PhONa, as shown in Figure 4. It should also be noted that the mode 

at 1339 cm-1 from the complex has a similar intensity profile as the breathing mode 

from the Vis measurements (cf. SI Figure 3b with SI Figure 8a). Although Vis 

operando Raman measurements were also carried out with these two substrates 

(see SI Figure 9), the acquired data was not as promising as with NaOPh. Especially 

MeO-PhONa was challenging because of the superimposing fluorescence.  
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Figure 4: Operando Raman measurements in high frequency range excited at 240 nm 

with different kind of phenolatic substrates. a-c Time-dependent representative Raman 

spectra during the reaction of [O1](OTf)2 with substrate (a: NaOPh, b: Me-PhONa, c: MeO-
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PhONa) with corresponding fits in black in the energy range of 720 cm-1 to 2160 cm-1. Marked 

modes around 1160 cm-1 (1, red), 1578 cm-1 (2, lime), 1601 cm-1 (3 green), 1630 cm-1 (4, 

blue), 2103 cm-1 (5, purple). d-f Corresponding normalized intensity time profiles with guides 

to the eye of the marked Raman modes in the spectra on their respective left side. Horizontal 

dashed lines indicate values 0 and 1. Modes marked with 1 to 5 in a and d: 1160 cm-1, 1578 

cm-1, 1601 cm-1, 1630 cm-1, and 2103 cm-1, respectively. Modes in b and e: 1163 cm-1, 1579 

cm-1, 1602 cm-1, 1632 cm-1, and 2102 cm-1, respectively. Modes in c and f: 1158 cm-1, 1564 

cm-1, 1601 cm-1, 1628 cm-1, and 2105 cm-1, respectively. Asterisks mark solvent signals. 

 

 

Cryospray-ionization mass spectrometry measurements were performed to further 

characterize the reactive intermediates of the stoichiometric hydroxylation reaction of 

sodium 4-methyl phenolate mediated by the bis(µ-oxo) dicopper(III) complex 

[O1](OTf)2 in THF. Figure 10 in the SI reveals the isotopic pattern and corresponding 

m/z values of a monocationic dinuclear copper complex, which can represent both 

the phenolato and the catecholato complex due to their identical chemical 

composition (see Figure 11 in SI). The measured isotopic pattern and the m/z values 

agree well with the simulated mass spectrum. 

 

[Theorie-Abbildung + Text] 

 

Conclusion 

In conclusion we have studied the hydroxylating activity of a biomimetic tyrosinase 

model complex. We especially tracked the interplay between the Cu2O2 core of a 

bis(µ-oxo) copper(III) complex—stabilized by a hybrid guanidine ligand—and the 

attack of a phenolate forming a phenolato and a catecholato complex as an 

intermediate. These are essential steps of the catalytic tyrosinase cycle. 
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After the addition of phenolatic substrates to our [O1](OTf)2 complex, we find modes 

characteristic for the catecholato complex, as well as for the phenolato intermediate. 

This shows that both intermediates are formed during the reaction. Through 

monitoring the reaction, we could also show that this [O] complex, an active species 

that can hydroxylate phenolates, does not change to its isomeric [P] form. The 

subsequent decrease of the Cu2O2 core breathing mode with increase of phenolato 

and catecholato complex modes shows the attack of the phenolate on the Cu2O2 

core. DFT calculations help identify the modes. Cryo-UHR-ESI MS measurements 

confirm the presence of a reactive intermediate. With this manuscript, we show that 

operando Raman measurements, especially when using different excitation 

wavelengths, provide a detailed view on the mechanism involved in the catalytic 

cycle and thus show a pathway for optimization of the catalytic activity in biomimetic 

complexes.  
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Materials and Methods 

 

Chemicals 

 

The copper salt [Cu(MeCN)4]OTf was synthesized by the reaction of Cu2O (99.99%, 

Sigma Aldrich) and acid TfOH (Sigma Aldrich) in acetonitrile and recrystallized at 

least twice from acetonitrile/diethyl ether at -30 °C.[48]  The guanidine-amine hybrid 

ligand 2-(3-(dimethylamino)propyl)-1,1,3,3-tetramethylguanidine (TMGdmap, L) was 

prepared according to a literature procedure,[28,41] distilled under vacuum (100°C, 5 

· 10-2 mbar) and stored in an MBraun glovebox under nitrogen atmosphere. Sodium 

4-X-phenolates (X = H, Me, OMe) were synthesized according to a literature 

procedure.[39] The used solvents acetonitrile and tetrahydrofuran (HPLC grade, 

Fisher Scientific) were purified under nitrogen atmosphere via distillation from CaH2 

and sodium/benzophenone ketyl radical, respectively.  

 

Instrumentation: 

Raman Spectroscopy 

Raman measurements were performed with a UT-3 triple monochromator Raman 

spectrometer[49], combined with a continuous wave diode laser (Millennia, Spectra 

Physics Lasers Inc.). This laser was used to obtain an excitation wavelength of 532 

nm as well as to pump a titanium-sapphire (Ti:Sa) laser (Tsunami, Spectra Physics 

Lasers Inc.). The tuneable fundamental laser line from the Ti:Sa laser was frequency 

doubled or tripled with a flexible harmonic generator (GWU2 23-PS, Spectra Physics 

Lasers Inc.) or quadrupled with fourth harmonic generation (GWU-4-PL, Spectra 
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Physics Lasers Inc.). They generated the other excitation wavelengths (220 nm, 230 

nm, 240 nm, 260 nm, 280 nm, 360 nm, 414 nm, 450 nm) that were applied in this 

study. 

The cryostat (see SI Figure 12) was a slightly modified version of a setup described 

previously[42] with a 1.4 mL or 3.5 mL screw cap Suprasil® cuvette with septum 

(117104F-10-40 or 117100F-10-40, respectively, Hellma), equipped with a Peltier 

element (QC-127-1.4-6.0MS, QuickCool). The hot backside of the Peltier element is 

cooled down with ethanol from a closed-cycle chiller (Proline RP890, Lauda) and the 

other side cools a copper block. This copper block encloses three sides of the 

cuvette. The laser beam was widened with a spatial filter and then focused on the 

cuvette inside the cryostat. The focus spot size was around 20 μm in diameter. With 

a micrometer screw, the focal depth was adjusted to maximum signal. Raman 

scattered light was captured with the entrance optics of the UT-3 spectrometer.  

The precursor [Cu(L)(MeCN)]OTf ([C1]OTf) and substrates sodium 4-X-phenolates 

(X = H, Me, OMe)  were prepared in an MBraun glovebox ([O2] and [H2O] < 0.5 ppm). 

Anhydrous solvents were purchased from commercial suppliers and additionally dried 

over 3 Å molecular sieves. The precursor with a concentration of 10 mmol L-1 in 

tetrahydrofuran/acetonitrile (8:2) was transferred to a cuvette with septum and cooled 

in the cuvette cryostat to below –90 °C. 

Dioxygen was added via a cannula through the septum (0.02 bar overpressure for 

5 min) to synthesize [Cu2(µ-O)2L2](OTf)2, ([O1](OTf)2). The used laser power in front 

of the entrance optics was 42 mW for the low frequency measurements excited at 

532 nm and between 2.0 mW and 3.5 mW for the high frequency measurements at 

240 nm. After the synthesis of [O1](OTf)2, 1, 2, or 5 eq of substrate in THF was 

added quickly in one portion through the septum with a gas tight Hamilton glass 

syringe (Hamilton Company). The Raman measurement was started as soon as the 
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syringe was emptied. The integration time was 20 seconds. After a few minutes, we 

increased the integration time to 60 seconds per measurement to improve the signal 

to noise ratio. For the measurements in the UV, we additionally increased the 

integration time to 120 s. The complex, measured without any substrate, defines the 

time “0 min”. Please note that every spectrum from an assigned time is in fact a 

mean value over the integration time. To incorporate this, the allotted time for the 

measurements with substrate is the starting time of the measurement plus half of the 

integration time. All spectra were normalized to 1 s integration time and 1 mW laser 

power and the background was subtracted. The measurements were conducted in a 

clean room with constant temperature (20.0 °C ± 0.5 °C) and humidity (45 % ± 3 %).  

 

Cryo-ESI Mass Spectrometry  

Instrument 

Cryospray-ionization mass spectrometry measurements were performed on a UHR-

TOF Bruker Daltonik maXis II, an ESI-quadrupole time-of-flight (qToF) mass 

spectrometer capable of a resolution of at least 80.000 FWHM, which was coupled to 

a Bruker Daltonik Cryospray unit. Detection was either in the positive or in the 

negative ion mode; the source voltage was 3.5 kV. The flow rate was 3.0 µL min-1. 

The drying gas (N2), to achieve solvent removal, and the spray gas were both held at 

-80 °C. The mass spectrometer was calibrated prior to every experiment via direct 

infusion of Agilent ESI-TOF low concentration tuning mixture, which provided an m/z 

range of singly charged peaks up to 3000 Da in both ion modes. 
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Procedure 

The precursor copper(I) complex [C1]OTf was prepared in a tenfold stock solution 

under inert conditions by dissolving equimolar amounts of L (20.0 mg, 0.10 mmol) 

and [Cu(MeCN)4]OTf (37.8 mg, 0.10 mmol) in acetonitrile (5 mL). One-tenth of the 

stock solution of the precursor copper(I) complex [C1]OTf (0.5 mL, 0.01 mmol, 2 eq) 

was positioned in a Hamilton syringe and added rapidly to dioxygen-saturated THF 

(9.5 mL) at -100 °C to generate the bis(µ-oxido) dicopper(III) complex [O1](OTf)2 

(0.005 mmol, 1 eq). 

Substrate solutions were prepared in a twentyfold stock solution under inert 

conditions by dissolving the respective sodium phenolate (0.2 mmol) in dried 

acetonitrile (4.0 mL). One-twentieth of the stock solution of the substrate (0.2 mL, 

0.01 mmol, 2 eq) was positioned in a Hamilton syringe. 

The substrate solution was injected into the bis(µ-oxo) dicopper(III) complex solution, 

and a first mass spectrum was measured immediately by sampling the reaction 

solution with a precooled Hamilton syringe and injecting it into the cryospray unit. 

After several scavenging processes with dried tetrahydrofuran, a second mass 

spectrum was monitored after approximately five minutes. Please note that the 

reaction was conducted at -100 °C to capture reactive reaction intermediates as cryo-

UHR-ESI MS is no in-situ method. 
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5 Experiments with Femtosecond
Mid-Infrared Laser Light

5.1 Photoinduced Metastable dd-Exciton-Driven Metal-Insu-

lator Transitions in Quasi-One-Dimensional Transition

Metal Oxides

The author has contributed to the Raman and reflectivity measurements and the respective
data analysis.

In [5.1] the quasi-1D metal SrNbO3.4 was investigated by various optical technique
and results showed a metastable metal-to-insulator transitions (MIT) and an in-
sulator-to-metal transitions (IMT). Notably, UV Raman measurements, NIR-pump
and MIR-probe reflectivity measurements and NIR-pump and UV-probe Raman ex-
periments were conducted. Sr1 – yNbOx compounds allow for a variety of different
phases with different properties, [129] however this research item analyzes the quasi-
1D phase. The crystal is a layered perovskite consisting of NbO6 octahedra, which
are periodically grouped into n=5-octahedra thick slabs as shown in [5.1]-Fig. 1 (a)
and (b). Although two samples with different oxygen-deficiencies were used, the
n=5 Sr0.95NbO3.37 and the n=4.5 SrNbO3.45, [5.1] focuses mostly on the n=5 sample.
Along the metallic a-axis, the Nb-O-Nb bonds are chain-like and along the insulat-
ing b- and c-axis they are zig-zag-like. Mueller-matrix ellipsometry data are shown
in [5.1]-Fig. 1 and 2. A Drude tail along the metallic a-axis is found together with sig-
natures of the d-d excitonic transition at low energies of around 1 eV together with
the O-2p→Nb-4d charge-transfer band at high energies of > 4.2 eV.

UV-Raman Scattering

UV Raman scattering was realized with the Tsunami laser system with the funda-
mental laser wavelength tuned to 720 nm, to be able to produce 240 nm light in the
3ω regime by using two different nonlinear BBO crystals. Measuring both samples
with 240 nm and at a power of 5.8 mW in the charge-transfer band over a broad
range of energies, the exciton is found at an energy difference of ≈ 1 eV, similar to
the d-d excitations. The UV-data and d-d excitons are shown in [5.1]-Fig. 2 (a), (b)
and inset.

NIR-Pump and MIR-Probe Reflectivity

The NIR-pump and MIR-probe reflectivity setup uses the Tangerine laser system to
produce 1030 nm beam for the NIR-pump and also supplies 1030 nm to the DFG
unit to produce MIR light at 7 µm for the probe beam. The DFG unit is explained
in section 3.1.4 and it was slightly modified for this experiment, as shown in [5.1]-
Fig. 4 (a). In the third stage, the residual 1030 nm beam is not dumped but used as
the pump laser. An on-axis parabolic mirror with a hole in the center is positioned
so that the sample is in the focus of the mirror. The MIR-probe beam is focused onto
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the sample by the mirror, then back to the mirror and into a thermopile sensor. The
NIR-pump is focused onto the sample via a lens and through the hole in the mirror.

The background reflectance of the metallic a-axis in the MIR-probe-only config-
uration is attenuated from 100 % to 10 % when measuring in pump-probe configu-
ration. The systems response while turning the pump on and off for the decrease
and subsequent increase in reflectivity is surprisingly in the order of seconds. This
implies further interactions beyond the expected very fast electronic degrees of free-
dom. Changing the polarization of the probe beam, it was observed that while the
metallic a-axis becomes less reflective, the insulating b-axis becomes more reflective,
as shown in [5.1]-Fig. 4 (c). These two effects are both linear in opposite direction
while increasing the pump power density, implying charge conservation. The data
are shown in [5.1]-Fig. 4 (d).

NIR-Pump and UV-Probe Raman Scattering

For the NIR-pump beam, the Tangerine laser system is used to produce the 1030 nm
light at varying powers and the UV-probe beam is generated with the Tsunami laser
system at 2.8 mW as previously explained in the UV-Raman Scattering paragraph,
with the alteration that a fundamental wavelength of 780 nm was chosen to produce
260 nm light. Note that temporal overlap could be ignored, since the repetition rates
of the Tsunami (80 MHz) and the Tangerine (500 kHz) are to fast for the effect de-
scribed previously. The Raman scattered light was collected in the range between
150 cm−1 and 1000 cm−1, relative to the probe energy of 4.7 eV (260 nm). The polar-
ization of the pump is altered with a polarizer-λ/2 plate combination to be either
parallel to the metallic a-axis or the insulating b-axis. The data are shown in [5.1]-
Fig. 5.

The results show Raman modes with the 260 nm-probe beam polarized paral-
lel to the b-axis at energies of 440 cm−1, 560 cm−1, 680 cm−1 and 830 cm−1, coin-
ciding with oxygen-bond modes reported in cuprate superconductors. [130–132] The
830 cm−1 mode is also seen with the polarization parallel to the metallic a-axis. Note
again, that we find zig-zag-like Nb-O-Nb bonds along the insulating b-axis and
chain-like Nb-O-Nb bonds along the metallic a-axis. When probing at 260 nm and
additionally pumping at 1030 nm, the data show a strong decrease in all oxygen-
related modes for both polarization configurations. At high pump powers above
5 kWcm-2 all modes, except the 830 cm−1 mode, are completely bleached along the
b-axis direction. At those energies, the data along the a- and b-axis look identi-
cal. The aforementioned additional degrees of freedom beyond the fast electronic
interactions, that limit the slow relaxation time of the systems response during the
NIR-pump and MIR-probe Reflectivity measurements can now be discussed. (i) As can
be seen in [5.1]-Fig. 5 (b), the NIR-pump causes significant changes in the oxygen-
related modes and it can be assumed that the excitonic d-d pumping converts the
ordering of the insulating zig-zag-like Nb-O-Nb modes towards the chain-like struc-
ture. This causes the transient insulator-to-metal transition of the insulating b-axis.
Structural degrees of freedom encompassing lattice changes operate on slower time-
scales generally. (ii) It is hypothesized that along the metallic a-axis, the free elec-
trons are excited to form excitons by the NIR-pump, depleting the Nb-4d band and
decreasing the conductivity along the metallic a-axis. The speed of recovery of this
photoinduced effect might be decreased because of the formation of room temper-
ature Bose-Einstein-like Condensation (BEC). Excitons, being bosonic particles, can
form states of coherent superpositions with longer coherence lengths. Prediction of
such observations were reported for Ta2NiSe5

[133] and 1T-TiSe2. [134]
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U
sing light to manipulate fundamental physical properties
of matter has gained tremendous attention in optical and
condensed matter physics research. It has been shown that

photoexcitation can induce transient exotic phases of matter that
are not found in their equilibrium ground states. Examples,
among others, include transient changes in crystal structures1,2,
ferroelectricity1, metal–insulator transitions2–4 (MITs), melting of
spin and charge orders5–7, and even superconductivity8,9. The
most fundamental way in which light can interact with matter is
by exciting electrons from occupied to unoccupied states, creating
electron-hole pairs that can bind to form excitons. Thus, excitons
are expected to play important roles in the dynamics of these
transient phases of matter. Since excitons are bosons, high-density
excitons created by high-intensity photoexcitation can potentially
condense into transient Bose–Einstein condensates10–12

(BECs), similar to what has been demonstrated by photoinduced
magnon BEC transition driven by high-intensity microwave
pumping13. However, the main difficulty with excitons (and other
transient states of matter in general) is their ultrashort lifetime,
which is often in the pico- to femtosecond range. This short
timescale renders it challenging to probe and control these tran-
sient states.

Here, using a combination of Mueller-matrix spectroscopic
ellipsometry, steady-state and transient ultraviolet Raman spec-
troscopies, transient mid-infrared reflectance, and angular-
resolved photoemission spectroscopy (ARPES) supported by
theoretical calculations, we probe both the steady-state and
dynamic dielectric responses of strongly anisotropic quasi-one-
dimensional (quasi-1D) correlated metals Sr1−yNbOx of the type
AnBnO3n+2 as a model system. We reveal that the photoinduced
pumping of low-energy d–d excitons in Sr1−yNbOx dramatically
changes their electronic, lattice, and optical properties. The d–d
exciton pumping is found to drive complementary MITs along
different optical axes, where the metallic axis switches to become
insulating while the insulating axis concomitantly becomes more
metallic by rearranging their charge and lattice orderings. The
excited state is metastable with an extremely long lifetime of
several seconds, caused by the slow recovery of the changes in
lattice orderings and possible emergence of BEC-like excitonic
phase. This long lifetime gives greater flexibility in manipulating
the pumped state for both fundamental research and practical
applications.

Results
Anisotropic properties of Sr1−yNbOx. Sr1−yNbOx is known to
exhibit a rich phase diagram that strongly depends on the oxygen
content14, ranging from isotropic metal SrNbO3 (ref. 15), to a
quasi-1D metal SrNbO3.4 (refs. 16–20), and to ferroelectric insu-
lator SrNbO3.5 (ref. 21). Especially, the quasi-1D metal-like phases
of Sr1−yNbOx are ideal to study low-dimensional and MIT phy-
sics, as shown by their transition into an insulating charge
density wave state at low temperatures17–19. The crystal structures
of Sr1−yNbOx are of the type SrnNbnO3n+2= SrNbOx, which
represents a homologous layered perovskite-related series where
the structure type, n, depends on the oxygen content, x. Along the
c-axis, networks of NbO6 octahedra are periodically grouped into
n-octahedra thick slabs, while along the a- and b-axis the
Nb–O–Nb bonds are chain-like and zig-zag-like, respectively14.
For example, along the c-axis the slabs are 5-octahedra thick in
n= 5 type SrNbO3.4 (Fig. 1a, b), alternatingly 4- and 5-octahedra
thick in n= 4.5 type SrNbO3.45, and unlimited in isotropic per-
ovskite n=∞ type SrNbO3. The chain-like bonds facilitate the
metallicity along the a-axis, while the zig-zag-like bonds and slab
structures hinder the charge hoppings between Nb ions along the
b- and c-axis, respectively, making them more insulating. This

arrangement makes Sr1−yNbOx highly biaxially anisotropic,
yielding an anisotropic dielectric tensor with different compo-
nents of the complex dielectric function ε along different ortho-
gonal optical axes. Thus, before probing their transient dynamical
response, their steady-state diagonalized anisotropic dielectric
tensors need to be determined using Mueller-matrix spectro-
scopic ellipsometry22–24.

Mueller-matrix spectroscopic ellipsometry. Representative
samples of Sr0.95NbO3.37 (an under-stoichiometric Sr- and
O-deficient variant of n= 5 type SrNbO3.4) and n= 4.5 type
SrNbO3.45 single crystals14 are measured using Mueller-matrix
spectroscopic ellipsometry within the photon energy range of
0.38–6.10 eV at room temperature. The resulting real parts of
principal ε of the samples, Re[ε], are shown in Fig. 1c–e.
Along the a-axis, the Re[εa] spectra of both Sr0.95NbO3.37

and SrNbO3.45 cross zero and become negative below 1.06 and
0.76 eV, respectively. In contrast, the Re[ε] of both samples
along the b- and c-axes remain positive at all measured photon
energies. This means both samples are metallic along the a-axis,
but non-metallic along the b- and c-axes, indicating an intrinsic
room-temperature quasi-1D metallic behavior consistent with
previous electrical transport, ARPES, and infrared reflectivity
results17–19.

Figure 2a–c shows the imaginary parts of principal ε, Im[ε], of
the samples, which are proportional to absorption spectra. These
spectra also denote the quasi-1D metallicity of the samples, as
shown by the presence of metallic Drude tail along the a-axis but
not along the b- and c-axes. The Drude response contribution and
the Re[εa] zero-crossing energy of Sr0.95NbO3.37 are higher than
those of SrNbO3.45, indicating a larger carrier density in
Sr0.95NbO3.37 than in SrNbO3.45 consistent with their nominal
electronic structures14 (Nb-4d0.16 for Sr0.95NbO3.37 and Nb-4d0.10

for SrNbO3.45).
In the Im[εb] and Im[εc] spectra (Fig. 2b, c) at low energies,

three strong peaks are observed at ~0.7 and ~1.2 eV along the b-
axis as well as at ~1.1 eV along the c-axis (Table 1). Interestingly,
the intensities of these peaks are higher in Sr0.95NbO3.37 than in
SrNbO3.45, similar to the trends of the a-axis Drude response
caused by the difference in the carrier density between the two
samples. This reveals that the three peaks originate from the
excitations of electrons, which are anisotropically-localized along
the b- and c-axes but mobile along the a-axis. As discussed below
(Fig. 3a), this is indeed the case; more precisely, the three peaks
originate from d–d transitions between split Nb-4d bands across
the Fermi level along the b- and c-axes. Thus, we name these
three peaks as the d–d excitations.

At higher energies, a distinct absorption edge is seen in the
Im[ε] spectra along the a- and b-axes at ~4.4 eV for Sr0.95NbO3.37

and ~4.2 eV for SrNbO3.45 due to the O-2p→Nb-4d charge-
transfer inter-band transitions (see “Discussion” below). Mean-
while, in the intervening energy range of 2–4 eV the Im[εa] and
Im[εb] of both samples are very close to zero, signifying the
visible-range transparency of both samples along the a- and b-
axes. In contrast, the Im[εc] spectra of both samples are quite
absorbing above the d–d excitations, characterized by the
presence of several wide “humps” at varying energy positions
(Table 1). Between the two samples, the overall intensities of these
humps remain relatively the same (unlike the d–d excitations),
indicating that these humps do not originate from carrier
excitations. Instead, based on the crystal structure in Fig. 1a, b,
these humps could be caused by the presence of extra O layers
every few unit cells along the c-axis that create new occupied and
unoccupied states that contribute to the optical absorption and
modulate the shapes of εc.
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Excitonic ultraviolet Raman spectroscopy. To further probe
these d–d excitations, we perform excitonic ultraviolet Raman
spectroscopy (Fig. 2b inset) on the n= 5 type Sr0.95NbO3.37

sample with an incoming beam of 240 nm (5.17 eV), i.e., on the
onset of the O-2p→Nb-4d charge-transfer inter-band transitions.
Along the b-axis, we find an excitonic peak centered at 0.89 eV
Raman shift consistent with the lower d–d excitation, indicating
the excitonic nature of these d–d excitations. Interestingly, a
similar excitonic peak is also found at 0.86 eV along the a-axis,
which means that the lower d–d exciton also occurs along the
metallic axis. In conventional metals, excitons are usually absent.
Despite this, excitons are present in Sr1−yNbOx because they are
not conventional metals but rather correlated quasi-1D metals. In
the Im[εa] obtained from Mueller-matrix ellipsometry, the a-axis
d–d exciton is overshadowed by the Drude response of the cor-
related electrons in the metallic direction (see Fig. 2a), and the use
of Raman spectroscopy allows us to resolve the exciton since
Drude excitations are usually invisible in optical Raman.

Electronic band structure. To determine the origins of the peaks
in Im[ε] spectra, we calculate the electronic band structure of n=
5 type SrNbO3.4 (which is closely related to n= 5 type
Sr0.95NbO3.37 and n= 4.5 type SrNbO3.45) using density func-
tional theory in Fig. 3a. The results are consistent with both
experimental ARPES and ultraviolet photoemission (UPS) results
and previous theoretical calculations17,19,20. The band structure is
plotted along the high symmetry lines of Γ–X (along the a-axis),
Γ–Y (b-axis), and Γ–Z (c-axis) to determine the possible valence

and conduction band pairings that contribute to the Im[ε] spectra
along each axis. The results show that the valence bands have
mainly O-2p character while the conduction bands have mainly
Nb-4d character, and together they contribute to the O-2p→Nb-
4d charge-transfer inter-band transition edges.

Although the Nb-4d bands are mostly unoccupied and lie
above the Fermi level, a small group of Nb-4d bands (red bands in
Fig. 3a) cross the Fermi level, EF, along Γ–X and lie occupied
below it at Γ, along Γ–Y, and along Γ–Z. The strong dispersion
and EF crossing along Γ–X are consistent with the samples’
metallic behavior along the a-axis and responsible for the Drude
response excitation. Meanwhile, at Γ, along Γ–Y, and along Γ–Z,
these bands lie below the EF with no significant dispersion,
consistent with the samples’ non-metallic behavior along the b-
and c-axes. The low-energy excitonic peaks in Im[ε] spectra can
then be assigned to the transitions (green arrows in Fig. 3a) from
these shallow occupied bands to the low-lying unoccupied bands
at Γ, along Γ–Y, and along Γ–Z (blue bands in Fig. 3a). As both
occupied and unoccupied bands have Nb-4d character, these low-
energy peaks are d–d excitations. Although d–d transitions are
dipole forbidden in centrosymmetric compounds, they are
distinctly observed here due to the symmetry breaking caused
by the layered perovskite structure. Thus, the Drude response and
the d–d excitons originate from the same group of Nb-4d bands,
but along different directions in the reciprocal Brillouin zone and
thus the real space.

Furthermore, we also perform room-temperature ARPES on
the Sr0.95NbO3.37 sample to verify the band structure calculations.

Fig. 1 Crystal structure and real part of complex dielectric functions of Sr1−yNbOx. a Crystal structure of n= 5 type SrNbO3.4 as a representative case

projected on the orthorhombic ac plane (Sr = green, Nb= blue, O= red, NbO6 octahedra= yellow). b Crystal structure of SrNbO3.4 projected on the

orthorhombic bc plane. c Real part of complex dielectric function, Re[ε], spectra of n= 5 type Sr0.95NbO3.37 and n= 4.5 type SrNbO3.45 single crystal

samples along the a-axis. Red and blue dashed lines denote the Re[ε] zero-crossing of Sr0.95NbO3.37 and Sr0NbO3.45, respectively. d The Re[ε] spectra of

the samples along the b-axis. e The Re[ε] spectra of the samples along the c-axis.
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Figure 3b shows the band dispersion of the low-lying occupied
Nb-4d bands along the X–Г–X direction. We see two dispersing
bands along Г–X direction crossing the Fermi level indicative of
its metallic behavior. We observe two arms of the parabolic band
(as obtained from the first-principles calculations, see Fig. 3a),
while the ARPES intensity at the Г point is not visible. This
discrepancy could be due to the photoelectric matrix element for
the chosen photon energy; however, it does not affect our main
discussion. The iso-energy Fermi surface is shown in Fig. 3c.
The Fermi surface is highly anisotropic; it is elongated along the
Y–Г–Y direction while restricted along the X–Г–X direction. We
see two parallel linear features, which are characteristic for their
unidirectional electronic structure.

Modulation of transient reflectance by d–d excitation. As the
d–d excitons originate from the same bands of electrons (red
bands in Fig. 3a) as the metallic Drude response, their excitations
by polarized light can modulate the free electrons along the a-
axis. To demonstrate this, we build a laser-based mid-infrared

(MIR) pump-probe reflectance setup (Fig. 4a) and perform room-
temperature transient pump-probe reflectivity experiments with
fully controlled anisotropic polarizations on the Sr0.95NbO3.37

sample. The sample is pumped with polarization parallel to the b-
axis (Epump // b-axis) at 1030 nm wavelength (~1.20 eV) and 600
Wcm−2 power density to excite the d–d excitons along the b-axis,
and then probed with polarization parallel to the a-axis (Eprobe //
a-axis) at 7 μm wavelength (~0.18 eV) to observe the effects of the
d–d excitations on the transient reflectance along the metallic a-
axis, Rtrans(a). The result in Fig. 4b shows that upon turning on
the pump beam, Rtrans(a) drastically decreases all the way down to
the steady-state reflectance of the non-metallic b-axis, Rb, indi-
cating a near-100% switching from metal to insulator. When the
pump beam is turned off, Rtrans(a) recovers back to the steady-
state metallic level, Ra, indicating a relaxation toward the initial
state. The relaxation times of the pump-on and pump-off con-
ditions are found to be in the order of several seconds; in this
particular orientation, they are fitted to be 5.8 ± 0.2 s and 4.6 ±
0.2 s, respectively.

As the optical response of the a-axis within the MIR range is
dominated by the metallic Drude response18,19, a decrease in its
MIR transient reflectance indicates a decrease of the Drude peak,
which directly translates to a decrease in the carrier density23.
Thus, the drastic, nearly 100% decrease of Rtrans(a) toward the
steady-state insulating level in Fig. 4b is strongly suggesting an
exciton-driven transient metal–insulator transition (MIT), indi-
cating a photoinduced switching capability of Sr1−yNbOx.

To prevent excessive heat damage, in Fig. 4c n= 5
type Sr0.95NbO3.37 is pumped with a lower power density of
260Wcm−2, which results in lower decrease of Rtrans(a) but
excellent repeatability of the switching. Intriguingly, when Eprobe
is parallel to the b-axis, the 1.2 eV d–d exciton pumping causes an
increase of the transient reflectance (and thus the metallicity)
along the b-axis, Rtrans(b). This means that while the exciton
pumping is switching the metallic a-axis to be more insulating, it
also concomitantly switches the insulating b-axis to be more
metallic (i.e., insulator-metal transition or IMT), making the
strongly anisotropic Sr0.95NbO3.37 effectively more isotropic.
More evidence can be seen in the power density, Ppump,
dependence of the switching in Fig. 4d, which shows that while
Rtrans(a) decreases linearly with increasing Ppump, Rtrans(b)
increases concomitantly instead, outlining charge conservation.
The switching effect can also be observed when Epump // a-axis
due to the presence of the ~0.9 eV d–d exciton along the a-axis as

Fig. 2 Imaginary part of complex dielectric functions and ultraviolet

Raman spectra of Sr1−yNbOx. a Imaginary part of complex dielectric

function, Im[ε], spectra of n= 5 type Sr0.95NbO3.37 and n= 4.5 type

SrNbO3.45 single crystal samples along the a-axis. b The Im[ε] spectra of

the samples along the b-axis. c The Im[ε] spectra of the samples along the

c-axis. Red and blue dashed lines denote the linearly extrapolated

O-2p→Nb-4d charge-transfer inter-band transition edges of Sr0.95NbO3.37

and SrNbO3.45, respectively. Inset is excitonic ultraviolet (UV) Raman

spectra of the samples along the a- and b-axes. These spectra, normalized

with respect to the d–d transition peaks along the b-axis, are also

superimposed on the main panels to directly compare them with the Im[ε]

spectra. For reference, the UV Raman spectrum of Si is also shown.

Table 1 Optical excitation peaks along the three optical axes

of Sr1−yNbOx.

Peak name Energy (eV)

Sr0.95NbO3.37 (n= 5) SrNbO3.45 (n= 4.5)

Along a-axis

Drude 0 0

O-2p→Nb-4d 4.4 4.2

Along b-axis

d–d transition 0.72 –

d–d transition 1.28 1.24

O-2p→Nb-4d 4.4 4.2

Along c-axis

d–d transition 1.10 1.14

Hump 3.5 4.0

Hump 5.3 4.96, 5.24

The energy position of each peak is determined from their respective apparent maxima, except

for O-2p→Nb-4d peaks where it is determined from their respective linearly extrapolated edge

instead.
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revealed by ultraviolet Raman spectroscopy (Fig. 2d), showing
further evidence of the exciton-driven nature of the switching.

Transient pump-probe phononic ultraviolet Raman spectro-
scopy. Furthermore, to study the effect of the exciton pumping on
the transient lattice and charge orderings, we perform transient

Fig. 3 Electronic band structure of n= 5 type Sr1−yNbO3.4. a Theoretically

calculated band structure of n= 5 type SrNbO3.4. Red and blue bands

denote the occupied and unoccupied Nb-4d bands responsible for the d–d

transition peaks (green arrows), respectively. Black dotted line denotes the

Fermi level energy, EF. The red bands strongly disperse and cross EF along

the a-axis (Γ–X) but stay below it with little dispersion at Γ, along the b-axis

(Γ–Y), and c-axis (Γ–Z). b Angular-resolved photoemission spectroscopy

(ARPES) result of n= 5 type Sr0.95NbO3.37 sample along the a-axis (Γ–X).

The theoretically calculated red Nb-4d band is superimposed for

comparison. c Iso-energy Fermi surface map of n= 5 type Sr0.95NbO3.37

sample.

Fig. 4 Photoinduced metastable excitonic insulating state in n= 5 type

Sr0.95NbO3.37. a Experimental setup of the mid-infrared transient pump-

probe experiment with anisotropic pump-probe polarizations. The

wavelength of the pump and probe beam is 1030 nm (~1.20 eV for the d–d

excitons) and 7 μm (~0.18 eV), respectively. b Near-100% switching of

transient reflectance along the a-axis of n= 5 type Sr0.95NbO3.37, Rtrans(a),

due to the d–d exciton pumping from steady-state metallic level, Ra, all the

way down to steady-state insulating level, Rb, indicating a transient

photoinduced metal–insulator transition (MIT). The pump polarization,

Epump, is parallel to the b-axis, while the probe polarization, Eprobe, is parallel

to the a-axis. The pump power density, Ppump, is ~600Wcm−2. c Transient

reflectance along the a- and b-axes (Rtrans(a) and Rtrans(b), respectively) of

the n= 5 type Sr0.95NbO3.37 sample with various combinations of Epump

and Eprobe polarizations as well as lower Ppump values to ensure repeatability

of the switching. d The Ppump dependence of Rtrans(a) and Rtrans(b)

switching, showing the opposite trends of Rtrans(a) and Rtrans(b) changes as

Ppump increases. The ranges of ±standard deviation of the relative changes

of Rtrans(a) and Rtrans(b) are shown by the error bars.
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pump-probe ultraviolet Raman spectroscopy of phonons in
Sr0.95NbO3.37. The pump beam is 1030 nm (1.20 eV) to match
the d–d excitons and the incoming probe wavelength is 260 nm
(4.77 eV) matching the O-2p→Nb-4d charge-transfer inter-band
transition edge (see Fig. 2) to address the effects of oxygen and
charge orderings. The resulting Raman spectrum with Raman
pump and probe polarizations along the b-axis (Fig. 5a) without
pumping shows dominant phonon modes located at 440, 560, 680,
and 830 cm−1. These modes are consistent with oxygen-bond-
related modes observed in many different cuprate superconductors
such as single-chain YBa2Cu3O6.7 (ref. 25), double-chain YBa2-
Cu4O8 (ref. 26), and spin-ladder compounds27. Meanwhile, along
the a-axis (Fig. 5b), only the 830 cm−1 mode can be distinctly
observed, while the rest are suppressed. According to Fig. 1a, b, the
Nb–O–Nb bonds along the metallic a-axis are chain-like, while
along the insulating b-axis they are zig-zag-like. Thus, as the 440,
560, and 680 cm−1 modes are observed only along the b-axis but
not along the a-axis, these modes are signatures of the zig-zag-like
bonds but not the chain-like bonds.

When the exciton pumping is turned on, all these zig-zag-like-
related phonon modes decrease dramatically with increasing
Ppump, indicating that the pumping changes the lattice orderings
of the Nb–O–Nb bonds particularly along the b-axis. These
decreases can already be observed even at the lowest Ppump of 300
Wcm−2. At the highest Ppump of 5.7 kWcm−2, the zig-zag-like-
related modes become either severely diminished or completely
bleached, and the shape of the Raman spectrum along the b-axis
approaches that of along the a-axis. This indicates that the

zig-zag-like Nb–O–Nb bonds along the b-axis are transformed by
the d–d exciton pumping into more chain-like bonds, which
facilitates easier hoppings between Nb ions and increases the
conductivity of the normally insulating b-axis, making the a- and
b-axes more isotropic consistent with pump-probe MIR-reflec-
tance results. Note that other effects, such as screening of phonon
modes by the excited photoelectrons and thermal heating by the
laser pump, are unlikely to play significant roles in the evolution
of the transient Raman spectra, as discussed in more detail in
“Methods” and Supplementary Discussion.

Discussion
As mentioned, transient states caused by electronic and/or exci-
tonic excitations typically have ultrashort lifetime in the pico- to
femtoseconds range. Thus, the seconds-long ultraslow recovery
time of the transient MITs in Fig. 4 indicates that the typically
ultrafast excitonic excitations couple to additional mechanisms
that have very slow recovery time. We believe that there are
mainly two mechanisms that are responsible for this ultraslow
recovery time.

First, as discussed above, the d–d exciton pumping causes the
zig-zag-like Nb–O–Nb ordering along the b-axis to transform
into more chain-like bonds. As this transient IMT involves
changes in the lattice structure, this is an important reason for the
slow recovery time along the b-axis, as recovery of lattice struc-
ture changes is typically orders of magnitude slower than
recovery of electronic transitions.

For the long-lasting transient MIT along the a-axis, we are
proposing a mechanism, in which the d–d exciton photo-
pumping causes the conversion of most of the free electrons
into excitons, depleting the red Nb-4d band in Fig. 3a, causing
the decrease of the a-axis metallicity, and creating a large density
of excitons. Due to the much lower effective mass of
excitons (compared to atomic mass), this large density of excitons
can undergo Bose–Einstein-like condensation (BEC) even at
room temperature10–12,28,29, similar to what has been observed in
the case of photo-pumped magnons in yttrium–iron–garnet
films13. The coherence of the BEC phase can lead to a very long
lifetime of the transient insulating state. For example, in photo-
pumped magnons13, non-BEC phase decays quickly
within 100–200 ns while the BEC phase stays coherent even after
1200 ns.

Note that these two mechanisms (changes in the lattice
orderings and BEC-like phase transition) may very well be cou-
pled, as together they resemble the signatures of excitonic insu-
lators, a manifestation of exciton BEC in which the insulating
ground state is dominated by BEC of excitons accompanied by
changes in the lattice orderings28,29. Similar behaviors have been
predicted and suspected to be observed in the two likely candi-
dates for intrinsic excitonic insulators: semiconducting Ta2NiSe5
(ref. 30) and semimetal 1T-TiSe2 (ref. 31).

Furthermore, with high enough pump power density of 600
Wcm−2, the switching can be made to be nearly 100%, promising
potential applications in future photoinduced switching devices
such as exciton-based transistors and other optoelectronic devices
in general. This is especially important because so far, many other
photoinduced systems have only been able to be optically swit-
ched by <35% (refs. 32–35), and/or need high switching power
density requirements of >105–1010Wcm−2 (refs. 32–37). Thus, the
near-100% optical switching of Sr1−yNbOx, which only needs a
very low pump power density of 600Wcm−2 to induce the
switching, represents a very big leap compared to other photo-
induced systems, conceptually demonstrating that it is possible to
optically switch a system to near-100% switching contrast with
very low pump power density.

Fig. 5 Transient pump-probe Raman spectroscopy of n= 5 type

Sr0.95NbO3.37. a Pump-probe transient Raman spectroscopy of the n= 5

type Sr0.95NbO3.37 sample with varied pump power density, Ppump, and

pump-probe polarizations parallel to the a-axis. b Pump-probe transient

Raman spectroscopy of the sample with varied Ppump and pump-probe

polarizations parallel to the b-axis. The wavelength of the pump, reflectance

probe, and Raman probe beam is 1030 nm (~1.20 eV for the d–d

excitations), 7 μm (~0.18 eV), and 260 nm (~4.77 eV), respectively. Vertical

blue dotted lines indicate the Raman modes related to oxygen chains at

830, 560, 680, and 440 cm−1.
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Methods
Sample preparation. Melt-grown crystalline n= 4.5 type SrNbO3.45 and Sr- and
O-deficient n= 5 type Sr0.95NbO3.37 samples are prepared by melting, reducing,
and solidifying the corresponding fully oxidized Nb5+ compositions of SrNbO3.50

and Sr0.95NbO3.45 under a flow of 98% Ar+ 2% H2 gas14. The process is done in a
GERO mirror furnace where two polycrystalline sintered rods with fully oxidized
Nb5+ compositions of SrNbO3.50 and Sr0.95NbO3.45, respectively, are processed by
floating zone melting. The two polycrystalline sintered rods themselves are pre-
pared by mingling an appropriate molar ratio of SrCO3 and Nb2O5, which is then
pre-reacted at an elevated temperature in air. After the pre-reaction, the mixture is
ground into powder, once again mingled, pressed into the shape of two rectangular
rods, and sintered at an elevated temperature in air. The experimental approaches,
types, and design of used equipment, devices, and constructions are similar to those
which are presented comprehensively in ref. 38. The GERO mirror furnace is
presented in Appendix 1 of ref. 38. Photo images of melt-grown crystalline pieces of
n= 4.5 type SrNbO3.45 and non-stoichiometric n= 5 type Sr0.95NbO3.37 are shown
in Supplementary Fig. 1. Pieces of the crystalline samples are then cleaved into flat
plate shapes so that their surfaces are parallel to the c-axis (verified with X-ray
diffraction, see below). A transmission electron microscopy (TEM) image of n=
4.5 type SrNbO3.45 is shown in ref. 14.

X-ray diffraction. The cleaved plate-shaped n= 5 type Sr0.95NbO3.37 and n= 4.5
type SrNbO3.45 samples are measured using high-resolution X-ray diffraction to
characterize their lattice structures and verify the orientation of their cleaved
surfaces. The measurements are done using a Huber 4-circle diffractometer system
90000-0216/0 at Singapore Synchrotron Light Source with a selected X-ray
wavelength equal to that of Cu Kα1 radiation (λ= 1.5406 Å). The resulting 2θ/θ
XRD patterns of both samples are shown in Supplementary Fig. 2. Each major peak
in both patterns is a higher-order mode of the (001) Bragg peak, which means that
the surface normal of both samples are parallel to the c-axis. Further analysis
results in a c-axis lattice constant of 32.404 and 59.300 Å for Sr0.95NbO3.37 and
SrNbO3.45, respectively, consistent with previous results14,16.

Mueller-matrix spectroscopic ellipsometry. As the Sr1−yNbOx samples are
highly anisotropic quasi-1D metals, an advanced form of ellipsometry called
Mueller-matrix spectroscopic ellipsometry is needed to unambiguously probe their
principal dielectric functions along all optical axes22–24. Mueller matrix is a 4 × 4
matrix unique to each material that describes the changes in light polarizations due
to the complex dielectric response of said material23. Conventional optical
absorption spectroscopy techniques typically only measure a few elements of this
matrix, making them suitable only for probing isotropic materials. In contrast,
Mueller-matrix spectroscopic ellipsometry measures the majority of these elements
(in some cases all), enabling us to precisely probe the principal dielectric tensors of
highly anisotropic materials along all orthogonal directions. More information and
a basic introduction about Mueller-matrix spectroscopic ellipsometry are given in
Supplementary Methods.

In this study, the Mueller-matrix spectroscopic ellipsometry measurements are
done from 0.38 to 6.10 eV using a Woollam V-VASE ellipsometer with a
compensator and rotating analyzer. The cleaved samples are mounted on a
precision rotation stage (Newport RS40) to perform azimuth-dependent
measurements, where the in-plane rotation angle, φ, is varied from 0° to 315° in
steps of 45°. At each in-plane orientation, the measurements of each Mueller-
matrix element, mij, are done at three incident angles, θ, of 50°, 60, and 70° from
the sample surface normal. Such an angle-resolved measurement scheme is
necessary to ensure a complete characterization of arbitrary optically anisotropic
samples22–24. This setup is capable of measuring 12 out of the 16 Mueller-matrix
elements (from m11 to m34), which is sufficient to obtain the principal ε of highly
anisotropic samples.

The resulting incident-angle-, azimuth-dependent Mueller-matrix element
spectra are analyzed using the Woollam WVASE software. The fitting parameters
are the principal ε of the samples along the major optical axes and the Euler angles
of α, β, and γ. The principal dielectric functions, εa, εb, and εc along the a-, b-, and
c-axis, respectively, are modeled using the Kramers–Kronig transformable Drude23

and Herzinger–Johs PSemi-Tri39 oscillator functions. Meanwhile, real-valued and
wavelength-independent Euler angles describe the rotation between the Cartesian
laboratory frame of (x, y, z) and the samples’ Cartesian optical axis frame of (a, b,
c): α represents a rotation around the z-axis to rotate from (x, y, z) to (x′, y′, z), β
represents a rotation around the x′-axis to rotate from (x′, y′, z) to (x′, y″, z′), and γ
represents a rotation around the z′-axis to rotate from (x′, y″, z′) to (a, b, c). The
samples’ surface roughnesses (~8 nm for n= 5 type Sr0.95NbO3.37 and ~5 nm for n
= 4.5 type SrNbO3.45) are modeled by a Bruggeman-mode effective medium
approximation23 with 50% material and 50% void (εvoid= 1+ i0).

The analysis is done using non-linear regression methods, where measured and
calculated Mueller-matrix elements are matched until the mean-squared error
(MSE) between the fit and the data is minimized. Each sample is analyzed in a
multi-sample configuration analysis scheme24, where data from all in-plane
orientations and incident angles are included in the regression analysis and only
the azimuthal Euler angle of α is set according to the in-plane rotation
measurement configuration (φn+1= φn+ 45°, thus α is also set such that αn+1=

αn+ 45°). The Mueller-matrix spectroscopic ellipsometry spectra are measured in

an extended energy setup: the extended infrared part from 0.38 to 1.00 eV and the
infrared-visible-ultraviolet part from 0.60 to 6.10 eV, both in steps of 0.02 eV. In
the regression analysis, these two parts are fit simultaneously to obtain the
complete principal ε from 0.38 to 6.10 eV. As representative examples, the
comparisons between measured and fitted Mueller-matrix elements after the final
fit for φ= 0°, 45°, 90°, and 135°; θ= 70°; and energy range of 0.6–6.1 eV are shown
in Supplementary Fig. 3 (for Sr0.95NbO3.37) and Supplementary Fig. 4 (for
SrNbO3.45).

The resulting principal ε of Sr0.95NbO3.37 and SrNbO3.45 are shown in Figs. 1
and 2. The analysis also reveals that the Euler angle of β of both samples is very
small (<0.1° for Sr0.95NbO3.37 and 0.6° for SrNbO3.45), indicating that the optical c-
axis of the samples coincides with their respective surface normal and thus, per
XRD results (Supplementary Fig. 2), with their respective crystallographic c-axis.
These minute β also mean that the Euler angles of α and γ are practically equivalent
(since the z-axis is almost unchanged by the rotation of β), and the combined angle
of α+ γ can be used to determine the orientation of the a- and b-axis with respect
to the plane of incident (POI) at a given φ. For Sr0.95NbO3.37 at φ= 0°, the a-axis
(b-axis) is oriented at −11.8° (78.2°) from the intersection line between the POI
and the sample surface. Meanwhile, for SrNbO3.45 at φ= 0°, the a-axis (b-axis) is
oriented at −8.4° (81.6°) from the intersection line between the POI and the sample
surface.

Excitonic ultraviolet Raman spectroscopy. Ultraviolet Raman spectroscopy
measurements of excitons are performed with the UT-3 Raman spectrometer40

with 1800 s integration time. The 240 nm probe beam is obtained by frequency
tripling of a Tsunami Ti:Sapphire laser (model 3950-X1BB, Spectra Physics Lasers
Inc., repetition rate: 80 MHz) with a spot size of 15 µm and a power of 5.8 mW.
The spectral response of the spectrometer is calibrated using a certified white light
calibration lamp from Gigahertz Optik (DKD).

Density functional theory calculations. Density functional theory (DFT) calcu-
lations are done using the Perdew–Burke–Ernzerhof41 (PBE96) exchange-
correlation potential and the projector-augment wave (PAW) method42 as
implemented in the Vienna ab initio simulation package43 (VASP). In these cal-
culations, Sr-4s4p5s, Nb-4p5s4d, and O-2s2p orbitals are treated as valence states,
employing the PAW potentials labeled as “Sr_sv”, “Nb_sv”, and “O” in the VASP
PBE library. The cutoff energy for the plane-wave basis set is set to 500 eV and the
partial occupancies for each orbital use the Gaussian smearing with a width of 0.2
eV. The atomic structure of n= 5 type SrNbO3.4 is taken from experimentally
determined atomic positions in ref. 16 which is modeled by supercells containing 54
atoms with a space group of Pnnm. The band structure is calculated with 23 × 17 ×
3 Γ-centered Monkhorst–Pack k-point meshes. The Fermi level is adjusted so that
it is consistent with previous electrical transport, ARPES, and infrared reflectivity
results17–19. The calculated band structure of SrNbO3.4 near the Fermi level is
presented in Fig. 3a, while the extended version down to E–EF=−7.5 eV is shown
in Supplementary Fig. 5a. Note that in the extended version, the deep-lying O-2p
band is located below E–EF=−3 eV, rather than −4 eV, according to the UPS
results17, due to the well-known Kohn–Sham bandgap underestimation problem in
DFT. Similar DFT calculation results of SrNbO3.4 that showed the O-2p bands have
also been reported previously in ref. 17.

Angular-resolved photoemission spectroscopy (ARPES). The ARPES mea-
surements were performed at the SUV beamline44 of Singapore Synchrotron Light
Source (SSLS) using a Scienta-Omicron DA30L electron analyzer. The single
crystalline sample of Sr0.95NbO3.37 is cleaved inside the load lock chamber under
pressure 5 × 10−8mbar using the standard top-post method. The sample is then
immediately transferred to the analysis chamber with base pressure 1 × 10−10

mbar. The measurements were performed at room temperature using helium lamp
source (photon energy= 21.21 eV). An ARPES cut of the n= 5 type Sr0.95NbO3.37

sample along the a- (Γ–X) and b-axis (Γ–Y) is presented in Fig. 3b and Supple-
mentary Fig. 5b, respectively. The ARPES cut along the a-axis (b-axis) is taken at
ky= 0 (kx= 0) to ensure that there is no momentum contribution along the b-axis
(a-axis). The ARPES cut along the Γ–Y direction shows a weak and non-dispersive
band between EB=−(E–EF)= 0.2 eV and 0.6 eV, consistent with the DFT calcu-
lation in Fig. 3a that also shows non-dispersive bands at around E–EF=−0.5 eV
along the Γ–Y direction. Meanwhile, the Fermi surface map (Fig. 3c) is obtained
using the electrostatic deflection lensing functionality of a DA30L analyzer without
rotating the sample.

Mid-infrared transient pump-probe reflectivity. Since Mueller-matrix spectro-
scopic ellipsometry shows an onset of the Drude response for energies of the order
of ~1 eV in the metallic direction, the reflectance of a laser-based mid-infrared
(MIR) beam with a wavelength of 7 μm (~0.18 eV) probes predominantly the free
electronic carriers associated to the Drude response. The main source laser for the
MIR-reflectance setup (c.f., Fig. 4a) is a fiber amplified laser (Tangerine HP, 35W)
supplying typically 300 femtosecond pulses with 70 μJ at a 50 kHz repetition rate
into the difference frequency generation setup as described by the following stages.
The 1st stage is a supercontinuum generation in a YAG-crystal and second har-
monic generation in a beta barium borate (BBO) type 1 crystal with 1030 nm
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pump. The 2nd stage is an optical parametric amplification of 515 nm pump and
supercontinuum seed in BBO type 2 crystal to generate a near-infrared beam of
1100–1300 nm. The 3rd stage is a differential frequency generation of 1030 nm
pump and near-infrared seed in an AGS-crystal to generate a MIR beam
of 6–12 µm. The MIR beam is focused on the sample using an on-axis parabolic
mirror. The pump beam is focused on the sample through a hole in the same
parabolic mirror. The reflected intensity is recorded using a thermopile power
sensor (Coherent PS10). Spot diameter sizes of ~0.3 mm are determined by knife-
edge experiments of pump and probe beams. The wavelength of the probe is
measured with an integrated FTIR-spectrometer utilizing a pyroelectric sensor.
Pump-on and pump-off are switched by an optical shutter. Data shown in Fig. 4b, c
are real-time measurements of the observed reflected intensity.

The pump-on relaxation time constant, τon, is fitted from the red solid curve in
Fig. 4b using

RtransðtÞ ¼ y0 þ Ae �
t�t0
τon

� �

ð1Þ

where t0 is the turn-on time point, y0 is the background level to which Rtrans

approaches as time, t, goes to infinity if the pump is perpetually turned on, and A is
the amplitude of the Rtrans change. Meanwhile, the pump-off relaxation time
constant, τoff, is fitted from the blue solid curve in Fig. 4b using

RtransðtÞ ¼ y0 þ A 1� e
�

t�t0
τoff

� �

" #

ð2Þ

For both fittings, y0 and A are identical within the error bars. From this analysis,
τon and τoff is estimated to be 5.8 ± 0.2 s and 4.6 ± 0.2 s, respectively.

Transient pump-probe Raman spectroscopy. Raman spectroscopy measurements
are performed using the UT-3 Raman Spectrometer40 with 300 s integration time.
The 260 nm probe beam is obtained by frequency tripling of a Tsunami Ti:Sapphire
laser (model 3950-X1BB, Spectra Physics Lasers Inc., repetition rate: 80MHz) with a
spot size of 15 µm and a power of 2.8mW. The 1030 nm pump beam is provided by a
Tangerine fiber laser (Amplitude Systemes, repetition rate: 500 kHz) with a spot size
of 50 µm. The power of the pump beam is varied between 10 and 70mW with a
polarizer λ/2-waveplate combination, also controlling the polarization of the pump
beam. The polarization of the probe beam is fixed, and the relative polarization with
respect to the sample axes is varied by rotating the sample. Spatial overlap is ensured
by imaging the laser focus on the sample. Since transient reflectivity measurements
show timescales longer than the repetition rate of the laser systems, there is no need
for temporal overlap of the laser pulses.

The effects of thermal heating from the pump laser are estimated by studying
the changes in width and frequency of the phonon modes as a function of pump
power density. This is because according to the anharmonic decay model45, the
linewidth of phonons is dependent on the temperature and thereby a good
indicator for heating effects (Supplementary Fig. 6). From this we derive that the
heating effect for pump power densities of up to 300Wcm−2 is equivalent to
an increase in temperature of <50 K, since there is no significant change in the
linewidth for this power density. Heating only becomes significant (in terms of
increasing the sample temperature) for pump power densities above 1 kWcm−2,
which are used only for pump-probe Raman but not for pump-probe MIR
reflectance.

Data availability
The data that support the findings of this study are available from the corresponding
authors upon reasonable request.

Code availability
The theoretical band structure is calculated using the openly-available VASP program
and the implementation codes are available from the corresponding authors upon
reasonable request.
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5.2 Excitonic Quenching of the Oxygen-Chain Phonon in

the Photo-induced Metal to Insulator Transition of

Sr0.95NbO3.37 Studied by Transient UV-Resonance Raman

Scattering

The author has contributed to the Raman and reflectance measurements and the respective
data analysis.

In [5.2] the quenching of the oxygen-related Raman modes, that are correlated
with the metal-to-insulator transition of the a-axis, shown in [5.1], are investigated
in detail and a microscopic theory of the interactions of the electronic and phononic
degrees of freedom is developed. For further information on the Sr0.95NbO3.37 com-
pound, please see 5.1. The multitude of experiments contain angle-dependent tran-
sient MIR reflectance, angle-dependent UV Raman scattering, transient NIR-pump
and UV-probe Raman scattering and a detailed resonance Raman UV study of 17 dif-
ferent wavelengths over the range of 318 nm to 217 nm. A temperature-dependent
study with 260 nm from 6 K to 350 K was conducted to rule out heating effects, which
is shown in the supporting information. The experimental data are complemented
with theoretical calculations of the phonon dispersion and electronic band structure.

Angle-Dependent transient MIR Reflectance

The NIR-pump and MIR-probe reflectivity setup uses the Tangerine laser system to
produce 1030 nm beam for the NIR-pump and also to supply 1030 nm to the DFG
unit to produce MIR light at 7 µm for the probe beam. The DFG unit is explained
in section 3.1.4 and it was slightly modified for this experiment, as shown in [5.1]-
Fig. 4 (a). In the third stage, the residual 1030 nm beam is not dumped but used as
the pump laser. An on-axis parabolic mirror with a hole in the center is positioned so
that the sample is in the focus of the mirror. The MIR-probe beam is focused onto the
sample by the mirror, then back to the mirror and into a thermopile sensor. The NIR-
pump is focused onto the sample via a lens and through the hole in the mirror. The
sample is mounted on a rod that can be manually rotated for the angle-dependence.
The angle-dependent transient reflectance data, as shown in [5.2]-Fig. 2 (a) and (b),
show a sinusoidal behavior with a changing angle between the polarization and the
metallic a-axis. If the angle is zero, the reflectance decreases and for orthogonal
polarization the reflectance increases.

Angle-Dependent UV Raman Scattering

The angle-dependent UV Raman scattering is conducted with the Tsunami laser sys-
tem using nonlinear BBO crystal to produce third harmonic light from a 780 nm
fundamental. The angle-dependent UV Raman scattering data are shown in [5.2]-
Fig. 2 (c) and (d). The data show only a weak modulation of the intensity of the
840 cm−1 mode and a strong modulation of the 680 cm−1 mode, but both follow a
clear sinusoidal pattern. The comparison of both angle-dependencies suggests a
common underlying origin of both these effects. Subsequent phonon simulations,
shown in [5.2]-Fig. 3, revealed that the 680 cm−1 mode stems from the central NbO6
octahedra, while the 840 cm−1 mode stems from the outer NbO6 octahedra within
the 5-octahedra-thick layers.

UV Resonance Raman Scattering

For the UV resonance Raman scattering, the Tsunami laser system was used with
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nonlinear BBO crystals to produce third and fourth harmonic light. For the third
harmonic light, the fundamental frequency is doubled to the second harmonic and
combined with the residual first harmonic in a second nonlinear BBO crystal. For the
fourth harmonic generation, second harmonic light is produced in one BBO crys-
tal and the created beam is sent into another BBO crystal to nonlinearly mix with
itself and generate fourth harmonic light. In both of these processes, the underly-
ing interaction is sum-frequency mixing. Third harmonic generation is defined by
1ω + 2ω = 3ω and fourth harmonic generation by 2ω + 2ω = 4ω. Seventeen wave-
lengths have been used to carefully study the electronic resonance behavior of both
relevant Raman modes. The data are shown in [5.2]-Fig. 4 (a) and (b). The study re-
vealed a single and distinct peak at the onset of the charge-transfer transition. This
implies that the intensity change in the 680 cm−1 mode can be assigned to the oxygen
chains and is resonantly enhanced at 4.6 eV (260 nm).

NIR-Pump and UV-Probe Raman Scattering

For details on the NIR-pump and UV-Probe Raman Scattering, see 5.1. The data
are shown in [5.2]-Fig. 4 (e) and (f). By comparison of the data sets, it is found
that the mechanism of the reduction of charge carriers along the metallic a-axis and
the quenching of the central oxygen chain mode is of electronic nature, in that the
charge-transfer transition is bleached by the NIR-pump.
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The quasi-1D metal Sr0.95NbO3.37 shows a metal to insulator transition upon laser induced pump-
ing of the d-d exciton at 1.1 eV. The oxygen-chain related phonon modes are highly susceptible to this
metal to insulator transition due to their sensitivity to structural and electronic changes. We employ
angle-dependent and transient UV-resonance Raman spectroscopy to probe the oxygen-chain related
phonon dynamics and the concomitant changes in the angle-dependent transient mid-infrared re-
flectance. The latter shows the expected reduction of charge carrier density upon pumping, whereas
the central chain mode at 680 cm−1 can be selectively quenched upon pumping the d-d excitons. We
find that the underlying quenching mechanism for this phonon is electronically driven and related to
the photo-induced bleaching of the charge-transfer transition. First principle calculations show the
connection between phonon dispersion and electronic band structure leading to the selective quench-
ing of the oxygen-chain mode. Our results contribute to a deeper understanding of the interplay
between lattice and charge degrees of freedom for exciton-based transient optoelectronics.

I. INTRODUCTION

Transition metal compounds exhibit many exciting
properties ranging from high-temperature superconduc-
tivity [1–3], colossal magnetic resistance [4], multiferroic
properties [5], to metal to insulator transitions (MIT) [6].
The complex phase diagram of many transition metal
compounds is the consequence of competing interactions
that couple charge, spin, and lattice degrees of free-
dom [7]. These materials exhibit a strong structural
anisotropy, furthermore these materials are susceptible
to photo-induced effects, opening the pathway for novel
applications such as in optically switchable optoelectron-
ics [8, 9]. They are visible, e.g. in the oxygen-chain re-
lated modes of the cuprate superconductor single chain
YBa2Cu3O6.7 [10] and the double chain YBa2Cu4O8 [11]
as well as in spin ladder compounds [12]. For the case of
non-stoichiometric YBa2Cu3O6.7 a strong enhancement
of the chain related modes, especially the oxygen related
modes around 600 cm−1, in resonance with the ultraviolet

∗ sbuchena@physnet.uni-hamburg.de
† Photon Science Division, Paul Scherrer Institut, Villigen, 5232,
Aargau, Switzerland

‡ mruebhau@physnet.uni-hamburg.de

charge-transfer band is visible. Upon illumination with
light, changes can be observed in the Raman spectra and
the corresponding reflection anisotropy data [13].

Perovskite-related, layered, and quasi-1D metallic ox-
ides of the type AnBnO3n+2 = ABOx [14, 15], so-called
Carpy-Caly phases [16], are promising transition metal
materials for optoelectronic devices. A topical review
of optoelectronics of quasi-1D layered transition metal
trichalcogenides was published in 2017 by J. O. Island et
al.[17] An anisotropic MIT, induced by optically pump-
ing the d-d exciton, was recently reported in the Sr- and
O-deficient n=5 type quasi-1D metal Sr0.95NbO3.37 [18].
In this article we report on the interplay between struc-
tural and charge degrees of freedom, induced by opti-
cally pumping the d-d exciton. We employ transient
UV resonance Raman scattering in resonance with the
charge transfer transition in combination with transient
mid-infrared (MIR) reflectance measurements. We show
that the oxygen related Raman mode at 680 cm−1 can be
selectively quenched upon excitonic pumping, while the
MIR-reflectance shows the MIT leading to an excitonic
switching mechanism. First principle calculations show
the connection between phonon dispersion and electronic
band structure leading to the selective quenching of the
oxygen-chain mode, revealing the selective interplay be-
tween electronic and structural degrees of freedom.
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II. EXPERIMENTAL PART

The Sr- and O-deficient n=5 type Sr0.95NbO3.37 sam-
ples were prepared by melting, reducing, and solidify-
ing the corresponding fully oxidized Nb5+ composition of
Sr0.95NbO3.45 under 98%Ar + 2%H2 [18]. Raman spec-
troscopy measurements were performed in a custom made
setup using the UT-3 Raman Spectrometer [19]. All mea-
surements, if not otherwise stated, were carried out at
room temperature. No structural phase transitions were
observed in the Raman spectra in the temperature range
between 4 Kelvin to 350 Kelvin as shown in the SI. This
rules out that the observed effects shown in the following
are related to temperature induced structural phase tran-
sitions. This setup previously has been used for transient
Raman spectroscopy in superconductors [20]. The probe
beam was obtained by second, third, and fourth har-
monic generation of a Tsunami Ti:Sapphire laser (Spec-
tra Physics Lasers Inc., repetition rate: 80MHz). Tran-
sient Raman spectroscopy was performed with a probe
beam of 260 nm. The 1030 nm pump beam was provided
by a Tangerine fiber laser (Amplitude Systemes, repe-
tition rate: 500 kHz). This is also the pump laser for
the MIR-reflectance setup. The MIR beam is focused on
the sample using an on-axis parabolic mirror. The pump
beam is focused on the sample through a hole in this
mirror. The wavelength of the probe is measured with
a FTIR-spectrometer using a pyroelectric sensor (MPY-
01, WiredSense, Germany). Band structure calculations
were performed using Quantum Espresso [21]. Phonon
simulations were done using the Phonopy package [22].
More details can be found in the supporting information.

III. RESULTS AND DISCUSSION

The crystal structure of Sr0.95NbO3.37 together with
its refractive index and extinction coefficient along the
metallic a- and insulating b-axis is shown in Fig. 1 (a,b).
The complex refractive index is given as the sum of the
real part of the refractive index n, which describes the
phase velocity, and the imaginary part k, which describes
the attenuation of waves propagating through the ma-
terial. Since the extinction coefficient of Sr0.95NbO3.37

shows an onset of the Drude response for energies below
1 eV in the metallic direction, the reflectance in the mid-
infrared probes predominantly the free electronic carriers
associated to the Drude response. The reflectance shows
a strong response upon illumination with a pump beam
of 1030 nm, corresponding to the energy of the d-d exci-
tation at 1.1 eV, which can be seen in the b-axis refractive
index and extinction coefficient in Fig. 1 (b). In Fig. 2 the
MIR transients during the switching process are shown.
Without the pump beam, the expected anisotropy can
be seen: The reflected power changes by a factor of more
than 5 when turning the sample by 90◦. This angular
change corresponds to a rotation from the metallic (high
reflectance) to the insulating (low reflectance) direction

FIG. 1. (a)Crystal structure of n=5 type Sr0.95NbO3.37.
Along the c-axis, networks of NbO6 octahedra are periodically
grouped into 5-octahedra-thick slabs, while along the a- and
b-axis the Nb–O–Nb linkages are chain-like and zig-zag-like,
respectively. (b)Refractive index n and extinction coefficient
k of Sr0.95NbO3.37 [18]. The extinction coefficient k shows a
strong Drude response at low energies for the a-axis, showing
its metallic character. The energies of the MIR-Drude probe,
excitonic pump and Raman probe beams are marked with
yellow, grey and pink lines, respectively.

of the in-plane crystallographic axis. Under illumina-
tion with the pump beam, the reflectance signal changes
within several seconds. At 0◦ the steady state reflectance
is strongly suppressed. When the probe is rotated from
0◦, where the crystallographic a-axis and the E-field of
the pump beam are parallel, to an angle of 90◦, where
they are orthogonal, the difference in reflectance changes
from a negative effect at 0◦, to an enhancement of the
reflectance at 90◦. The antisymmetric behavior of the
steady state reflectance and the transient change of the
reflectance with the angle of the probe beam with respect
to the crystal axis are summarized in Fig. 2 (b). When
the beam polarization changes from the metallic a-axis
to the insulating b-axis, the steady state reflectance de-
creases by a factor of 5 and the transient of the reflectance
changes its sign. The transient reflectance changes sign
upon rotation of the sample relative to the pump beam,
due to optical transition depending on the orientation
of the electric field. The time scales associated with the
switching of the MIR reflectance suggests a structural in-
volvement of the oxygen chains responsible for the metal-
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FIG. 2. Transient MIR-reflectance measurements and an-
gle dependence of the UV resonance Raman spectra taken
at room temperature. (a)Absolute power during a pump-
probe cycle for different polarization angles relative to the
metallic a-axis of the crystal. The residual power when the
pump is on is a stray light effect caused by the pump beam.
(b)Reflectance of the unpumped system and the reflectance
change upon pumping as a function of the angle between the
MIR-polarization and metallic a-axis fitted with a sinusoidal
function. (c)Raman spectra of Sr0.95NbO3.37 at 260 nm with
different angles between the metallic a-axis and the beam po-
larization. Note that the frequency analysis is shown in the
SI. (d)Relative peak intensity changes as a function of the
polarization of the incident beam and the metallic a-axis for
the 640 cm−1 and 840 cm−1 modes, respectively.

To investigate the possible involvement of the oxy-
gen chains, we used transient UV-resonance Raman scat-
tering with a probe beam at 260 nm (4.8 eV), which
is the onset wavelength of the charge-transfer band in
Sr0.95NbO3.37, as visible in Fig. 1 (b) being highly sensi-
tive to the oxygen chain related phonon modes. Fig. 2 (c)
shows the angular dependence of the steady state Raman
spectra. The dominant modes are located at 840 cm−1

and 680 cm−1. Fig. 2 (c) shows the phonon at 680 cm−1

vanishing for light polarization along the metallic a-axis
and peaking in intensity for light polarization along the
insulating b-direction. This sinusoidal behavior of the
phonon mode intensity is summarized in Fig. 2 (d) and it

corresponds well with the modulation of the steady state
MIR reflectance. It is worthwhile to remark that the
phonon mode intensity at 840 cm−1 only weakly modu-
lates as a function of angle with a phase shift of 90◦.
In order to understand the angular dependence of the
Raman data, we calculated the phonon dispersion in
the stoichiometric variant SrNbO3.4(––Sr5Nb5O17) [23],
which is shown in Fig. 3 (a). Visualizations of the iden-
tified relevant phonon modes are shown in Fig. 3 (b-d).
The phonon at 680 cm−1 can be assigned to the chains of
NbO6-octahedra in the center of the 5 NbO6 octahedra
thick layers, whereas the phonon at 840 cm−1 is associ-
ated to vibrations in the outer region of the layers. The
Nb ions in the center of the layers are also mainly respon-
sible for the conductivity along the metallic a-axis [24].
Thus, we have established a link between the switching
effect and the oxygen-chain phonon modes in the Raman
spectra by comparing the respective angle-dependencies.
The phonon analysis shows that the common denomi-
nator for both these effects are the oxygen-related chain
modes allowing us to investigate the structural changes of
oxygen-chains upon d-d excitonic pumping by transient
UV resonance Raman spectroscopy.

FIG. 3. Simulation of the phonon dispersion in SrNbO3.4

(a) Phonon dispersion for the investigated Raman active
modes at 680 cm−1 and 840 cm−1 highlighted in red and blue,
respectively. (b-d)Visualization of the relevant oxygen re-
lated vibrations.

However, both, electronic and structural and degrees
of freedom are highly anisotropic and therefore, a pos-
sible Raman matrix element effect, explaining the ob-
served angular dependencies in the main Raman modes
has to be addressed. In order to reveal the relevant
electronic transitions, involved in the Raman matrix el-
ement, we performed a detailed resonance Raman study
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in the energy range covering the charge-transfer transi-
tion. The resonance study is shown in Fig. 4 (a-b). The
phonon mode intensities are evaluated in Fig. 4 (c,d) to-
gether with the changes in the imaginary part of the
refractive index for the metallic a- and insulating b-
direction. It is clearly visible, that the peak at 680 cm−1 is
strongly resonantly enhanced by a single electronic tran-
sition at 4.6 eV along the b-direction, whereas the peak
at 840 cm−1 shows multiple resonances along both, the
a- and b-axis. The resonance energy of the phonon at
680 cm−1 coincides with the sharp onset of the charge-
transfer transition visible in Fig. 1 (b) and Fig. 4 (d). The
many-fold of different transition-metal to oxygen transi-
tions in Sr0.95NbO3.37 would naturally lead to multiple
resonances in the charge transfer enhanced Raman ma-
trix element. The observation of a single distinct angle
dependent resonance at 4.6 eV of the 680 cm−1 phonon
mode intensity further supports its exclusive assignment
to the oxygen chains.

To study the influence of the excitonic switching mech-
anisms on the phonons in Sr0.95NbO3.37, we have per-
formed transient UV resonance Raman measurements.
The modification of the Raman spectra upon excitation
of the sample with the 1030 nm pump beam can be seen
in Fig. 4 (e) for the insulating direction. In fact, there
is an immanent change of the intensity of the mode
at 680 cm−1, whereas the mode at 840 cm−1 stays un-
affected. Upon pumping with 93mW the spectra start
to resemble the transient spectra along the metallic di-
rection, indicating, similar to the reflectance, that the
system becomes more isotropic in the pumped state. For
an increase in pump power, the 680 cm−1 phonon van-
ishes and is completely quenched. Thus, these results,
together with the transient MIR-reflectance data, indi-
cate that upon pumping, the electronic configuration is
strongly modified. It should be noted that the effect of
other excitations, such as polarons, is ruled out, because
a change of the charges associated with a polaronic ex-
citation would lead to a substantial change in the Ra-
man signal [25], that we do not observe. The charge
anisotropy induced by the chains in Sr0.95NbO3.37 ac-
tivates the strongly polarized Raman response along the
chains and perpendicular to them. This effect gets di-
minished upon pumping as evidenced by the reduction
of the Raman mode at 680 cm−1 related to the central
chains of NbO6 octahedra.

In order to reveal the detailed mechanism behind
this combined effect, covering the changes in the MIR
Drude response and the charge-transfer associated Ra-
man modes, we performed a band structure calculation
of the stoichiometric variant SrNbO3.4. We have studied
in detail the density of states associated with O2p and
Nb4d orbitals in the different chains. Based on the fact,
that the transient Raman spectrum shows the largest dif-
ference in the central chain 680 cm−1 Raman mode, we
analyzed the density of states of the involved atoms. We
identify that the oxygen atoms at the tip of the NbO6

octahedra have a peak in the density of states along

FIG. 4. Resonant and transient Raman spectroscopy taken
at room temperature and band structure calculation. Raman
spectrum of Sr0.95NbO3.37 at different incident photon ener-
gies with polarization along the (a)metallic and (b) insulating
axis. (c,d) Fit of the relevant peak intensities as a function of
the incident photon energy. Dashed lines show the derivative
of k for the (c) metallic and (d) insulating direction. For k

itself, see Fig. 1 (b). (e)Transient Raman spectroscopy data
(reprinted from Ref. [18]) with the pump beam parallel to the
b-axis (90◦) and (f) fit of the corresponding peak intensities.
(g)Band structure calculation of the electronic levels for res-
onance Raman scattering of SrNbO3.4 with the color-coded
density of states of O2p and Nb4d -orbitals in the central oxy-
gen chain. White arrows indicate the electronic transitions
for the Raman resonance and the excitonic pump.

the insulating b-direction. The joined density of state of
O2p and Nb4d together with the band structure is shown
in Fig. 4 (g). The white arrows indicate the pump and
the probe energies. Pumping the d-d excitons at 1.1 eV
(short white arrow) populates states directly above the
Fermi energy and simultaneously quenches the Raman
matrix element associated to the charge transfer transi-
tion in the oxygen chains. The lowest Nb4d band, which
crosses the Fermi energy, being responsible for the un-
pumped conductivity along the a-direction, is depopu-
lated. Simultaneously, the band directly above the Fermi
energy is populated. However, this level is required for
the strong resonance enhancement of the charge-transfer
related central oxygen chain mode at 680 cm−1. This
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leads to the conclusion, that the pumping of the d-d ex-
citon, results in both, the induced MIT and the selective
quenching of the central Raman chain mode.

IV. CONCLUSION

In conclusion we have investigated the influence of the
interplay of the lattice and electronic degrees of free-
dom related to the excitonic switching mechanism in
Sr0.95NbO3.37. The reduction of charge carrier density
upon pumping occurs concomitantly with the quenching
of the central chain related mode at 680 cm−1, which is
completely suppressed upon excitonic pumping. We show
by a combination of MIR-pump reflectance- and Raman-
probe as well as by DFT calculations that the underlying
quenching mechanism is electronically driven and related
to the photo-induced bleaching of the charge-transfer
transition. We reveal that transient UV-resonance Ra-

man spectroscopy is a highly selective tool to study the
functional elements of complex transition metal oxides
such as the metallic chains in e.g. Sr0.95NbO3.37.
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The author has contributed to the Raman measurements and the respective data analysis.

Introduction

In [5.3], the femtosecond MIR-pump and Raman-probe setup was used as intro-
duced and explained in section 3.1.4. The DFG was tuned to produce MIR light as
a pump in the range of 6-6.5 µm with a pulsewidth of 500 fs, while 515 nm light was
used with a pulsewidth of 5 ps as an optical probe. With this experimental setup,
graphene samples with different layers were investigated by changing the MIR fre-
quency, the delay between pump and probe pulse and the MIR fluence. Monolayer
graphene exhibits the prominent G-phonon at 1580 cm−1 (196 meV). It is a non-polar
Raman-active E2g vibration. In order to fully describe the crystal, the unit cell in bi-
and multilayer systems has to be extended from two to four atoms, which is ref-
ered to as Davydov splitting. [136–138] Therefore, when going from one to two layers,
the AB-stacking of bi- and multilayer graphene causes a second polar IR-active vi-
bration of E1u symmetry to exist. The two basic vibrations are depicted as insets
in [5.3]-Fig. 2 (a). Since graphene systems only contain carbon atoms with one dis-
tinct atom-atom distance in-plane, these two vibrational modes are degenerate at
the same energy. [139, 140] As depicted in [5.3]-Fig. 1 (a), IR- and Raman-active modes
are not expected to mix due to their orthogonality, even when they oscillate at the
same frequency. As shown in [5.3]-Fig. 1 (b), a strongly driven IR-active mode can
lead to a lifting of the degeneracy ∆ and by that to two unique composite vibra-
tional states β+ + β− and β+ − β− that each consist of the optically coupled har-
monic oscillators β+ and β−. Note that the resonance condition of the MIR pump
pulse at 196 meV leads to a substantial excitation of the E1u mode. The magnitude
of the lifting is proportional to the applied field E, i.e. the fluence of the MIR laser.
The IR and Raman modes of the novel vibronic state oscillate at the previously de-
generate eigenfrequency ω0, which is modulated by a field-dependent subharmonic
frequency ω± = ω2

0 ± ∆. Additionally, the oscillations are damped by a modified
damping γ± = γ0 ± δ/ω.

Results

The experiment is outlined in [5.3]-Fig. 2 (a). The MIR pulse excites the graphene
sample which is probed by the 515 nm Raman pulse. The unpumped and pumped
configurations show a strong transient signal, as depicted in [5.3]-Fig. 2 (b) for the
bi- and multilayer sample. The panel shows data with the MIR in resonance with
the E1u mode and at zero delay. All other signals are shown as transient signals by
subtracting the unpumped from the pumped signal. Monolayer graphene shows
no transient signal since its symmetry representation does not allow for the polar
E1u mode. [5.3]-Fig. 2 (c) and (d) show the transient signals for the resonance tuning
at constant delay and the delay measurements at constant pump frequency, respec-
tively. Most notably in [5.3]-Fig. 2 (c), the sharp resonance bandwith comprises of
only a few meV, which underlines that the resonance is of phononic nature and not
related to electronics. The lifetime of the excited state in [5.3]-Fig. 2 (d) is very long
with a duration of several picoseconds.

We have developed a model for the data that uses the modified propagators
β+ = XIR + XR and β− = XIR − XR to link the IR- and Raman-active phonons.
In the limit of weak coupling with the coupling constant α, the equation of motions
for the the IR-active phonon XIR and the Raman-active phonon XR are given in [5.3]-
Eq. (1a,b). Adding und subtracting each equation links the two coordinates together
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and allows one to express the modified propagators β± as given in [5.3]-Eq. (2a,b).
As explained in section 2.1, the intensity can be calculated with the inverse Fourier
transform of the respective propagator and leads to [5.3]-Eq. (3a,b) for the scattering
intensity of the Raman probe. Note that the difference between the two propagators
β± scales with the anharmonic coupling constant α and the electric field of the driv-
ing laser pulse. For the case of no interaction α → 0, we find ω+ = ω− = ω0, i.e.
∆ → 0 and γ+ = γ− = γ0, i.e. δ → 0. This would lead to a remaining unpumed and
equilibrium Raman susceptibility, but no transient Raman susceptibilty as we find
under MIR pumping conditions.

The results and the comparison of the resonance study are depicted in [5.3]-Fig. 3,
showing that the simulation reproduces the data well. The data show the transient
signal peaking at the IR mode resonance in [5.3]-Fig. 3 (c), the shifting frequency in
[5.3]-Fig. 3 (d) and the decreasing width in [5.3]-Fig. 3 (e). The results and the com-
parison of the delay study are depicted in [5.3]-Fig. 4, showing that the simulation
also reproduces the delay data well in [5.3]-Fig. 4 (c) and (d). For the simulation of
the delay data, a dephasing between the IR- and Raman-active data was assumed,
which itself leads to an increase of the ration of ∆ and δ. Deviations, such as the
anti-resonances at the flanks in the simulation in [5.3]-Fig. 3 (b) and [5.3]-Fig. 4 (b)
and the different scale of magnitude of the change in width in [5.3]-Fig. 3 (e) and
[5.3]-Fig. 4 (d) are attributed to neglected higher-order terms and electron-phonon
interactions, [141] respectively. The fluence study is shown in [5.3]-Fig. 5. The model
correctly predicts the relative increase and abscence of frequency shifts, as can be
seen in [5.3]-Fig. 5 (a) and (b). The magnitude of lifting of the degeneracy ∆ and
the subharmonic frequency scales with the driving MIR field intensity, as shown
in [5.3]-Fig. 5 (c). Exemplary calculations based on the DFT results for β+ and β−

at 60 meV cm-2 are shown in [5.3]-Fig. 5 (d). Combining the energetic contribution
from each β±-mode is shown exemplary for 24 and 60 meV cm-2 in [5.3]-Fig. 5 (e) at
the upper and lower panel, respectively. In this excited non-equilibrium state, the
state of zero energy occurs periodically with a frequency defined by the fluence of
driving MIR laser field.
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Abstract

In recent years, the quasi-relativistic electronic properties of graphene materials made them model
compounds for novel states of matter. With more than one layer these 2D materials also dis-
play peculiar phononic properties through degenerate IR- and Raman-active phonon modes. We
show that driving the IR mode by applying intense mid-IR pulses creates two unique non-
degenerate coupled vibronic states, observable by transient spontaneous Raman measurements.
The non-equilibrium response shows two hybridized states of Raman and IR phonons repre-
senting an optically induced avoided crossing. Most notably, we find strongly enhanced lifetimes
of the optically controlled states compared to the equilibrium, revealing an increased robust-
ness. The population of the two hybridized and orthogonal states shows subharmonic oscilla-
tions with a frequency proportional to the optically induced degeneracy breaking. We discuss
the nature of this new state of matter exhibiting a discrete time translational symmetry.

Keywords: Pump-Probe, Raman, Simulation

1 Introduction

Graphene is well known for its unconventional
electronic properties such as the quasi-relativistic
linear dispersion and unconventional supercon-
ductivity in magic-angle superlattices.[1–4] It has
attracted an unprecedented attention as a Dirac
material and is a key candidate for carbon based

electronics.[5, 6] However, hardly any work has
been done to exploit the peculiar properties of
graphene with respect to its coupled intrinsic

degenerate vibronic states.
Monolayer graphene exhibits the prominent G-

phonon that is Raman-active and has been studied
intensively.[7] On the other hand, from two to mul-
tilayer graphene, the material exhibits nearly fully

1
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2 1 INTRODUCTION

Fig. 1 Lifting of the degeneracy and resulting subharmonic frequencies. (a) In equilibrium the two degenerate, but orthogonal
modes do not mix and oscillate at their common frequency ω0. (b) For a strong driving of the IR mode, the two modes couple
anharmonically and the vibrational modes mix with the common coordinates β+ and β−. They are shifted in frequency by
±∆/2ω0 each, representing the lifted degeneracy in the optically driven state. The transient Raman active vibration β+ − β−

is only present in the symmetry broken state and exhibits a subharmonic frequency tunable by the magnitude of the electric
field dependent splitting ∆.

degenerate IR- and Raman-active phonons with
orthogonal E1u and E2g symmetry.[8, 9] These
modes are ideal candidates for strong anharmonic
coupling due to their strongly related eigenvec-
tors and degenerate energies. Fig. 1 illustrates
the unique properties of degenerate versus non-
degenerate orthogonal vibrational states in opti-
cally controlled multilayer graphene. Fig. 1(a)
shows the conventional situation of non or weakly
coupled harmonic IR- and Raman-active oscil-
lators at the same eigenfrequencies. Since both
vibrations are in orthogonal states they do not
couple in equilibrium. In the optically driven state
with strong anharmonic coupling,[10] as shown
in Fig. 1(b), it is possible to lift the degeneracy
of the vibrational states by driving the IR-active
mode with a laser field. This optically induced
lifting of the degeneracy generates two new vibra-
tional states of matter that can be expressed by a
superposition of the energy-shifted states β+ and
β−, representing the optically coupled harmonic
oscillators. From those, the IR- and Raman-active
modes can be obtained by β+ + β− and β+ − β−,
respectively. Hence the transient Raman signal
vanishes in the degenerate state, i.e. β+ = β−.

If one considers a relative shift of the respective
eigenvalues in the limit of small Rabi frequen-
cies, the energy-shifted values β− and β+ can
be expressed by ω± ≈ ω0(1 ± ∆/2ω2

0), with ω0

as the degenerate frequency of the phonons in
the equilibrium state and ∆ lifting of the degen-
eracy. Thus, the orthogonal harmonic motions
of the IR- and Raman-active vibrations are ∼
eiω0t sin(∆ · t/2ω0) and ∼ eiω0t cos(∆ · t/2ω0),
respectively. Accordingly, the IR and Raman
coordinates vibrate with the original degenerate
eigenfrequency ω0, modulated by a subharmonic
frequency and are phase-shifted by π/2. In con-
ventional, static quantum systems the emergence
of lowered eigenvalues are a consequence of the
avoided crossing,[11, 12] leading to enhanced sta-
bility of e.g. a molecular system in the bonded
state. In a optically driven non-equilibrium sys-
tem, the strength of the lifting of the degeneracy ∆
depends on the strength of the electric field. Con-
sequently, the populations of the lower and higher
energy state show an oscillation in time and by
this breaking the continuous translation in time.
The ideal observation of these states is transient
spontaneous Raman scattering of a Raman-active
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phonon that is driven by an IR-active degener-
ate phonon, yielding only a finite response in the
limit of the optically driven avoided crossing, i.e.
for β+ ̸= β−.

2 Results

The general outline of the experiment is shown in
Fig. 2(a). A tunable mid-IR pulse drives the E1u

IR phonon mode in resonance at 196meV. At a
given time delay, the Raman-active E2g mode is
probed by transient spontaneous Raman scatter-
ing. In multilayer graphene, the AB-stacking order
causes the atoms to experience different fields and
the unit cell of the system has to be extended
from two to four atoms. This Davydov splitting
[13] leads to the existence of the additional polar
IR mode with E1u symmetry.[8, 9] Both vibrations
move in-plane and because the material is mono-
atomic, the respective frequencies of each of the
modes are degenerate.

With the presence of the polar IR-active
phonon, bi- and multilayer systems show a strong
transient response in the excited state, as shown
in Fig. 2(b). The corresponding transients are
then calculated by subtracting the unpumped sig-
nal from the pumped signal, yielding the sole
response of the IR driven Raman mode. Note,
that monolayer graphene exhibits only a non-polar
vibrational mode[7] and accordingly no transient
response is visible. In multilayer graphene, the
spontaneous Raman signal in the pumped state is
enhanced on the Stokes and Anti-Stokes side. In
the following we show the transient spontaneous
Raman data on the Anti-Strokes side with the
expected stronger transient. The transient Anti-
Stokes Raman response as function of the energy
of the mid-IR pump is shown in Fig. 2(c). The
first apparent observation is the ultra-sharp res-
onance with a width of less than 5meV peaking
at 196meV. This, together with the absence of a
transient Raman response in monolayer graphene,
highlights the direct coupling of the transient
Raman E2g phonon to the IR-active E1u phonon.
We also note the changes in shape of the tran-
sient Anti-Stokes Raman response as the energy
of the mid-IR pump is changed and detuned from
the energy of the E1u phonon. Fig. 2(d) displays
the change of the transient Raman response driven
at the resonance energy of 196meV as a func-
tion of delay between pump and probe pulses.

The transient is visible for several picoseconds.
This is remarkable, since in the static limit the
widths of the phonons correspond to a lifetime
of about 200 fs. The observation of the tran-
sient Raman response on the time scale of several
picoseconds implies an increased robustness of the
non-equilibrium coupled driven state compared
to the equilibrium. This is further supported by
the fact that the transient Raman response is
substantially sharper as compared to its static
spontaneous Raman response.

The incident mid-IR pump photon drives the
E1u phonon, which alters the response of the
Raman signal of the E2g phonon. The degeneracy
of the two phonons leads to strong anharmonic
coupling.[10, 14] Without the pump interaction,
the Raman response is given by the Raman sus-
ceptibility, yielding a typical lorentzian lineshape.
The anharmonic coupling α between a Raman-
and IR-active phonon requires a quadratic cou-
pling to the Raman-active phonon. This leads
to a set of equation of motions describing the
electric field driven IR-active phonon XIR(t) and
Raman-active phonon XR(t)

D̃(ω0, γ0)XIR(t) = αXR(t)XIR(t) + FL(t) (1a)

D̃(ω0, γ0)XR(t) = αX2
IR(t). (1b)

Here, D̃(ω0, γ0) = ∂2
t
+ γ0∂t + ω2

0 is the opera-
tor describing a damped harmonic oscillator and
FL(t) represents the gaussian laser beam with fre-
quency ωL and width σ. Assuming that IR- and
Raman-active phonons are degenerate, the above
set of coupled nonlinear differential equations can
be solved analytically in the weak coupling limit.
For this procedure one adds and subtracts both
equations from each other and introduces common
coordinates, linking the coordinates of the IR- and
Raman-active phonons by β+ = XIR + XR and
β− = XIR −XR. The inverse Fourier transforma-
tion of β± then yields the expressions for these
effective phonon propagators, after applying the
convolution theorem for the quadratic parts of the
equation

β+(ω) =
α [(β− ∗ β+)(ω)] + 2FL(ω)

2(ω2
− − ω2 + iγ−ω)

(2a)

β−(ω) =
−α [(β+ ∗ β−)(ω)] + 2FL(ω)

2(ω2
+ − ω2 + iγ+ω)

, (2b)
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Fig. 2 Outline of the transient spontaneous Anti-Stokes and Stokes Raman scattering experiment. (a) A mid-IR pump pulse
excites the IR vibration in the sample, which is probed by a Raman pulse. The delay, pump energy, and fluence are controlled.
(b) Resonant mid-IR pumping causes a strong enhancement of the signal in bi- and multilayer graphene. (c) Selective driving
of the E1u vibration by tuning the pump energy through the sharp resonance. (d) Lifetime of the vibronic state as observed by
changing the delay between the driving mid-IR pump and the Raman probe beam. Horizontal grey dashed lines indicate the
zero line for each spectrum and vertical ones the energy of the unpumped IR phonon.

with the shifted eigenfrequencies ω2
± = ω2

0 ± ∆
and modified damping constants γ± = γ0 ± δ/ω.
These changes scale with the anharmonic coupling
constant α and the square of the electric field
E2

0 . The contribution from the non-mixed convo-
lution integrals (β+ ∗ β+)(ω) and (β− ∗ β−)(ω)
vanishes and they are omitted in equation (2a) and
(2b). The mixed terms (β− ∗ β+)(ω) have to be
evaluated self-consistently. The leading order con-
tribution results in the modified propagators with
the driving pump laser in the numerators, shown

in equation (2a) and (2b). The Green’s function
of the Raman-active vibration can now be calcu-
lated by XR(ω) = 1

2 (β
+ − β−) and the Raman

scattering intensity is given by −Im[XR(ω)]

I(ω) =
FL(ω)∆ω(γ+(ω

2
−−ω2)+γ−(ω

2
+−ω2))

D +

FL(ω)δω(γ−γ+ω
2−(ω2

−−ω2)(ω2
+−ω2))

D (3a)
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Fig. 3 Experimental and calculated transients for mid-IR resonant driving. (a) Exemplary transient spectra around the res-
onance energy of the E1u mode for multilayer graphene. (b) Simulation results obtained by equation (3a) for the values of
∆ = 4meV2 and δ = 0.12meV2. (c) Intensity scaling of the transient as a function of pump energy. (d) Frequency tuning of
the transient as a function of pump energy. (e) Change of the width as a function of pump energy. In (c) to (e) black squares
represent experimental results and blue circles the calculation. Horizontal grey dashed lines indicate the frequency and width
of the unpumped Raman phonon and vertical ones the energy of the IR phonon. Solid grey and blue lines are guides to eye for
each parameter.

D = ((ω2
+ − ω2)(ω2

− − ω2)− γ−γ+ω
2)2

+ω2(γ+(ω
2
− − ω2) + γ−(ω

2
+ − ω2))2

(3b)

FL(ω)=
fL√
2π

(e−
1

2
σ
2(ω−ωL)

2

+e−
1

2
σ
2(ω+ωL)

2

). (3c)

As expected the transient Raman response van-
ishes for ω+ = ω− = ω0, i.e. ∆→0 and γ+ = γ− =
γ0, i.e. δ → 0, representing the case of two non-
interacting oscillators at identical frequencies and
α = 0. The response resulting from the expression
above exhibits a classical anti-resonance contribu-
tion in the first term and a sharpened Lorentzian
contribution from the second term. It is, therefore,
the unusual case of a Fano-like response resulting
from the interaction of two discrete states, which is
quite different from the typical case of a Fano line-
shape where a discrete excitation interacts with

a continuum of states as in electron-phonon cou-
pled systems.[15–18] It is also remarkable that the
strength of the change in frequency and width,
i.e. the changes in real and imaginary parts of
the phonon susceptibility, directly influences the
lineshape and the strength of the response. Both
are proportional to the square of the electric field,
which drives the IR phonon. Stronger changes in
the frequency lead to a more asymmetric Fano-like
lineshape and larger changes in the width lead to a
more symmetric Lorentzian response. We can now
model the observed resonance interaction between
IR- and Raman-active phonons as shown in Fig. 3.
The frequencies and widths ω0, γ0, ωL, and σ are
known. The only two model parameters are the
modifications to the frequency ∆ and the width
δ. For the sake of clarity we have kept them con-
stant and set to ∆ = 4meV2 and δ = 0.12meV2.
The lineshape obtained as such is only dependent
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on the ratio of the parameters ∆ and δ, so that
these values are subject to an unknown scaling
parameter that is given by the enhancement of the
response. The results of our simulation are shown
in Fig. 3(a) and (b) for the experimental and cal-
culated transients. The data are reproduced very
well. The signal enhancement, the shifting of mode
frequencies and the sharpening of the transient
response is recovered by the simulation where the
ratio of ∆/δ was kept constant. The two anti-
resonances in the transient in Fig. 3(b) are not
observed in the experiment. We attribute these
differences to higher-order coupling terms that we
have neglected in our calculation. The shape of
the resonance tuning of the intensity and the abso-
lute frequency shifts are well recovered as can be
seen in Fig. 3(c) and (d). Even the effect of the
sharpening as such is present in our calculation
in Fig. 3(e). However, the details of the broad-
ening when tuning out of the resonance are not
captured. The FWHM of the Raman mode mea-
sured in the probe spectra is 3meV, the width of
the observed transient in resonance is 2meV and
the width of the calculated transient is 1.4meV.
The linewidth variation with the pump energy is
well reproduced, but takes place on a smaller scale
when compared to the experiment.

Fig. 4 compares the model and the experimen-
tal data of the temporal change of the transient
shapes, by assuming a dephasing between IR- and
Raman-active phonons. This leads to an increase
of the ratio between ∆ and δ, i.e. real and imag-
inary parts of the coupled susceptibilities. After
the pump excitation, IR- and Raman-active modes
will dephase and accordingly the ratio between ∆
and δ will increase. We have used this behavior to
model the delay measurements shown in Fig. 4 (a),
which are well recovered in Fig. 4 (b). Indeed, we
can also reproduce the observed frequency shift
and change in width as shown in Fig. 4 (c) and (d)
as a function of delay, respectively.

Increasing the fluence at constant mid-IR
pump frequency and delay, leads to a linearly
increasing transient signal, as shown in Fig. 5(a),
which is well recovered by the simulation in
Fig. 5(b). The symmetry breaking of the degen-
erate energy levels is directly proportional to the
fluence of the mid-IR pulse and so is the transient
Raman signal. Since the ratio between ∆ and δ
is unchanged, there are only weak dependencies

Fig. 4 Dephasing in experimental and calculated transients.
(a) Exemplary time-resolved transient signals. (b) Exemplary
calculated transient signals obtained by equation (3a). The
temporal evolution of the ratio of ∆ to δ is shown in the SI.
(c) Frequency tuning of the transient as a function of delay.
(d) Change of width as a function of delay. Black squares
represent experimental results and blue circles the calcula-
tion. Horizontal grey dashed lines indicate the frequency and
width of the unpumped Raman phonon and vertical ones the
energy of the unpumped IR phonon. Solid grey and blue lines
are guides to eye for each parameter.

of the lineshape on the fluence. Fig. 5(c) shows a
DFT calculation of the magnitude of the energy
splitting of the common coordinates β+ and β−

as a function of the field strength of the driv-
ing mid-IR field. The DFT calculation allows now
to determine real values of ∆ and accordingly δ
and to calculate the effective vibrational patterns
as shown in Fig. 5(d), clearly resembling a novel
non-equilibrium system of two coupled quantum
states.
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Fig. 5 Fluence-dependence of the lifting of the degeneracy. (a) Fluence-dependent transient signals. (b) Calculated transient
signals obtained by equation (3a). (c) DFT calculation of the splitting of the frequencies as a function of the fluence of the
driving IR field. (d) Amplitude of the β+ and β− oscillations at 60mJ cm−2. The data are derived from the simulation and by
comparison to the DFT calculated fluence-dependent splitting of the frequencies. (e) Total energy from the mixed vibrational
state for 24 and 60mJ cm−2. The magnitude of the vector tBragg scales with the lifting of the degeneracy ∆.

The unique features of this coupled photon-
driven quantum state are the exchange of popula-
tion with the subharmonic Rabi frequency ∆, an
enhanced robustness as compared to the equilib-
rium states, and the breaking of time-translation
symmetry. We also show that the mid-IR pump
spontaneous Raman probe experiment is excel-
lently suited to discover the symmetry breaking
triggered by the optically induced avoided cross-
ing. We believe that graphene related materials
in combination with targeted photonic control in
the mid-IR are adding another exciting aspect of
novel quantum states in matter.

3 Methods

Raman spectroscopy measurements were per-
formed with the UT-3 Raman Spectrometer[19].
The 515 nm second harmonic of a Tangerine
fiber laser (France, Amplitude Systemes) was
used as the probe beam. The probe beam was
widened with a spatial filter and focused on
the sample, using the on-axis parabola mirror
of the entrance objective, that also collects the
scattered light. Energy-dependent measurements
shown were taken at 170 kHz, 7mW probe power
and ≈ 14mW pump power. The focus spot sizes of
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Fig. 6 Schematic of the pump-probe laser setup and the
DFG setup. (a) Overview of the laser system including the
Tangerine fiber laser, DFG system, entrance optics and the
spectrometer. (b) Detailed depiction of the DFG system.

probe and pump beams on the sample were 25➭m
and 100➭m, respectively. This leads for the probe
(pump) beam to a pulse energy of 41 (82) nJ and
a peak power density of 3.3 (4.2)GW/cm2. Time-
dependent measurements were taken at 350 kHz,
2mW probe power and ≈ 11mW pump power.
This leads for the probe (pump) beam to a
pulse energy of 6 (31) nJ and a peak power den-
sity of 0.5 (1.6)GW/cm2. The wavelength of the
probe-beam is 515 nm and probe-pulses have a
FWHM of approximately 4 ps. The wavelength of
the pump beam is varied between 6.0 to 6.5➭m

and pump-pulses have a FWHM of approximately
0.5 ps.

The mid-IR pump beam was obtained using
a difference frequency generation (DFG) setup
as described by the following stages. 1st stage:
Super continuum generation in a YAG-crystal
and second harmonic generation in a BBO-type-
1 crystal with 1030 nm pump. 2nd stage: Optical
parametric amplification of the 515 nm pump and
super continuum seed in a BBO-type-2 crystal to
generate the near-infrared (NIR) beam of 1200-
1300 nm. 3rd stage: DFG of 1030 nm pump and
NIR seed in an AGS-crystal to generate the mid-
IR beam (3-10➭m). The mid-IR beam was focused
on the sample using a 40mm ZnSe-lens.

To obtain spatial overlap, a 100➭m pinhole was
positioned in the focal point of the entrance objec-
tive of the spectrometer. The beam path of the
mid-IR beam was optimized for maximum trans-
mission through the pinhole. To ensure temporal
overlap, the 515 nm beam was used to induce car-
riers in a silicon wafer[20] and the transmission
of the mid-IR beam was measured as a func-
tion of the time delay. The inflection point of the
transmission curve was used as zero position.

The monolayer and bilayer samples were
bought from Matexcel (New York, USA). Both are
CVD grown on a 0.5mm silicon quartz chip with
the in-plane dimensions of 1x1 cm2. The in-plane
dimensions are 1x1 cm2. The multilayer graphene
sample was CVD grown on a silicon chip follow-
ing Ref. [21–23], with the multilayer graphene on
a silicon substrate.

To estimate the frequency splitting of the
IR-active and Raman-active phonon mode, we
perform computations in the first-principle frame-
work of density functional theory (DFT). We
performed our computations with the Vienna ab-
initio simulation package VASP.6.2.[24] Moreover,
for the phonon calculation, we used the Phonopy
software package.[25] Our computations utilize
pseudopotentials generated within the Projected
Augmented Wave (PAW) [26] method. Specifi-
cally, we take the following configurated default
potential: C 2s22p2. We applied the PBEsol [27]
approximation for the exchange-correlation poten-
tial. As a numerical setting, we used a 27x27x11 or
27x27x1 Monkhorst [28] generated k-point-mesh
sampling of the Brillouin zone of graphite or
bilayer graphene, respectively. Further we apply
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a plane-wave energy cutoff of 750 eV. The self-
consistent calculations were reiterated until the
change in total energy becomes less than 10-9 eV.
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6 Summary and Outlook

Summary

In this work a multitude of inelastic light scattering experiments were designed,
conducted and analyzed to shine light on the structure-function relationship and
charge-transfer processes of different biomimetic inorganic copper-complexes and
low-dimensional condensed matter systems. The Raman experiments contain con-
tinuous, pulsed, pump-probe, liquid-ethanol-chiller and helium-cryogenic setups at
wavelengths ranging from the deep-UV to the MIR. Many intricate nonlinear pro-
cesses are readily used for UV and deep-UV laser generation with the Tsunami laser
system, but the installation and optimization of the difference frequency generation
unit to be able to use femtosecond MIR light with all its successive and parallel non-
linear interactions proved to be a difficult task. Machine problems with practically
all parts of the Tangerine source laser and the corona pandemic further complicated
this endeavor. However, it was possible to finish the task and use the MIR light
for reflection measurements and for an entire MIR-pump and Raman-probe study
on graphene. In several beam times, additional X-ray absorption spectroscopy ex-
periments were conducted at the synchrotron source Petra III at DESY in Hamburg,
Germany and analyzed to further characterize the model complexes. This involved
on-site oxygenation of sensitive molecular species, cryostate usage for liquid sam-
ples and the beamline operation.

A model complex for the enzyme peptidylglycine α-hydroxylating monooxyge-
nase was investigated in [4.1]. Raman spectroscopy was used to characterize the
complex, which was studied to reveal information on the cooperative effect of the
two copper centers during hydroxylation. In another study, Raman and X-ray ab-
sorption were used to fully characterize the formation and intermediate structures
of a methane-monooxygenase model complex in [4.3]. The ability to set the temper-
ature in each of the experiments and the ability to oxygenate as desired and with
different oxygen-atom transfer reagents allowed for full experimental control. It
was possible to find a mixed-valent tetranuclear Cu4O2 intermediate, which after
homolytic O-O bond cleavage forms two Cu2O complexes. The cleavage is induced
by heating up the solution and is irreversible, as the Raman data show. The EXAFS
analysis of the interatomic distances leave no doubt about the molecular structure
of the intermediate forming a tetranuclear motif.

In [4.6] low-temperature Raman experiments were conducted on the tyrosinase
enzyme model complex stabilized by the hybrid TMGdmap ligand consisting of a
propylene-bridged guanidine and amine unit. While oxygenation, substrate attack
and subsequent conversion, Raman data were taken live to monitor the reaction
of substrates with the model complex. With the fully achromatic entrance optics
and the tunable Tsunami laser systems, it was possible to find wavelengths with
Raman cross-sections high enough to yield sufficient signals for the fast chemical
reactions. The catecholato formation after the phenolate attack was clearly visible
and it was shown that Raman scattering can be used as a tool to study not only the
ligands, oxygenated complexes and substrate conversion products ex-situ, but also
the reaction dynamics in-operando in one coherent experiment.
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A further tyrosinase model complex stabilized by the hybrid TMGbenza ligand
consisting of an aromatic-backbone-bridged guanidine and amine unit was investi-
gated with Raman and X-ray absorption experiments for [4.2]. The complex showed
a surprising variety of phenolic substrates it converted at predictable molecular po-
sitions and therefore allows for new opportunities to design phenazines. In the fol-
lowing publication in [4.4] Raman spectroscopy was used to characterize the afore-
mentioned complex and two modified amine donor functions and it was found that
small changes in the ligand sphere affect the characteristic ligand-to-metal charge
transfer transition, as evidenced by a redshift with weaker N-donor function.

Modified versions of an entatic state model complex stabilized by the hybrid
TMGqu ligand consisting of one guanidine and quinolinyl unit were investigated
with X-ray absorption in [4.5]. Different chemical modifications at different positions
were used to investigate the effect of the nature of the ligand on the entasis, which
was measured with the different CuI/II pairs. It was found that a low difference in
structure factor ∆τ4 is vital and that furthermore the average difference øτ4 has to be
neutral, i.e. not favor one or the other geometry.

The MIR laser light was used for the quasi-1D metal Sr0.95NbO3.37 in [5.1] and
[5.2] to measure the reflectance as a probe of the metallicity of the different crystal-
lographic axis. A multitude of different types of angle-dependencies, Raman res-
onance studies and pump-probe Raman scattering studies ranging from the deep-
UV to the MIR were conducted and a photoinduced metal-insulator transition and
its physical origin was found and investigated in detail. The MIR laser was also
used as a pump pulse for graphene-related condensed matter systems, which are
subsequently probed with a 515 nm laser to collect the Raman signal. The delay-
setup allowed to investigate the picosecond dynamics of the systems response to the
pump beam. The pump beam itself was continously tuned through the resonance of
an IR-active vibrational mode. The pump energy-dependent study revealed strong
phonon renormalization effects, not only of the prominent G-mode frequency, but
also on the linewidth and the peak intensity. The effect stems from anharmonic non-
linear interaction of the pumped E1u infrared mode which is coupled to the E2g Ra-
man mode, showing the capability to control condensed matter systems deliberately
with the lattice degrees of freedom.

Outlook

The X-ray experiments are well optimized and further change in the setup is related
to the decision making of the corresponding beamline scientists and the upcoming
Petra IV upgrade. However, the difference frequency setup allows for further mod-
ification and optimization. The silver thiogallate crystal is especially a weak spot
since the DFG process, without any amplification process, works with two watt-
level input laser beams. Motorized movement to prevent overheating might be a
potential solution. The high pulsed peak energy density in the crystal is potentially
exciting charges, which themselves are changing the absorption unfavorably so that
grounding the mirror to allow charge neutrality can be tried. To allow for a broader
range of possible experiments, the helium-cryostat can be installed for MIR-pump
and Raman-probe experiments. Overcoming problems for this mostly includes find-
ing suitable windows for the cryostat that are transparent in both regions, the UV-Vis
and the MIR. However, all the previous work has now clearly paved the way for fu-
ture measurements with MIR pumping the vibrational modes of the ligand sphere
and to use an optical probe to investigate how the modified structure relates to the
different properties of the entatic state model complexes.
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Although modifying and optimizing the model complexes is itself a task more
suited for the chemists, one could experiment with adding substances such as dis-
solved metal nanoparticles to solutions or on dry powder samples to potentially
increase the intensity without significantly changing the frequencies in the Raman
investigations. Other than smaller quality-of-life features such as that, designing
and developing new ligands is outside the scope of the optical lab. The technique
that holds promises for future development is undoubtedly the operando setup with
its far-ranging capabilities to introduce more alterations to the sample environment
while taken spectra. More substances can be added, such as acid or bases or the tem-
perature can be varied. The feasibility for such experiments has been established,
which paves the way for further investigations. Most notably, the operation prin-
ciple does not only produce useful information for inorganic model complexes but
can also be used for other chemical reactions in molecules or even phase transition,
adsorption reactions or ligand-exchange reactions in dissolved nanoparticles.

Irrespective of the nature of the aforementioned sample or the sample environ-
ment, the MIR laser light opens up the pathway to a variety of interesting spec-
troscopic molecular and solid-state experiments. The advantage of this MIR-pump
system lies in its flexible production of laser wavelengths in a broad range of single
micrometers to manipulate the sample with a high degree of specificity. The energy
range of such wavelengths is not easy to produce with lasers as it stands, but the ex-
citations can be controlled easily to generate a clear interpretation of the interactions
of the sample systems. For example, high-energy excitations of > 1 eV or even > 4 eV
for UV light couple to different electronic transitions, which leads to a cascade of dif-
ferent intertwined follow-up reactions and decay channels. Also, heating up a sam-
ple is technically a very dispersive manipulation since many different possible vibra-
tions of different symmetries at different energies change their population number.
Exciting one vibration by setting an MIR pump laser in the respective resonance al-
lows for clear interpretation of the data after probing the manipulated system. One
can e.g. excite with high efficiency the vibrational modes of the ligands of inorganic
metal complexes and probe the direct influence that each of them have on the entire
molecule. To illustrate a simple example, the vibrations of different chemical groups
within different moieties of one ligand can each be excited and their individual influ-
ence investigated. Note that MIR-pump and X-ray probe measurements at the DESY
might be complemented too yield a more concise understanding of the pump-effect
on the sample. When considering condensed matter systems, the phonon-pumping
can still be used when the materials consist of sufficiently lightweight atoms such as
graphene-related materials for basic research or e.g. silicon-carbide for the modern
semiconductor industry. Additionally, quasiparticles, many-body interactions and
phase-transitions can be investigated and the pump-probe setup with femtosecond
pulses allows for detailed study on the dynamics of the respective matter excitation.
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We have investigated two-dimensional nanostructures of the topological insulators Bi2Se3 and Bi2Te3 by
means of temperature and magnetic field dependent Raman spectroscopy. The surface contribution of our
samples was increased by using thin films of dropcasted nanoflakes with the aim of enhancing their topological
properties. Raman spectroscopy provides a contact-free method to investigate the behavior of topological
properties with temperature and magnetic fields at lower dimensions. The temperature dependent Raman
study reveals anharmonic phonon behavior for Bi2Te3 indicative of a two-phonon relaxation mechanism in
this material. Contrary to this, Bi2Se3 shows clear deviations from a two-phonon anharmonic decay model at
temperatures below 120 K exhibiting a hardening and broadening, especially of the A2

1g mode. Similarly, the
magnetic field dependent self-energy effects are only observed for the A2

1g mode of Bi2Se3, showing a broadening
and hardening with increasing field. We interpret our results in terms of corrections to the phonon self-energy
for Bi2Se3 at temperatures below 120 K and magnetic fields above 4 T due to electron-hole pair excitations
associated with the conducting surface states. The phonon renormalization with increasing magnetic field is
explained by a gap opening in the Dirac cone that enables phonon coupling to the changing electric susceptibility.

DOI: 10.1103/PhysRevB.101.245431

I. INTRODUCTION

Topological insulators (TIs) are a new class of materials,
which are insulating in the bulk and host conducting surface
states (CSSs) at the interface between the TI and conventional
insulators [1]. The idea of topological states was strongly
promoted during the aftermath of the discovery of the quan-
tum Hall effect by von Klitzing [2], who identified specific
quantized changes in the Hall conductance, which turn out to
be topological quantum numbers. After several incremental
steps, modern three-dimensional (3D) TIs were predicted in
2007 by Fu et al. [3]. The strong spin-orbit coupling leads,
in specific materials, to a band inversion of two p bands [4],
which is essential for the CSSs. In addition, the electron trans-
port is characterized by spin-momentum locking and a linear
dispersion relation, known as a Dirac cone, superimposed on
the bulk bands [5]. Bi2X3 (X=Se, Te) belongs to the most
frequently studied 3D TI with a single Dirac cone at the Ŵ

point of the Brillouin zone [6,7] and bulk band gaps of 0.3 eV
[8] and 0.1 eV [9] for Bi2Se3 and Bi2Te3, respectively.

To explicitly study the CSSs and reduce contributions from
the bulk, we have examined dropcasted nanoflakes with high
aspect ratios that lead to an increased surface contribution.

In order to evaluate the fundamental limit of the conduc-
tivity of electrons in the CSSs at lower dimensions, it is

*Corresponding author: sbuchena@physnet.uni-hamburg.de

important to study the electron-phonon interactions of these
2D materials [10,11].

A unique technique to study phononic and electronic prop-
erties of solids simultaneously is Raman scattering, which
has been widely applied to investigate bulk samples and con-
ventional 2D films of Bi2Se3 [12–15] and Bi2Te3 [14,16,17].
Bi2Se3 and Bi2Te3 are layered materials with a rhombo-
hedral crystal structure that grow in multiples of so-called
quintuple layers (QLs) consisting of alternating Bi and Se
or Te layers, as depicted in Fig. 1(a) [18]. The primitive
unit cell consists of five atoms, which results in 15 lattice
dynamical modes that are classified in three acoustic and 12
optical modes. The optical modes are further grouped into
four Raman-active modes with two modes each of A1g and
Eg symmetry and four infrared(IR)-active modes with two
modes each of A1u and Eu symmetry according to group
theory [18]. Due to the inversion symmetry of the crystal
structure, these phonon modes are exclusively either Raman or
IR active [18]. Of the Raman-active phonons, the A1g modes
are out-of-plane vibrations, whereas the Eg modes vibrate
in-plane.

Systematic temperature dependent Raman studies have
been conducted before on Bi2Se3 single crystals [19,20] and
nanoplates [21], and on Bi2Te3 thin films [22]. In this work,
we report on a temperature and magnetic field dependent high-
energy-resolution Raman study of thin films of individual
Bi2Se3 and Bi2Te3 nanoflakes with average heights in the
range of 8 and 14 QLs, respectively.

2469-9950/2020/101(24)/245431(8) 245431-1 ©2020 American Physical Society
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FIG. 1. (a) Schematic illustration of a thin film of Bi2X3 (X=Se,
Te) nanoflakes. This configuration greatly enhances the amount of
surface, which hosts massless Dirac electrons due to the linear
Dirac cone at the Ŵ point [29], as shown in the surface Brillouin
zone in the upper right corner. The figure further shows the crystal
structure with blue spheres representing Bi atoms and yellow spheres
representing either Se or Te atoms. (b) Valence-band emission
spectra extracted from XPS spectra of both materials. The Fermi
edge modeled by a step function shows a highly increased electron
density for Bi2Se3 (light-blue, dotted graph) compared to Bi2Te3

(orange, dashed graph). (c),(d) Raman spectra at 3 K in z(xx)z
geometry showing three labeled bulk modes for Bi2Se3 and Bi2Te3,
respectively. The asterisk, dagger, and double dagger mark Raman-
forbidden infrared modes.

Magnetic field dependent Raman measurements are of
utmost importance as they allow for investigations of the
destruction of the CSSs by gapping of the Dirac cone induced
by the presence of a magnetic field [1]. It was theoretically
predicted that the CSSs are sensitive to the application of a
magnetic field [23] and an opening of the Dirac cone has
indeed been observed in magnetically doped TIs [24,25] or
by exchange coupling TIs to magnetic insulators [26–28]. The
tuning of the CSSs with an applied magnetic field is expected
to display a spectroscopic signature, which is amplified due to
the highly increased surface contributions of our nanoflakes.
We therefore interpret our results by means of self-energy cor-
rections of the phonons due to electron-phonon interactions.

II. EXPERIMENTAL PART

Figure 1(a) shows an illustration of strongly anisotropic
nanoflakes. The Bi2Se3 nanoflakes were grown with the
chemical polyol method following our earlier work [30].
The Bi2Te3 nanoflakes were synthesized using a slightly
modified route according to Zhang et al. [31]. Details on
the synthesis are presented in Ref. [30] and in the Sup-
plemental Material [32]. The clean flakes were dropcasted
on a Si substrate and the solvent evaporated. It should be
noted that the structures are not damaged by these prepara-
tory steps, as can be seen in Fig. S-2 of the Supplemental
Material [32]. The required stoichiometry, single crystallinity,
and morphology of both samples were confirmed using en-
ergy dispersive x-ray spectroscopy (EDX), x-ray photoelec-
tron spectroscopy (XPS), transmission electron microscopy
(TEM), selected area electron diffraction (SAED), and atomic

force microscopy (AFM). A detailed characterization of the
nanoflakes can be found in the Supplemental Material [32].

The topological insulator Bi2X3 (X=Se, Te) features Dirac
states at the interface with conventional insulators, but not
at the interface of every QL [28]. It has furthermore been
shown for Bi2Se3, that the CSS wave functions hybridize
below a critical flake thickness of 6 QLs, which results in a gap
opening in the Dirac cone [33]. To investigate the intact CSSs,
it is hence necessary to grow flakes of certain thicknesses and
maintain enough space between dropcasted flakes to prevent
hybridization of the CSSs from neighboring flake surfaces.
With average heights of 8 and 14 QLs for our Bi2Se3 and
Bi2Te3 flakes, respectively, we expect our samples to host
unperturbed CSSs. In addition, our flakes were grown covered
with the ligand polyvinylpyrrolidone (PVP) to facilitate a 2D
growth. The PVP layers act as conventional insulators and
thus provide sufficient spacing between neighboring flakes. It
is known that the CSSs are robust against different kinds of
adsorbates and are maintained even under ambient environ-
mental conditions [24,34]. However, adsorbates are known to
induce a band bending of the bulk bands near the surface due
to charge accumulation [6,35]. This leads to the creation of ad-
ditional surface quantum well states originating from the bulk
bands coexisting next to the CSSs. Nonetheless, the CSSs stay
intact, but are pushed deeper into the bulk separating them
from the surface defects [36]. Thus, for volume scattering
techniques, the CSSs stay detectable as Raman scattering is
able to probe the whole volume including the deeper-lying
CSSs, in contrast to surface sensitive techniques such as
angle-resolved photoemission spectroscopy (ARPES). In fact,
Raman scattering probes the complete thickness of a flake of
about 10 nm. Therefore, probing a thin film of dropcasted
nanoflakes is expected to contain a manifold of topologically
nontrivial contributions, as illustrated in Fig. 1(a), making it
easier to observe phenomena that have their origin in those
exotic states.

We conducted Raman measurements on films of drop-
casted nanoflakes using the 647.1 nm excitation line of a
continuous-wave Kr+ gas laser. The incident laser power was
limited to 6.2 mW and focused on a 50-μm-diameter spot size
to prevent laser induced heating or damage of the sample,
which is shown in detail in the Supplemental Material [32].
The sample was mounted so that the incident light impinged
on the flakes perpendicular to their surfaces. The scattered
light from the sample was collected in a backscattering con-
figuration, dispersed through a triple-stage spectrometer, and
then detected with a liquid-nitrogen-cooled charged-coupled-
device detector. The horizontal polarization of the incident
light with regard to the setup was selected with a polarization
rotator and the scattered light was analyzed by the triple-
stage gratings of the spectrometer that is primarily sensitive
to horizontally polarized light [37]. Our scattering configu-
ration denoted in Porto notation is hence z(xx)z [38]. The
samples were inserted into a continuous He-flow cryostat,
which itself was horizontally mounted in the open bore of a
superconducting magnet. This setup allowed for simultaneous
temperature (3–295 K) and magnetic field (0–7 T) dependent
measurements. Magnetic field dependent measurements were
performed in Faraday geometry with the wave vector of the
incident light �q parallel to the applied field �H .

245431-2
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III. RESULTS AND DISCUSSION

Figure 1(b) shows the valence-band spectra extracted from
XPS measurements of the Bi2Se3 and Bi2Te3 films. The
indicated Fermi edges modeled by step functions reveal, for
Bi2Se3, a highly increased electron density near the Fermi
edge compared to Bi2Te3. Differences in the two samples are
also reflected in their phononic properties measured by Raman
spectroscopy. The implication of the enhanced surface contri-
bution of our flakes is already observable in the representative
Raman spectra shown in Figs. 1(c) and 1(d). Next to the three
identified bulk phonon modes that are in good agreement with
previous experiments [18,39,40], additional IR-active modes
at 158 cm−1 in Bi2Se3 and at 98 cm−1 and 113 cm−1 in Bi2Te3

are detected [14,15,41]. The IR-active modes become Raman
active because of the breaking of the crystal’s inversion sym-
metry at the surface of the nanoflakes [15]. This aspect is a
direct manifestation of the enhanced surface-to-volume ratio
of the dropcasted nanoflakes compared to the bulk material.
The bulk material crystallizes in the D3d space group with
inversion symmetry, whereas the symmetry at the surface is
reduced to C3v [15]. Gnezdilov et al. [15] reported that the A2

2u
mode at 158 cm−1 in the case of Bi2Se3 is only observable
at temperatures below 10 K for their bulk crystalline sample.
In contrast, for our nanoflake samples, we were able to ob-
serve this mode even at elevated temperatures up to ∼160 K
(see Fig. S-9 in the Supplemental Material [32]), indicating
enhanced surface contributions with respect to the scattering
volume at lower temperatures. Likewise, the IR modes in
the Bi2Te3 films are detected for temperatures up to 100 K
(see Fig. S-9 in the Supplemental Material [32]). Furthermore,
the high single crystalline quality of our flakes is indicated
by the nearly resolution-limited linewidths of the Bi2Te3

phonons. In Sec. 5 in the Supplemental Material [32], we
discuss in detail that the narrow linewidths and high quality
of the Bi2Se3 spectra suggest nearly stoichiometric samples
with only a few Se vacancies. Furthermore, a sensitivity of
the phonons to band-bending effects due to adsorbates at
the surface and consequent localized electronic surface states
cannot be seen. Since Raman is a volume scattering technique,
we do not expect to observe any contributions from possible
highly localized electronic states at the sample surface. This
leads us to conclude that the phonons track the CSSs and
electronic states associated to the Fermi level of our sample.
Furthermore, we conclude from the low number of Se vacan-
cies that the Fermi level in our sample lies indeed between the
bulk valence and conduction band.

We conducted a detailed temperature dependent Raman
study by acquiring 30 spectra for each material system in a
temperature range from 3 to 295 K. To investigate the phonon
dynamics, we extracted the values of the frequency ω and the
linewidth Ŵ [full width at half maximum (FWHM)] from the
respective Voigt fits to the phonon modes. The Voigt profile is
represented by a Lorentz profile broadened by a Gaussian that
accounts for the spectral resolution of the spectrometer, and is
given as

V (ω) = y0 + A
2 ln 2

π3/2

ŴL

Ŵ2
G

×
∫ ∞

−∞

e−t2

(√
ln 2 ŴL

ŴG

)2 +
(√

4 ln 2 ω−ω0

ŴG
− t

)2
dt . (1)

FIG. 2. Self-energy effects from Voigt fits of the temperature
dependent Raman response for Bi2Se3 (left column) and Bi2Te3

(right column). (a),(b) The A1
1g phonons, (c),(d) the E 2

g phonons, and
(e),(f) the A2

1g phonons. The red lines are fits using the model of an
anharmonic decay with a symmetric decay channel into two acoustic
phonons. The data show the general trend of an anharmonic decay
consisting of broadening and softening with increasing temperature.
Clear deviations from the model are present for the high-energy
modes in Bi2Se3 [(c) and (e)], which are mirrored in energy and
linewidth. Below ∼120 K, the phonons exhibit higher energies and
linewidths than expected from the usual anharmonic phonon decay,
as an indication for additional phonon interactions with the electronic
system.

Hereby, ŴG,L denotes the linewidth of both convoluted peaks,
with a spectral resolution of the setup of ŴG=1.4 cm−1, ω0

is the peak center, A is the integrated area of the Lorentzian
peak, and y0 is the offset.

We have analyzed the three higher-energy modes of the
commonly known [14,39] four bulk modes in Bi2X3 (X=Se,
Te) because the lowest-energy E1

g mode was covered by
the strong Rayleigh background due to the enhanced elastic
scattering from the nanoflakes. Figure 2 shows the behav-
ior of the frequency ω0 and linewidth ŴL of the A1

1g, E2
g ,

and A2
1g modes for Bi2Se3 (left column) and Bi2Te3 (right

column). The frequencies and linewidths show a general
trend of phonon softening and broadening with increasing
temperature by several wave numbers. This phonon behavior
can be described by the model of an anharmonic decay (AD)
assuming a symmetric decay of the optical phonon into two
acoustic phonons [42]. Within this model, the temperature
dependences of the phonon frequency and linewidth are given
by

ωanh(T ) = ω0 − a

e
h̄ω0

2·kBT − 1
, (2)

Ŵanh(T ) = Ŵ0 + a

e
h̄ω0

2·kBT − 1
, (3)
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with T as the temperature, ωanh and Ŵanh as the modulated
frequency and linewidth, respectively, and ω0 and Ŵ0 as the
bare phonon frequency and linewidth of a particular phonon,
respectively. a contains the transition matrix element and the
two-phonon density of states of the anharmonic decay. Fits of
the data according to the AD model are shown as red lines
in Fig. 2. For Bi2Te3, the anharmonic fits show very good
agreement with the data, especially for the highest-energy
A2

1g mode in Fig. 2(f). This indicates a more bulklike behav-
ior typical for semiconductors and insulators with phonon-
phonon interactions as the dominant scattering mechanism
in the Bi2Te3 sample. Compared to Bi2Te3, the linewidths
for all Raman modes in Bi2Se3 show clear deviations from
the AD model at temperatures below 120 K; see Figs. 2(a),
2(c) and 2(e). The linewidth of the A1

1g mode exhibits only
weak deviations from the AD model, whereas the higher-
energy modes deviate more strongly. For the A2

1g mode, the
deviation in linewidth is mirrored in frequency, illustrated
in Fig. 2(e), as expected by the Kramers-Kronig relation.
In previous temperature dependent Raman investigations on
Bi2Se3 crystals [19,20], no phonon anomalies were observed.
This hints to an origin of these deviations stemming from the
increased electronic surface contributions of the investigated
flakes at lower temperatures. This aspect is supported by the
enhanced electron density near the Fermi edge in Bi2Se3,
shown in Fig. 1(b).

Since the AD model is not sufficient to describe the
low-temperature behavior of phonons, additional scattering
mechanisms need to be taken into consideration. As Bi2Se3 is
nonmagnetic, additional scattering channels could stem from
electron-phonon interactions since the only available states at
these energies and low temperatures must be of an electronic
nature. The coupling of phonons to available electronic sus-
ceptibilities would result in a decay of the phonons by creating
electron-hole pairs [43,44]. The possibility of this interaction
is plausible since our XPS data show a higher electron density
near the Fermi edge for Bi2Se3. The coupling of phonons
to an electric susceptibility χ el(ω) leads to a correction in
the phonon self-energy, which manifests itself in a modified
Raman response. This response Iph(ω) of a phonon coupled
to an electric susceptibility χ el(ω),

χ el(ω) = R(ω) + iρ(ω), (4)

with its real R(ω) and imaginary part ρ(ω), is expressed by
[45,46]

Iph(ω)∝ [g2ρ(ω) + Ŵanh]ωanh
{

ω2−ω2
anh

[

1−g2 R(ω)

ωanh

]

︸ ︷︷ ︸

ω2
exp

}2
+ω2

anh [Ŵanh+g2ρ(ω)]2

︸ ︷︷ ︸

Ŵ2
exp

.

(5)

Here, ωanh and Ŵanh correspond to the frequency and linewidth
expected from the AD model, and g is a coupling constant
determining the coupling strength between the phonon and
the electric susceptibility. Equation (5) describes a Lorentz
profile with a phonon frequency ωanh that is modified by
coupling to the real part R(ω) of the electric susceptibility
and a linewidth Ŵanh modified by coupling to the imaginary
part ρ(ω). As a result, the values for the frequency ωexp and

linewidth Ŵexp extracted from Voigt fits of the phonons differ
from the values expected for an anharmonic decay due to
corrections from the electric susceptibility. We hence interpret
the deviations in linewidth and frequency expected from the
AD model as arising from additional contributions caused
by the decay of phonons coupling to an available electronic
transition. When the electron-phonon coupling g is strong
enough, the extracted phonon linewidths and frequencies are
therefore given as follows:

ωexp =
√

ωanh(T )2 − ωanh(T ) · g2R(ω), (6)

Ŵexp = Ŵanh(T ) + g2ρ(ω). (7)

The deviations from the AD model could be caused by an
interaction of the phonons with an electric susceptibility
with an energy in the meV range. The lack of any electronic
renormalization in Bi2Te3 is thus indicating that there are no
available electronic states in this energy range. This is further
verified by the strongly diminished electronic density near the
Fermi edge in Bi2Te3 compared to Bi2Se3 seen by XPS, as
shown in Fig. 1(b).

Since the A2
1g- and E2

g -symmetry phonons show deviations
from the AD model, it can be argued that both phonons couple
to a close-lying electronic transition. The different energies of
the two phonons lead to different corrections from the real and
imaginary parts of the electric susceptibility according to Eqs.
(6) and (7).

The strong electronic renormalization in Bi2Se3 for the E2
g

mode in linewidth but none in frequency, shown in Fig. 2(c),
leads to the assumption that the E2

g phonon couples to an

electric susceptibility with an energy identical to the E2
g

energy, as visualized in Fig. 3(a). In that way, the E2
g phonon

would get a strong correction from the imaginary part ρ(ω)
since it is located at the maximum, resulting in an increased
linewidth Ŵexp according to Eq. (7). On the other hand, there
would not be any corrections in frequency because at ωph

the real part R(ω) is zero and thus ωexp corresponds to ωanh

according to Eq. (6). The temperature dependence of the E2
g

frequency is then sufficiently well described by the AD model,
as evident in Fig. 2(c). Following this hypothesis, the A2

1g
phonon with an energy of 22 meV would couple to ρ(ω) and a
negative R(ω) of the same electric susceptibility, as illustrated
in Fig. 3(b). This would again result in increased linewidths
and additionally in increased frequencies according to Eqs. (6)
and (7). Our hypothesis agrees well with the observed devia-
tions in frequency and linewidth at lower temperatures for the
A2

1g phonon shown in Fig. 2(e). In this picture, we expect to
observe these effects at lower temperatures where phonons are
frozen out and the scattering mechanism is dominated by the
electron-phonon coupling. This is again in good agreement
with our data, where we observe deviations from the AD
model setting in at temperatures below 120 K. Heid et al.

have calculated the coupling strengths of the Bi2Se3 CSSs
to optical modes as a function of phonon energy [47]. They
show that enhanced coupling occurs to phonons within an
energy range of 17 to 22 meV with a reduced coupling for
modes below 10 meV [47]. Even though Heid et al. state that
the dominant coupling occurs via polar-type optical modes,
significant coupling to Raman-active modes of the electron-
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FIG. 3. (a),(b) The real R(ω) and imaginary ρ(ω) parts of the
electric susceptibility are plotted together with the discrete state of
a phonon modeled by a simple Lorentzian with a phonon frequency
ωph. An overlap of both states is shown for the E 2

g mode in (a) and
the A2

1g mode in (b). (c) Temperature dependence of frequency and

linewidth of the Bi2Se3 A2
1g phonon. Two areas are indicated that

account for different decay mechanisms of the phonon. (d) Schematic
band structure of Bi2Se3 with two possible locations of the Fermi
level in an intrinsic (E i

F) and n-doped (E n
F ) Bi2Se3 nanoflake. The

bulk conduction band (BCB) and bulk valence band (BVB) are
labeled. Red arrows illustrate creations of electron-hole pairs by
a Raman phonon ωph. The gapped Dirac cone is shown when a
magnetic field B �= 0 T is applied.

phonon interaction is still present, as suggested in several
studies [11,48]. Thus, our observations are in good agreement
with the calculated coupling strengths, which support our
findings for only very weak renormalizations in the A1

1g mode

at 9 meV and strong renormalizations in the E2
g (16.7 meV)

and A2
1g (21.9 meV) modes. The preceding analysis leads to

the identification of two temperature regions with different
dominant scattering mechanisms that are shown in Fig. 3(c).
In region I, at higher temperatures, phonon-phonon coupling
dominates the phonon decay by the anharmonic interaction
and additional contributions from electron-phonon coupling
are no longer evident. Therefore, we observe good agreement
with the classic AD model in region I, where the bulk prop-
erties mask all surface-related effects. In region II, electron-
phonon coupling is significant and phonon renormalization
can be observed when the surface contribution is high enough.

So far, we discussed the electron-phonon coupling from an
energetic point of view. The A1

1g phonon with an energy of
around 9 meV should interfere with the electric susceptibility
around 16 meV by coupling to the positive imaginary and
real part. However, we do not observe electronic renormal-
izations for this mode. Hence, an additional aspect has to be
considered that affects the coupling strength g between the
phonons and the electric susceptibility. The eigenvectors of
the phonons show significantly different displacement vectors
for the A1

1g phonon compared to the E2
g and A2

1g phonons.

The atomic displacements for the E2
g and A2

1g modes modulate
the electric susceptibility related to the CSSs in the following
way: For both modes, the partially negatively charged chalco-
gene (Se, Te) atoms terminating each QL vibrate opposite
to the positively charged Bi atoms [18,49], whereas they
vibrate in phase for the A1

1g mode. The electronic polarizabil-

ity is, therefore, affected more strongly by the E2
g and A2

1g
phonons, resulting in a stronger electron-phonon coupling and
enhanced self-energy effects.

In a perfect single-crystalline Bi2Se3 sample the Fermi
level is expected to be located at the Dirac point [7], as
indicated in Fig. 3(d). In this case, intracone electronic tran-
sitions in the upper Dirac cone are available. The electron-
phonon coupling strength increases linearly with the energy
distance from the Dirac point due to the linear increase of
the density of states expected for the 2D Dirac dispersion
[47]. It is also possible that the Fermi level lies closer to
the bulk conduction band due to inherent n doping that is
often reported for naturally grown Bi2Se3 [33] and is also
shown in Fig. 3(d). In that case, transitions of the Dirac
fermions into the bulk conduction band become possible and
add to the intracone contributions. The coupling strength is
expected to be enhanced when additional interband transitions
are available [47], which explains our observed strong phonon
renormalizations. We, therefore, expect the Fermi level in our
Bi2Se3 samples to lie within the bulk gap but closer to the bulk
conduction bands.

The assumption of χ el being related to the CSSs is justified
by two aspects. First, we were able to show the enhanced
surface contributions of our flakes by the detection of IR
modes up to high temperatures. Second, the electric suscep-
tibility in the meV range can be associated with transitions
involving Dirac cone states. Additional insight can be gained
by manipulating the Dirac cone and the associated electric
susceptibility by means of a magnetic field. Since the Dirac
cone determines the low-energy electric susceptibility, its
modification is also indicative of the presence of the CSSs.
The changes in frequency and linewidth of the phonons as a
function of magnetic field for Bi2Se3 and Bi2Te3 are shown in
Figs. 4(a) to 4(f).

In agreement with our temperature dependent study and
XPS results, we observe a magnetic field dependent renor-
malization of phonon energies and linewidths in Bi2Se3, but
not in Bi2Te3. The absence of any phonon renormalization
in Bi2Te3 is again consistent with the reduced electronic
density near the Fermi edge compared to the Bi2Se3 sample.
For Bi2Se3, however, magnetic field dependent self-energy
corrections are observed in frequency and linewidth for the
A2

1g mode at 177 cm−1. At fields above 3 T, we find a

simultaneous hardening and broadening of about 0.6 cm−1

and 1.5 cm−1, respectively. Since it is known that in topo-
logical insulators a gap opening in the Dirac cone occurs in
the presence of a magnetic field [23], our results point to
a change in the electric susceptibility of the Dirac cone by
the magnetic field. The change in the electric susceptibility
would lead to a renormalization in the A2

1g mode in Bi2Se3. A
gap opening would shift and redistribute the electric suscep-
tibility. The hardening and broadening of the A2

1g mode with
increasing field strengths indicate the coupling to an electric
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FIG. 4. Magnetic field dependent self-energy effects for Bi2Se3

and Bi2Te3 nanoflakes at 3 K in (X-)scattering geometry and Faraday
configuration. The dependency of the three Raman modes in energy
(left column) and linewidth (right column) with magnetic field is
shown. All y axes are set to intervals of 2.0 cm−1 for easier com-
parability. Bi2Te3 phonons (red curves) show no significant change
in energy and linewidth over the applied magnetic field range. For the
Bi2Se3 phonons (blue curves), clear changes in energy and linewidth
can be observed for magnetic fields above 3 T. The dashed lines
represent guides to the eye.

susceptibility with a lower energy than the phonon according
to Eqs. (6) and (7). The decreasing linewidth of the E2

g
mode, on the other hand, shows a reduced coupling to the
electric susceptibility. We can therefore estimate the energy
of a gap opening in the Dirac cone to be in the range of 16 to
22 meV, which would explain the phonon renormalizations.
This finding is in agreement with results of Gooth et al.

[50], who report a gap opening in the order of tens of meV
by magnetic interactions in TI. According to our model, the
phonons decay by coupling to interband transitions from the
lower gapped Dirac cone to the upper one, as visualized
in Fig. 3(d). The strong phonon self-energy corrections due
to the electron-phonon interactions provide direct evidence

for the changes in the electric susceptibility in the CSSs at
magnetic field strengths above 3 T.

IV. CONCLUSION

In conclusion, we have investigated thin films of drop-
casted Bi2Se3 and Bi2Te3 nanoflakes by means of temperature
and magnetic field dependent Raman spectroscopy. The tem-
perature dependence of the phonon dynamics in our Bi2Te3

sample is readily described by the anharmonic phonon-
phonon interaction, indicating a dominant bulk behavior. For
Bi2Se3, we observe deviations from the AD model, which
can be linked to additional contributions from the electron-
phonon interaction originating from the increased surface
contribution. Our study suggests that the Dirac fermions con-
tribute significantly to the electron-phonon interactions, which
manifest in the strong phonon renormalizations in Bi2Se3 at
temperatures below 120 K. Additional magnetic field depen-
dent Raman spectroscopy reveals strong phonon self-energy
corrections in Bi2Se3, indicating the renormalization of the
phonons by the continuum free carriers and a significant mag-
netoelectric coupling. The self-energy changes in the Bi2Se3

phonons provide direct evidence for the manipulation of the
CSSs by an applied magnetic field, which can be associated
with a gap opening in the Dirac cone.
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ABSTRACT: We studied surface-enhanced Raman spectroscopy (SERS) in 4-
mercaptopyridine (4-Mpy) deposited on zinc oxide (ZnO) nanostructures, by using
resonance Raman scattering covering a range of incident photon energies from 1.7 to
5.7 eV. We investigated all primary routes of the energy-specific resonances that are
associated with the electronic transitions between the ZnO valence band (VB) to the
lowest unoccupied molecular orbital (LUMO) and the highest occupied molecular
orbital (HOMO) to the ZnO conduction band (CB), respectively. Two resonances at
5.55 and 5.15 eV in the ultraviolet (UV) spectral range can be associated with
transitions into the CB and most importantly into an excitonic-related state below the
ZnO CB, respectively. The energy difference between the UV resonances is 0.4 eV corresponding to the excitonic binding
energy as a result of excitonic quantum confinement in the 10−20 nm thick ZnO nanowalls. The observed excitonic SERS
resonance enhancement of the ring-breathing mode of 4-Mpy is about 15 times stronger than for the VB resonance observed at
2.43 eV and free of luminescence background. Hence, we outline new pathways of improving the detectability of molecules by
chemical SERS due to tuning of the quantum confinement in the excitonic resonance enhancement.

■ INTRODUCTION

Since its first observation, surface-enhanced Raman scattering
(SERS) has been widely used to enhance the often relatively
weak Raman cross section.1−12 SERS has been a subject of
intense research in various disciplines such as nanoscale
physics, analytical chemistry, and biological physics.13−15 Very
importantly, its extremely high sensitivity makes it possible to
realize Raman fingerprinting of a single molecule.16 This makes
SERS a very attractive technique, which can be applied to
diverse areas including pharmacy, biological sciences, and
forensics.17,18 However, SERS involves light−matter inter-
action on a small scale, where quantum mechanical confine-
ment effects could be important.19 It is generally accepted that
there are two main pathways to apply SERS.
Plasmonic SERS involves surface plasmon resonances

yielding an electric field enhancement in metallic nanostruc-
tures of, e.g., silver and gold, leading to typical enhancement
factors (EF) of 106.7−9,20 The near-field enhancement is
strongly associated with the shape of the nanoparticles9 and
their geometric arrangement, leading to the strongest enhance-
ment when the gap between the nanostructure reaches

molecular dimensions.21 It is reported that the EF can reach
giant values as high as 1012 in some cases.13

The other pathway is associated with a resonance enhance-
ment mechanism. In general, this effect is the result of charge-
transfer resonances between a molecule and a semiconductor
or insulator. Since these resonances have to occur between
occupied and unoccupied states, they are chemically highly
selective, coining the term chemical SERS.22,23 This effect has
no specific constraints regarding the arrangement of the used
nanostructures. Here, the nanostructuring is known to enhance
the SERS active area.22−25 Moreover, since substrates for
chemical SERS are not metals, there is no intense heating of
the nanostructure due to light absorption during the Raman
measurements.26,27

There are two charge-transfer processes between a molecule
and a semiconductor that can lead to resonance Raman
enhancement. The first process is associated with transitions
between the valence band (VB) of the semiconductor and the
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lowest unoccupied molecular orbital (LUMO). The second
process occurs between the highest occupied molecular orbital
(HOMO) and the conduction band (CB) of the semi-
conductor. Moreover, it is known that particularly sharp in-gap
excitonic states show strong resonance Raman enhance-
ments,28 making them prime candidates for enhancing the
chemical SERS effect. Excitonic states are also subject to many
interesting design options to change their properties that
relate, e.g., to doping, to the size of the nanostructure,
especially quantum confinement, and to external parameters
such as temperature.29

Within this Article we report on the nature of the expected
charge-transfer resonances between a molecule and a nano-
structured semiconductor substrate in chemical SERS. For the
case of 4-mercaptopyridine (4-Mpy) on zinc oxide (ZnO) one
would expect the VB to LUMO resonance in the visible, which
is commonly used in many studies25 and the HOMO to CB
resonance in the deep ultraviolet spectral range, which has not
been utilized before. Most importantly, we identify a novel
contribution to the UV resonance that can be tracked down to
excitonic states. These states can be tuned by the thickness of
the ZnO. Due to quantum confinement in the 10−20 nm thick
ZnO nanowalls the expected exciton binding energy is shifted
from 50 meV in the bulk to 400 meV below the band gap, as
also seen in photoluminescence spectra.30 In order to study all
resonance pathways, we utilize a unique resonance Raman
setup that is equipped with a fully reflective parabolic entrance
objective and a broad range of 15 different laser energies
covering the visible to UV spectral range.31−33

■ EXPERIMENTAL METHODS

For the nanostructured ZnO SERS substrates, position-
controlled ZnO microrod structures with nanowalls inside
were grown on chemical vapor deposition (CVD) graphene
films through the catalyst-free CVD process. We obtained ZnO
nanowall growth selectivity by depositing an SiO2 growth mask
on the graphene films. The SiO2 growth masks were prepared
by plasma-enhanced CVD (PECVD). Dimensional parameters
including the height and diameter of the obtained microrods
can be controlled by modifying the lithographic pattern mask
or varying the growth parameters of the catalyst-free CVD
process. In this work, highly oriented and ordered ZnO
mircrorods with an outer diameter of 4 μm and a height of 5
μm were typically employed. The detailed process for growing
ZnO nanostructures is described in previous reports.23,34,35

For molecule deposition, we immersed the substrates in a 4-
Mpy molecular solution (c = 10−4 M in methanol) for 2 h and
subsequently washed the samples with deionized water.
Raman measurements in the UV and visible spectral range

were obtained by the UT-3 Raman spectrometer,31 which is
equipped with a fully reflective custom-made entrance
objective allowing an all achromatic focusing of light in the
studied spectral range. A Tsunami Ti:sapphire laser system,
model 3950-X1BB (Spectra Physics Lasers Inc., California),
which was pumped with a green Millennia Pro Xs 10sJS diode
laser (Spectra Physics Lasers Inc., California) was used as
primary laser source. The fundamental laser line was frequency
doubled, tripled, or quadrupled with second harmonic
generation, third harmonic generation or fourth harmonic
generation (Spectra Physics Lasers Inc., California), respec-
tively. The pulse width of the laser was monitored with an auto
correlator (APE GmbH, Berlin) and around 1.7 ps. A gray
filter unit enables power reduction of the laser. The laser beam

was widened with a spatial filter and then focused on the
sample by the main parabola of the objective also collecting the
backscattered Raman signal. Measurements at 532 nm were
carried out by using a green CW Millennia laser.
For Raman measurement in the visible, we used two

additional setups. Measurements at 488 nm (diode laser) and
532 nm (diode-pumped solid state (DPSS) laser) were carried
out by using a McPherson 207 spectrometer equipped with a
nitrogen-cooled charge-coupled-device (CCD) array detector.
A LabRam HREvo 800 spectrometer and a helium−neon laser
were used for the 632.8 nm measurement. The excitation
power was less than 0.2 mW to avoid laser heating.
The raw Raman spectra were corrected for the spectral

response of the Raman spectrometer and normalized to the
used laser power and integration time,31 yielding the Raman
susceptibility. The measured intensity of 4-Mpy deposited on
ZnO-rods directly represents the Raman susceptibility since a
monolayer of molecules was measured.

■ RESULTS AND DISCUSSION

Figure 1 shows measured corrected Raman intensities (see
Experimental Methods for details) of a monolayer of 4-Mpy

adsorbed on nanostructured ZnO-rods for eight exemplarily
selected excitation energies out of 15 from 1.96 to 5.64 eV.
These excitation energies cover both expected resonances from
the molecular HOMO level to the semiconductor CB (deep
ultraviolet (UV) spectral range) and the semiconductor VB to
the molecular LUMO (visible). In Figure 1a we can observe
that the 4-Mpy ring-breathing mode at around
1000 cm−1 23,36,37 is strongly enhanced when tuning the
incident photon energy from 4.96 to 5.14 eV, showing an
extremely sharp resonance directly below the CB minimum. At

Figure 1. (a) Raman spectra of a monolayer of 4-Mpy deposited on
nanostructured ZnO rods for four exemplarily laser energies in the
deep UV range between 5.64 eV (220 nm) and 4.96 eV (250 nm).
Around 1000 cm−1, the breathing mode of the pyridine ring can be
observed. The maximum measured Raman response of this mode was
reached at 5.14 eV (241 nm). Other modes only get weakly enhanced,
outlining the mode selective enhancement of the chemical SERS
effect. (b) Raman spectra of a monolayer of 4-Mpy deposited on ZnO
rods for excitation energies covering the mid UV to visible spectral
range, i.e., of 3.76 eV (I), 2.54 eV (II), 2.44 eV (III), and 1.96 eV
(IV). At 3.76 eV, no 4-Mpy mode can be observed, but at 2.54, 2.33,
and 1.96 eV, it can be observed.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.9b07329
J. Phys. Chem. C 2019, 123, 24957−24962

24958



even higher incident photon energies up to 5.64 eV, we still
find a substantial resonance enhancement of this mode due to
transitions into the continuous CB states. In Figure 1b
resonance of the ring-breathing mode in the visible can be
observed. At 3.76 eV (330 nm), i.e., in the mid UV, no 4-Mpy
mode can be detected, while the ZnO mode is resonant
according to the expected VB-CB transition close to 3.4 eV
(see also Figure 3).30 However, concomitantly with the
proximity to this interband transition, we observe enhanced
fluorescence making Raman measurements between 330 and
488 nm very difficult or even impossible. At 488 nm we can
already observe the 4-Mpy modes, which get slightly further
enhanced toward 532 nm and then again strongly suppressed
at 633 and 704 nm (not shown). Therefore, the maximum
Raman response of the ring-breathing mode in the visible can
be estimated to be around 2.4 eV. Note that the visible and the
UV resonance have different mode-selective couplings since for
the UV the coupling to the molecular vibration occurs through
the molecular HOMO, whereas the visible resonance occurs
through the molecular LUMO. When comparing Figure 1a,b
one can also observe a significant line width broadening in the
UV, which is attributed to the difference in coupling between
HOMO and LUMO states, respectively. It is also noteworthy
to mention that the measurements in the UV are highly
reproducible due to the lack of any fluorescence backgrounds.
In order to discuss the resonance Raman effect that is
responsible for the chemical SERS effect, we utilize a simplified
Feynman diagram approach of Kawabata.38

The Feynman diagram in Figure 2 illustrates the resonant
Raman scattering process due to molecular vibrations. For the
UV resonance shown in Figure 2a, the light couples to

electrons via the p Â ·1 matrix element of a photon with energy
ℏωinc and momentum ℏkinc, exciting an electron from the 4-
Mpy HOMO to levels near the ZnO CB. The holes of the
HOMO in turn couple mode selectively to molecular
vibrations. After recombination of the electrons with the
holes in the HOMO, photons with ωsc and ksc are emitted.
Equivalently, Figure 2b shows the transition of electrons from
the VB to the LUMO, which also couple mode selectively to
the molecular vibrations of 4-Mpy. The resonance energies are
determined by the transitions between HOMO and CB and
between VB and LUMO, respectively (see Figure 3b).
The measured intensity of the scattered light I(ω) is

proportional to the imaginary part of the Raman response
function R̃(ω). For resonance Raman scattering the response
function depends on the incidence photon energy ℏωinc. After
correction for the scattering volume and for a constant
temperature, we can calculate the scattering intensity as31

I R( , ) Im( ( , ))inc incω ω ω ω= − ̃ (1)

We can express eq 1 in terms of the Feynman diagram
representing the four-photon Green’s function, as shown in
Figure 2a,b as a resonant Raman response function.38 In order
to derive a simple expression for the modeling of our results,
the Feynman diagram can be approximated with the following
simplifying assumptions:

• The vibrational excitation itself is independent of the
electronic susceptibility requiring that the energy scales
of electronic degrees of freedom (a few eV) are
decoupled from the molecular vibrational degrees of
freedom (smaller than 0.1 eV).

• Couplings are constant, real, and independent of the
momentum.

Then, we can simplify the Feynman diagram to the following
expression

where Te is the photon−electron interaction, gep denotes the
electron−phonon coupling constant, D0 is the vibrational
excitation, and denotes the electronic polarizability. Since gep
represents the coupling between an electronic state and
molecular vibration, mode selective enhancement can be
induced by this factor. The vibrational excitation D0 with an
eigenfrequency of ω0 and a damping Γvib, consisting of an
imaginary part D0

Im and a real part D0
Re is given by eq 3. The

electronic polarizability consists of imaginary and real parts as
shown in eq 4, where ωinc is the frequency of the incident
photons.

D D D
1

2i
i0 2

0
2

vib
0
Re

0
Im

ω ω ω
=

− + Γ
= +

(3)

Figure 2. Feynman diagram illustrating the four-photon Green’s
function of the resonant Raman scattering process coupling electronic
states to vibrations. (a) shows the UV resonance occurring between
the molecular HOMO level and the semiconductor CB, whereas (b)
shows the visible resonance occurring between the semiconductor VB
and the molecular LUMO. Both resonances are denoted as dotted

lines. Squares depict the photon−electron interaction, where p Â ·1

denotes the matrix element that is linear in the vector potential A1.
Photons are represented by wavy lines. The electronic transitions
occur between occupied states (solid lines, HOMO, VB) and
unoccupied states (dashed lines, CB, LUMO). Circles represent the
coupling between electrons and the molecular vibration, which is
shown in the middle of the diagram as a wavy line with a rightward
arrow. (c) Representation of the squared real part R2(ω) (red) and
the squared imaginary part ρ2(ω) (blue) of the polarization as
expressed in eqs 4, 7a, and 7b. The sum of both parts shown in green
represents the resonance enhancement of the Raman susceptibility.
We have set Γe/ℏωres equal to 0.02.
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After substitution eqs 4 and 3 into eq 2 and calculating the
imaginary part to obtain the scattering intensity according to
eq 1, we find the following expression:

I T g R( , ) ( ) ( )

2

( ) (2 )

inc e
4

ep
2 2

inc
2

inc

vib
2

0
2 2

vib
2

ω ω ω ρ ω

ω

ω ω ω

= ·[ + ]·

Γ

− + Γ (5)

In order to find an expression for the polarization, we have
to understand it as a collective excitation between the HOMO
and CB, or VB and LUMO, respectively. In discrete molecular
states, the polarization is given by a constant Cmax. The general
form of the propagator in the CB or VB is given in eq 6, where
εk is the respective dispersion relation of electrons and holes in
the semiconductor, ωelec is the electronic energy, and δk
represents the electronic damping.

G k( , )
1

ik k
0 elec

elec

ω
ω ε δ

=
− +

1
(6)

The real part R(ωinc) and imaginary part ρ(ωinc) of the
polarization (see eq 4) can now be written as shown in eqs 7a
and 7b. From eq 6 we can derive that the maximum
contribution to the transition within the semiconductor occurs
at the top of the VB and the bottom of the CB. Note that with
the experimentally observed lifetime of the electronic states
and the small energy difference between ingoing and outgoing
resonances, as shown in Figure 2 as dotted lines cannot be
resolved. Hence, we set the resonance energy as simply EHOMO

− ECB,min = ℏωres (see also Figure 3b).
39 The inverse lifetime of

this electronic excitation is denoted as Γe. Figure 2c shows the
square of the real and imaginary parts of the electronic
susceptibility, R2(ωinc) and ρ2(ωinc), to which the phonon
couples, respectively. The sum of both parts yields the
resonance enhancement factor, R2(ωinc) + ρ2(ωinc). We use
this for fitting the resonance profile, as shown in Figure 3a. It is
interesting to observe that the enhancement gets significantly
widened by considering the real part of the electronic
susceptibility and that this is also generating the dominant
“off-resonance” contribution.ikjjjjj y{zzzzzC R C( )

( )

( )
max

2 2
inc max

2 res inc

inc res
2

e
2

2

ω
ω ω

ω ω
· = ·

−

− + Γ (7a)ikjjjjj y{zzzzzC C( )
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2 2

inc max
2 e

inc res
2

e
2

2

ρ ω
ω ω

· = ·
Γ

− + Γ (7b)

In the case of several resonance levels, a simple super-
position of the Feynman diagram in Figure 2 leads after a
similar calculation to eq 8, where α̃i = Te,i

4gep,i
2Cmax,i

2.

I R( , ) ( ) ( )

2
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∑ω ω α ω ρ ω

ω

ω ω ω

= ̃ ·[ + ]·

Γ

− + Γ (8)

Our model is in agreement with the approach by others
representing the effective resonance process as product of
electronic and vibrational wave functions.39,40

Figure 3a shows the results of our fit to the vibrational
intensities, i.e., the resonance Raman profile of the 4-Mpy ring-
breathing mode according to the resonance enhancement
factors in eq 8. As expected we observe two main resonances,
which we can attribute to transitions from the molecular
HOMO to the CB in the UV and from the semiconductor VB
to the molecular LUMO in the visible. Surprisingly, the UV
resonance consists of two contributions. The initial resonance
at 5.15 eV is very sharp and responsible for the strong
resonance enhancement observed at 5.14 eV in Figure 1a.
Above 5.25 eV we observe a shoulder with substantial
scattering intensity, as evidenced by the 5.64 eV measurement
in Figure 1a. The fit of these resonance levels shows that they
are split by about 400 meV. This corresponds in good
agreement to the energy difference between the CB and the
quantum confined excitonic state in 10−20 nm thick ZnO.30

As shown in Table 1, the excitonic state exhibits a long lifetime
resulting in a damping of only 0.0967 eV, leading to a
surprisingly sharp resonance. It is shifted from 50 meV to
about 400 meV below the band gap due to confinement effects
in thin films. In our case the internal structure of the
nanowalled microrods is about 10−20 nm, leading to an
enhanced binding energy and stabilization of the exciton.29,30

Since ZnO has a polar termination surface, one would expect
that the direct interface of ZnO is passivated by environmental
gases such as H2O and CO2 adsorbed directly after the
manufacturing process, which prevents the formation of hybrid
states with the adsorbed molecule.30

Thus, the sharp resonance enhancement in the deep UV is
dominated by the presence of an excitonic state induced by the

Figure 3. (a) SERS Raman susceptibility (intensity of the Raman
response of a 4-Mpy monolayer on ZnO rods) of the mode at 1000
cm−1 plotted against the excitation energy. We found a resonance at
2.43 eV and two further resonance levels in the ultraviolet spectral
range at 5.15 and 5.55 eV. The resonance profile was fitted by eq 8
(detailed information in the text). (b) Pictorial energy model of the
investigated system, outlining the observed resonances in (a) due to
the indicated optical transitions. The intrinsic resonance transition of
4-Mpy from HOMO to LUMO (4.1 eV) and the band gap of ZnO
(3.4 eV) are shown in violet.
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quantum confinement of the 10−20 nm thick ZnO. In the
visible the resonance is by a factor of 15 weaker and occurs due
to the transition between the semiconductor VB and molecular
LUMO without the involvement of any excitonic states. The
competing resonance phenomena are summarized in Figure
3b. The red arrow shows the transition at 2.43 eV between the
VB and the LUMO, whereas the green and blue arrows denote
the deep UV transitions from the HOMO to the excitonic
states and the CB. However, it is also clear that the deep UV
excitation energies are above the intrinsic “bulk” resonance
energies in 4-Mpy, specifically the HOMO to LUMO
transition. In Figure 3b the energy splitting of both the
molecular HOMO−LUMO levels that is expected to be
around 4.1 eV and the ZnO CB to VB splitting that is expected
to be around 3.4 eV are shown in violet.30 The mid UV
resonance enhancement of the ZnO modes can be exemplarily
seen in Figure 1b for the measurement at 3.76 eV. The
presence of intramolecular resonances and charge-transfer
resonances between molecule and semiconductor will modify
the nominal SERS enhancement factor. Details on the SERS
enhancement can be found in the Supporting Information.

■ CONCLUSION

We studied the SERS effect of 4-mercaptopyridine adsorbed
on an array of nanostructured zinc-oxide microrods by
resonance Raman spectroscopy in the ultraviolet and visible
spectral range. We described the observed resonances by using
a phenomenological model based on a four-photon Green’s
function calculation of the Raman intensity. Two resonances in
the UV at 5.15 and 5.55 eV as well as one resonance in the
visible at around 2.43 eV were observed. The strongest
resonance is found in the UV at 5.15 eV and results from
transitions into an excitonic-related state below the ZnO CB.
This excitonic resonance is the result of quantum confinement
effects in the 10−20 nm thick ZnO nanowalls and the signal
enhancement exceeds the visible resonance by a factor of 15.
Our results lead to a better detectability and new opportunities
to optimize the chemical SERS effect of molecules adsorbed on
semiconductor nanostructured rods.
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Domingo, C.; Roth, S. V. Silver Substrates for Surface Enhanced
Raman Scattering: Correlation between Nanostructure and Raman
Scattering Enhancement. Appl. Phys. Lett. 2014, 104, 243107.
(22) Alessandri, I.; Lombardi, J. R. Enhanced Raman Scattering with
Dielectrics. Chem. Rev. 2016, 116, 14921−14981.
(23) Kim, N.-J.; Kim, J.; Park, J.-B.; Kim, H.; Yi, G.-C.; Yoon, S.
Direct Observation of Quantum Tunnelling Charge Transfers
between Molecules and Semiconductors for SERS. Nanoscale 2019,
11, 45−49.
(24) Wang, X.; Shi, W.; She, G.; Mu, L. Surface-Enhanced Raman
Scattering (SERS) on Transition Metal and Semiconductor
Nanostructures. Phys. Chem. Chem. Phys. 2012, 14, 5891−5901.
(25) Shin, H.-Y.; Shim, E.-L.; Choi, Y.-J.; Park, J.-H.; Yoon, S. Giant
Enhancement of the Raman Response Due to One-Dimensional ZnO
Nanostructures. Nanoscale 2014, 6, 14622−14626.
(26) Ding, S.-Y.; You, E.-M.; Tian, Z.-Q.; Moskovits, M. Electro-
magnetic Theories of Surface-Enhanced Raman Spectroscopy. Chem.
Soc. Rev. 2017, 46, 4042−4076.

(27) Caldarola, M.; Albella, P.; Corteś, E.; Rahmani, M.; Roschuk,
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Topological insulators (TIs) exhibit unconventional quantum phases that can be tuned by external 

quantum confinements. The geometrical crossover from 2D to 1D in a TI results in a novel state 

with a Spin Berry Phase (SBP). We use Raman scattering on single crystalline Bi2Se3-TI nanowires 

to track the geometrical crossover from quasi 2D to quasi 1D. It is marked by the sudden 

appearance of plasmonic surface-enhanced Raman scattering (SERS) in nanowires below 100 nm 

diameter. A magnetic field applied along the wire axis results in a quenched SERS, providing clear 

evidence that spin-polarized plasmonic excitations of the SBP dominate the electronic excitation 

spectrum. 

 

Topological insulators (TIs) exhibit Dirac cones, segments of nearly linear dispersion, where 

both dispersion branches have opposite spin orientation.1–3 The spin-polarized bands make TIs 

interesting candidates for many applications such as room-temperature spintronics, quantum 

computing, and thermoelectric generators.4 Experimental studies report on the investigation of 

electrical transport properties from nano-ribbons.5–11 TIs offer an exciting avenue to study 

physical anomalies and unconventional states in matter.6 In particular, geometric quantum 

confinement leads to exciting effects. For instance, morphing a 3D TI such a Bi2Se3 into a 1D 

cylinder leads to a splitting of the 2D conical Dirac band structure of the SS into 1D discrete 

subbands.12,13 As a consequence, 1D plasmonic bands are formed with gaps in the electronic 

excitation spectrum due to self-interference of the electronic wave functions around the cylinder 

perimeter. These gaps are inversely proportional to the wire diameter.12,14 Electronic bands of the 

TI are spin-polarized and consequently a Spin Berry Phase (SBP) is formed. The application of a 

magnetic field along the wire axis adds an additional phase shift to the electronic wave function 
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yielding a high sensitivity to small magnetic fluxes and as a consequence the restoration of the 

Dirac cone for magnetic fields of the order of a single flux quantum.12,14,15 

In 3D TIs with planar geometry, such as 2D-flakes and thin films, optical studies of plasmons 

have provided a deep insight into their electronic structure.16–22 Raman scattering on TIs has 

revealed the thickness-dependent quantum confinement of phonons in Bi2Se3 flakes and thin 

films.20–23 Plasmonic excitations at surfaces can enhance the Raman scattering cross-section by 

surface-enhanced Raman scattering (SERS).24,25 Thus, Raman scattering is a powerful tool to 

study the low-energy excitation spectrum, which is determined by novel plasmonic states, and to 

understand the coupling between spin, charge, and lattice degrees of freedom in TIs. 

Low-energy 1D plasmonic excitations of TIs have an energy scale of the order of 10 meV.12,13 

Direct absorption measurements of the plasmonic excitations will fail, as these low energies 

correspond to electromagnetic wavelengths of more than 100 µm exceeding the nanowire 

diameter by far. In this letter, we report on the study of single nanowires in a diameter range 

suitable to study the geometrical crossover from 2D to 1D TI SS and provide evidence for the 

presence of a SBP in nanowires with a diameter below 100 nm. We have designed a micro-

Raman setup26 that uses a circular diffraction limited spot with a diameter of (544 ± 13) nm 

within a magnetic field provided by two permanent magnets (Fig. 1(a) and (b), see SI 4). The 

heating of the wire even for powers of 140 µW from a 532 nm diode laser, was mitigated by 

scanning along the nanowire axis (see Fig. 1(a)). We have synthesized circular Bi2Se3 nanowires 

with lengths from 5 µm to 35 µm (see Fig. 1(d)-(f)) and diameters ranging from 22 nm to 

800 nm (see SI 2). Bi2Se3 nanowires with diameters down to 42 nm together with the laser focus 

were observed in the custom-made optical microscope, enabling a precise control of the scanning 

procedure (see Fig. 1(d)). The cylindrical shape of the nanowires is demonstrated by scanning 
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electron microscopy (SEM) and atomic force microscopy (AFM) images (Fig. 1(e) and (f), see 

SI 2). High-resolution transmission electron microscopy (HRTEM) confirms the single 

crystallinity of the wires and a 1D wire growth perpendicular to c-axis direction along the [11-

20] axis (Fig. 1(c)) in agreement with previous growth mechanisms.8,27 The wires exhibit an 

amorphous oxide shell as can be seen in Fig. 1(c), which is also evident in energy filtered TEM 

maps of the Oxygen-K edge (see lower inset and SI 2). Energy-dispersive X-ray spectroscopy 

(EDX) studies shown in the SI (SI 2) support the 2:3 (Bi:Se) stoichiometry. The wire, its 

quintuple layers, and orientation during the experiment are shown in Fig. 1(b) with the c-axis 

being perpendicular to the wire axis. We expect a Raman spectrum of phonons that is essentially 

comparable to that of a conventional 2D-flake of Bi2Se3.23,28 Magneto-transport measurements 

on devices as shown in Fig. 1(g) obtained from a 260 nm diameter wire reveal the presence of 

metallic SS. Weak anti-localization effects prove the strong spin-orbit coupling, which is 

prerequisite for the band inversion and the formation of Dirac-like SS. The measurements show a 

magnetic field-dependent crossover between 2D- and 1D-electrical transport in agreement with 

previous observations.29–31 From the transport measurements the Fermi vectors can be estimated 

to be kF = (1.24 ± 0.42) ∙ 10-2 Å-1 leading to an effective carrier concentration n = (kF)2/2π = 

4.9 ∙ 1011 cm-2 in good agreement with the 2:3 stoichiometry. More details are given in SI 8.  
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Figure 1. Experimental setup and sample characterization: (a) Sketch of the experimental Raman 

setup. A 532 nm diode laser beam is focused on a single Bi2Se3 nanowire. The scan direction 

along the wire axis is shown (white arrow). A magnetic field can be applied along the wire axis. 

(b) Schematic illustration of the quintuple layers and the wire growth in relation to the Raman 

experiments. (c) HRTEM micrograph of a wire (42 nm diameter). The wire is viewed along [2-1-

10] showing the quintuple layer stacking. The FFT shown in the upper inset reveals a growth 

direction of [11-20] orthogonal to the c-axis. The lower inset presents an exemplary EFTEM 

elemental map of the O-K edge at 530 eV. (d) Microscopy image of a wire with 73 nm diameter 

and the laser spot (green). (e) SEM image of a 316 nm wire. (f) Cross-sections as determined by 

AFM on wires with 80 nm and 140 nm diameter, respectively. The shapes are approximated by 

circles. (g) Device for transport measurements. The SEM image shows the 260 nm wire 

connected to the Cr contacts. 

The results of the Raman measurements as a function of nanowire diameter are shown in 

Fig. 2. In Fig. 2(a) we observe the E2
g- and A2

1g-modes of the Bi2Se3 phonons characteristic for 

the structure building quintuple layers.32 The measurements of the 2D flake and the 411 nm 
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nanowire show nearly identical phonon modes, which is in agreement with the stacking of the 

quintuple layers perpendicular to the wire elongation. The observed Raman intensity decreases 

proportional to the square of the wire diameter reflecting the decreased scattering volume. 

Finally, at around 200 nm, the signal strength of the nanowires is lost. Four nanowires with 

diameters between 180 nm and 225 nm were measured confirming this result. Surprisingly, the 

intensity of the Raman signal from wires smaller than 100 nm starts to increase again, peaking 

around 60 nm. This observation marks a clear crossover from a 2D to a 1D behaviour. In order to 

model the contributing phonons, the line shape can be described by Lorentz- or Fano-profiles.33–

36 The details of the line shape analysis are given in SI 6. For the sake of clarity, we fit Lorentz-

profiles to the phonons.  In Fig. 2(b) we plot the energy difference between the E2
g- and A2

1g-

modes, which is reduced by about 0.3 meV as the wire diameter is decreased. The simultaneous 

changes in intensity and relative phonon position point clearly towards the interaction of the 

phonon with an electronic mode that is characteristic for a 1D confined TI (see SI 7). The 

intensities of the E2
g- and A2

1g-modes divided by the square of the wire diameter and normalized 

to the susceptibility of the 411 nm wire are plotted in Fig. 2(c) and (d). While the E2
g-mode 

intensity peaks at a wire diameter of 55 nm the A2
1g-modes intensity continues to rise indicating 

that the highest intensity of the A2
1g-mode occurs below 40 nm. These results suggest a coupling 

of these phonons to an electronic low-energy excitation with an excitation energy depending on 

the diameter of the wire.  
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Figure 2. Experimental Raman data: (a) Raman spectra of Bi2Se3 nanowires with diameters from 

411 nm to 42 nm, as well as from a Bi2Se3 flake with a thickness of 10 nm. (b) Energy difference 

between the E2
g- and the A2

1g-modes as function of wire diameter. The dashed line guides the 

eye. (c) Raman susceptibility of the E2
g-mode and (d) Raman susceptibility of the A2

1g-mode as 

function of wire diameter. Curves were normalized to their respective susceptibilities at 411 nm. 

A Lorentzian with a maximum at a wire diameter of 55 nm models the E2
g-mode susceptibility. 

(d) A Lorentzian with a maximum at 36 nm was added as guide to the eye. 
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For circular 3D TIs, surface charges build up with decreasing wire diameter.12 The resulting 

electric field can couple to the photon field in Raman scattering. Surface enhanced Raman 

scattering (SERS) shows Raman enhancements between 102 and 109 in resonance with surface 

plasmons of metallic nanoparticles.24,25 Since the frequency of the optical photons and the 

frequency of the plasmons in TIs are expected to be different by two orders of magnitude, we 

adopt a non-resonant picture of the Raman process. This assumption is supported by the fact that 

the spectra in the 1D regime reveal the same contributing phonons that are present in the 2D 

limit, suggesting that a local field enhancement effect amplifies the conventional response. This 

mechanism is pictorially shown in Fig. 3(a). For 3D TI SS that are confined in 1D a photon 

excites plasmons and the phonons coupling to them get enhanced. In this context, the phonons 

act as low-energy probe of the electronic excitation spectrum. The energies of the E2
g-mode and 

the A2
1g-mode are 15.6 meV and 20.86 meV matching the expected energy scale of the plasmon 

in the 1D confined SS.12 The largest effect is expected when the energy of the plasmon matches 

the phonon energy. Note, the same plasmon that is responsible for the enhancement of the 

Raman process also interacts with the phonon so that we would expect changes in the phonon 

frequencies as observed in Fig. 2(b). As shown in SI 6, the Eg
2-mode exhibits a distinctive 

enhancement of the Fano-parameter at smaller NW diameter concomitantly with an enhanced 

width (broadening) and shift in mode frequency (hardening) clearly indicating the presence of a 

novel low-energy mode.33–35 

A novel quasi-particle excitation in an unconventional quantum state reveals itself by its 

dispersion relation. Experimentally, one would vary the momentum to probe the dispersion 

relation. However, the plasmonic dispersion relation depends strongly on the wire diameter. 

Therefore, our study on single nanowires as a function of wire diameter is suitable to track the 
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dispersion of electronic excitations in the SBP. The dispersion relation of electronic states of a 

1D cylinder in a magnetic field is given by12,37, 

𝜀𝑘,𝑚,𝑟(𝑅0) = ±𝐶2√𝑘2 + (1 + 2𝑚 − 2𝑟)2 ∆̃2(𝑅0)   , (1) 

with a gap opening in the electronic excitation spectrum that is inversely proportional to the 

wire diameter 

∆̃(𝑅0) = 𝐶1𝐶2 12𝑅0 = 𝛼𝑑   . (2) 

C1 and C2 are the inter-spin and inter-orbital coupling constants. R0 and d are the radius and 

diameter of the wire, respectively. k is the momentum, m is the sub-band quantum number, and r 

is the magnetic flux ratio along the wire axis in units of an elementary flux quantum. We take the 

following values. m = 0 assuming that only one sub-band is occupied. This is motivated by the 

2:3 stoichiometry (see EDX analysis in SI 2) and transport studies (see SI 8).  k = 0.0005 Å-1 is 

compatible with the averaged photon momentum transferred to the electrons along the wire axis. 

From Ref. 12 one obtains C2 = C1 = 3.33 eV Å. However, we have obtained  = 0.866 leading to 

C1 = 2.88 eV Å. With these parameters, we plot the electronic energies of the first sub-band as a 

function of wire diameter in Fig. 3(b). The energies of the E2
g- and A2

1g-phonons are marked by 

straight lines. Two essential conclusions can be made: Firstly, the impact of the cylindrical 

quantum confinement becomes relevant for wire diameters below 100 nm and, secondly, the 

energies of E2
g-mode and the A2

1g-mode match the excitation energies of the 1D plasmon at 

slightly different wire diameters of 55 nm and 36 nm, respectively. Both observations are well in 

line with the key findings in our experiment (Fig. 2(c) and (d)), strongly suggesting that the 

phonons couple to the photons by means of the electronic SS of the cylindrical TI. Note, with 
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increasing magnetic flux parallel to the NW axis, it is possible to quench these plasmonic 

excitations, which vanish for a fractional magnetic flux quantum of r = 0.5.12 Since the 

topological properties are dominated by the centre of the Brillouin Zone and as we apply a q ≈ 0 

Raman probe, we will evaluate the Feynman diagram in the k = q ≈ 0 limit. From the Feynman 

diagram shown in Fig. 3(a)38 we obtain: 

𝐼(𝜔, 𝑅0) = −Im[𝑀02 𝜒Plas2 (𝑅0) 𝜒Phon]  , (3) 

where 𝑀02 = |𝐴local2𝐴2 |2 𝑔2, with A2 being the first order non-resonant term of the light-matter 

interaction to a free electronic particle and g being the electron-phonon coupling constant. 𝐴local2  

is representing the local field enhancement, which we estimate to be of the order of 10 A2. The 

plasmonic susceptibility depends now critically on R0 due to the dispersion relation 

(equation (1)). The real and imaginary parts of the plasmonic susceptibility can be modelled by39 

𝜒Plas(𝑅0) = 1𝜔2 − (2𝜀𝑘,𝑚,𝑟(𝑅0))2+2𝑖 𝜀𝑘,𝑚,𝑟(𝑅0)𝜏𝑘   , (4) 

with τk being the plasmon lifetime. The phonon susceptibility is given by 

𝜒Phon(𝜔0, 𝛤) = 1𝜔2 − 𝜔02 + 2𝑖𝛤  . (5) 

The observed Raman intensity depends on the radius of a nanowire via the dispersion relation 

(equation (1)) in the susceptibility of the 1D-plasmon. The required input parameters were fixed 

in the following way. The bare phonon frequencies ω0 and damping constants  for both 

phonons were taken from the 2D limit, i.e. fits to the phonon spectrum of the flake. The 

dispersion in equation (4) was identical to the one shown in Fig. 3(b). The only unknown 
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parameter is the plasmon lifetime. It determines the width of the resonance as a function of wire 

diameter. For the calculations shown in Fig. 3(c) we have assumed an interaction of both 

phonons with one and the same plasmonic excitation and an estimated plasmon lifetime of 

500 ps. When comparing Fig. 2(c) and (d) with Fig. 3(d), it is evident that our simplified 

calculation can reproduce the experimentally derived different resonance behaviours of the E2
g- 

and A2
1g-modes by considering a single plasmonic mode that obeys the dispersion relation of 

equation (1) with m = 0 and r = 0 (for more details see SI 7). 

If these plasmons originate from the proposed SBP they should be very sensitive to the 

application of even small magnetic fields, as indicated by the sensitivity of the dispersion 

(equation (1)) to an applied magnetic field (see Fig. 3(b)). The critical value is half a flux 

quantum.12 For wires of 90 nm and 62 nm diameter this corresponds to magnetic fields of about 

165 mT and 350 mT, respectively. We have applied a field in axial geometry as outlined in 

Fig. 1(a). The results are shown for a 62 nm wire in Fig. 3(e) with a field of 80 mT 

corresponding to r = 0.13 in equation (1). The effect was reproduced for a wire with a diameter 

of 90 nm (see SI 4). The SERS is completely quenched with an applied magnetic field and 

recovers to the original results without field. This behaviour is even more dramatic than 

anticipated by our model. The calculation in Fig. 3(f), performed with the same parameters as the 

calculations in Fig. 3(c), would indicate a strongly suppressed E2
g -mode but only a 40 % 

suppression on the high energy A2
1g-mode. Yet, we could not find any sign of the A2

1g-mode in 

magnetic field measurements on wires with diameters of 62 nm and 90 nm. The extraordinarily 

strong magnetic field suppression clearly supports the presence of the SBP in 1D quantum 

confined TIs. Furthermore, the strong dependence suggest that magnetic fields applied along the 
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wire axis influence parameters such as the ratio  indicating changed inter-spin or inter-orbital 

coupling constants. 

 

Figure 3. Simulation of the Raman data: (a) Feynman diagram showing the Raman process for 

phonons. (b) Dispersion εk,m,r(R0) for m = 0 (first sub band) of a cylindrical nanowire for finite 

momentum k = 0.0005 Å-1 as a function of wire diameter with α = 0.866 and ratios r of the 

magnetic flux quantum (r = 0 to r = 0.5). Dashed straight lines mark the phonon energies. As the 

gap opens, the surface plasmons interact with the phonons and enhance the observed Raman 

phonon intensities. (c) Calculated non-resonant SERS of the 1D TI nanowires for different wire 

diameters. The E2
g-mode at 15.6 meV goes into resonance for larger wire diameters as compared 

to the A2
1g-mode at 20.86 meV. (d) Calculated (solid line) and experimentally observed 

(markers) susceptibility enhancement of the E2
g- and A2

1g-mode. The Raman susceptibilities 

were normalized to the susceptibilities at 411 nm. (e) Experimental Raman spectra of a 62 nm 
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wire without, with, and again without magnetic field of 80 mT (see SI 4). (f) Simulated Raman 

spectra as a function of magnetic field. 

In conclusion, we have shown the geometrical crossover from a 2D to 1D confined 

topologically protected SS below a critical nanowire diameter of about 100 nm. The 1D TI SS 

exhibits SERS that is strongly dependent on the diameter of the nanowires. We attribute these 

effects to novel spin-polarized plasmonic excitations within the SBP. We support this assignment 

by the observed SERS signal and the signal quenching induced by very small magnetic fluxes 

along the wire axis. The basic features of our experiments could be understood by modelling the 

coupling between spin-polarized 1D plasmons of the TI with the phonons. The 1D plasmons 

obey the expected dispersion relation and the only free parameters used in our model are  and  

representing the ratio between inter-spin to inter-orbital coupling strengths and the plasmon 

lifetime, respectively. Thus, we have provided clear evidence that spin-polarized plasmonic 

excitations of the SBP dominate the electronic excitation spectrum and we have established a 

new route to study low-energy excitation spectrum of 1D TI nanowires by means of Raman 

scattering.  
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