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Summary

Single-particle imaging (SPI) is a method that promises high-resolution structure determi-
nation of artificial or biological nanoparticles, including proteins. In a thin stream, these
particles are guided into the brilliant flashes of free-electron lasers. Upon interception, in-
coming photons diffract off randomly-oriented individual nanoparticles in the gas phase. The
low-signal snapshots are then classified and combined to retrieve the real-space structure of
the investigated molecules. Since this is the result from averaging over hundreds of thousands
of individual images, in order to achieve atomic resolution with SPI, the nanoparticles need to
be identical on the same length scales. For various reasons, biological molecules, like proteins,
have structural variability. Different oligomeric or conformational states may co-exist already
in solution and multiple charges, for example acquired in the process of aerosolization,
deform soft proteins due to Coulomb stretching. When not accounted for, these and other
morphologic deviations introduce positional ambiguity and effectively reduce the overall
achievable experimental resolution. In light of these challenges, methods to characterize and
control the particles to deliver high-purity particle beams in SPI experiments need to be
developed.

Here I present experimental results on the production of beams of aerosolized nanoparticles
with well-characterized charge- and oligomeric states and ways to modulate their charge-state
distributions. Furthermore, based on computational modeling, an electrostatic deflection
setup to enable the spatial separation of conformers is proposed, in which charge-neutral
biological macromolecules can be separated according to their conformational states. These
findings are crucial steps toward atomic-resolution imaging of identical macromolecules in
the gas phase, which can be directly applied in SPI experiments.





Zusammenfassung

Single-Particle Imaging (SPI) ist eine Methode, die hochauflösende Strukturbildgebung
von künstlichen oder biologischen Nanopartikeln wie Proteinen verspricht. Diese Teilchen
werden in einem dünnen Strahl in die brillanten Pulse von Freie-Elektronen-Lasern gelenkt.
Bei einem Treffer werden wenige Photonen an zufällig orientierten einzelnen Nanopartikeln
in der Gasphase gestreut. Die signalschwachen Schnappschüsse werden klassifiziert und
kombiniert, um die Raumstruktur der untersuchten Moleküle zu bestimmen. Da dies das
Ergebnis der Mittelung hunderttausender einzelner Bilder ist, müssen die Nanopartikel strikt
identisch sein, um mit SPI atomare Auflösung zu realisieren. Biologische Moleküle, wie zum
Beispiel Proteine, weisen jedoch aus verschiedenen Gründen strukturelle Variabilität auf.
Verschiedene Oligomere oder Konformationszustände können bereits in Lösung koexistieren,
und Mehrfachladungen, die beispielsweise bei der Aerosolisierung entstehen, verformen
flexible Proteine aufgrund Coulomb’scher Streckung. Wenn nicht berücksichtigt, führen
diese und andere morphologische Abweichungen zu Positionsambiguität und verringern die
experimentell erreichbare Strukturauflösung. Angesichts dieser Herausforderungen müssen
Methoden zur Charakterisierung und Kontrolle der Partikel entwickelt werden, um hochreine
Partikelstrahlen für SPI-Experimente zu generieren.

In dieser Arbeit werden experimentelle Ergebnisse zur Erzeugung von Strahlen aerosolisierter
Nanopartikel mit eingehend charakterisierten Ladungs- und Oligomerzuständen sowie Möglich-
keiten zur Modulation ihrer Ladungszustandsverteilungen vorgestellt. Darüber hinaus
wird auf Grundlage von Simulationen ein elektrostatischer Deflektor beschrieben, mit dem
ladungsneutrale biologische Makromoleküle entsprechend ihrer Konformationszustände ge-
trennt werden können. Diese Erkenntnisse sind entscheidende Schritte auf dem Weg zu
atomar aufgelöster Bildgebung identischer Moleküle in der Gasphase, die unmittelbar in
SPI-Experimenten angewendet werden können.
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1. Introduction

We humans are naturally curious. The desire to understand and learn is deeply rooted in
human nature and integral to our development [1], and one of the first steps to learning is
asking questions. From “What do you get if you multiply six by seven?” to “How many roads
must a man walk down?” to “What is the answer to life, the universe, and everything?” [42],
they let us embark on a quest for knowledge, seek information, and return with answers. We
organize systematically derived new bits of knowledge in the framework “science” [2]. Three
scientific branches are the fields of physics, chemistry, and biology, which help us answer
some of the grand challenges of society by exploring the fundamentals of matter and life. In
interdisciplinary fields like medicine, they come together and enable the curing of disease,
protecting from illness, or saving of lives.

For example, one of the current major medical challenges is emergent antibiotic resistance
of pathogens under high evolutionary pressure [3, 4]. An increasing number of bacterial
strains has developed evasion mechanisms, rendering them inert against virtually all available
pharmaceutical agents [5]. Whether mutational alterations of drug targets, production of
specific agent-inactivating enzymes, or expression of specialized drug-efflux membrane pumps,
frequently, these mechanisms include proteins [6].

Proteins also play a role in pharmaceutical countermeasures: synthetically derived an-
tibiotics, a class of therapeutic peptides and proteins, can be expected to show long-term
effectiveness against pathogens [7–10]. The success of these laboratory-made compounds
relies on identification of protein-molecular pathways, and so, the key to rational drug
development is fundamental understanding of structure, function, and the form-function
correlation of the involved molecules [11, 12]. The latter principle states that the structure
and the function of proteins are tightly correlated. In other words, when attempting to
comprehend physiological processes involving proteins or developing peptides with predicted
specific function on biological targets, i. e., with predicted dynamics, one needs to learn
about and understand their structure [13–15]: “It is very easy to answer many fundamental
biological questions; you just look at the thing!” [16]

But how can we look at the “things”? A diffraction-limited optical microscope resolves
details on length scales of few hundreds of nanometers [17], but higher performance is needed
in structural biology: for distinguishing between the functional side chains of proteins,
imaging resolution of 0.3 nm is required, and at 0.2 nm length scales, holes in aromatic
rings can be resolved [18, 19]. Different methods have emerged over the last decades to
shine light on protein structure, interaction with ligands, and protein dynamics in general.
The three major players in structural biology are x-ray crystallography, nuclear magnetic
resonance (NMR) methods, and, as a historically young technique, cryo-electron microscopy
(cryo-EM) [20].

Since over a hundred years, x-ray crystallography helps determining structure and com-
position of crystals [21–24]. These crystals can be inorganic or organic: formation of
protein crystals was described already in 1840 [25]. By analyzing x-ray Bragg peaks from
diffraction off periodically-ordered crystals, potentially atomically-resolved structure of the
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1. Introduction

molecules within is elucidated [26]. Major achievements with this technique were discovery
of DNA- [27] or ribosomal structure [28]. Also, in modified versions, protein dynamics were
explored [29–31].

However, not all protein sample can be readily crystallized [32]. Furthermore, effects of
confining arrangement in a crystal on structure and function of proteins were observed [33–35],
and so, universal applicability of crystallographic methods for protein-structure-and-dynamics
determination seems limited.

Cryo-EM is a fast-growing [36], atomic-resolution [37] imaging technique which does not
rely on formation of crystals [38, 39]. Instead, the sample is studied at cryogenic temperatures
in thin layers of vitreous ice, and large sets of images of electron-microscopically-imaged
molecules are combined for structure determination [40]. Cryo-EM faces its own challenges,
for example during sample preparation: reproducible production of vitrified sample has
proven difficult and is a persistent bottleneck in the cryo-EM workflow [41, 43–45].

NMR [46, 47] has the advantage of working with non-ionizing radiation on sample in
solution. With it, relaxation of magnetic spins provides information about average inter-
atomic distances, and thus, sample structure is retrieved [48]. One of its drawbacks is
comparatively low sensitivity [49] and fast magnetization relaxation in larger proteins,
limiting this method to smaller complexes, even though research efforts have allowed structure
investigation of massive biological structures [50–52].

With the help of the aforementioned methods, well over 100,000 different protein structures
could be resolved on an atomic level to date [53]. This extensive experimental data, archived
in the Protein Data Bank [54], for instance improved artificial-intelligence-based approaches
to understanding proteins, such as the AlphaFold algorithm [55], promising high predictive
power of three-dimensional (3D) protein structures from amino acid sequences. At some
point, these frameworks may assist in silico design of new drugs [56].

As seen on the example of multi-drug resistant microbes (vide supra), there is a major
incentive to study biomolecules: profound and detailed investigation of protein structure
and dynamics is crucial for tackling some of the current challenges of society.

There are, however, gray areas on the knowledge map: many aspects about the functionality
of proteins, and especially their fast dynamics, are still unknown [57–59]. One open question
is: do the experimentally determined protein structures, being the basis for data-driven
drug design [60], really reflect the structure of natural proteins, i. e., to which degree are
physiological conditions preserved for the molecules under investigation? For example, does
confinement in a crystal as used in crystallographic methods change the structure or function
of a protein [33, 61]? This would significantly affect our ability to understand biological
processes.

One complementary approach to the methods mentioned above for investigating biological
sample, like proteins, in a quasi-native state is the single-particle imaging (SPI) initiative [62,
63]. Its basic principle is application of x-ray crystallography on the smallest possible
“crystals”: individual molecules. Thus, in SPI experiments, isolated, individual nanoparticles
in the gas phase are successively guided into the focused, highly intense x-ray beam generated
by free-electron lasers (FELs), for example the Linac Coherent Light Source (LCLS) in
Stanford, the Free-Electron Laser in Hamburg (FLASH), and the European X-ray Free-
Electron Laser (EuXFEL). FELs generate brilliant x-rays by undulating relativistic electron
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beams. The periodic movement of electrons results in forward emission of photons, which
themselves interact with the electrons in a process called microbunching. Being now spatially
separated by integer multiples of the x-ray radiation wavelength, the electrons start emitting
coherent light that is guided into experimental endstations at up to MHz repetition rates [64,
65].

These pulsed x-ray photons are focused into a tight volume [66], intersecting a beam of
aerosolized and individual sample molecules. When a molecule is hit by one of the pulses,
the photons scatter and a diffraction snapshot of a single molecule is recorded. With each
pulse having a temporal full width at half maximum of femtoseconds, i. e., 10−15s, ultrafast
images of undistorted molecules are acquired before they explode, which coined the term
“diffraction-before-destruction” [67–69]. Each arbitrarily oriented molecule yields signal on
the order of few photons [70]. Due to the inherently low signal, tens to hundreds of thousands
of diffraction patterns of identical nanoparticles need to be recorded [71]. From this data,
the 3D structure of the molecules is retrieved [72–76]. Over the last years, this method was
employed to image the structure of artificial nanoparticles [77] and biological complexes
like viruses [78, 79] and proteins [80]. On gold nanoparticles, resolution of < 3 nm could be
achieved [81].

One envisioned exciting research case for SPI is resolving the structure of biological
molecules along the successive structural changes of a reaction pathway, as was recently
initially shown [82, 83]. Assembled one after the other, they would then show a “molecular
movie” of isolated proteins in action [84, 85]. Even getting a still picture of a macromolecule,
however, is not an easy feat: due to low scattering signal from nanoscopic objects, tens
of thousands up to millions of individual images have to be recorded to reconstruct the
structure in question. They are a collaborative result of extensive preparations, months-in-
advance submission of research proposals to FEL infrastructures for so-called beamtimes,
and intensive data collection and -processing at the scientific instruments of FEL facilities.
In other words, successful SPI experiments call for careful planning and preparation and
well-executed experimental work and theoretical analysis during and after the beamtime.

Among others, the achieved resolution, as a metric for the quality of the data, depends
on the ability to expose structurally identical versions of nanoparticles to the pulsed FEL.
With the approach of increasing the scattering signal by averaging over many images of
copies of the same molecule, undefined atomic positions translate as uncertainty into the
calculated 3D structure. An example for intermolecular morphological differences is a protein
in random folding states, co-existing in the aerosolized ensemble. If the signal-to-noise ratio
of each snapshot is high enough, conformational states of single molecules can be identified
computationally and accounted for in data processing [83], but for weakly-scattering particles,
this is difficult to achieve and resolution limitation persists. Being directly correlated with
achievable resolution, structural heterogeneity of the sample is a bottleneck toward atomic-
resolution SPI experiments [86].

Sources of heterogeneity in biological sample like proteins are different folding states,
thermal motion, or charge-induced stretching [87–89]. Methods to filter gas-phase macro-
molecules and produce aerosol with increased levels of uniformity are for example explored
in the context of mass spectrometry (MS), which is another technique for determining
the structure of biological sample. With it, nanoparticles, like proteins, are transferred
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1. Introduction

into the gas phase and ionized, which allows precise determination of the mass-to-charge
ratio of intact proteins or fragments using electric fields, for example in quadropole mass
analyzers [90]. Used as single-stage device or in combination with further characterization
techniques, information about the atomic composition and structure of the particles can
be inferred [91]. For example, a variation of MS is ion mobility spectrometry. Gas-phase
mobility of charged sample is determined with it, extending the mass determination ability
of pure MS toward analysis of conformational states of charged particles [92].

When it comes to controlling molecules and nanoparticles, their charge is a convenient
handle that is not only exploited in scientific, but also in technical applications [93]. In
addition, methods exist for controlling charge-neutral molecules. For example, by interacting
with their dipole moments, conformers of a neutral dipeptide could be spatially separated in
an electric field [94].

Preparing homogeneous sample in the gas phase is the scope of this work: how can measures
of control, more specifically, using electric fields, be used on aerosolized nanoparticles to
generate pure particle beams for SPI experiments?

This is detailed in the following chapters of this thesis. First, a brief overview of the
fundamental concepts is given in chapter 2, providing scientific background and an overview
over the methods used throughout this dissertation. The following results then focus on
gas-phase sample purification and characterization with respect to charge, oligomeric states,
and conformational states.

In chapter 3, I describe gas-focused liquid-jet-aerosolization of artificial nanoparticles,
which are then focused into a particle beam and electrostatically deflected. The dispersed
particles are detected with an optical-microscopy light-sheet method. The observed spatial
distribution is analyzed and can be used to characterize the particle beam using numerical
modeling. Despite not having been actively charged, significant amounts of charges on the
sample were found.

Following this, in chapter 4, few charges are observed and quantified in electrospray-
aerosolized artificial nanoparticles. Variation of aerosolization parameters is used to manipu-
late the observed charge-state distribution. Higher fractions of charge-neutral particles can
be prepared this way.

Analysis of deflected particle beams as described above could be then transferred from
artificial model systems to biological macromolecules. In chapter 5, a particle beam of
MDa = 1 · 106 u protein complexes with identical charge states is analyzed in regard to its
oligomeric composition. Within the electrically dispersed, charge-purified beam, areas of
high-purity monomeric protein complexes are identified.

In chapter 6, the focus is shifted from charged to charge-neutral particles. Numerical
simulations show how in a proposed experimental setup, a beam of protein can be purified
into pure conformational states based on differences in their dipole moments. This result
opens the path for even more extensive species control in SPI experiments.

After an summarizing conclusion, an outlook is given in chapter 7, sketching the path
toward possible future applications of SPI experiments.
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2. Fundamental Concepts

This chapter provides an overview on the physical and biological concepts used throughout
this thesis. Experimental and simulation details are presented.

2.1. Physical Basics

First, the necessary physical fundamentals are introduced, along with the quantities, which
will be referred to in the results chapters below. If not explicitly referenced, these basics
were compiled from and are described in greater detail in [95–98].

2.1.1. Charges, Electric Potential, Field, and Field Gradient

Electric charge is a fundamental property of matter. As demonstrated by Millikan [99], it
is expressed as integer multiples of the elementary charge e0 = 1.6022 · 10−19C and can
have positive or negative sign. Electric charges produce an electric field around them, which
interacts with other charges. While the potential Φ describes the necessary work to move
a probe charge from infinity to a given point in the field, the electric-field magnitude E is
described by the derivative of the potential. The derivative of E, i. e., the second derivative
of the potential, is the field gradient ∇E:

E(x, y) =

√(
∂Φ

∂x

)2

+

(
∂Φ

∂y

)2

∇E(x, y) =

√(
∂E

∂x

)2

+

(
∂E

∂y

)2

,

(2.1)

where:
Φ electric potential in V,
E electric-field strength in Vm−1,
∇E electric-field gradient in Vm−2, and
x, y coordinates in m.

Each of these quantities can be visualized by indicating isolines. If the direction and
magnitude of the electric field are constant at each point, it is homogeneous. In contrast,
two wire electrodes next to each other generate an inhomogeneous field and have a potential,
field, and field gradient as shown in Figure 2.1.

When an object like a molecule has asymmetrically distributed partial charges q, i. e., it
has a positively and a negatively charged side, it is considered a polar molecule. In this case,
it has a permanent dipole moment µp, which can be calculated by averaging over the charges,
spatially weighted by their corresponding x, y, and z positions in the molecular frame:
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2. Fundamental Concepts

y
x

Figure 2.1.: Electrostatics between two wire electrodes, which are depicted in each panel by two
solid black circles. The steps of the contour plots were chosen arbitrarily for illustrative
purpose. a): Potential contours. Isopotential lines are shown in white, their density is
highest between the two electrodes. b): Electric-field contours. Being the derivative of
the potential, the field is strongest where the spacing between the isopotential lines in a)
is smallest, which is between the electrodes. Along the white lines, the field has constant
magnitude and direction. c): Field gradient, the derivative of the electric field. The
contours are displayed with logarithmic spacing. In the center between the electrodes,
the gradient changes approximately linearly.

µx,y,z =
∑
n

qn · {x, y, z}n

µp =

√(
µ2
x + µ2

y + µ2
z

)
,

(2.2)

where:
µx,y,z permanent dipole moment components in Cm,
n index of partial charge,
q charge in C, and
µp permanent dipole moment in Cm.

The dipole moment is often expressed in Debye: 1 D ≈ 3.335 64 · 10−30Cm. In case of a
protein in solution, the partial charges are associated with its amino acids: as laid out in
subsection 2.3.1, its functional groups and side chains have pH-dependent ionization states.
This can be used to calculate the permanent dipole moment even of very large biological
molecules, based on protein data bank structures [100].

2.1.2. Interaction between Charges and Fields

Charges generate and interact with electric fields. Between two charges q1 and q2 acts the
Coulomb force of magnitude FC, which diminishes with the reciprocal squared distance l12
between the carriers:

FC =
q1q2

4πεε0l212
, (2.3)
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2.1. Physical Basics

where:
FC Coulomb force in N,
q charge in C,
ε relative permittivity without units,
ε0 vacuum permittivity in Fm−1, and
l12 distance between charges in m.

Depending on their polarity, this force is attractive or repulsive, as can be observed for
example on a water droplet. On its surface, the Coulomb force causes charges with the same
sign to repel and evenly distribute, while counteracting the surface tension of the droplet.
Exceeding a maximum amount of charges qR, called the Rayleigh limit [101], the repulsive
forces destabilize the droplet and eventually cause its breakup:

qR = 8π ·
√
ε0 · γ · r3, (2.4)

where:
qR maximum charge on a droplet in C,
γ surface tension in Nm−1, and
r droplet radius in m.

In the experiments described below, the accumulated field E⃗ from charges on electrodes were
employed to accelerate (⃗a) and deflect charged gas-phase particles with mass m:

F⃗ = q · E⃗ = m · a⃗, (2.5)

where:
E⃗ electric field in Vm−1,
m mass in kg, and
a⃗ acceleration in ms−2.

If a molecule accommodates partial charges of opposite sign, they tend to locally displace
under the influence of an external field. This displacement tendency is described by the
polarizability α, which leads to the field-induced dipole moment µind:

µind = αE, (2.6)

where:
µind induced dipole moment in Cm and
α polarizability in Cm2 V−1,

which are given here as scalar values: when accounting for non-parallel orientation between
µind and the field, the dipole moment and the field are expressed as vectors, and the
polarizability as rank-two tensor.

Often, polarizability is expressed as the polarizability volume:

α′ = α · 1

4πε0
, (2.7)

where:
α′ polarizability volume in m3.
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2. Fundamental Concepts

The polarizability can be analytically derived for objects with geometric shapes [102]. For
complex objects like a protein, numerical methods are employed. In first approximation, the
protein is considered to be a perfect conductor and the corresponding polarizability volume
is calculated by computational tools like ZENO [103]. Scaling these perfect-conductor results
to values of physiological protein afterwards was shown elsewhere [104].

Placed inside an electric field, a torque acts on molecules with a permanent or field-induced
dipole moment. Depending on the field strength and magnitude of the respective dipole
moments, the molecules align or orient along the field axis. “Alignment of molecules” here
refers to confining an axis of the molecules to an axis in the laboratory frame, and “orientation
of molecules” to have them in addition point into the same direction [105]. For example,
a sufficiently strong homogeneous electric field causes molecules with a permanent dipole
moment to orient along the field, i. e., all point along the field and into the same direction.

The interaction energy between dipole and field in relation to the energy kBT of the
molecule describes the imposed confinement: for a hot and fast-rotating molecule, stronger
fields are necessary to impose directionality onto it then for a cold, slowly-rotating one.
Orientation in the field is expressed as the angle θ between the field and the dipole. The
dipole-field interaction (Stark-) energy can be described as [106–110]:

Wp = −µp · E⟨cos θ⟩ (2.8)

Wind = −µind · E⟨cos2 θ⟩ = 1

2
αE2⟨cos2 θ⟩, (2.9)

where:
Wp,ind interaction energy of permanent and induced dipole moments

with the electric field in kgm2 s−2,
µp,ind permanent and induced dipole moments in Cm, and
θ the angle between the respective dipole moment vector

and the electric-field direction in rad.

In combination, the permanent and the induced dipole moment make up the effective dipole
moment of a molecule, which is the derivative of the combined interaction energies with
respect to the field:

µeff = −
∂
(
Wp +Wind

)
∂E

= µp⟨cos θ⟩+ αE⟨cos2 θ⟩, (2.10)

where:
µeff effective dipole moment in Cm.

Oriented in an inhomogeneous electric field with non-zero gradient ∇E, the partial charges of
a dipole are exposed to asymmetric local field strengths. Instead of only a torque, additionally,
a net force F acts on the dipole:

F⃗ = µeff∇⃗E, (2.11)

where:
∇⃗E electric-field gradient in Vm−2.
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This force causes spatial deflection of dipoles along the field, as was first proposed by
Kallmann and Reiche [111] and experimentally shown by Wrede [112]. Those molecules,
which move into regions of weaker fields, are weak-field seekers. On the other hand, complex
molecules and the ones in their ground state are strong-field seekers [113–116].

2.1.3. Optical Scattering

In the experiments described below, nanoparticles were imaged with an optical laser with
intensity I0. A camera recorded the scattered photons and the resulting images were used
to characterize the particles and their spatial distributions. The particles had diameters d,
which were smaller than the wavelength λ of the laser, allowing applying Rayleigh scattering
theory [117] to describe the observed intensity of scattered light I:

I ∝ I0 · d6 (2.12)

where:
I scattered intensity in Wm−2,
I0 incident intensity in Wm−2, and
d diameter in m.

With this scaling law, the recorded intensities could be scaled to diameters, as was shown
elsewhere for similar particle sizes [118].

2.2. Experimental Details

The physical basics introduced above help describe fundamental properties not only of
ideal, mathematical abstractions, but also of large biological systems. But what is the scale
considered here? How small is a “small” biomolecule, compared to a “large” one in the context
of this work? Note that, while in physics, the unified atomic mass unit (u) is frequently used,
for the description of protein masses, the Dalton (Da) is more commonly employed, with
1Da ≡ 1 u ≈ 1.660 54 · 10−27 kg. When describing protein masses, in this thesis, I will use
the unit Da.

For example, few-atomic amino acids have lengths of ≤ 1 nm and molecular masses
of 100Da, average proteins have diameters of few nm and masses of tens of kDa, like
the 5 nm/64 kDa hemoglobin, and the 30 nm giant protein complex erythrocruorin has a
molecular weight of more than 3MDa [119]. Following an experimental “top-down” approach,
the sample described below spans sizes roughly from 300 nm (about the size of the largest
viruses [120]) to 30 nm, pushing into the diameter range of typical proteins, which are of
special interest in structural biology.

In this chapter, background on the aerosolization process and on aerosol characterization
techniques is provided. Then, the electrostatic deflection setup is introduced.

9



2. Fundamental Concepts

2.2.1. Aerosolization Concepts

SPI aims at imaging structurally identical particles in the gas phase. With this requirement
comes the need for appropriate aerosolization techniques to deliver intact nanoparticles into
the x-ray focus of a free-electron laser (FEL).

Two established aerosolization methods were employed throughout this work and are here
presented: gas-dynamic virtual nozzles (GDVN) and electrospray ionization (ESI). They
differ in performance and scope. Both principles are depicted in Figure 2.2.

W

SXC
N2, CO2

He

Electrodeb)

HV

Capillary

Capillary

Ceramic nozzle

Experiment

Experiment

a)

Figure 2.2.: Comparison between GDVN and ESI. a): The sample line, a borosilicate glass capillary
with few tens of µm inner diameter, shown in dark orange, is fitted inside a nozzle,
shown in grey. A sheath gas, e. g., helium, focuses the sample-containing water from the
capillary into a thin jet, which becomes unstable and breaks into droplets of broadly
dispersed sizes. These droplets contain sample molecules, shown as red dots, and within
the sheath gas, they are transported toward the experimental chamber. b): For ESI, a
similar glass sample line is used. Instead of pure water as in a), the aqueous suspension
has a conductive additive, e. g., 20mM acetate. Between the capillary tip and a ring
electrode, depicted in dark grey, an electric field on the order of kVmm−1 is applied,
penetrating the liquid meniscus, which forms the Taylor cone. From its tip, highly charged
monodisperse droplets are ejected, carrying sample molecules. This process is stabilized
by nitrogen and carbon-dioxide sheath gas, preventing electric discharge. Accelerated
toward the electrode, the droplets, which pass through its orifice, are neutralized by a
soft-x-ray bipolar charger, indicated by SXC and a schematic yellow triangular region of
neutralization. The quickly evaporating droplets leave isolated, narrow- and low-charged
particles in the gas phase, and within the sheath gas, they are transported toward the
experimental chamber.

The first step toward transferring nanoparticles into the gas phase is preparation of sample

10



2.2. Experimental Details

in aqueous solution. Afterwards, the particles are pneumatically pressed from their reservoir
through a capillary. In a GDVN1 [121, 122, 124], this capillary is fixed inside a second, larger
nozzle. A sheath gas like helium tapers the sample-containing water from the inner capillary
into a thin jet, which eventually becomes unstable and breaks up into droplets, containing
the sample molecules. Carried by the sheath gas, the liquid evaporates and the aerosolized
sample molecules are guided into the interaction region of the FEL.

GDVNs are proven tools for sample delivery in SPI experiments [125]. Even though
smaller values were reported [126], the initially produced droplets normally have diameters
of few µm [127, 128], making GDVN the method of choice for aerosolization of particles
≥ 70 nm [129, 130]. For much smaller particles, the probability of the droplets containing
multiple particles at the same time increases, resulting in aggregation in the gas phase.

For transferring intact biomolecules from liquid into the gas phase, ESI is an established
method. With it, sample in a mass range of 100Da (like amino acids) to MDa protein
complexes can be aerosolized [131–133]. Instead of pure water, which is often used for GDVN,
sample is prepared in water with a non-denaturing, conductive, and ideally volatile additive,
like 20mM ammonium acetate solution [134].

For this technique, too, the sample-containing suspension is pushed through a capillary
with an inner diameter of few tens of micrometers. In positive-ion mode, a negative voltage
between the capillary tip and an electrode is applied and the corresponding electric field
causes ion separation in the conductive liquid. This leads to formation of the so-called Taylor
cone, which rapidly breaks up into highly charged droplets with monodisperse diameters
of few hundreds of nanometers [135], ideally each containing a single sample molecule. In
order to suppress discharging on the liquid/gas interface and to transport the generated
droplets, a mixture of nitrogen (N2) with 5–10% carbon dioxide (CO2) is used as sheath
gas. After being ejected, the droplets evaporate and leave micro-solvated molecules in the
gas phase [86, 136–139]. Stabilized in this “nano-beaker” of few layers of water molecules, in
general, preservation of solution-phase structure is assumed, which is essential for SPI of
biological sample [87].

In comparison, GDVN and ESI differ in the generated droplet size [140] and the sheath gas
they use. Starting from much larger volume than the ones from ESI, GDVN-sprayed droplets
carry higher amounts of non-volatile impurities, which upon evaporation of the liquid will
remain on the sample molecules, affecting their apparent structure in SPI experiments [141,
142]. An advantage of the GDVN is possibility to use helium, which has a low scattering cross
section for the x-rays which are used in SPI experiments [143]. The conventional sheath gas
mixture used in ESI, especially CO2, on the other hand creates significant x-ray-scattering
background, which is one of the current bottlenecks toward SPI of small proteins [68, 140].

For the results presented in this work, both described aerosolization methods were used,
in the form of a home-built GDVN and a commercial electrospray device (TSI model 3482

1The first gas-focused microscopic jet device of this kind consisted of different components, not including
a larger outer capillary but rather a flat surface with a hole [121]. Afterwards [122], this design was optimized
for serial-diffraction experiments, resembling the device which was used throughout this work. The scope of
an original GDVN was precisely defined and filed as a patent [123]. We may not have used a “GDVN” but a
derivative of it; however, in the following, I will define our “gas-focused liquid jet technique” and refer to it
as a “GDVN”.
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2. Fundamental Concepts

with built-in neutralizer).

2.2.2. Neutralizer

A neutralizer was used in tandem with the electrospray. It shapes the charge-state distribu-
tions (CSD) shown below and is thus presented here in physical and technical detail.

Just after being ejected from the Taylor cone in an electrospray setup, the charged droplets
start to evaporate. Left untreated, their surface shrinks, which results in an increase in
surface charge density. When a droplet approaches the critical size at the Rayleigh limit, see
Equation 2.4, it gets unstable, which results in an abrupt shedding of approximately 20% of
the charges and 3% of the mass [135]. With ongoing evaporation, these fission events repeat
until the analyte is quasi-dry with some stabilizing residue water molecules and left with the
remaining surface charges, proportional to the surface of the proteins [144]. This picture
follows the charged-residue model [145, 146].

Significant amounts of charges on the droplets cause structural changes of the molecules
contained within due to Coulomb repulsion [147] and could be correlated to denatured
proteins in the gas phase [148]. In contrast, SPI experiments aim for imaging biomolecules in
physiological states. The aerosolization of particles and the evaporation of the droplets thus
need to be as gentle as possible in order to retain the in-solution structure. One important
step to producing intact aerosolized nanoparticles is reduction of charges. This can be
achieved with soft-x-ray neutralizers.

After breakup of the Taylor cone, the charged droplets are accelerated downstream toward
the electrode. It has an opening through which the aerosol enters the neutralization chamber
as shown in Figure 2.2 b). Neutralizers are part of some commercial electrospray sources, such
as the model that was employed for the described experiments. For this and similar models,
soft-x-ray sources are used to generate bipolar gas ions with a number density on the order of
1014m−3, which are designed to promptly reduce the amount of charges of the aerosol droplets.
Other pathways of neutralization include direct ionization or generation of charges from the
surrounding chamber walls [149]. The charges of the evaporating droplets are neutralized
and typically only few remain, depending on the size of the particles. Detailed descriptions
and theory of the expected CSD after neutralization was described elsewhere [150–153].

For the used neutralizer model (TSI model 3088) and electrospray generator design, an
approximation of the CSD for different particle sizes can be calculated2. For 220 nm, 88 nm,
and 30 nm particles, the expected CSDs are shown in Figure 2.3. With increase in size, the
distribution broadens. For all sizes, a subtle asymmetry in the CSD is observed, with higher
probability of negative charges in the aerosol.

2.2.3. Scanning Mobility Particle Sizer

In combination with charged particles, tools to externally characterize the electrospray-
aerosolized species are electrostatic classifiers with differential mobility analyzers (DMA)

2The set of parameters, which describes the performance of the neutralizer, is shown in [150], Table
B1. After careful consideration, parameter a4/N=0 was assumed a typing error and changed for the shown
calculations from 0.19770 to 0.10770, resulting in plausible distributions.
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Figure 2.3.: Charge state distribution for selected particle diameters, based on charging theory and
models by Wiedensohler and Fuchs, see text. For all sizes, the most probable charge is 0.
With increase in particle diameter, the CSD broadens.

(TSI, classifier model 3080, DMA models 3081 “long” and 3085 “nano”) and condensation
particle counters (CPC) (TSI, model 3786). The models used throughout this dissertation
are in parenthesis. Used in tandem in this constellation, they are referred to as a scanning
mobility particle sizer (SMPS) (TSI, model 3936).

A DMA samples electric mobilities of the particles within an aerosol, which was charged by
a neutralizer. In positive-ion mode, only non-zero positively charged particles are transmitted,
and vice versa for negative-ion mode. By scanning a deflection voltage and transmitting
only species of a narrow electric mobility at a time, a broad size range from few nm to µm
can be sampled with the classifier. For detection, the transmitted particles travel through
atmosphere of saturated humidity in the CPC. Water molecules condense around the particle
nuclei and eventually become big enough to be detected with a low-power optical detection
setup. The number of counted particles at each time can now be correlated to the scanning
voltage, and thus, with known internal parameters, to the particle mobility diameter [154].

This method allows quick characterization of the size distribution within the produced
aerosol at a glance. When investigating particles with the experimental setup, presented
in subsection 2.2.4, a SMPS serves as a benchmark and also provides limited insight into
the charge-state distribution of the aerosol. Two exemplary SMPS plots of electrospray-
aerosolized sample, measured with a “long” DMA in positive-ion mode, are shown in Figure 2.4.
Here, a small bioparticle, bovine serum albumin (BSA) (Sigma Aldrich), and a large artificial
nanoparticle, 220 nm polystyrene (PS) spheres (Alfa Aesar), were analyzed. The BSA
plot shows a size distribution with a prominent peak at 8.3 nm, which can be expected
to represent the BSA monomer [155–157]. On its right, additional peaks can be observed
which quickly merge into a broad “shoulder”, trailing off to larger diameters. They indicate
singly charged clusters of two or more particles, which have a reduced electric mobility,
compared to the singly charged monomers. The relative peak heights change with the
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prepared sample concentration: reducing the number density in solution results in a higher
fraction of electrosprayed droplets containing single particles, but also in lower absolute
numbers of aerosolized particles. Multiple peaks are also observed in the SMPS spectrum of
220 nm PS spheres. They appear toward smaller sizes in the distribution and correspond to
higher order charges of individual spheres. Each peak successively indicates one additional
charge, starting from +1 at 250 nm. For ejecting such large particles from the Taylor cone,
the ESI parameters had to be tuned to atypically high flow rates, partially destabilizing the
electrospraying process and causing larger initial droplets. The shift of measured particle
diameters toward larger than the nominal values can be explained by excessive layers of
liquid or non-volatile residues sticking to the particles. Droplet-size dependence on liquid
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Figure 2.4.: Two SMPS measurements of electrosprayed particles. a): Aerosolized BSA. At 8.3 nm,
a distinct peak of monomers (*1) could be observed, which was well-separated from
dimers (*2) with two and trimers (*3) with three BSA molecules at 10.3 nm and 11.8 nm,
respectively. Peaks of even larger clusters merge into a shoulder toward larger sizes
≤ 20 nm. b): Aerosolized 220 nm polystyrene spheres. Large particles like these have
an increased chance of acquiring multiple charges, see Figure 2.3. Compared to singly
charged aggregates as shown in a), the multiply charged single particles have a higher
electrostatic mobility: *1 indicates singly charged, *2, *3, and *4 doubly, triply, and
quadruply charged single spheres.

flow is shown in Figure 2.5. Here, water with 20mM ammonium acetate and 2% sucrose
(by volume) was aerosolized and characterized with an SMPS. While water and ammonium
acetate evaporated, they left solid sucrose balls in the gas phase. By increase of the flow
rate, the volumes of the produced droplets and the remaining sucrose particle sizes dsuc
varied significantly, describing a change in initial droplet size dinit by a factor of ≥ 2. This
analysis helps to characterize the electrospray setup and the correlation between liquid flow
and droplet size, which is especially useful for SPI of small biomolecules: for them, excessive
evaporative impurity deposition should be avoided, as this cloaks the molecular structure.

As shown, an SMPS is a useful tool for initial characterization of sample concentration
and presence of oligomeric species. Also, relative abundance of charge states of same sign
can be evaluated, as was recently explored in detail elsewhere [158]. Furthermore, it can be
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Figure 2.5.: Aerosol size distribution of electrosprayed 2% sucrose as measured with the “nano” DMA.
Two different spraying conditions were used, which resulted in a low flow, shown in
yellow, and a high flow, shown in blue. The median sizes (1 and a) were 21 nm and
44 nm, the most probable sizes of the larger-sized peak (2 and b) 28 nm and 48 nm, and
the third quartile sizes (3 and c) 30 nm and 67 nm. The corresponding initial droplet
sizes are calculated by correlation of initial diameter dinit, sucrose ball size dsuc, and
sucrose volume concentration Csuc (in percent/100): dinit = dsuc · C
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used to measure the initial size of droplets ejected from the Taylor cone.

2.2.4. Particle-Beam Characterization and the Electric Deflector

Above, methods to transfer nanoparticles from solution into the gas phase were presented,
as well as means to characterize them. For SPI experiments, the aerosol is guided into the
pulsed x-ray beam of an FEL in a narrow stream to achieve high particle number densities.
This increases the probability of molecule exposure, respectively, the diffraction events per
unit time, or in other words, the hit rate. These dense particle beams can be generated
by hydrodynamic focusing of the particles in an aerodynamic lens stack (ALS), which uses
stacked apertures to successively confine the aerosolized particles onto a central axis.

In order to reduce gas load in the interaction chamber, a differential pumping skimmer
assembly is used before the ALS [159]. Upon exiting the ALS, the particles are injected into
the experimental chamber as a focused or collimated beam and guided into the FEL [81,
125, 130, 160].

Performance of such an ALS injector in regard to velocities of the particles exiting it, and,
correspondingly, particle-beam widths and focusing behaviour, depends for example on shapes
and masses of the particles, gas pressure parameters, and the used stack geometry [161].
Based on these criteria, ALS injectors can be optimized for experimental conditions [162, 163].
The geometry of an ALS describes the alternating diameters of the aformentioned apertures
and drift tubes. For the experiments presented in chapter 3, a geometry as described
elsewhere [163] was used. The geometry used in chapter 4 and chapter 5 was (in the same
nomenclature as in the referenced publication): R0 = 10mm, r0 = 3.75mm, R1 = 10mm,
r1 = 3.5mm, R2 = 10mm, r2 = 3.5mm, R3 = 5mm, r3 = 5mm, R4 = 5mm, r4 = 1.25mm.
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For efficient SPI experiments, the particle beams should be characterized beforehand
and experimental conditions optimized, since a narrow and dense beam at large distances
from the injector surface promises high hit rates and low x-ray scattering background from
metallic surfaces and gas. Having installed a setup in the laboratory, similar to the ones
used at FELs, experimental conditions at beamtimes could be mimicked and particle beams
characterized with optical imaging methods. This laboratory-based characterization setup is
laid out in the following. The data collected in that setup yielded the results presented in
the chapters below.

After ejection from an ALS injector, the particles were focused into an experimental
chamber. Here, they were detected with a visible-light laser, which was pointed underneath
the last orifice of the ALS to cross the particle beam. In a beamtime, this detection laser
is replaced by the FEL x-ray beam. The ALS was mounted on a three-dimensionally (3D)
motorized linear translation stage and by moving it along the injection axis, the particle beam
could be illuminated at different heights. Scattering of photons from individual nanoparticles
was recorded with an optical microscope setup (objective: Edmund Optics, model 59-876)
in combination with a complementary metal–oxide–semiconductor active-pixel-sensor type
(CMOS) camera (Teledyne Photometrics, model Prime 95B). The individual scattering
events, called hits, were used for determining particle positions and scattering intensities.

We used two principal imaging configurations: a light-sheet- [164] and a side-view imaging
setup, see Figure 2.6. In the former, the incident laser (Coherent, model Verdi V, average
power: 5W, λ = 532 nm) was focused along the y axis, yielding a light sheet. The camera
was mounted underneath the laser and pointed upwards along y and into the particle beam.
When particles passed through the continuous-wave (cw) illumination of the light sheet, the
camera recorded scattering events.

In contrast, the laser for the side-view imaging setup (Innolas, model SpitLight 600,
λ = 532 nm, pulse width: 10 ns, repetition rate: 20Hz, nominal pulse energy: 239mJ)
was focused in two dimensions (2D) along the y and z axes. The camera was oriented
perpendicular to both the intersecting laser and particle-beam axes and recorded the same
observables as in light-sheet imaging, but along the z axis.

While data analysis was treated similarly, the main technical difference was the substantially
higher peak intensity achieved with the pulsed compared to the cw laser, allowing for detection
of smaller particles. In the side-view imaging setup, particles with diameters ≥ 27 nm could
be identified.

In both setups, when the incident photons from the imaging laser scattered on a nanoparticle
and into the camera, exceeding a detection threshold, hits could be detected. For the
wavelength of λ = 532 nm, 1 photon was on average converted into 0.78 grey values at a
quantum efficiency of approximately 95% [165].

With the particles being much smaller than the wavelength of the optical laser, structural
details could not be resolved [17]. Instead, point spread functions of magnitude scaled to the
sizes of the particles were recorded. As such, each particle hit corresponded to a 2D Gaussian
distribution, a “blob”. A blob-finding routine based on Hessian curvature identification was
implemented, as was shown for different applications with good resolution of even closely
neighbored and partially overlapping blobs [166]. When two particles were detected too
closely together, artifacts were produced in analyzing the recorded intensities, but these
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Figure 2.6.: The two particle-beam characterization setups. a): Side-view imaging. The optical
laser entered the experimental chamber through a laser window along the x axis. It
was focused with a cylindrical lens in y direction. The ALS was oriented along the y
axis and injected the particle beam through the light sheet. The portions of scattering
events in the xz plane were recorded by the camera. b): In side-view imaging mode, the
camera was oriented along z. The pulsed laser, again propagating along x, was focused
in 2D. The particle beam was illuminated and scattering along the z axis was recorded.

could be quantified and accounted for, see section B.1.

After having determined the spatial positions of detected particles, they could be converted
into 2D histograms. Scattering intensities were integrated in a region-of-interest around the
determined blob centers.

By taking the laser profile into account, the measured intensities could be normalized to
the incident laser intensity, which allowed for comparison of scattering signal throughout the
entire field-of-view of the camera, see section B.3.

One aspect of particle-beam characterization was studying their behavior in electric fields.
These fields were created by electrodes and a voltage supply (Aim-TTi, model PLH250-P,
maximum output 250V). In the experiments presented below, two different arrangements
as shown in Figure 2.7 were used. Both sets of electrodes were oriented along the z axis
and at least two orders of magnitude longer than the expected particle-beam width. The
electrostatic field generated between the electrodes could thus be considered constant along
the z axis. The rod-electrode design, Figure 2.7 a), featured a large gap of 6mm between the
electrodes, which allowed transmission of broad particle beams and prevented back pressure
of carrier gas. At the same time, the maximum electric field was weaker compared to the
blade electrode design, Figure 2.7 b), in which the thin razor blade electrodes were positioned
at a distance of 0.55mm. This compact setup proved particularly beneficial for beams of
small particles which focused at small distances from the ALS. The particles were injected
into the electric field of either setup and their positions underneath the electrodes were
recorded with a detection setup as described above.
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Figure 2.7.: Two electrode geometries were used for characterization of charge properties of nanopar-
ticles, a): two rod electrodes with 4mm diameter and a center point distance of 10mm,
mounted 14.7mm underneath the ALS, and b): two blade electrodes, installed 1.1mm
underneath the injector. They were positioned at a distance of 0.55mm from each other,
allowing for stronger fields than the rod geometry. In both cases, charge-neutral particle
beams (q = 0, blue line) were unaffected by the applied field, in contrast to charged
particles (q = Q, green line).

2.3. Samples

After having given a summary of the used tools and techniques, this section will introduce the
star of SPI: the sample. Of major scientific interest in structural biology are proteins [167],
which have a form-/ function correlation: if we want to understand their function, we need
to learn about their structure [168]. What are their structural features, and what happens
when transferring proteins into the gas phase?

2.3.1. Proteins in Solution and in the Gas Phase

Proteins are one type of the four major biological molecules, among nucleic acids, lipids,
and carbohydrates [169]. Dictated by their structure and the chemical properties of their
exposed amino acids, proteins fulfill specific tasks in nature. They can for example mediate
perfusion of molecules through cell membranes by forming transmembrane channels, initiate
chemical reactions, convert energy, or help recognize pathogens [170]. Their structure is
typically assessed on four hierarchical levels. The primary structure describes the amino-acid
sequence of proteins. The secondary structure describes the repetitive, hydrogen-bonded
folding pattern of amino acids, e. g., α-helices and β-strands. The tertiary structure is the
3D arrangement of the secondary-structure patterns, and some functional proteins consist of
individual subunits, which together make up the quaternary structure [171].

Although many more variations of amino acids exist, proteins in humans consist of about
20 of them. With their average mass of 118.8Da and a mean sequence length of 486 amino
acids in animal proteins [172, 173], the average protein has a mass of approximately 58 kDa,
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or 9.6 · 10−23 kg. The individual amino acids consist of a backbone, which is an amino
(NH2) and a carboxylic acid group (COOH) attached to a central carbon atom, to which in
most cases also a unique side chain is bonded, giving the amino acids individual chemical
properties and structures [174]. These three groups can be ionized, depending on the pH of
their environment and their dissociation properties. The amino acids, as well as the protein
they make up, have a resulting net charge [175, 176]. This net charge can be zero, which is
the case at a pH value corresponding to the isoelectric point (pI) of the protein [177], it is
positive at pH<pI, and negative at pH>pI [178]. If a side chain tends to bind a positive
charge, it is basic. If it tends to lose protons, it is acidic. For proteins in solution, the net
charge is the sum over all these charges and additional ions, which are in tight association
with the protein [179].

What happens with proteins in the gas phase? When being aerosolized, for example via
ESI in positive-ion mode, the droplets carry sample molecules in their center and protons
on their surface, keeping the volume of the droplet essentially field-free [180, 181]. Upon
evaporation, the protons tend to distribute among the most basic residues, and the resulting
charge scales with their number, respectively, the surface of the molecules [87, 182, 183].
Highly charging a protein change its structure due to Coulomb stretching [184], and because
the function of a protein is defined by their form, high charges should be avoided in structure-
preserving ESI [185]. For SPI experiments, which are aiming at imaging the structure of
protein and other biological sample in their “native state” in order to learn about their
function, decharging of the molecules is achieved with a neutralizer as described above.

2.3.2. Artificial Nanoparticles

Instead of proteins and biosample, which can be difficult to produce, control, or acquire,
an artificial model was used for some of the results presented in this work. Furthermore,
the optical setup used for particle imaging had vanishing detection efficiency for particles
≤ 27 nm, which on the other hand is the size range for most protein samples. Instead,
commercially available PS spheres with defined sizes as presented in Table 2.1 were used.
Due to surface modification, coagulation for PS particles is largely avoided and isolated
particles thus relatively easily produced.

Size in nm Manufacturer used in chapter

27.4± 6.0 b TFS 5
42.9± 7.2 a PE 5
52.0± 7.3 a AA 4, 5
69.3± 10.2 a PE 5
88.0± 7.0 a AA 4, 5
220.0± 17.6 a AA 3

Table 2.1.: PS sample which was used throughout this work. Sizes and distributions either correspond
to manufacturer specificationsa or were measured with an SMPS deviceb. Manufacturer
acronyms: TFS (ThermoFisher Scientific, U.S.A.), PSI (Polysciences Europe GmbH,
Germany), AA (Alfa Aesar, part of ThermoFisher Scientific).
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2.4. Simulation Details

For simulating the deflection of charged particles in electrostatic fields, SIMION v8 [186], a
commercial particle trajectory simulation platform, was used. The setup boundaries, like
electrodes and other metal surfaces, were modeled in the respective interface and the resulting
electric field from assumed applied voltages was calculated, see Figure 2.8. Sets of sample

0 +1 +2-1-2

0 V+250 V

ALS

y
x

500 µm
Detection 
plane

0 V

Figure 2.8.: Particle trajectory simulations, modeled with SIMION. The setup boundaries, i. e.,
electrode surfaces, were defined as geometric shapes (brown, hatched). Shown here is
the blade deflector geometry as described above. +250V were applied to one of the
electrodes and the field between it, the second electrode, and the metal surface of the
ALS was calculated. As guide to the eye, isolines of the electric field are plotted in blue.
Particles with integer charges [-2,+2] were initialized in the injector orifice (top of the
figure) and propagated in -y direction. Based on their charge, velocity, and mass, they
deflected. At a defined y distance, the detection plane, their x positions were recorded
and evaluated for further analysis.

species were defined in SIMION with mass-, spatial-, charge-, and velocity distributions,
which were estimated either based on manufacturer specifications (their size), simulations, or
experiments (their velocities and focusing behavior) [164, 187]. The particles were sequentially
initialized and propagated in the calculated field. The resulting trajectories were evaluated
numerically and could be used for analysis and calibration of experimental data, for example
as is shown in chapter 3. Their positions at a detection distance from the modeled ALS
outlet, corresponding to the distance of the detection laser in the experimental setup, were
recorded. The simulated distribution of species in response to an electrostatic field was used
as reference for the experimental observations, could confirm assignment of the observed
peaks in the deflection profile, and give insight into the charge state distribution of an
otherwise well-characterized sample.

Additionally, the potential array generated from electrodes was calculated with SIMION
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and then exported. In Python [188], particle trajectories of neutral particles were calculated
outside the SIMION framework, see chapter 6. Potentially, particle trajectories could be
simulated in specialized frameworks like CMInject [187], but have not in the context of this
work. However, indirectly, results from the referenced platform played a part in the successful
execution of the presented experiments, as previous injector-geometry optimizations were
performed with this code [189] and understanding the focusing behavior of nanoparticles
improved with it.
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3. Charge-State Distribution of Aerosolized
Nanoparticles1

After having established the fundamentals characterizing aerosolized particles for SPI
experiments, in this chapter, the charge-state distribution of polystyrene nanoparticles is
analyzed.

In single particle imaging experiments, beams of individual nanoparticles are exposed
to intense pulses of x-rays from free-electron lasers to record diffraction patterns of single,
isolated molecules. The reconstruction for structure determination relies on signal from many
identical particles. Therefore, well-defined-sample delivery conditions are desired in order to
achieve sample uniformity, including avoidance of charge polydispersity. We have observed
charging of 220 nm polystyrene particles in an aerosol beam created by a gas-dynamic
virtual nozzle focusing technique, without intentional charging of the nanoparticles. Here,
we present a deflection method for detecting and characterizing the charge states of a beam
of aerosolized nanoparticles. Our analysis of the observed charge-state distribution using
optical light-sheet localization microscopy and quantitative particle trajectory simulations
is consistent with previous descriptions of skewed charging probabilities of triboelectrically
charged nanoparticles.

3.1. Introduction

Single particle imaging (SPI) experiments utilize x-ray diffractive imaging of individual
nano-objects to determine their structure [67, 190, 191]. On a shot-by-shot basis, a
stream of aerosolized sample molecules e. g., artificial nanoparticles [81] or biological macro-
molecules [83], is delivered into the focus of an FEL x-ray beam. The resulting diffraction
patterns of the randomly oriented particles are collected and can subsequently be recon-
structed into an average 3D volume with nanometer resolution [72]. Careful and controlled
sample delivery are key to successful SPI experiments [192]: High-resolution structure recon-
struction relies on a very large number of diffraction patterns of isolated, virtually identical
particles [193].

Biological macromolecules, like proteins, are intrinsically flexible [194] and their structural
integrity can be decreased by Coulomb repulsion between charges [195]. Therefore, excessive
charging of injected biomolecules during SPI experiments must be avoided to maintain
their native structure. Neutralizing soft-x-ray sources [149] and careful aerosolization
schemes [196, 197] help reduce charges on aerosols created with electrospray-ionization
generators. For another popular atomization method using gas-dynamic virtual nozzles

1This chapter is based on the publication “Charge-State Distribution of Aerosolized Nanoparticles”,
J. Phys. Chem. C 125, 25794 (2021) by J. Lübke, N. Roth, L. Worbs, D. A. Horke, A. D. Estillore,
A. K. Samanta, and J. Küpper. I contributed to designing the deflection setup, performed the experiments
together with N. Roth, collected and analyzed the data, created the figures, and wrote the manuscript in
discussion with all co-authors.
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3. Charge-State Distribution of Aerosolized Nanoparticles

(GDVN) [124], the gas-focused liquid jets are assumed to not actively charge the sample and
buffer solution [122].

Triboelectric charging of particles in the gas phase, i. e., after aerosolization, was charac-
terized elsewhere [198]. Although the possibility of triboelectric charging of nanoparticles in
GDVNs was pointed out by some of us before [199], for these setups no detailed understanding
of the process nor the extent of charging on individual nanoparticles is available. Here, we
demonstrate a direct method for detecting and characterizing the charge-state distribution
of a beam of aerosolized nanoparticles.

3.2. Methods

In our experiment, prototypical polystyrene-sphere particles (Alfa Aesar, USA, d = 220.0 nm±
17.6 nm) were transferred from aqueous suspension with a concentration of 7.5 · 106 parti-
cles/ml into the gas phase using a GDVN which consisted of a borosilicate glass capillary
(inner diameter 30 µm) fitted within a ceramic micro-injection-molded ejector tip [124].
Liquid-sample-line flow rate of approximately 1 µl/min with helium as sheath gas yielded
a hit rate of six to seven particles per camera frame at 20 Hz frame rate, which allowed
single-particle counting; acquisition of one data set took 500 s.

In the gas phase, excess helium was pumped away in a nozzle-skimmer stage [162] and the
particle beam was focused into the interaction region using an optimized [163] aerodynamic-
lens stack (ALS)[159, 200]. We used an electrostatic deflector between the ALS exit and
the detection position to disperse the initially cylindrically symmetric nanoparticle beam
according to the particles’ charges. The electric field was applied by two 70 mm long
rod-shaped stainless-steel electrodes with a diameter of 4 mm and a center-point distance of
10 mm that were mounted ddefl = 14.7 mm below the ALS exit using PEEK holders, see
Figure 3.1. The “+” electrode was connected to positive voltage of a power supply (Aim-TTi
PLH250-P), whereas the “-” was connected to floating zero of the voltage supply. This created
an inhomogeneous distorted two-wire field between the two electrodes and the grounded
ALS. The steepest potential gradient between the rod electrodes was 333.3 V/cm.

Individual particles were counted in a size- and position-sensitive light-scattering microscopy
setup [164, 201]. The visible-light sheet for detection of the particles passed through the
experimental chamber perpendicular to the injected particle beam ddet = 20 mm below the
last orifice of the ALS. We recorded the scattered light from intersecting particles using a
microscope objective (5×, apochromatic long-working-distance infinity-corrected objective,
Edmund Optics 59-876) and a sensitive camera (Teledyne Photometrics Prime 95b). The
positions of the individual nanoparticles were accumulated into a two-dimensional (2D)
position histogram, yielding a cross section through the particle beam at a given distance
from the injector.

3.3. Results and Discussion

Application of the light-sheet imaging method on the beam of polystyrene nanoparticles
yielded the particle-beam cross sections shown in Figure 3.2. Without applying an electric
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Figure 3.1.: Experimental setup. A focused beam (red dashed line) of nanoparticles aerosolized
from a GDVN was produced using an aerodynamic lens stack (ALS). Details of the
aerosolization and the differential pumping scheme were given previously [164]. In
the extended setup presented here, the particles were deflected (grey dashed lines) by
the inhomogeneous electric field between two rod-shaped electrodes (diameter: 4 mm,
distance: 10 mm, length (out of plane): 70 mm) centered in a plane at ddefl = 14.7 mm
below the ALS. The nanoparticles were detected at ddet = 20 mm below the ALS using
a position-sensitive light-sheet microscope [164]. The figure is not to scale, see text for
details.

field, a round particle-beam profile was observed with the highest density of particles in the
center of the beam, Figure 3.2 a). When applying the electric field the beam profile became
highly asymmetric along the horizontal field direction, see Figure 3.2 b). The majority of the
particles were deflected to the left, i. e., away from the positive potential, directly implying a
charge distribution of significant width and strongly skewed toward positive charges. These
density profiles were integrated along the Y direction to yield the experimental beam profiles
shown in Figure 3.3(blue lines).
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50 µm200 V

Figure 3.2.: Particle-beam densities. Particle-beam histograms at ddetect = 20 mm (a) without
and (b) with an electric deflection field of 200 V applied. The white arrow indicates
the electric-field direction. The colorbar is normalized to the highest counts in the 2D
histograms.
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Figure 3.3.: Measured and simulated particle-beam profiles. One-dimensional particle-beam
profiles for (a) 0 V and (b) 200 V, i. e., projections of the data in Figure 3.2 onto the
field axis (blue lines). Corresponding simulated particle-beam profiles (red lines) with
all profiles normalized to the maximum number of events.

In order to model the observed profiles, we modeled this setup in SIMION [186] in 2D,
approximating the experimental geometry using two circles for the electrodes and a rectangle
for the injector tip, with the potentials fixed at a given voltage on the “+” electrode and 0 V
on the “-” electrode and the ALS. The 2D approximation of the experimental setup in SIMION
was appropriate, even though the particle beam was cylindrically symmetric compared to
translational symmetry of the electrostatic field: along Y , the field can be described as
constant, because the rod electrodes are very long (70 mm) compared to the particle-beam
dimensions (31.3 µm at ddet = 20 mm). So, for evaluating the particle deflection only the
Z and X coordinates of the particles need to be considered. For a correct description of
the electric far field the experimental chamber would also needed to be modeled as another
ground electrode, but this would only result in extensive simulation times and can be safely
ignored based on our extensive experience [106].

Using the resulting electric field, we simulated the trajectories of sets of 32000 particles using
a size distribution corresponding to the manufacturer’s specifications (d = (220± 17.6) nm).
Based on particle-beam-characterization methods we described elsewhere [164], we could
assume an initial particle-beam full-width-at-half-maximum (FWHM) of 56.2 µm at the ALS
outlet and a width of 29.5 µm in the focus 18 mm below the ALS as well as nanoparticle
speeds of v = (130± 15) m/s.

Elementary charges in the range [−500, 500] were assigned to each set of particles and
the respective 1001 individual-charge nanoparticle-density profiles were simulated. The
simulated particle positions were sampled at ddet = 20 mm and collected into a histogram
along X, yielding simulated line profile of the particle beams. We used a bin width of
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Figure 3.4.: Charge-state distribution. Histogram of the fitted charge-state distribution in the
nanoparticle beam, normalized to the sum of observed charges in the shown interval.
The 1σ standard deviation in the probability is shown by the light gray area; see text
for details.

1.85 µm, corresponding to the camera pixel edge length in the experimental microscopy
setup.

We combined these individual-charge profiles into an overall nanoparticle-density profile as
a weighted average to extract the charge-probability distribution of the nanoparticles. The
weights, i. e., the contributions of the charge states to the sample, were determined from a fit
to the experimental data. We used scipy.optimize.differential_evolution [202] with
a maximum number of generations of 1000, a population size of 15, and a relative tolerance
of convergence of 0.01 to minimize the mean squared error between the simulated and the
measured profiles.

Models for describing the corresponding charge-state distribution included uniform, normal,
and heavy-tailed – i. e., lognormal, loglogistic, scaled inverse Chi-squared, F, and normal-
lognormal (NLN) [203] – distributions. NLN-distributed charge states were described
elsewhere for triboelectrically charged microparticles [204]. In our case simulated particle-
deflection beam profiles with NLN-distributed charges yielded highest agreement with
experimental profiles. An NLN distribution can be described by the product of two sets of
random variables, one being normally, the other lognormally distributed, which are referred
to by three independent parameters. We fitted these parameters for the retrieval of an NLN
distribution function that reproduced the experimental charge-state distribution very well.

We fitted the charge distribution of the particles in the beam to minimize the χ2 deviation
of experimental and simulated profiles of the particle beam along X. Optimization yielded the
simulated profiles in Figure 3.3(red lines).We performed the corresponding χ2 goodness-of-fit
test [205] with a pre-determined level of significance α = 0.05. Based on the number of
counted particles n ≈ 60000, we chose M = 160 ≈ 2 · n2/5 degrees of freedom [205, 206].
We calculated p-values of p > 0.99. As p > α there is no significant difference between
the measured data and simulations with the NLN-distributed charge states. Thus the
underlying charge-state distribution of the measured particles can be adequately described
by the obtained NLN distribution. The resulting nanoparticle-charge distribution is shown
in Figure 3.4. The most likely charge observed in our experiment is +5. The distribution
shows a steep decrease toward smaller, i. e., negative, and a long tail of positive charges up
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3. Charge-State Distribution of Aerosolized Nanoparticles

to >375 e on the 220 nm polystyrene latex spheres, corresponding to surface charge densities
of up to +39.5 nC cm−2, which is reasonable (i. e., smaller) compared to published literature
values [207] for positively charged polystyrene nanoparticles.

Positioning uncertainties of the experimental setup and possible deviation of the velocities
of the particles were propagated through the simulations. Here, we assumed uncertainties
for the positioning of the particle beam and the detection light-sheet in respect to the
electrodes of ±500 µm. Furthermore, the mean initial particle-beam velocities were in the
range [120, 140] m/s to incorporate the velocity spread of the particles. These effects result
in the uncertainties of the charge probability distribution in Figure 3.4

These charges might originate from triboelectric charging in the GDVN [199], from collisions
between nanoparticles, or in the aerosol transport tubes due to collisions with the surrounding
walls. Even though classical triboelectric charging models would suggest mainly negative
charging of polystyrene on metal surfaces, deviations from the triboelectric series have been
observed [208–211]. Another source for particle charging might be the aerosolization process:
During gas focusing of the liquid jet the collision rates between gas molecules and sample
droplets are high and charge transfer during this process can not be excluded. It is beyond
the scope of the current work to fully determine these physical principles. Instead, we
provide a working tool for future studies when exploring these details of particle charging,
possibly through systematic experiments on the effects of sample material, varying the jetting
conditions of the GDVN, or using different aerosolization mechanisms, e. g., electrospray
ionization or atomizers. The current results demonstrate the possibility for controlling and
separating charged particles in SPI-type experiments and to investigate the effect of defined
charges on overall sample structure and integrity.

3.4. Conclusion

In conclusion, we demonstrated a method to characterize the charge-state distribution of
a stream of aerosolized nanoparticles. An ALS injector was used to form a nanoparticle
beam. When the beam was exposed to an electric field, we observed large deflection of the
nanoparticles, indicating large charges.

We used charged-particle trajectory simulations to quantitatively describe our experimental
setup. Iteratively fitting the simulated deflection profile with the experimental one, we
extracted the underlying charge-probability distribution, which revealed significant positive
charges (>375 e). Finding charges on GDVN-aerosolized particles is not necessarily intuitive.
For example, during SPI experiments these particles are presumed to be overall neutral in
charge [122]. Excessive charging can be a source of structural variance of individual particles,
and thus effectively a bottleneck for overall resolution in structure retrieval. If deemed
necessary, neutralizing soft-x-ray devices may be employed to reduce the overall charges on
the aerosolized nanoparticles.

For future SPI experiments it would be highly beneficial to control or select the charge
states of the aerosolized particles, e. g., using the electrostatic deflection technique we
presented here, similar to control over small molecules [106].
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4. Characterization and Control of the
Charge-State Distribution of Neutralized
Nanoparticles1

After having observed charges on gas-phase particles from a non-ionizing aerosolization
device, in this chapter, the discrete charge-state distributions (CSD) of nanoparticles are
shown, which were first electrospray-ionized and then neutralized. Purification of beams of
artificial nanoparticles into distinct charge states and control of their CSD by variation of
the initial droplet size is described. These findings allow for a high degree of species control
for single-particle imaging (SPI) experiments, where strictly identical particles need to be
delivered into the x-ray of free-electron lasers for structural imaging.

4.1. Introduction

SPI is a molecule imaging technique, with which x-ray diffraction snapshots of nanoscopic
gas-phase objects, like biological macromolecules, are acquired. In order to minimize
structural ambiguity and improve SPI resolution, the investigated particles should be
virtually identical, which means, that the sample needs to consist of pure oligomeric,
charge, and conformational species. With the goal of improving SPI experiments, sample
delivery is otimized offline by thorough sample pre-characterization in laboratory-based
experimental setups. As shown in chapter 3, one property of aerosolized nanoparticles is their
CSD. There, artificial nanoparticles were aerosolized with a non-ionizing liquid-jet technique
(GDVN) and quantitatively analyzed. Deflection experiments revealed significant and broadly
dispersed charging, which, being produced from a GDVN, may be unexpected. On softer
biological sample, charges can lead to unspecified structural bending and deformation due to
intramolecular Coulomb repulsion [213]. Thus, reduction of charges should be pursued for
SPI experiments, promising higher uniformity of biological sample like protein.

For this chapter, instead of using a GDVN, electrospray ionization [214] (ESI) was adapted
as an established aerosolization method from structure-biological science. Regularly applied in
mass spectrometry, with it, intact macromolecules can be transferred into the gas phase [215].
A benefit of this technique is generation of relatively small and monodisperse droplets,
because evaporative depositioning of non-volatile residues onto the sample in the process
of aerosolization scales with the initial droplet size and should be kept to a minimum for
SPI [140]. Since excess charging, potentially unfolding the biological analyte, occurs also in
ESI [148], a soft-x-ray neutralizer [149] is employed for SPI experiments. These neutralizers
reduce the charges on the ESI-generated aerosol by direct ionization and collisions in a

1This chapter is foreseen for publication. It is based on joint work with J. L. Carneiro in the context of her
Bachelor’s thesis [212], which I supervised. I designed the experiment, performed the experiment, analyzed
the data, and created the figures shown in this chapter. J. L. Carneiro helped with sample preparation and
data collection.
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4. Control of the Charge-State Distribution of Neutralized Nanoparticles

bipolar gas-ion environment, yielding narrow CSDs, which are centered around zero. The
widths of these distributions depend especially on the particle size [151–153].

In this chapter, it is shown that the center of the CSD, i. e., the observed median charge,
is not necessarily at zero, but instead dependent on aerosolization parameters. Aerosolized
polystyrene spheres were spatially purified by dispersing them into beams of defined charge
states. Afterwards, an approach is presented for CSD control on gas-phase particles by
means of liquid-flow rate variation. While correlation between flow rate, charge states, and
possible denaturing of biological sample was observed in mass-spectrometry ESI [216], here, a
fundamentally different charging mechanism was imposed on the particles by the neutralizer
employed in the shown experiment.

4.2. Methods

As a first step toward charge-controlled delivery of proteins in SPI experiments, polystyrene
(PS) spheres were selected as model sample (Alfa Aesar, nominal diameter: 88 nm, coefficient
of variance: 8%, concentration: 2.6 wt.% solids). A suspension was prepared with a number
concentration of Csample =2.7 · 1011ml−1 , to which 10mM ammonium acetate was added as
a conductive agent for ESI. In the electrospray (TSI, model 3482 with soft-x-ray neutralizer),
from its reservoir, the suspension was pushed pneumatically through a 35 cm long borosilicate
glass capillary with an inner diameter of 40 µm. By application of a pressure psample, the
sample-flow rate was controlled. With the ESI parameters shown in Table 4.1, psample was set
to 2.0 bar, 1.5 bar, 1.25 bar, and 1.0 bar, with 1 bar=1 · 105 Pa. Another data set at 1.0 bar
was recorded, but with increased sheath gas flow, and thus, reduced differential pressure.
We could thus assume a lower flow rate than for the “1.0 bar” setting. Beyond the highest
set pressure, i. e., liquid flow at 2.0 bar, the Taylor cone of the electrospray destabilized.

After transfer into the gas phase, excess carrier gas, a mixture of CO2 and N2, was
removed in a differential pumping stage and the aerosolized nanoparticles were focused into
particle beams with an aerodynamic-lens stack (ALS) [163]. Injected into an experimental
chamber along y, they passed through an electrostatic field (voltage supply Aim-TTi, model
PLH250-P, maximum output: 250V), produced by two blade electrodes with a gap width
of ∆xgap =0.55mm as shown in Figure 4.1. 250V were applied to one of the electrodes,
resulting in a maximum field strength of 4.5 kV cm−1 between the blades. The electrodes were
mounted ∆yALS,elec =1.1mm downstream from the injector exit. Another ∆yelec,det =2.1mm
downstream, 3.2mm underneath the outlet of the ALS injector, a laser (Innolas SpitLight
600, λ = 532 nm, pulse width: 10 ns, repetition rate: 20Hz, nominal pulse energy: 239mJ)
intersected the particle beam along x. A camera-microscopy setup, oriented along z, recorded
scattering events when particles were illuminated by the laser. The two-dimensional (2D)
positions of the particles in the xy plane along with the scattering intensities were retrieved.

4.3. Results and Discussion

After aerosolization and aerodynamic focusing of 88 nm PS spheres, they were detected in
a side-view camera-microscopy imaging setup as described in subsection 2.2.4. Without
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Figure 4.1.: Sketch of the used deflection-and-detection setup. A particle beam (purple) was focused
into the experimental chamber from an aerodynamic-lens-stack injector (ALS). At a
distance of ∆yALS,elec = 1.1mm below the last injector orifice, it passed through an
electric field between two electrodes, which were positioned with a gap of ∆xgap =
0.55mm. Dispersed beams of charged (light purple) and net-neutral (dark purple)
particles could be detected with an optical-microscopy camera setup, which recorded
scattering along z of particles, which were illuminated by a laser at a distance from the
ALS of ∆yALS,elec +∆yelec,det = 3.2mm.

application of an electrostatic field, a beam of particles with a full width at half maximum
of 60 µm could be observed 3.2mm underneath the ALS. A 2D histogram of the positions
of the particles in the xy plane is shown in Figure 4.2 a). Exposed to an electric field, see
Figure 4.2 b), the beam split up into distinct accumulations, spatially separated from the
position of the undeflected beam and each other. Corresponding to the sign of the applied
voltage, positively charged particles deflected to the right, and negatively charged ones to the
left. The undeflected particles could be assumed to be neutral. With distribution minima
dividing them, the distribution maxima could be assigned integer charges, increasing in
absolute value with their distance from x = 0. Within the spatial bins, which are indicated
by grey dashed lines in Figure 4.2 b), the number of detected particles translated into a
CSD, see Figure 4.2 c). A slightly left-skewed distribution, with a most probable charge of
+1, was observed.

With this method of CSD quantification, the effect of ESI sample-flow rate variation on the
charges of the detected particles was investigated. Different pressures psample were applied,
which led to different ESI-flow rates, and the corresponding CSDs were determined. They
are shown in Figure 4.3. For all flow rate settings, the respective base line of zero probability
is shown as a dotted line. The median charge (second quartile, Q2) is depicted as a solid
black line, along with a range (light gray) between the first (Q1) and third quartile (Q3).

The lowest flow setting “<1.0 bar” produced a CSD with a median charge of 1.14 e and an
interquartile range (IQR=Q3-Q1) of 1.49 e. When successively increasing psample, and with it,
the sample-flow rate, the distribution shifted toward lower charges. For the highest pressure-/
liquid-flow setting “2.0 bar”, the CSD was in close agreement with the values that can be
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4. Control of the Charge-State Distribution of Neutralized Nanoparticles

Parameter Value

Csample 2.7 · 1011ml−1

Camm.ac. 10mM

E
SI

U in V 1870
I in nA 395

V̇N2 in l/min 1.82*
V̇CO2 in l/min 0.135

pinjector in mbar 0.2
psample scanning

D
is

ta
nc

e
in

m
m ∆xgap 0.55

∆yALS,elec 1.1
∆yelec,det 2.1

Table 4.1.: Average values of experimental parameters as described in the text. The concentra-
tions refer to the amount of nanoparticles in solution (“sample”) and additive molarity
(“amm.ac.”). The ESI rows correspond to the electrospray operation parameters, i. e.,
the voltage, current, nitrogen flow, and carbon-dioxide flow. The pressures p refer to
the pressure above the ALS, which determines the particle-beam formation, and the
pressure onto the sample, causing the liquid sample flow. psample was set to 2.0 bar,
1.5 bar, 1.25 bar, 1.0 bar, and <1.0 bar. *For setting “<1.0”, a nitrogen flow of 2.3 lmin−1

was set. The distances in the last row correspond to the ones in the setup Figure 4.1.

expected for neutralized 88 nm particles. Based on the charging theory of Wiedensohler et
al. [150–153], see also subsection 2.2.2, the expected CSD of particles with this size has the
metrics Q1=−0.58 e, Q2=−0.03 e, and Q3=0.47 e, compared to the here determined values
Q12.0=−0.52 e, Q22.0=−0.03 e, and Q32.0=0.40 e.

In regard to producing predominantly charge-neutral aerosolized particles, which have
minimal structural heterogeneity due to Coulomb stretching, using high liquid flow seems
beneficial. This can be attributed to neutralizer efficiency: much larger initial droplets from
the electrospray, a result from high flow rates like in setting “2.0 bar”, have a higher effective
cross section and, as proposed in Appendix section A.1, spend longer times in the neutralizer
device. Thus, they are neutralized more efficiently.

In general, fewer charges were observed, compared to previous results on GDVN-aerosolized
nanoparticles [217]. There, a similar experimental setup was used, but significantly higher
charges were detected, allowing the conclusion that no charging occurs after the aerosolization
process, respectively, in this case, after charge reduction from the neutralizer.

The correlation between flow rate and CSD was inferred for 88 nm polystyrene particles.
Extrapolating from the 88 nm polystyrene spheres, smaller sample also has positive-charge-
centered but more narrowly distributed CSDs, which can be shifted toward neutral values
the same way – by increasing the liquid-flow rate. However, generating large droplets around
small molecules with high liquid flow will lead to significant deposition of non-volatile residue
onto the analyte, itself introducing structural heterogeneity and cloaking molecular structure.
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Figure 4.2.: a): The 2D spatial distribution histogram of 88 nm polystyrene particle beams at
psample = 1.0 bar, no electric field applied. The particles propagated from the top to
the bottom along y. The detection laser was positioned along x at y = 250 µm. b):
After exposure to an electric field, separated beams could be observed. The particles
detected at the same x position as in a) were considered charge-neutral. With the
positive electrode on the left, the particles toward positive x axis values had positive
charge. The gray dashed lines indicate distribution minima, separating beams of pure
integer charges. c): Counting the events within the individual bins indicated in b)
resulted in a CSD as shown here. The most probable charge was +1.

In general, aerosolization conditions, which lead to low charging combined with minimal
residue adducting, should be chosen.

4.4. Conclusions

88 nm PS spheres were aerosolized with an electrospray device, which had a built-in neutralizer.
The produced gas-phase particles deflected in an electrostatic field and well-resolved beams
of pure charge were observed.

The CSD was retrieved from the recorded optical images. It could be shown how the
CSD as a result of the system transfer function from the electrospraying and neutralization
process can be modulated by changing the sample-flow rate. The liquid flow was controlled
indirectly by changing the sample pressure, i. e., the differential pressure between the sample
and the electrospray capillary tip. With increasing liquid flow, a narrowing of the CSD was
observed, as well as a shift of the median charge toward net-neutral. This is the inverse
trend observed for ESI without using a neutralizer [216]. For the highest used liquid flows,
the largest fraction of neutral particles could be observed. This can be ascribed to higher
neutralizer efficiency for droplets with large cross sections.

In future experiments, correlation of applied flow rate and observed CSD should be
investigated systematically to determine aerosolization conditions, which lead to low charging
combined with minimal residue adducting. As an additional parameter, the combined
effect of flow-rate variation and different solution additives on CSDs should be investigated:
charge reduction in non-neutralized electrospray due to presence of additives was shown
elsewhere [185]. In order to maximize the amount of charge-neutral particles, also, different
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Figure 4.3.: Correlation between charge-state distribution and sample-flow rate. Shown are observed
CSDs for the applied sample pressures, corresponding to liquid-flow rates (right y axis).
The CSDs are shown as dark gray bar plots. For all settings, as a guide to the eye, the
interpolated median charge (Q2) is shown (black solid line) along with a range between
the first (Q1) and third quartile (Q3) as a measure of spread. The distribution shifts with
the flow rate from positive charges to net-neutral: while the low-flow setting exhibits an
interpolated median charge of 1.14 e, for the high-flow setting it is reduced to −0.03 e.
The interquartile range IQR=Q3-Q1 narrows from 1.49 e to 0.92 e.

neutralizer arrangements should be tested, for example, by adding a second device or
extending the neutralization chamber, which should increase neutralization performance
even for smaller particles. This could potentially increase sample purity and especially the
amount of neutral aerosolized nanoparticles, which is highly beneficial for SPI experiments,
where high molecular charging should be avoided due to possible Coulomb-induced repulsive
stretching.
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5. Size and Charge-State Purified Dense
Beams of Macromolecules for
Single-Particle Imaging Experiments1

After having investigated, charaterized, and even controlled charge-state distributions on
electrospray-ionized artificial nanoparticles, in this chapter, a biological macromolecule is
chosen as sample. The results from above were applied and beams consisting of monomeric
protein complexes could be observed. In-depth analysis of scattering signal was used for
identification of regions with high oligomeric purity within the particle beam. In single-
particle imaging (SPI) experiments, beams of aerosolized biological nanoparticles are guided
into free-electron lasers for diffractive imaging on isolated molecules in the gas phase. These
particles typically have a charge-state distribution, which may affect their structure due to
intramolecular Coulomb repulsion. In order to characterize the charge states and produce
particle beams of pure charges, we employed an electrostatic deflection setup and recorded
optical scattering from isolated biological macromolecules. We demonstrate the separation of
different charge states of erythrocruorin protein complexes in a beam, ideal for single-particle
imaging experiments.

5.1. Introduction

In SPI experiments at x-ray free-electron lasers (FELs), individual nanoparticles are imaged
successively in a diffraction-before-destruction approach [67, 190, 191]. The sample is
aerosolized, for example, using electrospray ionization and the aerosol then guided into the
focus of the FEL for diffractive imaging of individual sample molecules [81, 83]. The serially
recorded snapshots of particles are grouped according to their arbitrary spatial orientation.
The diffraction patterns of identically-oriented particles are averaged, increasing the inherently
low signal-to-noise ratio, and then combined for calculating the three-dimensional structure
of the sample molecules [72].

Ideally, the sample molecules in SPI experiments are perfect structural clones of each
other. But this is not the case in real-life sample: heterogeneity due to conformation,
thermal effects, or varying amounts of residue water layers on the molecules should be
expected [86, 218]. While for sufficiently strong-scattering or scattering-enhanced molecules,
advanced data processing methods allow for disentangling morphological differences [83, 193],
structural variability of weak scatterers like small protein adds noise in the diffraction
patterns, ultimately limiting achievable resolution [219].

1This chapter is foreseen for publication as “Size and Charge-State Purified Dense Beams of Macromolecules
for Single-Particle Imaging Experiments.” Planned submission to J. Phys. Chem. Lett. (2022) by J. Lübke,
L. P. Xavier, L. Worbs, A. K. Samanta, H. N. Chapman, and J. Küpper. I contributed to designing the
deflection setup, collected the data, analyzed it, created the figures, and drafted the manuscript in discussion
with the co-authors.
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Another source of interparticle structural differences is induced by the process of aerosoliza-
tion. As we showed recently, significant charging of nanoparticles occurs in gas-focused
liquid-jet aerosolization [217]: hundreds of elementary charges were observed on 220 nm
polystyrene spheres in the gas phase.

Electrospray-ionization sources can be operated to produce charge-reduced, monodisperse
droplets, each containing ideally one target molecule [140, 220, 221]. These droplets carry a
net charge, typically on the order of a few to tens of elementary charges [196, 197]. When
the carrier liquid evaporates, the charges remain on the molecule within. Employment
of a soft-x-ray neutralizer reduces the absolute initial charge to a few charges distributed
around zero [149]. Still, the experimental particle beam is heterogeneous: it consists of single
molecules and clusters of two or more particles, and each will statistically be negatively
or positively charged or net neutral. High charging distorts or even fragments aerosolized
molecules [147, 222–224]. For imaging methods aiming at atomic resolution such as SPI, any
structural ambiguity should be avoided and the particle beam purified accordingly.

Here, we propose and demonstrate a method for generating charge-purified high-density
nanoparticle beams using electrostatic deflection. We report results on the 3.6 MDa macro-
molecule erythrocruorin [225]. We also demonstrate an imaging method based on optical
scattering and describe our analysis of the recorded images for quantitative characterization
of the spatially separated species. The produced particle beams of high charge-state purity
make an ideal target for SPI experiments and are highly amenable to further control, e. g.,
electrostatic focusing [226, 227], bunching [228], or even acoustic manipulation [229] to
improve experimental efficiency.

5.2. Methods

Isolated nanoparticles were created by aerosolizing aqueous suspensions, using an electrospray
source with integrated neutralizer (TSI, model 3482) with a liquid-flow rate of 150–250 nl/min.
Erythrocruorin sample was produced following a purification protocol [230], yielding an
approximate number concentration of 2 · 1013ml−1. Scattering reference sample consisted
of spherical polystyrene (PS) particles with sizes 27.4± 6.0 nm (Thermo Fisher Scientific),
42.9 ± 7.2 nm (Polysciences Inc.), 52 ± 7.3 nm (Alfa Aesar), 69.3 ± 10.2 nm (Polysciences
Inc.), and 88± 7.0 nm (Alfa Aesar) with a concentration of approximately 1 · 1010 ml−1 for
each preparation.

The nanoparticle-size distribution in the generated aerosol was monitored offline with a
differential-mobility analyzer (DMA) (TSI, model 3786) and a condensation particle counter
(CPC)(TSI, model 3081) and is shown for aerosolized erythrocruorin in Figure 5.1. The
distribution peaks of erythrocruorin at mobility diameters of 28.8 nm, 35.9 nm, and 43.0 nm
corresponded to monomers, dimers, and trimers, accordingly. Throughout the rest of this
chapter, aggregates larger than dimers are referred to as “large clusters”. When increasing
the sample concentration, the observed particle sizes shift to larger values. This is a result
from the simultaneously-increased amount of non-volatile residues in the generated droplets,
which deposit on the analyte molecules upon evaporation. The same effect can be observed
when producing larger initial droplet sizes [140, 231].
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Figure 5.1.: The size distribution of electrosprayed erythrocruorin, measured with a DMA. The
monomer, dimer and large cluster positions are indicated by “M”, “D”, and “LC”, respec-
tively. For a 10× sample concentration increase, the peak positions of the monomers,
dimers, and larger clusters shifted toward ∼ 2–3 nm larger values, indicated by grey
labels and the index “HC”. Ratios between the species and peak breadth changed as well,
toward broader distributions and higher abundance of clusters, but this is not shown
here.

For the deflection experiment, we used an experimental setup with an aerodynamic-lens
stack (ALS) injector [162] as presented before [163], but with an added deflector, as shown
in Figure 5.2. Ejected from the ALS, the particles were aerodynamically focused into a
beam and into the chamber, propagating along the y axis. An Nd:YAG laser (Innolas,
model SpitLight 600, λ = 532 nm, pulse width: 10 ns, repetition rate: 20Hz, nominal
pulse energy: 239mJ) was positioned along x to cross the particle beam at y = 0, i. e.,
∆yALS,elec + ∆yelec,det = 2.3mm downstream from the ALS. The undeflected beam of
erythrocruorin complexes had here a mean full width at half maximum (FWHM) of 110 µm.
At the intersection position, at x = 0, the laser had a FWHM along y and z of 70 µm.

Scattering in the −z direction from individual particles was observed with a camera-based
microscope system, consisting of an objective (Edmund Optics, model 59-876) and a high-
efficiency CMOS camera (Teledyne Photometrics, model Prime 95B). From the recorded
images, scattering events were identified. Their two-dimensional (2D) positions in the xy
plane were determined along with their scattering signal. The scattering intensity was
measured by integrating the recorded gray values around the respective centers of the events
in a cirular region with a fixed radius of 4 pixels. Scattering from particularly large droplets
or particles, e. g., resulting from momentary instabilities of the electrospray, exceeded the
dynamic range of our camera. Images containing these saturated blobs (< 2% of all events)
were excluded from further analysis.

At ∆yelec,det = 1.1mm above the laser, an electrode setup produced an electostatic field
(voltage supply Aim-TTi, model PLH250-P, Vmax = 250V). The distance between the blades
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Figure 5.2.: The aerosolized sample was extracted into vacuum through an ALS, producing a focused
particle beam (central purple line). The particles propagated along y direction and
passed between two blade electrodes, which were positioned underneath the ALS. Further
downstream, at y = 0, a laser illuminated the particle beam along x. Scattered light
along the z axis was detected with a camera-based microscope. Charged particles (outer
purple lines) dispersed in the electrostatic field according to the polarity of the electrodes.

was ∆xgap = 0.55mm. We applied +250V to one electrode, creating a field strength of
∼ 4500V cm−1 between the blades.

5.3. Results and Discussion

Without an electric field, we observed the 2D position histogram for the erythrocruorin
beam as shown in Figure 5.3 a). When passing through such a non-zero electric field, the
previously narrowly-distributed particles dispersed, see Figure 5.3 b). In accordance with
the polarity of the electrodes, positively charged particles were deflected to the right (36% of
the 14774 events shown in Figure 5.3 b)), and negatively charged particles to the left (11%).
Another significant portion of the beam (the remaining 53%) was unaffected by the field,
indicating zero charge.

In order to identify the sizes of the biomolecules in the optically detected beam and to
correlate them to the oligomeric species identified with the DMA-CPC setup, we compared
the intensities of recorded scattering from erythrocruorin molecules with the scattering from
known particle sizes. We chose PS as a model sample, as it is employed as performance
reference for other light-based sample characterization methods, like dynamic light scatter-
ing [232]. Using the range of PS nanosphere sizes described above, we calibrated our imaging
setup, which showed a linear trend between scattering signal and the diameter to the sixth
power, in line with optical scattering theory from particles smaller than the incident wave
length [117]. The PS data and the retrieved regression model are shown in Figure 5.4 a).

For applying this model to the scattering from erythrocruorin particles, next, we normalized
the recorded signal in 1D along the y axis, using a Gaussian-distribution model of the spatial
profile of our laser. The normalized intensities, scaled to scatterer sizes in nm with the
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Figure 5.3.: 2D position histogram of erythrocruorin. Particle-beam propagation along y. a): The
cylindrically symmetric beam without application of a field. b): After applying an
electrostatic field along the x axis, the beam dispersed. Positively charged particles
deflected to the right, negatively charged to the left. The undeflected particles, which
were detected at the same position as all particles in setting a), were neutral. The color
scale corresponds to the number of recorded hits per pixel.

polystyrene-derived regression model, are shown as a histogram in Figure 5.4 b). The most
probable size in this distribution is 31.5 nm, quickly falling toward larger diameters.

Next, we accounted for the laser z profile. Along the z axis, the positions of the particles
were not measured, and so, an ambiguity was introduced: for example, a small particle on
the laser axis yielded the same signal as a larger particle off-axis. For large distances from
the focal distance of the objective, optical aberration may help reducing this uncertainty, see
section B.2, but here, the particle beam had a narrow spread around the laser.

Instead, we assigned a range of possible size/z position pairings to each hit, which would
result in the same recorded signal.

Having an approximately cylindrically-symmetric particle beam, the assumed size/z
position distribution could be weighted according to the x axis profile of the particle beam,
extracted from Figure 5.3 a), resulting in a description of each hit not as one definite size,
but rather as a probabilistic size distribution (PSD).

The individual PSDs could now be compared to the expected sizes of the oligomers,
yielding three derived probability values for each hit to belong to either a monomer, dimer,
or larger cluster of erythrocruorin. We calculated these values by multiplying the PSDs with
Gaussian fits to the peaks observed in the DMA-CPC data.

Based on these results, the position histogram in Figure 5.3 could be complemented with
species information. Figure 5.5 shows a visual representation of the oligomeric composition
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Figure 5.4.: a): Scattering signal from polystyrene reference sample, scaled to a laser pulse with
an energy of 1mJ. The colored horizontal lines indicate the median intensity of the
respective batches, the gray boxes show the interquartile range of intensities. Their
widths along the size axis is determined by the particle size distribution as provided from
the manufacturers. A linear regression through the medians provides the calibration
function for the biomolecules. 27.4 nm data is shown, but due to expected detection bias
toward larger sizes, it is not included in the fitting. b): The scattered intensities from
erythrocruorin sample, corrected for the laser profile, and scaled into sizes in nm with
the regression model from a). The most probable size is 31.5 nm.

within the same 2D bins, i. e., the pixels. Here, a blue color encodes a majority of monomers,
red: dimers, and yellow: larger clusters. Overlapping distributions result in a composite
color. While Figure 5.5 a) and Figure 5.5 b) provide a qualitative overview over the
composition of undispersed and deflected beams, Figure 5.5 c) shows a line plot through
the oligomeric representation of the deflected beam and allows a quantitative description.
This representation helps disentangling the observed profile and identifying regions of high
oligomeric purity. For example, at x = 250 µm, mainly singly charged larger clusters are
found, contributing approximately 50% of all hits detected here. In contrast, at x = 0, in
the center of the neutral portion of the beam, the fraction of large clusters is only 15%.
Similarly, +1 charged monomers dominate the other singly charged species at x > 600 µm
with a fraction of approximately 65%. In comparison, there are 12% fewer neutral monomers
in the center of the undeflected beam.

Beams of larger particles from our ALS were generally narrower than of smaller particles.
The modulation of the purity plots at x = 0 reveals this size-specific particle focusing
performance of the injector: while in the very center, narrow beams of larger clusters and
dimers could be detected, toward ±100 µm off axis, the fraction of broad-beam monomers
increases.

Based on polystyrene sphere reference measurements, sizes could be assigned to scattering
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Figure 5.5.: For each recorded hit, three probabilities could be calculated for it to be a monomer,
dimer, or larger cluster. The derived average oligomeric composition within each 2D
bin is color encoded according to the scale shown next to a). a): In the cylindrically-
symmetric undeflected particle beam, a mix of monomers, dimers, and larger clusters
can be found along the central axis, represented by an average purple color, indicating
a majority of monomers and dimers. b): When applying an electric field, the charged
species separate from the neutral portion of the beam. Within the beams of charged
particles, the monomers (blue) deflected furthest, overlapping with the less-deflected
dimers (red), and the larger clusters (yellow). c): Along the blue dashed line in b), the
fractions of oligomeric species are plotted in the corresponding colors. In the center,
the ratios between species compare to the field-free experiment. At further distances,
the deflected species overlap but regions with high individual purity can be identified.
For example at x = 200–250 µm, singly-charged large clusters can be found with a
probability of ∼ 50%.

events from biological macromolecules. The corresponding size distribution, see Figure 5.4 b),
showed a most probable particle diameter of 31.5 nm. Compared to the monomer diameter
as measured with the DMA-CPC, it is shifted by 2.7 nm, which we ascribe to a limited
detection efficiency of our imaging setup and detection bias toward larger particles. The
same effect can be observed for the 27.4 nm polystyrene sample, see Figure 5.4 a): here, the
median observed intensity corresponds to a particle of size of 30.5 nm, which can be retrieved
from the intersection of the median intensity with the calibration curve, see Figure 5.4 a).

Furthermore, variations in effective particle size on the order of 2–3 nanometer can be
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explained by deposition of non-volatile residue in the droplets upon evaporation [140]. The
probability to observe these statistical differences increases with experimental time due
to changes of electrospray conditions. Uncertainty in produced droplet size distribution
due to for example partial clogging of the electrospray capillary can be reduced by careful
filtering of buffer and sample beforehand, as well as employing a flow-rate controller, ensuring
constant liquid flow and, correspondingly, constant produced droplet size throughout the
entire experiment. Then, the shift of particle sizes with varying microconditions can be
reduced. We plan to employ such a measure for future experiments.

The presented particle-beam characterization method provides means of characterizing
the size and charge state distribution of aerosolized macromolecules and works reliable in a
large size range for particles smaller than the wave length of the employed laser and allows
identification of regions of pure particle species in respect to their charge and size. But with
the scope of SPI to image proteins with even smaller diameters than erythrocruorin, the
laboratory-based particle-beam characterization tools should match this size range. With
our best efforts, our ability to optically detect bio-macromolecules seems to be size-limited:
99% of the assigned sizes in the presented data had diameters ≥ 27.7 nm. In future setup
iterations, different nanoparticle detection techniques could be applied, for example time-
of-flight velocity map imaging methods, suited for identification of nanoparticles or their
fragments.

5.4. Conclusion

We demonstrated the generation of high-density particle beams of erythrocruorin macro-
molecules and independently analyzed the beams of PS spheres as reference samples, which
we used as calibration of our optical detection setup. This allowed us to scale scattering from
individual biomolecules in the gas phase to retrieve their diameter. The scaled scattering
signal was interpreted as oligomeric species, the size ranges of which were determined with
a DMA-CPC setup. Dispersion of monomers, dimers, and large clusters was observed and
regions with high oligomeric purity could be identified.

Such beams of pure charge states promise high uniformity between particles. This is
prerequisite for high-resolution imaging like SPI. Cherry-picking of sample species, e. g., in
respect to their mass or charge state, will greatly improve SPI experiments, which rely on
identical sample molecules for unambiguous structure assignment, especially when signal-
to-noise ratios for single molecule diffraction images are small [63, 67, 68, 80]. With this
compact setup, dense and pure particle beams can be generated, well-suited for SPI-type
experiments, and with little change to existing setups.

Also, further means of particle control could be applied, like electrostatic focusing [226, 227].
Lastly, local purity could be improved with application of a knife-edge aperture [233]. Already,
this is a promising step toward generating particle beams for SPI experiments of truly identical
sample molecules.
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6. Toward Deflection of Neutral Molecules
for Single-Particle Imaging Experiments1

In the previous chapters, electrostatic deflection of charged particles into beams of pure
charge states was described. It was found that the amount and distribution of charges
largely depends on particle sizes and the mode of aerosolization. In general, excess charging
of gas-phase proteins should be avoided in single-particle diffractive-imaging (SPI) experi-
ments, because charges induce Coulomb-repulsive bending and stretching of the investigated
biomolecules [223, 224]. Note that this applies to external charges: a protein in ion-containing
solution is charged, but simultaneously, few solvent layers around a protein in the gas phase
act as a “nanobeaker” that is overall charge-neutral. Any additional charges, or even broad
charge-state distributions, loaded onto these nano-environments apply force to the solvated
biomolecules and deform them, i. e., introduce structural heterogeneity. Consequently, this
chapter focuses on charge-neutral particles and how to purify them according to interparticle
structural differences. More specifically, a electrostatic-deflector setup is proposed, which
helps separating neutral particles based on yet another source of structural ambiguity: their
conformational state.

6.1. Introduction

In SPI experiments, aerosolized single particles are successively exposed to the coherent x-ray
photons of free-electron lasers (FEL). The resulting diffraction snapshots of the arbitrarily
oriented molecules are classified and combined to overcome the inherently low signal-to-noise
ratio of scattering from small biological sample like monomeric proteins. One goal of SPI is
atomic-resolution structure determination of biological sample in a quasi-native state. A major
requirement is structural homogeneity of the imaged molecules, because incoherent averaging
of structurally diverse copies of the particles ultimately reduces achievable resolution [219]:
structural heterogeneity of the sample is thus considered a bottleneck for high-resolution
SPI experiments [218].

Proteins exhibit multiple conformations. These different conformers have the same mass-to-
charge ratio and thus deflect identically in the charge-purification deflection setups described
above. Probing mass-to-charge-purified particle beams in SPI experiments would yield
diffraction snapshots from all conformational states that exist in the ensemble simultaneously.
In principle, individual large particles with comfortably high signal-to-noise ratio in each
recorded image can be classified according to their structure. It was proposed that this
computational technique allows grouping the structurally heterogeneous ensemble and sample
the conformational landscape [83, 193]. But applicability of this approach may be limited
for weak scatterers. Instead, in this chapter, an experimental method for delivery of specific
protein folding states into the interaction volume of an FEL is explored.

1This chapter is foreseen for publication. I selected the model protein, simulated the fields, coded and
performed the trajectory simulations, analyzed the data, and created the figures shown in this chapter.
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Conformational-species selectivity for charged particles is achieved for example with ion-
mobility mass spectrometry [234]. Here, differences between collisional cross sections of
conformers co-existing in aerosol are employed to separate them. Due to the differences
in drag, these conformers will exhibit shifts in passage time through a gas-buffered cell in
an accelerating electric field. Feasibility of this conformer purification approach for SPI
experiments is currently investigated [235]. However, this method applies to charged particles
and not to the neutral ones, which are the focus of this chapter. Furthermore, ion-mobility
separation is typically used in tandem with highly sensitive mass spectrometry detectors [236],
which poses lower requirements on particle-number densities in generated particle beams. A
way of overcoming low ion densities may be a trapping the charged particles and releasing
them, synchronized to the pulse structure of the FELs [237].

Other methods to investigate gas-phase conformers were shown [238–240], which rely on
matter-wave interference, hydrogen/deuterium-exchange mass spectrometry under partially
non-physiological conditions, and impact kinetics on solid bodies, respectively, and may not
be directly transferable to investigate these massive proteins at FELs.

Here, I follow a different approach: purification of charge-neutral conformational states by
differences in their electronic properties, specifically, their dipole moments, which proved to
be most feasible to be accessed experimentally. Compared to the charge-purification setups
described in the previous chapters, manipulation of neutral particles in space due to their
dipole moments requires higher field strengths and gradients, as was shown for members
from the phenol family [106, 241, 242], microsolvated aromatic compounds [243], and even
a 309Da dipeptide [94]. A priori, it is not clear if this principle can also be applied to
tens-of-kDa biological molecules like typical proteins.

In this chapter, an electric-deflector setup is proposed based on numerical calculations
for spatially separating conformers of large, neutral, aerosolized biomolecules according to
their structural and electronic properties, i. e., enabling the spatial separation of conformers.
As a model system, the extracellular 75 kDa domain of the epidermal growth factor (EGF)
receptor [244] was chosen, a molecule with large structural differences between its distinct
folding states [245].

6.2. Methods

While inhomogeneous fields that are needed for electrostatic deflection of neutral molecules
can be created in virtually infinite ways, basic design principles for deflectors of neutral
molecules exist [246]. A technically straightforward example is a two-wire field, produced by
two cylindrical electrodes [116, 247]. In SPI experiments, dense beams of macromolecules
are produced via hydrodynamic confinement onto a central axis in aerodynamic-lens stacks
(ALS), and here, the deflector was positioned parallel to the propagation axis of the particles,
see Figure 6.1 a). The electrostatic potential in space around these electrodes was calculated
by solving the Laplace equation with defined electrode boundaries for which I used a field-
simulation framework (SIMION v8.1 [186]). Two electrodes with diameters of 1mm and a
center-point distance of 2mm, i. e., with a 1mm gap, were simulated as shown in Figure 6.2.
The resulting potential array in the xz plane for symmetrically applied voltages +U and
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Figure 6.1.: a): A beam of ground-state molecules is prepared with an ALS. On the right-hand side
in magenta, its focusing is shown qualitatively: from an initial spatial distribution of
width winit, the particles have a velocity along y together with smaller x and z velocity
components, which lead to focusing of the particle beam to a width wfoc at a distance
of dfoc below the exit of the ALS. Underneath the ALS, an magenta line represents
the central axis of the beam. The corresponding particles are exposed to an electric
between y=dALS and y=dALS + ldefl as shown in Figure 6.2. The electric field and
gradient between the electrodes are shown in b) and c) along x and z. Qualitatively,
they correspond to the results presented elsewhere [116]. The x gradient is shown with
a minus sign for direct comparison of these two effects. Strong-field seeking particles
deflect in z: the beam axes of two conformers with different dipole moments µ1 > µ2

are shown in yellow and dark blue. Along ddet, the particles linearly propagate until
they are recorded at the detector.

−U was exported as a mesh grid into Python [188] and scaled to ±1000V. From the
two-dimensional (2D) potential, the corresponding electric field and electric-field gradient as
first and second derivative of the potential were calculated. The field between the electrodes
had a magnitude of 17.5 kV cm−1 and was assumed constant along y over the entire length
of the deflector.

Electrostatic deflection of charge-neutral particles uses their space-fixed effective dipole
moment µeff as molecular lever for spatial deflection. µeff has a permanent and a field-induced
component. While polar molecules carry permanently separated partial charges, which make
up the permanent dipole moment µp, charge separation due to an external electric field
causes a induced dipole moment µind even in non-polar molecules. Both µp and µind interact
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x

Figure 6.2.: a): The electric field of the described two-wire deflector setup. The two rod-shaped
electrodes were modeled in the xz plane (solid black circles) with a diameter of 1mm
and a center-point distance of 2mm. Application of ±1000V resulted in a field strength
between the electrodes of 17.5 kV cm−1, isolines of the field are indicated in white.
The particle beam was initialized at the position marked with a white dashed circle,
propagating perpendicularly into the image plane. b): The electric field gradient as
derivative of the field. Isolines are shown in white.

with electric fields and the corresponding interaction energies can be expressed as

Wp = −µp · E⟨cos θ⟩ (6.1)

Wind = −µind · E⟨cos2 θ⟩ = 1

2
αE2⟨cos2 θ⟩, (6.2)

where the separability of partial charges of a molecule in an external field is described by the
polarizability tensor α. Together, these energies yield µeff as their derivative with respect to
the electric field:

µeff = −
∂
(
Wp +Wind

)
∂E

= µp⟨cos θ⟩+ αE⟨cos2 θ⟩. (6.3)

The magnitude of interaction is determined by the degree of alignment, expressed by the
angle θ between the dipole and the field [109]. With this, the force F acting on an object
with an effective dipole moment µeff in an electric field with non-zero field gradient ∇E is
defined as [106]:

F = µeff∇E. (6.4)

For simplicity, an ensemble of cold molecules in their ground state but with distinct folding
states was assumed, all perfectly aligning in an electric field so that ⟨cos θ⟩ = ⟨cos2 θ⟩ = 1.

As a model system, domains of the EGF receptor were chosen, which undergo significant
structural changes between conformational states. The corresponding protein data bank
identifiers (PDB-IDs) are 1NQL [248] for the closed, and 3NJP [249] for the open conformation,
shown in insets in Figure 6.3 d). The permanent dipole moment of the protein sample
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shown here was determined with a freely available online tool [100]. The polarizability
tensor as integral part of µind was first approximated for perfect conductors with same
shape as the considered molecules using a computational framework (ZENO [103]) and
then scaled to values reflecting properties of physiological proteins [104]. The corresponding
values are presented in Table 6.1. The induced dipole moment scales proportionally to the

Species µp α µind

in D in Cm2 V−1 in D

1NQL 719 1.43 ·10−36 0.76
3NJP 1359 1.59 ·10−36 0.82

Table 6.1.: The calculated permanent dipole moment (µp), mean polarizability (α), and field-induced
dipole moment (µind) of two folding states of EGF receptor domains, PDB-IDs 1NQL
and 3NJP. Polarizabilities were determined for perfect conductors and scaled to values
reflecting protein properties. The shown value of µind corresponds to an electric field of
17.5 kV cm−1.

electric field strength. With the determined polarizability values, the magnitude of the
induced dipole moment in a field of 17.5 kV cm−1 is approximately 0.1% of the magnitude
of the permanent dipole moment. Negligible contribution of µind to the effective dipole
moment in experimentally feasible electrostatic fields was also found elsewhere [108–110, 250].
Thus, together with the assumed perfect degree of alignment, in very good approximation,
µeff ≈ µp.

Further relevant molecular properties, i. e., spatial distributions of the particle beams
and particle velocities, were estimated based on simulations and extensive experimental
experience [161–164, 187]. The particles were time-step propagated along y starting from
the ALS exit in steps of 500 ns. The ldefl = 7.0mm long deflector was positioned to leave
a gap of dALS = 1.5mm toward the ALS, so as to avoiding short circuits. This gap was
approximated as field-free space and so was the space below the detector, along ddet. By
neglecting the fringe field above and below the deflector, a systematic error was introduced,
but the field there could be assumed weaker than along the electrodes, where the majority
of spatial deflection took place. For extensive (three-dimensional) simulations, the fringe
field should be taken into consideration.

Two sets of 5000 particles for each conformer were initialized in a beam with a full width
at half maximum (FWHM) of winit = 350 µm at the ALS exit, focused to wfoc = 125 µm
at dfoc = 5mm below the injector. The particles were assumed to have a velocity of
50m s−1. After dALS, at each time step the local field gradient within the inhomogeneous
field of the two-wire deflector was evaluated and the particles accelerated according to
their dipole-to-mass ratios. They were drawn into regions of higher field strength, because
these complex molecules in their ground state could be assumed to be strong-field seeking
molecules [113–116].

After the particles passed the length of deflector, they linearly propagated for another
distance of ddet before their xz positions were recorded, dALS + ldefl + ddet = 10mm below
the ALS.
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6.3. Results and Discussion

From an initially mixed particle beam of equal content of either conformer, the conformers
with different dipole moments deflected and separated into partially overlapping beams.
The detected spatial distributions of 3NJP and 1NQL are shown in Figure 6.3 a) as two-
dimensional scatter plots. Both beams of distinct conformers were shifted from the position
of the undeflected beam, also shown there. Due to the field gradient components in the xz
plane, see Figure 6.1 c), the particles focused along the z axis and defocused along the x
axis, which is partially visible in the 2D distributions. Figure 6.3 b) shows projection of
the 2D positions in a) onto the z axis as a histogram. The most probable z positions are
indicated with red markers, a cross for the open conformer 3NJP and a circle for the closed
conformer 1NQL. They were separated by 260 µm and had respective FWHMs of 310 µm
(3NJP) and 360 µm (1NQL). Relative abundance of the conformers in each z bin is shown as
local purity of the two species in Figure 6.3 d), solid lines. Purities of approximately 80%
were achieved at the marked positions of highest z-axis particle number density. At distal z
positions, the respective purities increased, at cost of a decrease in number density.

The effect of narrower particle beams on z-axis resolution between the beams of pure
conformers, i. e., the ratio of inter-peak distance over the average particle-beam widths [251],
was included as an additional result in Figure 6.3 c). In the simulations, narrower beams
were achieved by shifting the particle-beam focus into the detector plane, i. e., to dfoc =
dALS + ldefl + ddet. All other simulation parameters were kept constant. In this scenario, the
beams could be better separated: while having the same inter-peak distance of 260 µm, the
beams both only had widths of approximately 160µm. This is reflected also in the purity
plot, Figure 6.3 d): at the position of highest particle number densities, which were the same
as in the first described results and are also marked with a cross (3NJP) and a circle (1NQL),
the relative species purities increased for both conformers to almost 100% (dashed lines).

The shown results describe well-separated beams of pure conformational states. Even with
a short deflector and experimentally feasible electric field strengths, significant deflection of
the proteins could be observed. For the particle beams that focused at the detector, number
density and resolution between the peaks was higher than for the beams that had their focus
closer to the ALS exit, which diverged toward the detector. However, experimentally, a
125µm beam focus of 10 nm proteins at dfoc = 10mm may be challenging to achieve and a
particle beam focus at dfoc = 5mm more realistic at this point.

In both cases, when realizing this experiment, the observed particle beams would likely
broaden and separability between deflected species decrease, majorly affected by non-zero
distribution of thermal energies within the molecular ensemble. In comparison, the dipole-
field-interaction energy of the considered proteins, see Equation 6.1, has approximately the
same order of magnitude as the thermal energy kBT at room temperature. Warm proteins
would not perfectly align, as was assumed above, and mean deflection decrease with ⟨cos θ⟩.
Furthermore, with populating a broad range of energy levels, the conformer beams would
disperse. As an effective way to produce cold beams of macromolecules, cryogenic buffer-gas
cells could be employed, shock-freezing the particles to 4K [252]. The cold particles emitted
from such a device could then be focused into a particle beam using an ALS [253]. Cooling
the particles would have the additional benefit of minimizing Brownian motion, which causes
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3NJP
1NQL

Figure 6.3.: a): Scatter plot of the recorded xz positions of the undeflected particle beam (magenta),
conformer 1NQL (yellow), and 3NJP (dark blue). The open conformer 3NJP has the
larger dipole moment and deflects further. Asymmetric focusing along z and defocusing
along x can be observed. b): Projection of the recorded positions in a) onto the z
axis. The distributions are shaded translucently in the same color scale, revealing
overlapping parts of the particle beams. Positions with highest number densities for the
two conformers are indicated with red markers, a cross for 3NJP and a dot for 1NQL.
c): The same parameters as in b) were used, but with moving the particle-beam focus
into the detection plane. Narrower particle beams lead to smaller regions of overlap.
The same positions of highest number density as in b) are indicated. d): Along z, the
relative purities of conditions b) (solid lines) and c) (dashed lines) are shown. At the
positions of highest particle number density, the purity increases from approximately
80% (broader particle beam, condition in b)) to almost 100% (narrow particle beam,
condition in c)). In the insets, the structures of the two conformers are shown.

broadening of the particle beam [161]: narrow beams of 10 nm proteins as defined above are
more likely achievable using cold particles.

Spatial deflection of the conformer beams could be enhanced with the magnitude of the
field gradient. In this example, a low electric field was applied compared to experimentally
achievable field strengths [108]. Along these lines, the deflector geometry could be tailored
to produce optimized gradients compared to the ones from a generic two-wire setup [246],
leading to improved spatial deflection. Experimentally, designing these fields is at some point
limited by electric breakdown and should be done cautiously.
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The magnitude of deflection can also be controlled with particle speed: higher y velocities
with otherwise unchanged parameters lead to a proportional reduction of deflector passage
time and dipole-induced gradient acceleration, and thus, to quadratically reduced z deflection.
This means, that slow particles are preferred for achieving strong spatial deflection and
separability.

In any case, an additional tool for improving the local purity of species, which was applied
in molecular-deflection experiments, is a knife edge skimmer, with which particle beams are
skimmed appropriately and relative purities increase [233].

Having produced beams of macromolecules with pure conformational states deflected
along z, they could be sampled in SPI experiments with the FEL pointed along x. With the
particle beams focusing along z, this setup would have the additional benefit of increased
particle number densities and higher encounter rates between x-rays and particles. While in
this proposed experiment, a molecule with structurally distinct folding states was selected
for showing general feasibility of the method, the technique could be potentially optimized
to resolve more subtle differences between conformers. This would not only apply to folding
states already co-existing in solution, but could at some point assist in dispersing beams
of reaction-triggered proteins to sample their structure along reaction pathways. Spatial
separation between these states would enable investigation of the different structual motifs
in much more detail and with higher accuracy than with purely computational methods, and
also help unravel more of the energy landscape of these complex molecules.

6.4. Conclusion

In a simplified model, numerical calculations showed general feasibility of spatial separation
of two charge-neutral kDa protein conformers. A two-wire electrode setup was used with
low field strengths, causing deflection of particles in its inhomogeneous field proportional
to the dipole-to-mass ratio of the molecules. Trajectory simulations of slow, ground-state
molecules with significantly different dipole moments were performed. Analysis of the spatial
distributions of the conformer-purified particle beams revealed high local species purity,
depending on the assumed initial particle-beam widths, with simultaneous high number
densities.

The compact deflector described here could well be used for creating particle beams with
high conformer purity and particle number densities of massive neutral biomolecules. This
is an important step towards delivery of identical particles into the focus of an FEL and a
prerequisite for atomic-resolution SPI experiments on proteins.
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Single-particle diffractive imaging (SPI) at free-electron lasers (FEL) is a method for
imaging biological macromolecules, like proteins. Coherent x-rays scatter off arbitrarily
oriented and isolated molecules in the gas phase and the snapshots are classified. Each class
of particles with same structure and orientation is averaged, which helps overcoming the low
signal-to-noise ratio of the individual diffraction patterns. Potentially, atomic resolution can
be achieved. A bottleneck in achieving this level of detail is structural heterogeneity of the
sample.

In the presented work, steps were taken toward producing structurally homogeneous
gas-phase sample. First, it was shown how charges on aerosolized nanoparticles can be
characterized. Significant charging of artificial nanoparticles was detected, which may be an
unexpected result coming from a non-ionizing aerosolization technique. But the charge-state
distribution (CSD) can be controlled: gas-phase particles from an electrospray-ionization
device, coupled to a neutralizer, showed only few and low charges, which could be reduced
even more by modulating the liquid-flow rate of the sample. Only when increasing the flow
rate to higher values than needed for initial transfer of the molecules into the gas phase,
the expected CSD [151–153] was matched. For all settings, clear separation of particle
beams with pure charge states was observed. Next, charge-state separation was applied to
biological macromolecules, i. e., the protein complex erythrocruorin. Based on calibrated
optical scattering signal, spatial regions of pure particle size and charge could be identified.
Finally, the research focus was shifted from overall-charged to net-neutral particles. In a
simplifying approach, deflection and separation of neutral conformers of a biological model
system was simulated.

A few take-home messages can be deduced from these results. Firstly, aerosolized particles
are heterogeneous. They have distributed charges, are either isolated monomers or aggregated
into oligomers, are in different folding states, and spraying conditions affect their hydration
layers and residue adduction, i. e., their effective size. Quantitative characterization in regard
to these and potentially more properties is crucial for delivering homogeneous sample in SPI
experiments. For example, compact electrostatic-deflector setups and appropriate detection
techniques like the ones shown in this work help in online analysis and maintaining constant
conditions.

Secondly, charges and oligomeric species of both artificial and biological nanoparticles,
as well as conformational species of massive proteins can be spatially separated with the
here shown approaches, producing purified and dense particle beams that are well-suited for
application in SPI experiments.

Next, charging is a result from the aerosolization process, and not from the transport into
the detection chamber. This is evident from the significantly different CSDs from different
aerosolization methods, which used the same differential-pumping and injection setup.

Furthermore, the condition of gas-phase nanoparticles and macromolecules depends on
the aerosolization mode. There is a delicate balance between flow rate, charging of the
sample, and apparent particle size, which needs to be explored carefully. High flow rates
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in electrospray-neutralizer setups seem to reduce charges, while they produce larger initial
droplets, which in return cause deposition of non-volatile residues onto the sample. This
should be kept to a minimum, as it potentially cloaks the structure of the molecule. Instead
of using high liquid flow, an optimized, higher-performing neutralizer could be employed
that reduces charges (more) effectively.

Finally, simulation of deflection of neutral molecules based on their dipole moment stressed
the importance of generating cold beams of macromolecules for SPI experiments. From
higher degrees of alignment in electric fields, to less-dispersed deflected beams, to narrower
particle beams in general due to minimizing the broadening effect of Brownian motion, to
potentially flash-freezing and capturing protein structures: the cooling of particles promises
a range of significant experimental benefits.

When working on laboratory-based particle-beam characterization, especially for smaller
particles than the ones presented in this work, the detection method would likely need to
be adapted. The optical-microscope setup that was employed for generating the shown
results was very useful for characterizing particle beams and particle-size distributions. It
seems, however, to be limited in regard to detecting even smaller sample, for which detection
efficiency dropped. In terms of organic compounds, like the macromolecules presented in
chapter 5, the smallest reliably detected particle size was approximately 27 nm. Typical
proteins are smaller, and incident laser intensity would need to be increased by more than
350 times to achieve similar detection efficiency for 10 nm sample. While for example much
tighter focusing of the laser may be feasible, it would reduce the detection volume and thus
complicate the characterization process.

Overall, this work presented mechanisms that can be used for characterization and control
of aerosolized nanoscopic particles, like macromolecules, using electrostatic fields. When
implementing these, and potentially many more, technical, scientific, and conceptual results,
a new level of species selectivity in sample delivery could be achieved in SPI experiments,
paving the way toward atomic-resolution structural imaging, and, in the next step, to
capturing the ultrafast dynamics of individual biological macromolecules.

Compact electric deflectors like the blade geometry for charged particles or the two-
wire setup for neutral molecules could be straightforwardly implemented in existing FEL
endstations. Experimentally comfortably manageable voltages and fields would allow for
high levels of control of charged and conformationally diverse sample. Cold beams of
macromolecules would then further improve experimental outcome, as indicated above.
Efforts toward producing those cold beams are ongoing and previous results have shown that
cooling macromolecules down to 4K with buffer-gas cells for SPI experiments is within reach.
Especially when producing beams of < 25 nm particles, Brownian motion of the molecules
could be reduced, allowing for narrow particle beam foci, for example like the ones assumed
in chapter 6. Narrow beams in principle yield high particle number densities, and thus, high
hit rates, i. e., number of x-ray scattering events per time, a metric of experimental efficiency.
Also in neutrals-deflection experiments, particles with low thermal energy are preferred, as
stronger directional confinement can be achieved. Spatial deflection of molecules scales with
the degree of alignment, and so, lower electric fields are necessary to separate beams of pure
conformers. Furthermore, with thermal energies within the molecular ensemble reduced to a
narrow and low range, dispersion in the field would be minimized.
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Means of control could for example be applied in SPI experiments as follows: first, a
biological macromolecule, like a protein, is prepared in solution. Using an appropriate
aerosolization technique like electrospray-ionization, the sample is transferred into the gas
phase. In an effective neutralizer, the majority of droplets is then stripped of excess external
charges, minimizing the effect of Coulomb-repulsive bending and stretching. The small and
monodisperse droplets evaporate during transport into the interaction region, leaving few,
stabilizing water layers that maintain quasi-physiological environment while exposing as
much of the protein structure to the FEL x-rays as possible. Passing through a cryogenic
buffer-gas cell, the molecules are shock-frozen and aerodynamically confined into narrow
particle beams. Underneath an aerodynamic-lens-stack injector, an inhomogeneous-field
deflector then removes all net-charged particles from the particle beam. Also, it deflects
and disperses the beam according to the effective dipole moments of the particles within.
Since structural changes are often correlated with changes in the dipole moment, ideally, the
initially structurally diverse beam is now dispersed and regions of molecules with virtually
the same structure have emerged. Scanning these structural species across the FEL allows
sampling conformational pathways, for example following a reaction that was triggered before
freezing the particles. Employing yet another control mechanism, the molecules can also be
spatially oriented before diffractive imaging, allowing for more unambiguous data assignment
in structure reconstruction, and thus, potentially higher imaging resolution [73]. Spatial
orientation of particles can be induced with lasers, as was shown for smaller molecules [254–
257] and already implemented at FEL facilities [258]. Efforts toward translating these results
to large biomolecules are ongoing.

Albeit not atomically resolved, motion of artificial nanoparticles and even massive biological
complexes could already be observed [82, 83]: when combining and further improving particle-
control mechanisms, the SPI-produced, atomically resolved molecular movie of small proteins
does not seem impossible.
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A.1. Evaporation of Nanoscopic Droplets in the Gas Phase

After vaporization, the sample molecules are immersed in few hundreds of nanometers sized
aqueous droplets. Depending on their environmental conditions such as local vapor pressure,
the solvent starts to evaporate immediately, causing a drop in droplet temperature. This
cooling has the effect of reducing the vapor pressure, slowing down evaporation and with
it, the rate of temperature change. While injecting liquid jets into vacuum, this effect was
observed to the point of self-limitation, where the evaporation rate slowed down quickly
due to fast cooling to supercooled temperatures [259]. But this is not what we expect in
the electrospray ionization process to happen: we do not observe supercooled water, which
eventually should turn into ice, in our optical imaging setup, nor in SPI experiments. Instead,
when injecting water with ammonium acetate but without sample, virtually all droplets
seem to evaporate and we don’t observe hits from optical scattering.

Complete evaporation can be explained by taking into account heating by gas molecule
collisions, which are non-negligible during injection and aerosolization into room-temperature-,
atmospheric conditions. A graphical representation of the process is shown in Figure A.1.

kgas

r kevap
𝚫Tevap

𝚫Tgas

T

Figure A.1.: Droplet evaporation scheme. A droplet of radius r and with uniform temperature T
shrinks in size due to evaporation at a rate of kevap. With each evaporation event,
temperature is reduced by ∆Tevap. Simultaneously, room-temperature gas molecules
collide at a rate kgas, each time raising the temperature of the droplet by∆Tgas.

The following assumptions and simplifications are made in an attempt to describe a simple
model for droplet evaporation from aerosol sources:

– the perfectly spherical droplet consists of pure water with temperature-independent
density,

– atmosphere consists of pure N2 at 1.013 · 105 Pa and 273.15K.
– Temperature change throughout the droplet is instantaneous,
– only droplet cooling due to evaporation and
– only droplet heating due to gas molecule collisions are considered, where
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– gas molecules are purely classical “solids”, which completely and perfectly thermalize
upon contact with the droplet and do not re-collide with the droplet until they are
thermalized to environmental temperature.

– The gas molecules have uniform velocity and temperature, which are the averages of
Boltzmann-type distributions.

– All phenomena are purely classical.

We assume a water droplet of radius rd at temperature Td in gas of temperature Tg =
298.15K and pressure pg = 1.013 · 105 Pa in a time interval of dt. A rate equation can be
applied:

dTd

dt
= −kevap ·∆Tevap + kg ·∆Tg, (A.1)

where:
dTd/dt rate of temperature change of the droplet in Ks−1,
kevap rate of molecular evaporation in s−1,
∆Tevap temperature change induced by single evaporation event in K,
kg rate of gas molecule collision with the droplet in s−1, and
∆Tg temperature change induced by single collision event in K.

The evaporation-induced temperature change has a negative sign because it reduces
the droplet’s temperature. The evaporation rate of water1 from the droplet and induced
temperature change were described [264] as

kevap = α
pvap,w√

2πmwkBTd
Ad, (A.2)

where:
α dimensionless evaporation efficiency [0,1]

(which is assumed perfect, i. e., α = 1),
pvap,w vapor pressure of water in kgm−1 s−2,
mw mass of a water molecule in kg,
kB Boltzmann’s constant = 1.380 649 · 10−23 kgm2 K−1 s−2,
Td droplet temperature in K, and
Ad droplet surface area in m2,

and

∆Tevap =
∆Hvap

Vdρwcw
, (A.3)

where:
∆Hvap latent heat of evaporation in JM−1,
Vd volume of the droplet in m3,
ρw density of water in kgm−3, and
cw heat capacity of water in J kg−1 K−1.

1for droplets with r < 10 nm, the vapor pressure should be surface-tension corrected [260–263]
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Equation A.2 describes the amount of molecules leaving the droplet per second, which
in turn implies an evaporated volume, given the number density of water molecules, and a
correlated effective droplet radius decrease, which changes kevap ∝ Ad(r).

Gas molecules collide with surfaces at an average rate [265] of

kg = ng
⟨v⟩
4

·Ad, (A.4)

where:
ng number density of gas molecules in m−3

from pV =
ng

NA
RT [266], and

⟨v⟩ expectation value of the speed of gas molecules in ms−1

from the three-dimensional speed distribution of Maxwellian gas molecules:

f(v) = 4πv2
(

m
2πkBT

) 3
2

exp −mv2

2kBT and the one-dimensional velocity components:

j=x, y, z: f(vj) =
(

m
2πkBT

) 1
2

exp
−mv2

i

2kBT .

With a finite speed of the water droplets vd, and defining propagation along x, the
expectation value of v becomes

⟨v⟩ =
〈√

(vx − vd)2 + v2y + v2z

〉
(A.5)

as a shift of the 1D Gaussian velocity distribution of the gas molecules, which here is
defined only along x. The gas collision rate changes and increases accordingly. In a first
approximation we can now assume a hard sphere model and simplify the interaction between
water droplet and a gas molecule as two solid bodies getting in contact, both thermalizing
toward a shared temperature Tf, and separating again instantaneously. The gas molecules
are then assumed to thermalize in bulk to reservoir temperature before re-colliding with the
droplet. Furthermore, the droplet as a whole is assumed to have a perfect internal thermal
conductance.

Two bodies in thermal contact will thermalize to an equilibrium temperature as

Q = cw,N2
·md,N2

·
(
T(d,N2),i − T(d,N2),f

)
, (A.6)

where:
Q exchanged heat during thermalization in J,
md,N2

mass of droplet and gas molecules in time increment in kg, and
Ti,f initial and final temperature in K.

This leads to a change, which in our case typically is an increase, of the temperature of
the droplet:

∆T = Ti,d − Tf = Ti,d −
(
cN2 ·mN2 · Ti,N2 + cw ·md · Ti,d

cN2 ·mN2 + cw ·md

)
. (A.7)

Since supercooled temperatures were not reached, a model for the temperature range
[262.15K,298.15K] was used [267] for the heat capacity of water:
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cw ≈ A+BT +DT 2, (A.8)

where:
A 134.4 JM−1 K−1,
B −0.385 856 JM−1 K−2, and
D 6.294 22 · 10−4 JM−1 K−3.

The heat capacity of nitrogen, cN2 , was modeled [268] in the temperature range [100K,500K]
as:

cN2 ≈ A+Bτ +Dτ2 + Eτ3 +
F

τ2
, (A.9)

where:
A 28.986 41 JM−1 K−1,
B 1.853 978 JM−1 K−2,
D −9.647 459 JM−1 K−3,
E 16.635 37 JM−1 K−4,
F 1.17 · 10−4 JKM−1, and
τ temperature T/1000 in K.

After having found expressions for the involved collision and evaporation rates and
corresponding changes in temperature, these can be described for a time increment dt. Then,
the radius of the droplet decreases and with it its temperature and the magnitude of many of
the aforementioned parameters, which are temperature and/or radius dependent themselves.

Putting all of this together, the droplet starts evaporation at room temperature. Evap-
orative cooling reduces its temperature at a rate proportional to its surface. In vacuum,
shrinking slows down due to quickly reaching supercooled temperatures which also was
shown elsewhere [269, 270]. In our case, however, interaction with gas molecules prevents
reaching the supercooled regime. Heat transfer here is also proportional to the surface of
the droplet but collision-induced heating increases with sinking droplet temperature: in the
assumed conductive-thermalization model of solid bodies, the expected absolute temperature
change of the droplet is proportional to the temperature difference between droplet and gas.
The two counteracting heating and cooling rates for the considered case find an equilibrium
and stabilize the temperature of the droplet at a value > 273.15 K, which is what would be
expected from everyday observations: sprayed droplets in a room do not typically freeze but
evaporate completely.

Taking this model, we get an idea about the evaporation of droplets after being transferred
into the gas phase. In a highly entangled process, the droplet evaporates and exchanges
heat with its environment. As shown above, see subsection 2.2.3, spraying under varying
conditions leads to different initial droplet size and charge, which results in differently sized
liquid droplets entering the neutralizer and passing through it.

Taking two examples: first, the electrospray-flow rate is chosen to achieve stable spraying
in Taylor cone mode and the resulting initial droplet radius is approximately 75 nm, a
typical value for low sample-flow rates. For the second setting, higher flow even beyond
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the cone mode causes larger initial droplets, i. e., 250 nm radius. In both cases, an rp = 44
nm particle is embedded in the center of the droplets, without changing anything for this
model, but only the minimum achievable droplet size. Evaporation stops when the droplet
has the size of the particle. Shown in Figure A.2 is how very different flow rates and initial
spraying conditions prepare different environments for the electrosprayed particles and cause
a significantly different history for them.
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Figure A.2.: Histories of r = 75 nm (solid line) and r = 250 nm (dashed line) droplets. They
propagate at linear velocity after a short acceleration time and passing the electrode.
Having an approximately 50 mm long neutralization chamber, the droplets have passed
it at t75=80 µs and t250=150 µs. The temperature of the droplets decreases from room
temperature due to evaporative cooling. With initially low velocity, the gas collisions
are less frequent at first, but they increase with the accelerating particles. This explains
the undershooting temperature at short time scales. But then, with constant speed
after passing the electrode, it stabilizes due to constant velocity, and at a higher level
for the faster 75 µm droplets. The radius of the droplets decreases linearly after initial
phase, and when they reach the size of embedded particle (r=44 nm), evaporation stops,
and the dry particle has constant diameter. Also, evaporative cooling stops and the
temperature increases to the room temperature of the gas molecules.

Both model droplets are initialized with a charge corresponding to the Rayleigh limit,
see Equation 2.4. They accelerate due to an applied electrospray voltage of 2 kV from
an electrode which is 1 mm away from the origin of the particles. The initially smaller
droplet accelerates faster, compare Equation 2.5. After having passed the electrode, the
droplets propagate with constant speed, see Figure A.2, left panel. In the middle panel,
the temperature evolution is shown. When the droplets are slow, the temperature drops
quickly due to evaporative cooling. But with accelerating droplets, the gas molecule collision
rate increases and so does the temperature of the droplets. A plateau is reached where the
collisional heating balances evaporative cooling. This level is higher for the smaller and
faster 75 µm droplet than for the larger 250 µm droplet. This introduces a slight difference
in evaporation rate, which is too low to be seen in the shown data. In the right panel, the
shrinking of the droplets is shown. Over most of the observed time, it progresses linearly.
When the droplet reaches a radius of 44 nm, corresponding to the encapsuled particle,
shrinking stops and the dry particle heats up to room temperature. With the neutralization
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chamber being entered at short time scales < 10 µs, it can be seen that the initially larger
droplet has a larger size throughout passage. also, it spends longer time inside it. Putting
this together, higher neutralization efficiency can be expected for larger droplets.

An alternative picture is the Maxwell model droplet evaporation, or “r-square law” [271].
Historically, droplets of diameter 1 mm were described. While the r-square law holds for
large droplets, deviation from r-square-law for droplets ≤ 1 µm was described elsewhere [272]
and behavior toward a linear r-law was observed [273]: even smaller droplets are described
above.

One limitation which has not been considered yet is accounting for water molecule
resorption in humid air: in principle, the water molecules existing in the gas phase collide
with the droplet comparable to the gas molecules, thus effectively decreasing evaporative
shrinking.
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Imaging

B.1. Analysis of the Scattering Signal of cw-Illuminated
Particles

For the charge-state characterization of 220 nm polystyrene spheres as shown in chapter 3,
we deflected the aerosolized sample and modeled it with a particle trajectory simulation
software framework (SIMION). One input for these simulations is the particle mass, which
was defined corresponding to the nominal size distribution of monomeric particles. Close
investigation of the scattered signal, however, revealed modulation of intensities. Here, their
origin is discussed.

Detection of nanoparticles in the gas phase is key for characterization of nanoparticle beams,
as we have used for instance during single-particle diffractive imaging (SPI) experiments.
With the light-sheet imaging setup, see subsection 2.2.4, we produced a quasi-homogeneous
narrow detection volume for these particles and could visualize cross sections through the
particle beams at a defined distance from the injection device, i. e., the aerodynamic-lens stack
(ALS). Variation of this distance allowed slicing through the particle beam and sampling of
its three-dimensional volume [164]. By analyzing the recorded intensities, the species within
the beam could be characterized.

The shown data set for the characterization of particle sizes is the same as described in
chapter 3. The experimental methods can be found there in greater detail. As additional
parameter, the continuous-wave (cw) laser was operated at average power of 3.5W.

Taking the spatial distributions of the recorded 220 nm PS, compare Figure 3.2, in
Figure B.1, the correlation between the position of the particles along the electric field and
their scattering signal is shown as two-dimensional (2D) histograms.

The intensities in the undeflected particle beam, seen on the left, are modulated. The
normalized histogram of intensities, seen on the left hand side of the figure in logarithmic
scaling, has a prominent peak at 133 GV. At higher intensity values, peaks appear at
multiples of 133 GV. Low statistics at even higher values don’t allow clear identification of
high order peaks. While deflecting the particles, which is shown on the right hand side, the
fraction of blobs with n·133 GV (n>1) decreases.

Intuitively, larger clusters of two or more particles are responsible for the brighter intensities.
Investigating further, we modeled data to benchmark our blob finding software. The spatial
distribution of the undeflected beam can in first approximation be considered 2D Gaussian,
with a symmetric standard deviation of 16.5 µm. The amount of blobs per frame found in
the experimental data is normally distributed: in each frame, 6.8± 2.0 blobs were detected.
The noise of the image background was ±2.3 GV. A “typical” blob was described by a point
spread function with 1 pixel standard deviation. With these boundaries, and normalizing
the artificial blobs’ integrated signal to 133 GV ± 13 GV to account for size variability, I
created 10’000 artificial frames, mimicking the recorded data, including simulated hits. This
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Figure B.1.: Recorded intensities in the light-sheet imaging setup. On the left, intensities are shown
as a function of the undeflected beam. Periodic modulations of the intensity, at multiples
of 130 gray values, can be observed. The same phenomenon can be observed in the
deflected beam, but with fewer bright hits. In the middle panel, the difference between
the two normalized histograms is shown: the deflected beam has more 130 gray value
events, and the undeflected beam in relation more brighter ones.

simulated data was used as input for the blob finding script.
Using the same blob finding parameters for both the experimental and the simulated data,

the analyzed blob intensity distributions for both data sets are compared in Figure B.2.
They show similarity in relative peak heights and their positions. After a closer inves-

tigation, the peaks at n·133 GV (n>1) can be attributed to blobs being closer than their
resolution limit, d ≤ 2σPSF. With the camera shutter being open for 1 ms, this was the case
when the particles had a close lateral distance, but different positions along the particle-beam
axis. The camera integrated the signal during this time which led to a linear increase in
signal strength. Considering the shown results, we could assume to produce mostly isolated
220 nm PS with our GDVN setup, and most of the blobs with brighter integrated scattering
intensity came from particles being too close to resolve, as shown in fig. B.2. Comparing the
areas between the first peak up to 190 GV and the rest, approximately 85% of the particles
were resolved individually and 15% were assigned higher signal due to strongly overlapping
point spread functions. The experimentally observed fraction of multiplets decreased when
deflecting the particle beam, because the interparticle distance increased and with it the
resolving ability of our imaging setup.

So, while a uniform light field allowed for direct scaling of intensities of detected particles
of potentially different sizes, virtual large blobs introduced artifacts even for relatively low
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Figure B.2.: Intensities in light sheet setup

sample number concentrations of < 8 · 106 compared to typical SPI experimental target
values of ≈ 1 · 1015. This phenomenon of double illumination was mitigated by using a
pulsed laser, which stroboscopically illuminated the particle beam and virtually exclusively
showed individual sample units. This allowed more rigorous and unambiguous analysis of
individual particles and preparation of denser particle beams on the order of concentrations
used during SPI experiments.

In conclusion, detection of particles with a light sheet yielded cross sections through the
particle beams. Illuminating the particles with a cw light source resulted in scattering of an
approximately constant signal from one particle size into our camera. In return, scattering
signal could be easily put into relation, and relative intensity differences could be correlated
to different particle species. Number density of particles for this setup has proven to produce
“virtual” particles due to crossing the light sheet in close spatial proximity. Actual dimers,
being two spheres stuck together, would on average have a square root of 2 increased effective
diameter, and with this, approximately 1.46 times more scattering than their monomeric
counterparts. With the probability of intensities dropping toward ≈ 950 GV, we can say we
did not observe significant amounts of dimer in this sample.

B.2. Optical Aberration

Detecting nanoparticles in the above described side view imaging setup allows precise
determination of their positions in the detector plane, but normally, not along the camera
axis. This position ambiguity makes scattering signal evaluation problematic due to position
ambiguity of the particles along the camera axis, i. e., across the laser.

A scan of the particle beam through the laser from -150 µm before until +150 µm behind
the focal distance of the microscope, with the camera position being kept constant, revealed
modulation of the observed blobs. Sets of visually “typical” blobs were selected from each
position and data set, and then averaged to reduce noise. Then, these mean blobs were
stacked with the open-source image processing software ImageJ, resulting in the hourglass
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Figure B.3.: Optical aberration in the side-view imaging setup.

shape seen in Figure B.3. Between the focal point and the camera, the blobs had a cross
section as shown, with a high-intensity ring and an intensity peak in the center, while for blob
positions further than the focal point, the distribution was a “uniform” broad quasi-Gaussian
blob. This effect comes from the optical aberration of the objective and may be, when
better quantified, used for determining even the camera-axis position of the particles [274],
potentially improving particle scattering and corresponding particle size analysis.

B.3. Particle Size Determination in the Side-View Imaging
Setup

The spatially well-resolved deflected particle beams, for example shown in chapter 4 promise
pure species present within them. But if two different sample molecules happened to have the
same electric mobility, they would deflect similarly. With the above presented mass-to-charge
deflection sample characterization we would not be able to resolve these species. As an
example, we aerosolized two samples of polystyrene spheres with diameters 52 nm and 88 nm
and characterized their scattering intensities. For 88 nm (a) and 52 nm(b), Figure B.4 shows
the 2D histogram of the correlation of scattering intensities and the positions of the particles
across the laser, which was pointed at the particle beam at 190µm. Therefor, this was the
region where the highest intensities were recorded. The particles propagated from larger x
axis values to the left. toward the injector, i. e., at higher y values, a decrease in intensity
in a wavy pattern can be explained by multiple reflections of the laser within the two in-
and outlet windows, which acted in this case as weaker superpositions to the original laser
field. The two single species, 50 nm PS and 88 nm PS, show similar relative distribution of
intensities across the laser, but scaled due to their significantly different sizes. Especially the
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88 nm sample had a clear band of signal, corresponding to its rather narrow size distribution.
Then, we injected a mixture of the two species, 52 nm and 88 nm PS, and analyzed the

intensities against the hits’ positions across the laser, which is shown in Figure B.4 c). As
expected, the same intensity bands could be observed as in the individually investigated
species before. Having identified signal bands of quasi-unambiguous size attribution, I
deflected the mixed sample as described for example in chapter 4. Initially, a broadly
dispersed particle beam could be observed, but with spatial correlation, the recorded
intensities could now be used to disentangle the overlapping intensity histograms and assign
regions where pure particle species could be found. The result is shown in Figure B.5: even
with overlapping spatial distributions of the molecules, for example at 350 µm along the
field, an 80% pure beam of neutral 88 nm PS can be identified, or a 80-95% pure region of
52 nm PS in the deflected beam between field coordinates 200 µm–300 µm.
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Figure B.4.: The measured intensities of 52 nm and 88 nm PS as a function of their position across the
detection laser are shown as 2D histograms. (a): The intensities distribution of 88 nm
PS across the detection laser shows a distinct band in the logarithmic representation.
The band width can be attributed to variation in particle size, while the modulation
across the laser is correlated the mean local laser intensity. As a red dashed line, the
median intensity as a function of x is shown, which qualitatively represents the laser
profile. (b): The intensity distribution of 52 nm PS sample. In comparison with (a),
the intensities as a function of position are lower all across the laser. (c): The intensity
distribution of mixed sample. Both individual modulations from (a) and (b) can be
found.
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Figure B.5.: (a): Deflection of a particle beam of mixed PS sample was imaged in a side view imaging
setup. The singly charged 52 nm and doubly charged 88 nm particles had similar
mobilities in the applied field, which resulted in partly overlapping beams. Taking
the laser profile, shown in Figure B.4 (a): red dashed line, the measured intensities
could be normalized and disentangled. The clearly revealed the 88 nm (red) and 52 nm
(green) PS, even in regions of spatial overlap. (b): Projection onto the x axis reveals
the species purity at different x positions. For example, at x = 325 µm, singly charged
88 nm particles can be found at purity >80%. At x = 225 µm, neutral 52 nm particles
can be found with >90% probability. In the center of the beam of neutral particles, at
x = 150 µm, 52 nm and 88 nm particles can be found with a ratio of approximately 7:3.
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Beamtimes with Active Participation

2018/04/30–2018/05/07 FLASH Aerosol-SPI

2018/08/16–2018/08/27 FLASH Laser desorption of dipeptide conformers

2019/05/23–2019/05/26 EuXFEL(SPB) #2145: High-resolution Flash X-ray Imaging
of Melbourne Virus at MHz Rates

2019/05/29–2019/06/03 EuXFEL(SPB) #2160: Single-Particle Imaging: The Million-
pattern Gold Standard

2019/07/24–2019/07/29 EuXFEL(SQS) #2146: Flash X-ray Imaging of Single Pro-
teins

2019/08/14–2019/08/19 EuXFEL(SQS) #2370: Element-Specific Diffractive Imaging
of Bimetallic Nanoparticles

2019/08/21–2019/08/25 EuXFEL(SQS) #2322: Single-Particle Diffractive Imaging of
3D DNA-Origami

2019/10/24–2019/10/28 EuXFEL(SPB) #2316: Nanofocus Flash-x-ray Imaging of
Ribosomes

2020/08/11–2020/08/17 FLASH Recording Structural Dynamics for the Di-
rect Imaging of Energy Dissipation in Single
Nanocrystals

2021/08/10–2021/08/15 EuXFEL(SQS) #2601: High-repetition Rate 3D X-ray Imag-
ing of Single Proteins

2021/11/04–2021/11/07 EuXFEL(SPB) #2746: Perovskite Quantum Dot Lattice Dy-
namics

2022/03/31–2022/04/03 EuXFEL(SPB) #2734: Holographic Single-Particle Imaging
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