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Abstract

The reflectance of a surface usually depends on the angles, at which the surface is illuminated and viewed.
The dependence can be described byBidérectional Reflectance Distribution Functi@RDF. In this study,
the BRDFs of several samples typically found in urban areas (roof tiles, asphalt, etc.) were measured at the
European Goniometric FacilitfEGO in Ispra, Italy with hyperspectral sensors. The basic characteristics of
the measured BRDFs are a specular peak, an increase in backscattering direction for the roughest surfaces and
a constant diffuse component for the surfaces of moderate roughness. Surfaces of moderate roughness can be
well described by the BRDF model for specular reflection of rough surfacé®admsance & Sparrow 1997
whereas for very rough surfaces the mode(®yen & Nayar 199bis more appropriate. Surface topography
measurements suggest that the size of the scattering structure is ingheradge.

In reflectance terminology, therincipal planeis the plane formed by the surface normal and the illu-
minating light ray. We found that the angular width of the specular peak of rough surfaces perpendicular
to the principal plane decreases proportionally to the cosine of the illumination zenith angle. This result is
important in computer vision applications, but it is also of theoretical interest.

The BRDF measurements were also used to develop a BRDF model for urban areas remotely sensed
from spaceborne sensors with pixel-sizes above 500 m. The model is built on the street structure of urban
areas. It shows a strong increase of reflectance in backscattering direction. Model predictions and simulated
data derived from multispectral imagery of an airborne scanner agree well. The major areas of application
are albedo calculation and landcover identification in global image data.



Kurzfassung

Die Reflektanz einer Obesdthe ist im Allgemeinen eine Funktion der Ein- und Ausfallswinkel, der so-
genannterBidirectional Reflectance Distribution Functi®RDF. In dieser Arbeit wurden die BRDFs von
Proben gemessen, dierfdie Fernerkundung vonaltischen Gebieten wichtig sind (Dachziegel, Asphalt,
etc.). Die Messungen wurden im Labor deuropean Goniometric Facilityn Ispra, Italien unter Verwen-
dung hyperspektraler Sensoren durchgef” Die grundlegenden Merkmale der gemessen BRDF's sind das
Spiegelungsmaximum, ein Anstieg in deudRstreurichtung Ui’ die rauhesten Obeaithen und eine kon-
stante diffuse Komponentaurf'Flachen mittlerer Rauhigkeit. LetztereaEhien werden durch das BRDF
Modell von (Torrance & Sparrow 1967gut beschrieben, ahrend €ir sehr rauhe Obedthen das BRDF
Modell von (Oren & Nayar 1995bessere Ergebnisse liefert. Obacfientopographiemessungen deuten an,
dass die GoSse der Strukturen, an denen das Licht gestreut wird, im Bereich wmz2iggt.

Bei Reflektanzmessungen bezieht sich der AusdHakptebenauf die Ebene, die durch die Obexdlien-
normale und den einfallenden Lichtstrahl aufgespannt wird. In dieser Arbeit wird gezeigt, dass die Winkel-
breite des Spiegelungsmaximums rechtwinklig zur Hauptebene proportional mit dem Kosinus des Einfall-
szenitwinkels al#llt. Dieses Ergebnis ist wichtigif /Anwendungen in der computergeizten Bilderken-
nung und Bilderzeugung, es ist aber auch von theoretischem Interesse.

Des weiteren wurden die BRDF Messungen benutzt, um ein BRDF Magle#itidtische Gebiete zu
erstellen €ir die Auswertung von Daten von satellitengadi®En Sensoren mit PixelggSen von mehr als
500 m. Das Modell basiert auf der Strassenstrukaditscher Gebiete. Ein starker Anstieg der Reflektanz in
Ruckstreurichtung wird vorhergesagt. Modellergebnisse stimmen gut mit simulierten ukesein; die aus
Bilddaten eines multispektralen, flugzeuggezten Sensors abgeleitet wurden. Hauptanwendungsgebiete
sind Albedobestimmung und Landklassenidentifikation in globalen Bilddaten.
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Nomenclature

Symbols and abbreviations used throughout this thesis are defined here. Symbols that only have a local
meaning, and are defined close to where they are used, are not included here. The list is alphabetical, with the
following precedences: lower case before upper case, quantities before abbreviations, Roman before Greek.

Symbol

r (subscript)
S
to

Description

width of the street of a street structure

height of the buildings of a street structure

width of the buildings of a street structure

degrees of freedom

Bidirectional Reflectance Distribution Function
relative angle between viewing and illumination direction

area hidden from the detector of a street structure
incident

index of absorption

diffuse albedo in the ON model

specular intensity in the ON model

roughness parameter in the ON model

index of refraction

parameters in the approximation to the urban BRDF model
reflected

shadowed area of a street structure

Lambertian component in the TS model

intensity parameter in the TS model

specular peak width parameter in the TS model

area

Angular Sensitivity Function

Bidirectional Reflectance Distribution Function
Biconical Reflectance Factor

Fresnel reflectance

Geometric Attenuation Factor

radiance

probability distribution ofx

irradiance

Biconical Reflectance Factor

spec (superscript) specular

ASD
AVG
Cadr.
EGO
IR

spectrometer ASDFieldspec

average

Cadrezzate, Italy
European Goniometric Facility

wavelength range for infrared light
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81
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47
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VI CONTENTS
JRC Joint Research Center, Ispra, Italy

FOV field of view

FWHM full width half maximum

NIR wavelength range for near infrared light

ON Oren-Nayar 45
RM600 optical profiler 91
SE590 spectrometer SE590 15
TS Torrance-Sparrow 43
\Y vertical

VIS wavelength range for visible light

« inclination of a surface facet 45

y bin size for spatial averaging 98

0 zenith angle 87

o: local incidence angle on a surface facet 45
A wavelength

p albedo 14

Ds specular albedo 49

o error or standard deviation

LN standard deviation ol ; 20
UAnorm,j normallzedaAind’j 20

© relative azimuth angle 120
Pi/r azimuth angle of incidence/reflection 113
x? sum of the square of deviations divided by square of error 81
w solid angle 13

A difference

Q projected solid angle 13



Chapter 1

Introduction

The reflection of light from rough surfaces is a subject of importance in remote sensing as well as computer
vision. A key factor in the evaluation of reflected light is the composition of the illumination(\Wesnker

et al. 1998 for a comprehensive investigation of this topic. In this study, the incoming light is a known
quantity, the focus is on theurface intrinsicreflection properties.

It is a common assumptiofHorn 1989 that a surface is either specular (like a mirror) or Lambertian
(Lambert 176D, i.e. the incoming light is reflected isotropically into every direction, or a combination of
both. This is illustrated in fig. 1.1.

However, the need for a more accurate description of the variation of reflectance with changing viewing
or illumination geometry has been clearly recognized, for remote sensing applicatidisnigs 1983,
(Roujean et al. 1992 (Rahman et al. 1993(Wanner et al. 1997 (Strahler 199Y, (Diner et al. 1993 as
well as for computer visiofNayar et al. 199), (Schlick 1994, (Oren & Nayar 1995 (Wolff 1996). We will
use theBidirectional Reflectance Distribution Functi@@RDF as defined b{Nicodemus 1970to describe
the directional reflectance properties.

Smooth surfaces can be considered specular, i.e. the incident light is reflected into one direction only.
Most surfaces are not smooth but rough. If the surface height funétieny), wherexz andy are the
horizontal location parameters, satisfies the restrictjofs, y)|/\ < 1 and| 7 h(z,y)| < 1, i.e. if the
surface roughness is small compared to the wavelength of the incident\lightl the inclination of the
local slopes of the surface is small as wekrturbation theorycan be used to analyze the specular peak
(Ogilvy 1992 by assuming that the scatterer satisfies certain boundary. The wave character of light becomes
apparent for such surfaces.

According to(Ogilvy 1992, the most quoted book on wave scattering from rough surfaces is that of
(Beckmann & Spizzichino 1963In this book, the radiation fields are analyzed for surfaces using Kirchhoff
theory, also known as tangent plane or physical optics theory. The basic assumption is that the surface does
not have any sharp edges compared to the wavelength of the incident light. Thus this theory is applicable to
a much wider range of surfaces than perturbation theory.

This study focuses on man-made surfaces, most of which are characterized by a strong roughness in the
um scale, such that the assumptions of perturbation theory or physical optics become invalid. The BRDF of
man-made surfaces has recently received widespread attef8tanr{di et al. 199Y, (Ginneken et al. 1998
(Oren & Nayar 199)). An extensive BRDF database for man-made-surfaces is easily accessible via Internet
(CUReT 1996 and well documentetDana et al. 1999 (Dana et al. 1996 Unfortunately, this database does
not include some surface types important for remote sensing of urban areas, like e.g. asphalt, and only one
type of roof cover. Furthermore, it is restricted to 3 spectral channels (red, green and blue). In our research
group, a systematic measurement campaign to determine the BRDF of surfaces typical for urban areas has
been conducted at the European Joint Research Center at Ispra, Italy, using thE lEG@€n Goniometric
Facility (Solheim et al. 1999 and 2 hyperspectral sensors. Our campaign at the EGO has been the first



2 1 INTRODUCTION

Figure 1.1: Specular and Lambertian reflection. Plot on the left: specular reflection, incoming light from
zenith angle; is reflected into directiofl, = 6; only. Center plot: Lambertian reflection, incoming light is
reflected into all directions of the upper hemisphere proportional to the cosine of the reflection zenith angle
6., indicated by the length of the arrows. Plot on the right: mixture of specular and Lambertian reflection. The
area viewed by a radiance measuring sensor is inversely proportiooa &g, thus the radiance measured

by the sensor is independent of the viewing angle for a Lambertian surface. But the reflected radiance does
depend on the illumination angle, for a Lambertian surface it is proportiorakit .

extensive study of urban surfaces at this laboratory. We fully exploited the bidirectional capabilities of the
EGO by performing extensive measurements covering all azimuth angles, with especially dense angular grids
around the specular direction.

We found that many man-made rough surfaces show a broadened specular peak, whose shape can be well
described by the BRDF model §forrance & Sparrow 1967 This model assumes that the surface consists
of a superposition of symmetric V-cavities of indefinite length (see fig. 1.2) heading into all horizontal di-
rections. 'Crossings’ between V-cavities are ignored. The facets reflect the incoming light like mirrors (with
an adjustable dampening coefficient). The angular distribution of facet slopes determines the width of the
specular peak.

We discovered that the width of the specular peak perpendicular to the plane of incidence decreases
proportionally to the cosine of the illumination angle. This is a very important result for image rendering
applications, where the Phong-mo@@hong 1975is often used, which predicts a constant width of the spec-
ular peak. We also found that shape and intensity of the specular peak do not vary strongly with wavelength,
less than 10 % from 450 nm to 700 nm, even with the diffuse component varying strongly with wavelength.
The diffuse component of the BRDF is often Lambertian. Only for very rough surfaces (like e.g. asphalt) it
is necessary to model masking and shadowing effects, the BRDF mdd@ieaf & Nayar 1995 predicts the
observed increase in backscattering direction very well. This model is similar to the TS model, but it assumes
that the facets reflect the incoming light diffuse.

We compared results on the width of the specular peak to surface topography data with a horizontal
resolution of 1um and a vertical resolution of 0.1@8n. Unfortunately, the results from this section are not
conclusive.

li.e. creating images with a computer that appear as realistic as possible



Figure 1.2: A symmetric cavity of the Torrance-Sparrow model. It is impossible to physically realize the
superposition of these cavities heading into different directions, thus we can only present one cavity here.

The results of the BRDF measurement campaign for samples with areas in the cm range were
used in the development of a BRDF model for remote sensing of urban areas at pixel-sizes in the km
range. In recent years, remotely sensed, multiangular global data sets have become available, in particular
from AVHRR (James & Kalluri 199%and POLDER(Leroy et al. 199Y. With the upcoming operation of
multiangular sensors like MODIS/MISRVanner et al. 1997and MERIS(Bezy & Gourmelon 199Pthe
availability and potential of such imagery will be largely enhanced. The prime dedication of the sensors is
albedo determination (e.g. for global climate models) and global land cover monitoring at relatively coarse
pixel sizes between 0.3 and 8.0 km. Land cover classification often focuses on vegetation and bare soil ar-
eas, but for a detailed approach to this kind of data it is necessary to identify the urban areas as a landcover
class as well. The BRDF must be determined for each landcover class in order to derive albedo or to sup-
port multiangular and multitemporal monitoring. There have been numerous studies for vegetated surfaces
(e.g. reviewed ifMyneni et al. 1995 (Qin & Goel 1993), as well as for bare surfacefHapke 1993,
(Jacquemoud et al. 1994 Liang & Townshend 1996b (Staylor & Suttles 1985 (Li et al. 1996, (Gibbs
et al. 1993, (Deering et al. 1990). There have been studies determining the BRDF of man made surfaces
for sizes about 10 cmx 10 cm(Torrance & Sparrow 1997(Oren & Nayar 1995 (Wolff 1996), (Ginneken
et al. 1998, (Stavridi et al. 199¥, (Schlick 1994, (Dana et al. 1999 (Meister et al. 1996a (Meister et
al. 1999¢. But the bidirectional reflectance of urban areas has not been investigated before for data with a
pixel-diameter of about 1 km.

In fact, there are several problems associated with the design of an urban BRDF model on this scale.
The biggest one is the large heterogeneity within an urban area: the homogeneity needed to properly define
a BRDF (Nicodemus et al. 1997is very often interrupted by large scale structures like rivers, airports,
train stations, etc. Furthermore cities like Cairo, New York City and Geneva are so different that it is quite
challenging to design a BRDF model that covers them all. Even within a single city, different BRDFs are
expected for different parts of the city, consider e.g. a downtown area with high-rise buildings and a suburban
area with one storeyed houses. However, all cities have a common property that can be exploited for the
design of a BRDF model: every urban area contains a street structure, whose BRDF effect can be relatively
simply modeled by geometrical optics. Although in each city there may be many different street structures
(e.g. low buildings at a wide street and high buildings at a narrow street), we will show that it is sufficient to
use the average street dimensions to achieve a good approximation to the overall BRDF.

We readily admit that the proposed BRDF model may be insufficieattmratelydescribe the BRDF
of urban areas in general. However, airborne data measured by us show strong deviations (factor of 2) from
the commonly assumed Lambertian behavior. Therefore our model is a useful first approximation with an
anticipated accuracy in the 20 % range.
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There are several possibégeas of application 1) Albedo calculation can be improved by including
BRDF effects. 2) Thatmospheric correctionf measured radiances is strongly intertwined with the BRDF
of the respective pixgWanner et al. 1997 (Vermote et al. 1997a3) Commorchange detectionlgorithms
do not consider BRDF effects and will most likely give wrong results if the BRDF effect is as strong as
shown here. 4Flassificationalgorithms can benefit from an improved knowledge about the BRDF of the
underlying classes. 5) A global mapgimulated reflected radiancegcessarily includes BRDF information
from all landcover classes.

This thesis consists of the following chapters: in chapter 2, the investigated samples are briefly described.
Then the radiometric quantities are defined, following the notatidiNimodemus 1970 Chapter 4 presents
the error determination for the laboratory BRDF measurements. The next chapter describes the measurement
results and evaluates the performance of the BRDF modelJdiyance & Sparrow 1967and (Oren &
Nayar 199%. The findings on the width of the specular peak perpendicular to the plane of incidence are
presented in chapter 6. The topography measurements are discussed in chapter 7. Chapter 8 describes a
post-flight angular calibration method for airborne scanner data. This method was applied to DAEDALUS
data, to obtain the large scale BRDF data needed in chapter 9, where a BRDF model for large scale urban
areas is developed. A summary concludes the main part of this thesis.



Chapter 2

Description of the Samples

2.1 Overview

In this chapter, the samples are described that have been used in this study. We give a qualitative description
and show which kinds of measurements were performed on each sample. The goal is to investigate the
BRDF of man-made materials important for remote sensing of urban areas. We chose several materials
that represent roof coverings as well as street coverings. We restricted ourselves to surfaces that looked
rotationally symmetric, in order to be able to describe the BRDFs only with a relative azimUBiRDFs
depending on both the incident and viewing azimuth are much more tedious to measure. We also included
a few materials (wall paper, plastic, red painted aluminum) that are relatively unimportant in remote sensing
imagery, but help to explore the range of BRDFs of urban areas and are more useful e.g. in computer vision
or image rendering. Two reference panels were used for calibration purposes.

Table 2.1 gives an overview of the measurements performed for each sample. Two sensors were used
for the radiometric BRDF measurements: SE590 and ASDFieldspec. The details are given in chapter 4, the
basic difference between the two sensors are

e wavelength range: the SE590 covers 425 nm to 925 nm, the ASDFieldspec covers 450nm to 2280 nm

e angular coverage: for the ASDFieldspec, we measured only in forward scattering dirggtien
180°), whereas with the SE590 we varied the relative azimuth angle continouslyofréon 80°

e reliability: the ASDFieldspec turned out to be less stable than the SE590, and some of the measure-
ments in the specular direction have overflows.

Furthermore surface profiles were taken for several samples. Results from the topography measurements are
presented in chapter 7.

2.2 Qualitative Description

Pictures of the samples taken with a digital camera are shown in figures 2.1 to 2.4. For some samples, we also
provide close-up photographs. All pictures include an ordinary pen serving as a size reference. The pictures
are shown in the same order as in table 2.1.

Unless otherwise noted, all the samples are new, i.e. they were not exposed to field conditions for ex-
tended periods of time. We focused our study on 'new’ samples because the dirt that accumulates on surfaces
exposed to exterior influence can be distributed inhomogeneously over the surface, thus preventing rotational
symmetry.
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Sample SE590| ASD | Topography
Spectralon 0.5 X X
Spectralon 1.0 X X

Red concrete X X X
Blue concrete X X X
Black concrete X

Red roof tile X X X
Roof tile (Opal) X X
Sanded roof paper X X X)
Green roof paper X X)
Red roof paper X

Wall paper X X)
Brown slate X X
Green slate X

Red slate X X
Dirty roof tile X

Asphalt (Cadr.) X

Asphalt (Ispra) X X)
Walkway slab X

Plastic X) X
Red aluminum X X X

Table 2.1: Overview of the measurements performed for each sample. X indicates a successful measurement
series, (X) indicates that the measurements series was discarded because of too many overflows.

e The two Spectralon panels were produced by Labsphere, Inc.,Boulder, Colorado (USA$pEe ’
tralon 1.0’ panel has an albedo of almost 1.0, the exact numbers are wavelength dependent. It belongs
to the TDP unit of the JRC, Space Applications Institute in Ispra, Italy. Its internal reference number
is WTO05. The Spectralon 0.3 panel belongs to our group (CENSIS at the Institute of Experimental
Physics, University of Hamburg, Germany). Its albedo is about 0.51(Meister 1995 for a table of
the albedos as a function of wavelength.

¢ 'Red concrete, ' blue concrete and 'black concrete refer to three concrete tiles produced by Braas
GmbH, Hamburg. All the tiles have a very similar surface structure, the only difference between
these tiles is the color pigments added during production. The tiles are very homogeneous, rotational
symmetry is given. Their surface area is 40 cm x 29 cm, thus the positioning of the sample in the center
of the field of view (FOV) is easy. The concrete tiles were produce8iaas Dachsysteme GmbH,
Germany

e 'Red roof tile’ is a tile made of baked clay whose color is between red and orange. This type of roof
tile is called 'Biberschwanz’ in German, literally translated to English: 'beaver’s tail'. The reason is
its flat shape. This is a very important feature, because many roof tiles have a sinusoidal shape, which
makes them unsuitable for laboratory BRDF measurenteritéie area of one tile is 15 cm x 30 cm.

In order to obtain a surface big enough to cover the FOV of the sensor even for large zenith angles, we
put 3 tiles next to each other. Although the edges violate rotational symmetry, the effect of the edges
is so small that it can easily be ignored.

1These measurements are presentd¥igister et al. 1996a (Meister et al. 1999¢
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¢ 'Roof tile (Opal)’ is another roof tile made of baked clay very similar to the 'Red roof tile’ described
above, but its size is much smaller, only 19 cm x 18 cm. Itis colored red. It is very homogeneous.

e 'Sanded roof papet is a roof paper made of bitumen partly covered with quartz (sand) grains with a
diameter of about 1 mm to 2 mm. Thus it has a very complicated surface structure: a dark background
covered with bright objects. A very non-lambertian BRDF is expected, because the background is
strongly recognizable from nadir viewing, but it is hidden from sight for oblique viewing. The distri-
bution of quartz grains is random, but very homogeneous over areas larger than 2 cm x 2 cm, thus we
expect rotational symmetry despite the complicated structure. The total area is larger than 40 cm x 40
cm.

e 'Green roof paper and 'red roof paper’ are bitumen roof papers that are partly covered by patches
that are black or green resp. red. The shape of the patches is ellipsoidal to rectangular, with edges from
0.3 cmto 1.5 cm. Between the patches 'valleys’ up to 1 mm deep are possible. The samples appear to
be rotationally symmetric to the human observer. The size is 23 cm x 27 cm.

e 'Brown slate’: slate (in German: 'Schiefer’) tiles are a common roof cover in the USA, in Germany
they are mainly used to cover small sections of the roof, especially if a section of a roof is vertical.
Our sample was assembled from two parts to form an area of 27 cm x 26 cm. Again, the effects of the
edges are so small that they can easily be ignored concerning rotational symmetry.

e 'Red slaté and 'green slaté not only differ in color from ’brown slate’, also their surface looks
smoother than ’brown slate’. The area of the sample was only 17 cm x 14 cm, thus special care had to
be taken to position the samples in the center of the FOV.

e 'Dirty roof tile ' is a roof tile made of baked clay that was actually used as a roof tile for probably
more than 50 years. Dirt is distributed inhomogeneously over the surface, rotational symmetry cannot
be assumed. The tile is of type 'Biberschwanz’. The size is only 14 cm x 13 cm.

e The sampleAsphalt (Ispra)’ was taken from a construction site in Ispra, Italy, the samplkgphalt
(Cadr.)’ was found in Cadrezzate, Italy. Both samples show irregularly colored patches (gravel inclu-
sions) on a grey background. The patches are relatively small (covering about 10 % of the surface)
with diameters of about 0.5 cm to 1 cm, thus we expect deviations from rotational symmetry to be
small. The size of 'Asphalt (Ispra)’ is about 20 cm x 30 cm, the size of 'Asphalt (Cadr.)’ is 15 cm X
11 cm. The asphalt samples have the greatest roughness of the samples used in this study (except for
'sanded roof paper’). As both samples were actually used as street coverings before and covered with
sand from the construction sites, we rinsed them with water.

e 'Walkway’ is a part (area: 20 cm x 15 cm) of a typical grey concrete walkway slab (original area:
50 cm x 50 cm) used by pedestrians, taken from a construction site in Hamburg, Germany. Its rough-
ness is comparable (probably rather higher) to the roughness of the sample red roof tile’. It is very
homogeneous. We also rinsed it with water to remove the sand stemming from the construction site.

e 'Wallpaper’ is a piece of rough wallpaper (in German: 'Rauhfasertapete’) with an area of 32 cm x 28
cm painted white. Its topography shows large variations (up to 2 mm), still it seems to show rotational
symmetry to the human eye.

e ’'Plastic is a tray of white plastic (made for household use). It is very smooth, has a shiny surface and
is extremely homogeneous. Its dimensions are 37 cm x 25 cm.
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e 'Red aluminum’ is a sheet with a thickness of 5 mm of aluminum with an area of 40 cm x 30 cm.
It was painted red by using a spray produced biJABaeuerle Farben GmbH’, the color-type is
blazing red. The surface is glossy and very homogeneous.
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Spectralon 0.5 Red concrete

Blue concrete Black concrete

Red roof tile Red roof tile (close-up)

Figure 2.1: Pictures taken with a digital camera of Spectralon 0.5; red, blue and black concrete tiles; and red
roof tile.
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Roof tile Opal Roof tile Opal (close-up)

Green roof paper Green roof paper (close-up)

;
.
ittt

Red roof paper Wall paper

Figure 2.2: Pictures taken with a digital camera of roof tile Opal, green roof paper, red roof paper and wall
paper.
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Brown slate Green slate

Green slate (close-up) Red slate

Dirty roof tile Dirty roof tile (close-up)

Figure 2.3: Pictures taken with a digital camera of brown, green and red slate tiles, and dirty roof tile.
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Asphalt (Ispra) Asphalt (Ispra) (close-up)

Plastic Plastic (close-up)

Red aluminum Red aluminum (close-up)

Figure 2.4: Pictures taken with a digital camera of asphalt (Ispra), plastic and red aluminum.



Chapter 3

Radiometric Quantities

3.1 RadiancelL

In this study, we use the radiometric notation introducedMigodemus 1970and(Nicodemus et al. 1977
Electromagnetic radiation can be measuredaa$ant flux ® [W] (energy of photons per time which pass
the aperture of the sensoRadiance L is defined by

0*®
cosf - 0A - dw
Ow = sinf - 06 - J¢ is the solid anglef is the zenith angle and is the azimuth angle.A is the area
considered (either a detector area or a surface area). The radiance is constant along a ray of light if the
medium neither absorbs nor scatters. Usually, radiance is defined per wavelength interval, thus the unit
become§W - m~2-sr 1. ym—1].

L (3.1)

3.2 Bidirectional Reflectance Distribution Function BRDF

TheBidirectional Reflectance Distribution FunctigBRDF) has been accepted by the scientific community
as the most appropriate way of describing diffuse reflection. The radiant/@yxoriginating from the
direction(6;, ¢;), hitting an infinitesimal surface elementids given by

d®; = L;i(0;, ¢i) - dA - S [W] (3.2)
whered(2; is the projected solid angle:
dQ; = cos0; - dw; [sr]. (3.3)

For a diffuse surface,d; will be scattered into all directions of the upper hemisphere. In case the light source
is not a true point source (which is especially importantficsitu measurements), the radiance reflected into
the direction(6,, ¢,-) will be a superposition of radiation stemming from different directions:

LT (97"3 ¢T) = dLT (913 ¢ia 97‘3 ¢T) (34)

If a sensor at directiof¥,., ¢,.) is pointed at a surface illuminated frof#;, ¢;) , it would measure
do, = dLr(Hia bis 0, ¢r) -dA - dQ, (3-5)

where d2, is determined by the FOV of the sensor.
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It is possible to define a quantity as

d®,  dL,-dQ,
dd;,  L;-dQ;
X is dimensionless and invariant agaiigtand d2;, because both quantities are directly proportionalitp d
(doubling the incoming light will double the reflected light). Unfortunatélyis not invariant with respect to
d<2,., but proportional to it (a detector with a larger FOV will measure a greibgrreflected from a diffuse
surface, becausefyl increases). ThufNicodemus et al. 1977introduced the Bidirectional Reflectance
Distribution Functionf,.:

X =

(3.6)

dLr(gia ¢ia 91"7 Qbr)
fT(ghgbl?gT‘?qu‘) Lz(017¢z) dQl
fr depends only on properties of the surface and is independent of characteristics of the light source or
the detector.
For aLambertiansurface, the BRDF is constant with respect to illumination and viewing angle. For a per-
fectly specular surface, the BRDF becomes a product of two Dirac delta-funéhdcedemus et al. 1997

fr=2-0(sin? 0, — sin® ;) - 6(¢, — $; £ 1) (3.8)

[st1] (3.7)

3.3 Irradiance, Albedo and BRF

Theirradiance FE; is a measure for the total radiative energy reaching the surface. It is defined as

_ do;
Ei=— (3.9)
Integrating the incoming radiandg over the upper hemisphere yields the radiance:
;=21 r0;=%
Ei = / Li(Hi, ¢z) dQ) = / ’ Li(Hi, ¢z) - sin 91 - COS 91 d91d¢l (310)
Q ¢;=0 6;,=0

The unit of irradiance is Wn—2um~!. Very often, BRDF is defined as the ratio of reflected radiance and

irradiance:
dLr(gia ¢i7 91"7 ¢T)
fr=
dE;(0;, ¢i)
which is equivalent to the definition of eq. 3.7.
The albedo (called directional-hemispherical reflectancey (Nicodemus 197)) can be calculated by
integrating the reflected radiancés over the upper hemisphere and dividing by the irradiance, if the irradi-
ance originates from only one direction:

_ JoLo(6,,9,) a0

The albedo can be a function of the incidence afigle
Thebidirectional reflectance factds defined as

R(oia¢i,9ra¢r) = ﬂ—f?"(oia¢iaora¢r)' (313)
Thebiconical reflectance factdBRF is defined as

(3.11)

(3.12)

- T
QiQr w; Jwp
wherer has the unit [sr]. A difference between these two quantities only emerges if the BRDF varies strongly

within either dv; or dw,., which is rarely the case for diffuse surfaces. We will follow common practice and
neglect the distinction.

R(w;,wy) fr(0i, di, 0y, Py )dS2,dS2; [dimensionless] (3.14)



Chapter 4

Radiometric Calibration of the EGO
Sensors

4.1 Overview

The European Goniometric Facility (EGO) at the Space Applications Institute, Joint Research Center, Ispra,
Italy, provides the opportunity for laboratory multiangular reflectance measurements. This chapter describes
the error analysis for our measurement campaign at the EGO. The errors will be used in the following chap-
ters. The results can also be directly used for future measurement campaigns at the EGO, and the methods
presented are useful for any similar experiment setup. The average total error depends strongly on the spectral
signature of the sample for the SE590 detector (Spectron Engineering), varying from 4 % to up to 14 %. The
spatial illumination heterogeneity is identified as the largest error source. Its effects increase with increasing
zenith angles. It is shown that the instrument noise of the detector SE590 is a function of the maximum signal
in a measured spectrum. Based on this result, a procedure to define the wavelength range with acceptable
measurement errors is presented. Different ways to calculate the irradiance are compared. It is shown that
calculating a constant irradiance for each incidence angle is in better agreement with the reciprocity principle
than assuming a different irradiance for each illumination and viewing geometry. The measurement error of
the ASDFieldspec is found to be dominated by dark current noise. Parts of this chapter have been published
in (Meister et al. 1999d

4.2 Experimental Setup

The goniometer at EGO consists of two quarter arcs with a radius of 2 m, see fig 4.1 for an illustration.
A sensor and a light source can be attached to the arcs, their position on the arc determines the zenith
angle. The arcs can be moved on a circular rail (radius: 2 m), determining the azimuth angle. The angles
can be positioned with an accuracy @fl°. Several light sources and sensors are available, we used a
1000 W halogen lamp and a spectroradiometer SE590, Spectron Engineering Inc., Denver, USA. The target
samples were man-made surfaces typical of urban areas like e.g roof tiles or asphalt. They are ideal for
laboratory measurements because of their homogeneity and temporal invariance, opposed to e.g. vegetation
samples, se€Sandmeier et al. 1998The sections in this chapter discuss the following aspects for the SE590:
wavelength considerations, lamp constancy and detector noise, illumination heterogeneity, determination of
the irradiance, total measurement error and reciprocity principle. Concerning the ASDFieldspec, wavelength
range, BRDF calculation and error determination are discussed. The chapter concludes with a comparison of
the SE590 and the ASDFieldspec data.
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Figure 4.1: Design of the EGO: two quarter arcs (2’ and '4’), running on circular rails ('1’). Sleds are
attached to the arcs to carry light source ('3’) and sensor ('5’). The sample is placed in the center ('6’). This
sketch, originally published by JRC, was edited by An&dthkirch to account for recent changes to the

goniometer design.
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4.3 Wavelength Characteristics of the SE590

4.3.1 Wavelength Resolution

The wavelength range of the SE590 covers 400 nm to 1100 nm with 252 channels, i.e. a sampling interval
of about 3 nm per channel. There is a strong overlap of the spectral sensitivity function between adjacent
channels. The full width half maximum (FWHM) spectral resolution is 3 to 4 detector elements, or 10 nm, if
no FOV (field of view) optics is used (standard slit aperture), for smaller slit apertures a resolution of 1 to 2
detector elements is possible (all values quoted from the SE590 documentation by Spectron Engineering). We
found that the sampling interval increases from 2.6 nm for short wavelengths to 3.1 nm for long wavelengths.
We measured the signal of a green laser at 543 nm after being scattered on white papdrvA®Va
optics. The FWHM is less than the quoted 10 nm, rather about 5 nm. The small FWHM can be attributed
to the1° FOV optics, after removing this device the FWHM increases to about 15 nm. Similar results were
obtained by(Rothkirch et al. 1999 Although we used thé° FOV optics for our campaign, we chose to
average over 5 detector elements. This yields 50 channels with a sampling interval of about 15 nm and
ensures that the averaged signals will only be weakly influenced by neighboring pixels. The strong overlap
of the spectral sensitivity functions between each detector element (praised in the documentation, because it
prevents sensitivity gaps) is rather inconvenient for our purposes, because we need signals not disturbed by
neighboring wavelengths. The error stemming from the signal of neighboring wavelengths after averaging is
negligible in our case, because our signals do rarely show rapid variations within short wavelength intervals.
For outdoor measurements, where sharp atmospheric absorption lines can be seen in the datd, &.g.
760 nm, an error estimation might be necessary.

4.3.2 Wavelength Calibration

The wavelength calibration of the SE590 using theFQV is not quite exact: the peak in the green laser
spectrum is expected to be at 543 nm, the highest measured value is at 544.7 nm, see fig. 4.2. Given the
sampling interval of 2.8 nm, i.e. the neighboring detector elements are at 541.9 nm and 547.5 nm, an exact
calibration would have yielded the peak value (or peak center in case of an asymmetric peak) at 541.9 nm.
For the standard slit aperture, the highest value is at 544.7 nm too, but the peak center is shifted by about
1 detector element towards smaller wavelengths, yielding the expected 541.9 nm. Resu(®dtokirch

et al. 1999 also show a very good agreement between wavelength calibration and a red (632.8 nm) laser
spectrum for the standard slit aperture. This indicates that the wavelength calibration is optimized for the
standard slit aperture. We conclude that for théOV optics the wavelength calibration has an error about

as large as the instrument sampling interval, which is negligible for us as we summarize over 5 detector
elements (see section 4.3.1). As the check of wavelength calibration was made for only two wavelengths
(534 nm and 633 nm), it is possible that different errors occur at other wavelengths.

4.3.3 Wavelength Range

The wavelength range of the SE590 is 400 nm to 1100 nm according to the SE590 documentation. The data
even contains a larger wavelength range, from 368.4 nm to 1113.7 nm. The measured spectrum is the product
of the lamp spectrum, the target reflectance and the sensor sensitivity. The measured intensity is always very
weak below 400 nm and above 1000 nm. It will be shown in section 4.4 that there is a detector noise of about
0.2 % of the maximum signal. This would give a very high error for those wavelengths with low counts,
about 20 % at 1100 nm. We excluded those wavelengths where the average detector noise is expected to
be higher than 2 %. Therefore we computed the average spectrum of all samples after normalizing to its
maximum value, see fig. 4.3. All the values lower than 0.1 (dashed line) correspond to average detector noise
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Figure 4.2: Spectrum of the green laser for ilieFOV (top) and open slit aperture (bottom). The right
column shows the same data but for a smaller wavelength range. The peak centerifoF@¥ data is
shifted by about 1 detector element (2.8 nm) to shorter wavelengths when compared to the open slit aperture.



4.4 LAMP CONSTANCY AND SE590 DETECTOR NOISE 19

1.0f
0.8}

0.6}
0.4}

0.2

0.0L . ‘ ‘ ‘ 1
200 400 600 800 1000 1200
Wavelength [nm]

Figure 4.3: SE590 counts normalized to the maximum value of each respective spectrum, averaged over all
samples. Stars indicate the values averaged over 5 detector elements (see section 4.3.1). The values below
0.1 (dashed line, corresponding to 10 % of the maximum value) have average detector noise levels higher
than 2 %. For this study, only those wavelengths with a better average detector noise will be considered (425
nm to 975 nm, vertical dotted lines).

levels bigger than 2 % (0.2 % / 0.1 = 2 %). Thus we restrict the wavelength range used for this study from
425 nm to 975 nm (dotted line), this yields 38 channels after averaging.

4.4 Lamp Constancy and SE590 Detector Noise

The SE590 has an automatic dark current subtraction. But measurements with a cap blocking all incoming
light still yield a signal of about 0.5 counts, averaged over all dark current measurements and wavelengths.
We believe that this value is associated with a wrong offset in the data processing softwéiRathkiech et
al. 1999, and therefore subtract it from all our measurements. We estimate the error from dark current to be
about 1 count, the digitization error is 0.5 counts. We will combine these two erroa“tiﬁ: 1.5 counts. In
most casesy . is negligible because the measured signals are usually well above 100 counts.

In order to investigate the measurement errors, we measured the spectrum beforeMjaraed after
(namedM;') each SE590 measurement series (named scenario)6j’ at 30° and6#, = 0°. The time
passed between these two measurements varies from 30 minutes to 2.5 hours. The differences between these
measurements do not increase significantly with time, thus we found no evidence of a thermal drift of the
system. A look at the differences suggests that they consist of a relative deviation (relative to the mean signal
M*(A) = (M]‘-’(A) + M3 (X))/2) plus a part that is caused by detector noise. Although in principle the
relative deviation can also be caused by the detector, e.g. induced by temperature variations, it is far more
likely that the relative deviation is caused by fluctuations of the lamp, because a change in the lamp intensity
will result in a relative change of the measured signal. The lamp has a stabilized voltage source. Based on
the results of previous measurements, we expected that the variation in signal due to these fluctuations is less
than 1 %.

We regard the differencéstot’j = M]’-’ — M} as being composed of a part proportional to the shape of
the mean signaﬁprop’j and a part independent of the shape of the mean sigpﬂ’j:

Aprop,j+ Aind, = Dtotj = Mj = M (4.1)

Our goal is to determiné o i and Ajpq ;. We assumed that a change in lamp intensitff, , i(A)
is proportional to the spectrum of the Iam4‘x1|amp,j()\) =pj- Ilamp,j(A)’ wherep; is a number (not a
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function of wavelength) specific to each scenario j. de}op,j can be written as
Aprop,j(>‘) =Dpj- Mym(A) (4.2)
Varying the parametey; we minimized|Aind’j| (cf. equations 4.1 and 4.2):
|Aind,j(>‘)| = |Atot,j(>‘) —pj - M"(N)| = minimum (4.3)

because in this way the componenrm&)tj that is proportional td/;" is removed The remaining spectrum
is not proportional to the shape 817 and can thus be assomated WN’hd

We want to determine what change in lamp intensity is expected from one measurement to another
ignoring whether this change corresponds to an increase or to a decrease. This is given by the average of the

absolute op;: ,
J

wheren; is the number of scenarios. We regard this value (0.3 %) as an estimate for the lamp constancy. The
procedure of minimizing\jn j( ) (eq.4.3) leads to an underestimationAqhd,j(A) and an overestimation
of Apro J(>\) This can be understood |mag|n|ng£qot ) created by random noise, where we would
expect the component proportional to the mean spectrum to be zero. However, in this case eq.4.3 will still
result in a nonzerg;. From numerical simulations, we expect that for our case the overestimatiqgqf,
is between 5 % and 30 %.

The lamp constancy at the EGO was also determine(Bbiheim et al. 1996 using a 100 W halogen
lamp with similar results. The lamp constancy of the 1000 W lamp was also determir&hhgmeier et
al. 1999 at the EGO, but without a stabilized power source, resulting in a much larger time drift (about 2.7
% for a time interval of 1 hour).

The Aind,j values obtained from the above minimization procedure (eq. 4.3) do not have any common
characteristics and can be associated with random detector noise. Their standard deviations taken over wave-
length

2 (4.5)

B J A=02 (Aing j(N) — 2= SAZTE Ajng (V)
OA =
ind,j

wheren, is the number of wavelength channels, range from 0.36 to 17.4 counts, varying by a factor of about
40. The values are shown in the left plot of fig. 4.4. They are correlated to the maximum valdg of
because the SE590 chooses the integration time automatically in such a way that the maximum value of the
spectrum is below the saturation level and above 50 % of the saturation level. The maximum value varies
from 218.3 counts to 9140.0 counts. We divid&ghq j by the maximum value o#/;" and called the result
Anorm,j because it is now normalized to the maximum detector signal. Then we computed the standard
deV|at|onaAnor . (fig. 4.4, right plot) analogous to equation 4.5. It can be seemt,lgat m,| only varies

from 0.0012 to O. 0028 a factor of about 2, a much narrower range than the varlahgn %f Thus itis

reasonable to regard the average Qf
norm,j

1
o XJ: 9 5norm,j = 0-0019 £ 0.0004 = opoise (4.6)

as the detector noise leve}, e With a statistical standard deviation of 0.0004%e conclude that 0.2 %
of the maximum detector signal is a good estimate of the error from detector noise and that the error
from illumination constancy over time can be estimated to be 0.3 % of the detector signal.
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Figure 4.4: The left plot showsAind ., the standard deviations of the before-after differences of each sce-

nario after correcting for the relative differences, see eq. 4.5 for each scenario. The right plot shows these
standard deviations after normalizing to the maximum detector Sigﬂ%'o(rm i see text). It can be seen that

0.002 is a good estimate fOTAnorm i whereas the variation @fAindj is too large to allow a meaningful

estimate of the average value.
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Figure 4.5: The lamp footprint, measured by moving a luxmeter over a 10 tfhcm grid on the illuminated

area, crosses indicate measurement points. The arrows indicate the lamp position: nadir illumination for the
left plot, #; = 51.7° for the right plot. The lamp footprint fof; = 0° is quite homogeneou$; = 51.7°

shows a linear rise (about 15 %) towards the lamp.

4.5 lllumination Inhomogeneities

451 Luxmeter Measurements

In order to assess the spatial constancy of the light spot produced by the halogen lamp, we measured the
spatial distribution of the incoming light intensity with the luxmeter '"MAVOLUX digital’ for two different
incident zenith angles, nadir afid= 51.7°. The instrument is available at EGO, see table 4.1 for technical
specifications. Its sensor has a sensitive area with a diameter of 2 cm. We placed the sensor facing upward
on several positions in a square in the illuminated spot. The length of the edges of the square was 10 cm.
The resulting values normalized to the center of the square can be seen in fig. 4.5, 2D plots are shown in
fig. 4.6. For light incident from nadir, the spatial distribution of the light intensity is very homogeneous. For

#; = 51.7° the intensity close to the lamp is about 15 % higher than away from the lamp. The horizontal
distribution is constant to about 3 %, the measurement error of the detector. Thus the left/right asymmetry
observed by(Solheim et al. 1996and (Sandmeier et al. 1998s confirmed, but its impact is negligibfe

for the small FOV of1° used in this study. The strong inhomogeneity of the vertical distribution (increase
towards the lamp) can be explained by the large solid angle the lamp illuminates (we even set the lamp from
'spot’ to 'flood’ in order to achieve a homogenous illumination from nadir). Unless the light source emits
parallel light rays (like e.g. a laser) the area closer to the light source will always be brighter than the area
further away.

The luxmeter measurements show that the spatial distribution of the light intensity is quite linear within
the measured square. If the center of the FOV of the detector would always coincide with the center of
the light spot, there would be a negligible measurement error stemming from illumination inhomogeneities.
However, the center of the FOV of the detector revolves approximately on a circle with a diameter of about 2
cm around the center if the detector is movedb§° for detector zenith angles smaller or equab®d, ac-

*Assuming a circular FOV of°, a sensor views a circular target area of 3.4 cm diameter for zenith @ngle)°.
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Effective Range 0... 1999 W/n
Error for incandescent lamp and nadir illuminatipn +2.5%
Error for incandescent lamp and skew illuminatipn +3.0%
Diameter of detector area 20 mm
Spectral response (spectral filter used) similar to human perception
Detector material silicon

Table 4.1: Technical specifications for the MAVOLUX digital, see section 4.5, page 22). Manufacturer:
GOSSEN BMBH - MESS- UND REGELUNGSTECHNIK, PB 1780, Naegelsbachstr. 25, D-8520 Erlangen,
Germany

cording to measurements done previoustpsgood 199 We calculated the signal that would be measured

from a lambertian target for both incident zenith angtgs= 0°,51.7°), 3 viewing anglesd,. = 0°, 30°,50°)

2 and 4 azimuth anglesp(= 0°,90°, 180°,270°). For this reason we integrated the luxmeter measurements
over the area covered by the FOV. The size of the area is determined by the viewing zenitf. {ngine
dependence: ared = Ay/ cos 6,, whereA, is the area of the FOV faf, = 0°), and the center of the area

is determined by the azimuth angle, assuming the center revolves on a circle with a diameter of 2 cm. The
results can be seen in fig. 4.7. Because of the approximate spatial linearity of the luxmeter measurements, the
size of the FOV hardly influences the results. However, a change in azimuth causes the result to vary between
0.97 and 1.02 fop; = 51.7°, between 0.99 and 1.00 féf = 0° resp. We thus estimate (first estimate,

see below) the error stemming from illumination inhomogeneities to be 0.5 % fof; = 0° and 2.5 %

for 6; = 51.7° (half the maximum deviation). Although. seems to have little influence according to our
calculations, we do expect larger errors for lafigebecause for large. we expect an increase of the radius

of the circle on which the FOV revolvégiosgood 199). (Solheim et al. 1996reports that the displacement

of the center of the FOV can reach up to 7 cm, increasing gyith

4.5.2 Equivalent-Angle Measurements

The calculations of the previous section could be checked easily if we had a truly lambertian surface. The
surfaces available to us are close to lambertian, but only to within a few percent, i.e. they are not suitable to
check for deviations of 1 or 2 %. Another way of verifying the above calculations is to assume that the surface
is rotationally symmetric. This assumption is confirmed for our samples by measurements of the surface
topography aj:m resolution. In this case, measurements with the detector at an azimuth angie 660°

should yield the same as measurements with the detecioE=aR70° (in our measurement campaign, the
azimuth angle of the light source was fixed0fy). It is also possible to compare measurements of different
detector azimuths where either the lamp or the detector are in haBur detector in nadirg(. = 0°), we
measured at detector azimuth positigns- 90° andy = 180° for lamp zenith angleg; = 30°, 50° and65°.

These measurements will be investigated in the following to estimate the err f010°, the comparison
betweenpy = 90° andyp = 270° (only available for¥; = 50°) will be used to estimate the error for arbitrary

0.

The measurements for different azimuth angle$,at= 0° are available for 7 scenarios: Spectralon
50% reflectance, red roof tile, sanded roof paper, asphalt, red painted aluminum, blue concrete tile and red
concrete tile. The relative differences (measuremengt at 90° minus measurement at = 180° divided
by measurement at = 180°) were computed fof; = 30°,50° and65°, resp. It can be seen that because
of their low signal for small wavelengths, the red surfaces have a very unstable signal in that wavelength

2For larger viewing angles the FOV becomes larger than the area where we took the luxmeter measurements
3|f the detector is in nadir, a variation in azimuth means a rotation of the detector about its vertical axis.
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Figure 4.6: Lamp footprint from luxmeter measurements, shown as 2D plots (cf. fig. 4.5 on page 22 for a
3D plot). Stars indicate measurement#,at 51.7°, rhombs are measurement¥at= 0°. In the plot titled
'Vertical’ a 15 % rise can be seen when moving closer to the lamp,fes 51.7°. As expected, the plots

titled 'Diagonal’ show the largest variation because they cover the points the furthest away from the center.
For6; = 0° the plot 'Horizontal’ shows a slightly larger variation (0.98 to 1.00) then the plot "Vertical’ (0.99

to 1.00)

range. We excluded the wavelengths lower than 600 nm of these samples from the error estimation. We also
excluded the sample 'asphalt’ because of its color-heterogeneity (irregular colored patches distributed on its
surface). The average absolute value of the relative deviations of these measurements is shown in fig. 4.8.
For the nadir viewing measurements, it is computed by

° o =90°) — M(6;,0, = 0°,p = 180°)
M(6;,6, = 0°,p = 180°)

J = scenario,n; = number of scenarios

(4.7)

€9,=0° (01) = n—J . Z‘ ( iy Yr
J

Fig. 4.8 shows a strong rise ef, _¢o with wavelength. According t¢Sandmeier et al. 199&he lamp
footprint of a similar halogen lamp at the EGO does not change with wavelength. A sample inhomogeneity
is highly unlikely, because the rise with wavelength can be seen for each single sample. There seems to be
no reason why the spectral sensitivity should depend on the detector azimuth. Therefore a dispersion in the
lamp optics is the most likely explanation. These data provide a good source for estimating the measurement
error. It can be seen that f@y = 50° in the visible wavelength range (named Vi85 nm < A < 700 nm),
€9,—0° IS about 1.5 % (second plot from the left in fig. 4.8), a value comparable to the 2.5 % estimated from
the luxmeter measurements (the luxmeter is sensitive only in the VIS). There are no luxmeter measurements
for 6; = 30°, but the error estimated from tife = 0° luxmeter measurements of 0.5 % suggests that the error
will drop the close®; gets to nadir. This can be confirmed by fig. 4.8,lpe= 30° the value ok, —¢- is about
1 % for VIS. Forf; = 65° €y, o rises to about 2 % in the VIS. We conclude that the luxmeter measurements
and thef, = 0° measurements confirm each other. For NdR.¢- rises, the bigge#); the stronger, up to 6.5
% for #; = 65°. We will rather use thé, = 0° measurements than the luxmeter measurements to determine
the measurement error of the SE590, because
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Figure 4.7. Radiances (normalized) calculated from the luxmeter measurements, assuming a lambertian
surface and a FOV which revolves around a circle with a diameter of 2 cm. The left column &hews,

the right columrg; = 51.7°, the first line show®, = 0°, the second lin@,. = 30°, the third lined,, = 50°.

All curves are normalized to the value that would be obtained if the luxmeter measurements were constant.
The curves hardly vary with,.. The variation with azimuth angle is small féf = 0° (0.99 to 1.00), larger

for #; = 51.7° (0.97 to 1.02).
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Figure 4.8: The top three plots show the average relative deviagjog- (9;) (see eq. 4.7) of th, = 0°
measurements for different incidence anglesThe bottom three plots show the average relative deviation
ep,—2700 (0r) (See eq. 4.8) for different viewing angles, derived from measurementgyith50° andy =

90°,270° resp. All the plots show a similar wavelength dependence.
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1. the luxmeter measurements don’t provide information on the NIR and even for VIS they are integrated
over all wavelengths

2. not introducing a new detector eliminates the possibility of regarding unknown luxmeter peculiarities
as measurement errors of the SE590 (luxmeter measurements are not standard procedures in the EGO
facility)

3. thef, = 0° measurements not only contain errors due to illumination inhomogeneities but also poten-
tial detector inherent errors (see section 4.4).

In order to estimate the measurement error for viewing angles away from nadir we examined the measure-
ments at a detector azimuth @f= 270° and an incidence angle 6f = 50°. For a surface with rotational
symmetry, measurements@at= 270° are equivalent to measurementspat 90°. As we did above for the
6, = 0° measurements g = 90° andy = 180°, we compute the relative difference(signalat= 90°
minus signal atp = 270° divided by signal atp = 270°). Again we excluded the wavelengths lower than
600 nm of certain samples from the error estimation as well as the sample 'ashalt’. The average absolute
value of the relative deviations of these measurements is computed as

1 M(0; = 50°,0,,p = 90°) — M(6; = 50°,6,,p = 270°)
—o700 (0,) = — -
€p=270 ( ) n; XJ: ‘ M(@i =50°,0,,¢ = 2700)

(4.8)

(7 = scenarios;n; = number of scenarigsand shown in fig. 4.8. In the NIR, there is a rise with wavelength
comparable t@y, —o-, see fig. 4.8. In the VIS, the value @f—27¢- (f, = 50°) of about 2 % agrees well with
the value predicted from the luxmeter measurements of 2.5 % fer50°, see section 4.5.1. The small rise
with 6, from 1.5 % for@, = 0° to 2 % ford, = 50°, can be explained by the increase of the radius of the
FOV with ,.. This is also a very likely reason for the increase of,7- (6, = 70°) to about 4 % in the VIS,
see fig. 4.8. The measurementsfipr= 60° do not fit perfectly into this picture: for VIS, —270 (6, = 60°)

is not higher thar,_s70- (6, = 50°), in the NIR it is even lower.

4.5.3 General Function for Illumination Inhomogeneity Error

In section 4.5.2 we derived the measurement errors at 6 different combinations of angles, see Fig.4.8 or
equations 4.7 and 4.8. In order to obtain an error from illumination inhomogeneities for every combination
of angles in our scenarios, we assumed that the relative error is a linear function of the inverse of the cosines
of 6, andé,:

ap ay . .
= ——— dimensionleg 4.9
%illu cos 0; + cos 0, [di ! s (4.9)

This way the error increases with the FOV of the senson;jg—r, see section 4.5.1) and with the illuminated
area of the lampt —- if light emitted was parallel). The reason behind this choice is that the larger these

areas, the more dilgf(i)(s:[oflt it is to achieve a homogenous illumination. The two coefficientsre obtained

by linear regression of eq. 4.9 to the &alues derived in section 4.5.2 from equations 4.7 and 4.8, and are
shown in Fig. 4.9 as a function of wavelength. We expect the illumination error to be a smooth function of
wavelength, so we smoothed the obtained coefficients with a bin size of 5. It can be seen that there is no
wavelength dependence of the error for coefficienfviewing angle dependence), but there is a strong rise

for coefficientaq (illumination angle dependence) with wavelength. This confirms our assumption that there
is a dispersion in the lamp optics (see fig. 4.8 on the wavelength dependenge ©9.

The dashed line in fig. 4.9 gives approximated values. This approximation can be used if the illumination
error needs to be evaluated for other measurement campaigns at the EGO and equivalent angle measurements
are not available.

Examples of errors calculated with these coefficients are plotted in fig. 4.9 to show the increase with
wavelength and zenith angle (minimum: 1%, maximum: 8 %).
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Figure 4.9: The two plots on the top show the coefficients to interpolate the illumination error. The stars
show values obtained from eq. 4.9, the solid line shows the smoothed values (bin size of 5). The dashed
line shows approximated valueg,(= 0.003 for A < 600 nm, ag = —0.0254 + 0.0000488[nm] ! - X for

A > 600nm, a; = 0.008).

The 3 plots on the bottom show examples of interpolated illumination error (see eq.49+®&. = 0°, 50°

andf; = 65°,0, = 70°. §; = 6, = 0° has the smallest illumination error of any combination of angles,

f; = 65°,60, = 70° has the biggest illumination error (about 8 %). Due to our approach in eq.4.9, the
calculated illumination erras;),, does not depend on the azimuth angle.
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4.6 Determination of the Irradiance

4.6.1 Constant Irradiance Versus View Angle Dependant Irradiance

In order to obtain BRDF values, it is necessary to divide the measurements by the incoming irradiance:

Lr(gia 91"7 ()0)
fr E,(6) (4.10)
There are no possibilities for an absolute calibration at EGO. The measured 86(iht%,, ¢) are propor-
tional to the reflected radiance by an unknown faetoy: L, = M - ¢p . However, also the irradiandsg;
determined below is proportional to this factgy,s, which thus cancels in equation 4.10. Thus BRDF values
can still be obtained without an absolute calibration of the reflected radigniteSI units.

In principle there are two ways of determining the BRDF of a sample. Each way requires measurements
with a reference panel. The first method assumes that all disagreements between measured values and the
(assumed to be known) BRDF of the reference panel must be attributed to deficiencies of the instruments,
either the measuring device (e.g. if the FOV of the detector is not correctly centered to the middle of the lamp
spot) or the irradiance (e.g. the lamp doesn't provide spatially homogeneous irradiance). In this case each
measurement of the sample must be divided by the measurement of the reference panel and be multiplied by
the BRDF of the reference panel. This is equivalent to assuming that the irradiance is varying with viewing
angle.

The second method assumes that the irradiance does not change with viewing angle. Only the albedo
of the reference panel needs to be known, not the BRDF, and forégdhbk reflected radiances must be
integrated over the upper hemisphere. A good angular sampling is needed to pursue this second way. If it is
assumed that the irradiance changes exactly wwitl#;, this procedure needs to be done for only éne

We pursued the second way (assumption of constant irradiance) because for the first way it is crucial
to know the BRDF of the reference panel exactly, a wrong reference BRDF will directly propagate to the
sample BRDF. Also the assumption of a varying irradiance is more susceptible to single measurement errors.
E.g., if the measurement of the reference panel at a certain combination of angles happens to be 5 % too high,
the BRDF values of all the samples at this combination of angles will be calculated 5 % too low.

The strongest argument in favor of assuming that the irradiance changes with viewing angle is the correc-
tion for deficiencies of the instruments. However, these problems were investigated above and we can predict
the error caused by them, whereas the BRDF of the reference panel is quite speculative.

In our case, about 40 measurements are available for each incident zenith angle. We did not require the
irradiance to change with, according to the cosine law, but computed the irradiance for @asbparately.

This way deviations from the cosine law of the irradiance do not propagate into the calculation of the BRDF
values.

At the end of this section it will be seen (fig. 4.11) that the computed BRDF values of all samples are
in better accord with the theorem of reciprocity if a constant irradiance is assumed. Computing the BRDF
while assuming the irradiance changes with viewing angle, the deviations are on average much larger. In the
following a detailed description of the determination of the irradiance will be given.

4.6.2 Calculation of the Irradiance

As reference panels we used two Spectralon panels, both from Labsphere Inc., Boulder, Colorado: a 100
% reflecting Spectralon panel available at EGO and a 50 % Spectralon panel owned by our working group
CENSIS. The BRDF of the 50 % Spectralon panel is describéM@ister 199%, (Meister et al. 1996b We

found that the BRDF of the 100 % Spectralon is very similar to the 50 % Spectralon after adjusting for albedo
and a reduction of the intensity of the specular peak of the 50 % Spectralon by two thirds. The relatively
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strong specular peak of the 50 % Spectralon shows that this panel should not be used as a reference panel
without correcting for its BRDF.

The scenarios of the two Spectralon panels basically consist of measurements at 4 different incident
zenith angles#; = 0°,30°,50° and65°. The number of different combinations of viewing zenith angjle
and azimuth angle» for eachd; is 14, 61, 78, 45 resp. Thus the angular sampling exceeds the requirements
for an integration over the upper hemisphere because of the slowly varying BRDF of the reference panels,
except maybe fof; = 0°, where measurements at several azimuth angles could confirm our assumption of
rotational symmetry. However, the luxmeter measurements (section 4.5.1) strongly support the assumption
of rotational symmetry fof; = 0°.

The albedos of the reference panels are provided as a table for wavelengths from 250 to 2500 nm by the
manufacturer. Because of the good angular sampling, in the calculation of the integral we abstained from
a linear interpolation between viewing angles of the measured values. Idsté3de,, ) was set to the
measured value of the nearest viewing angle of the scenario.

The irradiances computed from the EGO-100%-Spectralon (solving eq. 3.11, page A4#Q) are
always lower than the irradiances computed from the Hamburg-50%-Spectralon, #%fd@°, 10 % for
f; = 65°. Possible error sources are wrong albedo calibrations (error given by manufacturer: 1 % for each
panel), lamp constancy (estimated to be better than 1 %, see section 4.4), measurement and integration errors
(we estimate them to be between 2 % and 4 %, dependiri) o8ombining these errors leads to an overall
error for each irradiance of about 3 to 5 %, depending.onThus the two computed irradiance values lie
within a reasonable range.

Using these two irradiances separately to compute the BRDF values, they show some significant differ-
ences:

¢ Using the irradiance from the Hamburg-50%-Spectralon, the computed BRDF values agree better with
the BRDF derived ifMeister 199%. This is expected, because if the irradiance obtained from the
Hamburg-50%-Spectralon is used to compute the BRDF values of the Hamburg-50%-Spectralon, this
is equivalent to normalizing the measured values to the Hamburg-50%-Spectralon albedo. Using the
irradiance from the EGO-100%-Spectralon, the albedo of the Hamburg-50%-Spectralon increases from
51.5 % (value given by manufacturer) to 53 % fipr= 0° and 55 % fomM; = 50°.

e The (Helmholtz) theorem of reciprocity (or reciprocity principle) states that exchanging incidence and
viewing angle doesn’t change the BRDF valyg(0; = 61,0, = 02,¢0) = f-(6; = 02,0, = 01, ¢).
This theorem is fulfilled better when using the irradiance from the EGO-100%-Spectralon to compute
the BRDF values. The average deviation is about 2 % smaller than if the Hamburg-50%-Spectralon
irradiance is used to compute the BRDF values.

¢ |deally, the irradiance is expected to be proportional to the cosine of the incidence angle. For a non-
parallel light source like the halogen lamp some deviations are expected. The deviations from the
cosine law are much larger for the irradiance from the Hamburg-50%-Spectralon than for the irradi-
ance from the EGO-100%-Spectralon far= 65°: the irradiance from the EGO-100%-Spectralon
is only 5 % higher than the value expected from the cosine law, the irradiance from the Hamburg-
50%-Spectralon is about 10 % higher. Hgr= 30° the deviations between the two irradiances are
negligible.

However, none of these differences is a strong enough argument to dismiss either the irradiance from the
Hamburg-50%-Spectralon or the irradiance from the EGO-100%-Spectralon. So we decided to determine
the irradiance by averaging these two measurements. The error associated with the ireggligqedll be
computed as the statistical error of averages. As there are only two measurements, this yields an error equal
to half the absolute of the difference of the two irradiances. We obtgigq = 2.5 %, 2.6 %, 4.5% and 5.1
% for 6; = 0°,30°,50° and65° respectively. There is only a very small increase with wavelength.
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Figure 4.10: Average relative BRDF erroy, (eq. 4.12) for 8 samples. The average is taken over all mea-
surements (150 to 200). It usually varies between 4 % for short wavelengths and 6 % for long wavelengths.
For those samples showing low reflectances in the blue and simultaneously high reflectances in the red/NIR
(red roof tile, red painted aluminum, red concrete tile) the average error rises strongly for short wavelengths
(14 % for red painted aluminum).

4.7 Total SE590 Measurement Error and Reciprocity Principle

Using the results from sections 4.4, 4.5 and 4.6, we can calculate the overall error with the law of error
propagation:

0L (0:,0n0)) = (MAXA[L (63,0, 0, N)]-0noise)” +(Lr (6, 01, 9)-0amp)” +(Lr (6, 6r, )iy (9i,9r(,;,0)1)12)
Tnoise “lamp @Ndajjy are given in equations 4.6, 4.4 and 4.9, respectively. The reflected radianse
measured as a function of wavelengtlior each combination of anglé$;, 0., ). MAX\[L,(60;,0:, ¢, A)]
denotes the maximum value of the spectrum measured,f¢count] for the combinatiorié;, 6., ¢). Using

the irradiance errosj, 5 given in the paragraph above we obtain the error of a single BRDF measurement
Jr (05,01, 0, \):

, 1 L,

The error averaged over all measurements is shown for 8 samples in fig. 4.10. Usually it rises from 4 % at
425 nm to 6 % at 975 nm. Some samples have a low reflectance in the blue wavelength range and a high
reflectance in the red/NIR wavelength range. For these samples, the detector noisgjgigproduces
a strong increase of the relative error for short wavelengths, up to 14 % for red painted aluminum’. This
characteristic can also be expected for vegetation samples because of the low reflectance in the visible and
the high reflectance in NIR.

We tested the reciprocity principle (explained in section 4.6.2) for 8 samples. We found 11 combinations
of angles in each scenario where the theorem could be tested. The average deviation (averaged over the 11
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Figure 4.11: Averaged relative difference of the eleven reciprocity-pairs as a function of wavelength for

8 samples. The crosses show the results based on the assumption of constant irradianceffortieach

solid line shows the results based on the assumption of varying irradiance using Hamburg-50%-Spectralon
as reference, the dashed line using EGO-100%-Spectralon as reference. Assuming a constant irradiance
improves the results considerably, the average relative difference is reduced to about 5 % for all samples
except for 'Red roof tile’ and 'Red aluminum’. The solid line is 0 for the sample 'Spectralon 50 %’ and the
dashed line is 0 for 'Spectralon 100 %’ because these measurements have been normalized by themselves,
thus a check for reciprocity will give zero deviation.

combinations of angles) is shown in fig. 4.11 as crosses. It is about 5 %, except for the samples red roof tile
and red painted aluminum.

It is interesting to compare the results for the 2 different ways of computing the BRDF values (see section
4.6.1). If the first way is chosen (divide each measurement by the measurement of the reference panel at the
same combination of angles,assumption that the irradiance varies with viewing angle), the deviations are on
average about 2 % larger (solid line in fig. 4.11 for Hamburg-50%-Spectralon as reference panel, dashed
line for EGO-100%-Spectralon as reference panel) than if the irradiance is assumed to be constant for each
incidence zenith angle (crosses in fig. 4.11). This supports our decision to choose the second way. Although
the validity of the reciprocity principle for BRDF measurements is still under discussion, our samples are
strongly expected to obey the reciprocity principle, because for most of them the BRDF can be described in a
first order approximation to be composed of a lambertian plus a specular part. The deviations observed from
the reciprocity principle are most probably caused by the spatially inhomogeneous irradiance. The method
assuming an irradiance independent of viewing angle performs an average that reduces the deviations. This
is another reason why this method is better.
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4.8 Description of the Detector ASDFieldspec

The ASDFieldspec is manufactured by Analytical Spectral Devices, Inc., Boulder, USA. We used the model
'FR’, that covers a spectral range from 350 to 2500 nm.

The wavelengths below 1050 nm are detected by a plasma coupled photodiode array, the spectral resolu-
tion is 3 nm (FWHM), the sampling interval is 1.4 or 0.7 nm. Wavelengths above 1050 nm are detected by
dual, 1/2 second-scanning, grating spectrometers with INnGAs photodiodes. The spectral resolution is 10 nm
(FWHM), the sampling interval is 2 nm. Wavelength accuracy is givett d&snm, repeatability is given as
+ 0.1 nm.

The digitization is 16 bits. There is an automatic dark current subtraction, the integration time is chosen
automatically as well (between 16 ms and 10 minutes).

Unfortunately it is impossible to obtain raw data from the ASDFieldspec (called ASD from now on).
The only output are two arrays of 2151 elements each: one contains the wavelengths (in integer steps: 350
nm, 351 nm, 352 nm, ..., 2500 nm), the other contains the measured value for the respective wavelength. No
information on the data processing is available to us, but it is obvious from the integer wavelength array that
some re-mapping has been done (in the NIR the sampling interval is 2 nm, so the output must be based on
an interpolation algorithm). From experience with different spectroradiometers (e.g(KBlI&we 1993,

OVID (Bartsch 199, we know that the transition from one grating to another is usually not smooth, but
often discontinuous. This can also be seen for the ASD, see fig. 4.12.

In a first step, we averaged the ASD results to the same bin size as we used for the SE590, about 15 nm.
Further averaging will be explained below. As is clear from above, the internal ASD software contains some
smoothing algorithm, thus we don’t expect to loose information by averaging.

Another disadvantage of the ASD is the fragile coupling to the goniometer: there is no direct linkage
between a data take of the ASD and a movement of the goniometer. After each goniometer movement, a
mechanical construction (made by the EGO engineers) presses the space bar on a laptop which is connected
to the ASD. This is the sign for the ASD to take a single measurement. This system is not error proof,
sometimes the ASD misses a data take, sometimes it makes additional measurements. It is not clear whether
this problem is due to the construction described above or to an internal ASD error. If unnoticed, this kind of
error can make a whole scenario worthless because the allocation of goniometer angles to measured radiance
will be wrong.

Also the ASD can stop taking data completely, it then needs to be reinitialized. These two reasons make
the ASD a poor candidate for long (more than 1 hour) scenarios. We only used the ASD for measurements in
the principal plane that usually lasted about half an hour. The data were examined for missing or additional
measurements, altogether 3 missing data takes and 1 additional measurement were discovered and corrected.

4.8.1 Wavelength Range and Resolution

The wavelength range of the ASD extends to 2500 nm. At this large wavelengths, the product of sensor
sensitivity and intensity of the light emitted from the lamp is quite weak. Thus the influence of the dark
current plays an important role. The effect can be seen in fig. 4.13, where two plots of the same angular
combination where subtracted from each other: in the wavelength range of the first grating (450 to 2000 nm),
the curve is very smooth, becoming rougher for the second grating (1000 to 1800 nm) and very rough for the
third grating (1800 to 2500 nm). Thus we decided to increase the channel averaging for the second grating
to three times the interval of the SE590 and for the third grating to seven times the interval of the SE590.
Thus the wavelength resolution is 15 nm for the first grating, 45 nm for the second grating and 105 nm for
the third grating. This will reduce the error due to the detector noise. The values after averaging are plotted
in fig. 4.13, too.

Another point specific to the ASD is the transition between the gratings. We found stronger variations



34 4 RADIOMETRIC CALIBRATION OF THE EGO SENSORS

1.2x10

1.0x10 |—

8.OXWOB‘*

6.0x107 — —

counts

4aOXWOB‘*

XXX X XXX

2.OXWOB‘*

O L ‘ L L ‘ L L ‘ L
0 500 1000 1500
Wavelength [nm]

4000

XX
SOOOXKKNK K,
X e XX

2000 —

counts

O 1 1 ‘ 1 1 ‘ 1 1 ‘ 1 1 ‘ 1 1 ‘ 1 1
940 960 980 1000 1020 1040 1060
Wavelength [nm]

Figure 4.12: ASD ’original’ data plotted as counts over wavelength for a measurement of the Spectralon
panel (50 % reflectance) with = 30°, 6, = 0°. The upper plot shows the transition between the gratings to
be at 1800 nm. The lower plot shows the same data with a different plotting range for the wavelength, now it
can be seen that the first transition is at 1000 nm.
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Figure 4.13: Noise of ASD as a function of wavelength. The plot shows the difference between two unpro-
cessed ASD measurements of 100 % Spectralon with the same angles separated by 15 minutes. The solid
line shows data averaged to 15 nm intervals. The solid line is smoothest for the first ghating0p0Onm)

and roughest for the third gratingX( > 1800nm). The stars show the data after the averaging procedure
described in section 4.8.1. The noise is significantly reduced, especially for the third grating.

for the wavelengths around the transition areas than elsewhere. Unfortunately, the documentation does not
mention if any algorithm was used to smooth the transitions. For other sensors (@@tbkirch 1997,

IRIS (Kollewe 1995) the transition between gratings often leads to discontinuities. This is why we excluded
the wavelengths 900 to 1100 nm and 1700 to 1900 nm from our analysis.

4.9 BRDF Calculation for ASDFieldspec

4.9.1 Calculating Irradiance and its Error

For the SE590, the irradiance was calculated by an integration over the whole upper hemisphere, see section
4.6. The ASD measurements do not cover the whole hemisphere but are restricted to the principal plane, thus
this procedure is not applicable to the ASD measurements.

The value for the irradiance calculated for the SE590 is only valid for the SE590 because it contains an
unknown calibration factor, see section 4.6.1. Multiplying by the ratio of the measurements of a sample at an
arbitrary combination of angles would solve this problem, but only for the common wavelength range of the
SES590 and the ASD.

We thus chose another way to calculate the irradiance: we simply used a transform of equation 3.11

Lr(gia ora (P)

Bi(6:) = fr(0:,6r, )

(4.13)
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Figure 4.14: Relative ASD irradiance difference of the two reflectance panels for each angle of incidence.

The values computed from the 50 % Spectralon were subtracted from the 100 % Spectralon and divided by
the latter. The dependence of wavelength is weak, only at the grating transitions (1000 nm and 1800 nm)
peaks or valleys can be seen.

and computed;(¢;) for all available combinations of angle8; (0., ¢). For the wavelength range shared
between ASD and SE590 we used the BRDF values obtained with the SE590. For those wavelengths where
no SE590 measurements are available, we extrapolated the BRDF value from the closest wavelength shared
between ASD and SE590 and adjusted for the different albedo (the albedo is known from the manufacturer
for the whole wavelength range). E.g., if we want to calculate the irradiange=at2000nm, we would

divide the closest available BRDF value from the SE590 measuremgiits £ 975nm)) by the albedo at

975 nm and multiply by the albedo at 2000 nm. This is equivalent to assuming that the shape of the BRDF
of the reference panels does not change with wavelength, a reasonable approximation.

Following the above approach, we calculated the irradiance for both reference panels (50 % and 100 %
Spectralon) for every combination of angles (35 per scenario). For each panel separately we averaged over
all combinations with the same incidence andle=€ [10°,30°,50°, 65°]). The relative difference between
the irradiances from both panels can be seen in fig. 4.14. There is no clear wavelength dependence, except
for the grating transitions, where peaks or valleys can be seen. Although these are only two measurements,
we will regard this difference as the statistical error. This leads to relative irradiance errors of about 1 %, 1
%, 3 % and 5 % fow; = 10°,30°,50° and65° resp. We estimate the methodical error of our method to
about 2 % (mainly due to the averaging and the unknown behavior of the BRDF for wavelengths greater than
1000 nm), which will be added quadratically to yield overall relative irradiance errors of about 2 %, 2 %, 4
% and 5 % for the respective incidence angle.

4.9.2 Error Determination for ASD

We performed the same analysis of the instrument noise ey (eq. 4.6) as described in section 4.4.
17 scenarios contained measurements at the same angles. We assumed that the measurement processes
(especially the choice of integration time) for the three gratings in the ASD are independent from each other.
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Figure 4.15: The top row shows,,,, ; for the ASD for each of the 17 scenarios. Left column shows the
first grating, middle column the second grating and right column the third grating. The average values are
16 £ 14,14 = 5 and15 + 10 counts for VIS, NIR and IR, respectively. Calculating,,.. . (i.e. dividing

by the maximum value of each spectrum) does not improve the results, which are shown in the bottom row,
average values afe0011 £ 0.0010, 0.0022 + 0.0030, 0.0052 + 0.0064 for VIS, NIR and IR, resp.), in effect

the relative variation even increases for NIR and IR.

Thus we calculatedn, , ; (see eq. 4.5) anda,,,,, ; for each grating separately (VIS, NIR and IR). Dividing
by the maximum signal did not reduce the variation between scenarios, on the contrary, it rather increased
(see fig. 4.15). This shows that the instrument noise of the ASD is not determined by the maximum intensity
of the signal. In effect, it can be seen that#he, , ; are quite constant already, with averagestat 14, 14+5
and15 = 10 counts for the three gratings respectively. Note that due to our extensive averaging for the longer
wavelengths the error does not increase with wavelength.

We also calculated the deviatien (\) for each wavelength (i.e. averaging over the measurements of all

n; = 17 scenarios instead of averaging over the wavelength, see eq. 4.5):

= J S (Aind jV) — 2= S Aing j(1)” w10

nj—l

The resulting values are similar, ranging between 10 and 28 counts, with a mean velue®€Eounts. This
indicates that the instrument noise is independent of illumination as well as sample reflectance and thus can
be identified as dark current noise.

Dark current measurements of the ASD are shown in fig. 12.1 in the appendix. It can be seen that the
average dark current is about 10 counts. However, the dark current is not distributed randomly for the first
grating, as can be seen e.g. in the spectra 10, 21 and 26. Spectra 5 and 18 are very high for the last two
gratings, but low for the first one. We suspect stray light to be the reason for these offsets. The root mean
squared values of the measurements (after averaging over the wavelengths as described above) are shown as
a function of wavelength in fig. 4.16. We attribute the small rise for short wavelengtfi®@ nm) to the
stray light effects mentioned above, the strong rise for high wavelengths (starting at 1300 nm) to noise from
thermal electrons.

For several wavelengths, the constancy of 30 measurements of the ASD without moving the goniometer
is shown in the appendix, fig. 12.2 (time difference between consecutive measurements = 10 seconds). The
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Figure 4.16: Root mean square values for 30 ASD dark current measurements (see fig. 12.1, appendix, for
the individual measurements). The values rise from about 4 counts at 900 nm to about 13 counts at 2300 nm.

standard deviation of the signals is shown as a function of wavelength in fig. 4.17. It is lowest for the second
grating, about 7 counts. The third grating has values from 10 to 15 counts. The first grating shows a small
but steady rise from 14 to 15 counts. The rise is probably due to the decreasing sensitivity of the silicon
detectors. Note that the results can also be influenced by short term lamp intensity fluctuations. The standard
deviation is quite constant within each grating, thus it does not depend on the product of lamp intensity times
detector sensitivity.

All these findings indicate that the instrument error of the ASD is absolute (not relative as for the SE590).
We decided to use an error ofr4. = 20 countsas a conservative and simple choice for the error propagation
of the instrument error of the ASD. Our choice is based on the figures 4.15 (top row), 4.16 and 4.17.

The ASDFieldspec was designed for field measurements where the light intensity is usually much higher
than in our laboratory setup. This may explain why the dominant instrument noise source in our case is the
dark current.

Another indication that the ASD was set to its most sensitive mode is that there are several overflows
for the specular measurements (e.g. all measurementséyith 6., o = 180° for the sample 'Plastic’
are overflows). Overflows can be identified because the (unprocessed) signals of neighboring channels are
exactly equal. They were eliminated from the analysis. Problems at high intensities probably due to a
nonlinearity of the response of the ASD when reaching the saturation level are discussed in section 5.7.2.

The error of the BRDF value$. measured with the ASD is obtained with the same equation as for the
SES590 (eq. 4.12), but withg, calculated as described in section 4.9.1. The formula to calcajates

U%T(Qiﬁr,np) = (LT (913 HTa (P) ' Ulamp)z + (LT (913 97‘3 (10) ' Uillu(gia 97‘3 (10))2 + Utzic (415)

whereog. = 20 counts. oy, and o,y are the same as in the corresponding equation for the SE590
(eq. 4.11). Averaged over all samples and wavelengths, the mean error is 4.9 %. The relative error is shown
as a function of wavelength averaged over all samples in fig. 4.18 (fig. 12.3 in the appendix shows the plots
for each sample separately).
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Figure 4.18: Relative error of the ASD measurements averaged over all samples and measurements.
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Figure 4.19: Agreement of SE590 and ASD measurements: the ratfo(tefsting the hypothesis of eq. 4.16,

that the ASD measurements are equal to the SE590 measurements) over the degrees of/frerdihns

case the number of measurements, varying between 10 and 20. For most samples, the hypothesis can be
accepted, but for aluminum it is rejected.

4.10 Comparison of ASD and SE590 Measurements

Generally, the measurements of the ASDFieldspec and the SE590 agree quite well, as can be seen from
figures 5.18 to 5.21, pp. 66 ff., in section 5.7.1.

A statistical comparison of the measured values is complicated by the fact that the wavelength channels
of the ASD and the SE590 do not exactly correspond to each other, thus it is difficult to decide whether a
deviation is due to sensor problems or due to a change of reflectance with wavelength. Thus we averaged the
measured reflectances to intervals of 50 nm and tested, if the hypothesis

7"SE590 o rASD =0 (416)
passes thg? test. The resulting:?-values divided by the degrees of freeddm(the number of measure-
ments in this case) are plotted in fig. 4.19. The number of measurements, where the same combinations of
angles is available for both SE590 and ASD varies between 10 (aluminum) and 20 (Spectralon). It can be
seen thab<2/df is usually below one, thus the measured values of the ASD and the SE590 agree well. A
peak can be seen in all 3 red samples (red roof tile, red aluminum, red concrete) at 575 nm. It is probably
due to the rapid increase of the reflectance at this wavelength, which causes the deviations because of the
different wavelength sampling of the two sensors. The aluminum measurements do not agree well, especially
for shorter wavelengths. The other samples with a strong specular peak show a small increase above 700 nm,
which is due to problems of the SE590, as will be shown in the following paragraph.

Fig. 4.20 shows that there is a significant difference between the ASD and the SE590 measurements
above 700 nm for high intensities. The ratio of the measured radiance of the samples and the reference panel
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Figure 4.20: Deviations of the SE590 measurements from the ASD measurements at high intensities for

A > 700nm. The solid line shows SE590 reflected radiance divided by the reflected radiance of the reference
panel 'Spectralon 0.5, both & = 0, = 50°, » = 180°. The stars show the respective ratio for the ASD
measurements. The measurement errors are shown as vertical bars. Above 700 nm, the disagreement between
the two curves extends beyond the error bars for the two samples with a strong specular peak.

Spectralon 0.5 &#; = 6, = 50°, = 180° is shown. For the sample ’red roof tile’, which doesn’t have a
strong specular peak, both curves agree well. For the two concrete samples, which both have a strong specular
peak, the ASD measurements are about 15 % higher. A similar pattern can be observed when dividing by the
respective measurements of the Spectralon 1.0 panel. We will see later that the decrease of the SE590 from
700 nm to 770 nm can be seen in the specular albedo of all samples. Thus this decrease is probably a sign
of a nonlinearity of the SE590 for high intensities above 700 nm, because at average intensities (i.e. for the
diffuse component) no such decrease is detectable.



Chapter 5

BRDF of the Samples: Data and Models

5.1 Overview

This chapter shows how the measured data can be described by BRDF models. Two models were inves-
tigated: the specular reflectance model for rough surface§dryance & Sparrow 1967 and the BRDF

model for rough surfaces dPren & Nayar 1995 We demonstrate that for the very rough surfaces "asphalt’

and 'sanded roof paper’ the second model is in better agreement with the measurements, whereas for the
other surfaces the first model is preferable. Previnsitu measurements with a goniometer table are shown

to agree well with the laboratory data.

5.2 Angular Grid

The basic structure of tHeuropean Goniometric FacilitEGO is depicted in fig. 4.1, page 16. The sample is

to be placed in the center of the structure. Two quarter arcs can be moved on circular rails into any azimuth
angle. On each arc, a sled is mounted, whose position determines the zenith angle. On the sleds, the lamp and
the detector are mounted (see chapter 4 for a description of the available sensors and lamps). A measurement
series consisting of the measurements and the positioning of the arcs and sleds is called 'scenario’. The
positions of the arcs and the sleds are controlled by a PC program.

The input files needed to create the scenarios consist of commands for moving the two sleds and the
detector arc, and commands to take radiometric measurements. The resulting angular combinations are
shown in figures 5.1 and 5.2 for the ASD scenarios and the SE590 scenarios, respectively. The measurements
with the ASD where only taken in forward scattering directipn= 180°), varying the viewing anglé, from
0° to 70° with a 10° sampling rate for 4 different illumination angle% & 10°,30°, 50°, 65°).

The angular combinations for the measurements with the SE590 cover the whole range of relative azimuth
anglesy € [0°,180°]. The densest coverage was chosen for the specular peéks-a30° andd; = 50°.

We also measured the specular peat; at 65°, but with a less dense coverage.

Our second focus were measurements in backscattering direction to investigate the hotspot (in association
with BRDF, 'hotspot’ is referred to as an increase in reflectance when the viewing direction approaches the
illumination direction). Here we took measurements in the principal plane as well as out of the principal plane
again. The closest we could get to the hotspot direction was a relative arigfe efg. at ¢; = 0°,6,, = 10°)
or (6; = 65°,0, = 55° o = 0°). A closer positioning of sensor and light source was not possible because
the devices might have touched each other.

To study the diffuse component, we measured across the principal plaaed(°) for 4 different illu-
mination angle®; = 0°,30°,50°,65°. Note that a®); = 0° the relative azimuth is not defined, thus these
measurements also cover the specular peak or the hotspot, in case they are broad enough.
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Figure 5.1: This figure shows the angular combinations for the ASD in polar plots. The inner circle (dotted
line) corresponds t8 = 10°, the middle circle t@ = 50°, and the outer circle t& = 90°. The star indicates
the position of the light source. The small rhombs show the angles at which the sensor took measurements.

For the ASD, the azimuthal positions of the arcs was kept constant to save time. Thus all measurements were
taken with a relative azimuth @f = 180°.

The choice of angular combinations is a compromise between the available time and the required angular
coverage. Especially moving the arcs on the circular rails is very time consuming, about 5 minutes to vary
¢ by 180°. An ASD scenario lasted about 20 minutes, whereas the SE590 scenario took about 90 minutes.
The ASD scenario consists of 35 angular combinations, the SE590 scenario of 166.

5.3 Torrance-Sparrow Model

The specular reflection model of rough surfaces(byrrance & Sparrow 1967has received widespread
attention (Ginneken et al. 1998 (Nayar et al. 199, (Dana et al. 1999 (Meister et al. 1998¢ (Rothkirch

et al. 2000). The specular peak of rough surfaces does not reach its maximum when the illumination zenith
angle equals the reflection zenith angle (forward scattering direction), but the maximum is shifted towards
higher reflection zenith angles. This behavior can be well described by the BRDF mdder@ice &
Sparrow 196Y. We will call this modelTS model The BRDFf,"S is given by

TS gty (5.1)

_ F(0:,0:,0,n,k) . Cw?a?
~ cosB;cosb, 1 G(0:,0r, ) - e

spec
r )
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Figure 5.2: This figure shows the angular combinations for the SE590 in polar plots. The inner circle (dotted
line) corresponds t@ = 10°, the middle circle t@ = 50°, and the outer circle t@ = 90°. The star indicates

the position of the light source. The small rhombs show the angles at which the sensor took measurements.
The dashed line shows the movement of the detector. Each time the source angle is changed, a new plot is

created.
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whereF is the Fresnel reflectance, given e.g(Hapke 1993 It is a function of the index of refraction, the
coefficient of absorptio: and the local illumination anglé. on the surface facet. This angle is determined
by the zenith angles of incidence and reflecti@n €,.), and the relative azimuth angje

cos 26} = cos 6; cos B, — sin §; sin 6, cos ¢ (5.2)

to is the Lambertian componertt, describes the intensity of the specular componéhts the 'Geometric
Attenuation Factor’, which models effects of masking and shadowing, and takes on values between 0 and 1.
In many cases, setting = 1 is a very good approximatiofiMeister et al. 2000 (Nayar et al. 1991 In this

study, G is always exactly calculated. It is given(bjayar et al. 19911

(5.3)

. 2cos acos B, 2cosacosb;
G(O’M 07‘7 90) - mln(17 COS 0; ) cos 0; )

Basically, the TS model assumes that the surface is made up of surface facets, whose normals have a
Gaussian probability distributioR («):

P(a) o wie’ , (5.4)

where« denotes the zenith angle of the surface facet normahadétermines the width of the distribu-
tion. (Torrance & Sparrow 19§7usea with the unit ‘degree’, thuss has the unitlegree™!. According to
(Ginneken et al. 1998« can be calculated from

cos o = (cos 0; + cos 0,) - ((cos @ sin @, + sin6;)? + sin? psin? 6, + (cos 6; + cos 6,)?) T . (5.5)

In the TS model it is assumed that each surface facet is next to a surface facet whose surface normal has
the same inclinatiory, but is oriented into the opposite direction (the azimuth angle of the second surface
normal differs by 180 degrees from the azimuth angle of the first surface normal), forming a V-cavity (see
fig.5.3, page 46). In fact, this a vennrealisticassumption, because the inclinations of neighboring facets

are usuallyuncorrelated This assumption was introduced because for this kind of V-cavity, it is possible to
exactly derive the shadowing and masking effects analytically. These effects are expressed by the Geometric
Attenuation Factots.

The TS model does not make any assumptions on how the V-cavities connect to each other. It is possible
to imagine neighboring V-cavities that are all parallel (heading into the same direction) (see fig. 1.2, page
3), but the TS model requires V-cavities that are running into all possible directions of infinite length. A
realization of this leads to 'crossings’ between V-cavities, but these crossings are not treated by the TS
model. Thus it is not possible to create a consistent realization of the TS model. Another argument against
understanding the TS model as a series of neighboring V-cavities is the necessity for these V-cavities to have
the same maximum height (see fig. 5.3), a restriction that does not apply to the TS model.

We conclude that because of the unrealistic assumption of V-cavities, masking and shadowing effects are
probably not well described by the TS model. These effects are the more important the rougher the surface,
see e.g(Meister et al. 200D

5.4 Oren-Nayar Model

The BRDF model proposed Hpren & Nayar 1995 (see alsdOren & Nayar 199)) is based on the same
assumptions on V-cavities as the TS model. We will call their m@MsImodel The description of the
specular peak was adopted from the TS model. They also assume a Gaussian distribution of the inclinations
of the surface facets, cf. eq. 5.4:

o2

Pla) xe 2o | (5.6)
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Torrance-Sparrow

Oren-Nayar

Figure 5.3: Neighboring V-cavities heading into the same direction. These surfaces are not appropriate
realizations of the TS resp. ON model surfaces because they all head into the same direction and the peak
of each cavity has the same height for the whole surface (see text). The difference between the two profiles
is that the profile of the TS model has facets of constant length, whereas the profile of the ON model has
cavities of constant length.

where the width parametér, is in radians. However, where&Borrance & Sparrow 197assume that the

width of each surface facet is constaf@ren & Nayar 1995 assume that the width of the total cavity is
constant (see fig.5.3, the width of a surface facet of the Oren-Nayar surface varies considerably, but stays
constant for the Torrance-Sparrow surface). Thus, for a surface facet with an inclinatiba length of

the surface facet i$/ cos « times larger in the ON cavity than in the TS cavity. Both models assume a
Gaussian distribution of inclinations. This results in different widths of the specular peaks, because in
the ON model the total area of inclined surface facets is larger than in the TS model. Analytically, the ON
model has the same specular peak as the TS model, dividessby (Oren & Nayar 1995set the Fresnel
reflectance equal to one, reasoning that it was difficult to obtain meaningful estimates of the refractive index
n. Although we agree that the determination of the refractive index is difficult, we believe that setting the
Fresnel reflectance to 1 requires further justification, because it seems more reasonable toreétiriake
usually varies between 1.3 and 2(Qolff 1994), n = 1.5 is an average value often found in the literature
(e.g(Hapke 1993, (Stover 199%). We did not follow their approach, but treated the refractive index like any
other parameter in the model.

The important advantage of the ON model over the TS model is that the diffuse component is no longer
assumed to be lambertian, but is modeled based on geometrical optics, taking effects of masking, shadowing
and multiple reflections into account. The basic assumption is that each surface facet reflects lambertian. The
resulting model is only numerical, b(®ren & Nayar 1995 give the following analytical approximation,
which we use in this study. A Gaussian inclination distribution of the surface facets is assumed

2

P'(a) x e?b . (5.7)

We use the prime i®’ to distinguish this distribution of equal cavity width from the distributiBrintro-
duced by(Torrance & Sparrow 1967n eq. 5.4 for equal facet width. The direct illumination component of
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reflectance of a surface characterized by eq. 5.7 is:

: k
dir [sdr] (Cy + Cy-cosptan By + C5 - (1 — | cos pl) - tan b ;—52) (5.8)
™
with 1 = Max[6;, 0,], B2 = Min|0;, 6, ]
—k2 2kZ  BiB2.o
Ci = s> O3= -3 (—)
2k2 +0.66 k2 4+0.09° =
. 0.45k2 . . 0.45k2 . 2823
02 = lfCOS(p > 0: mﬂnﬁh 02 = lfCOS(,O <0: M(SIHBI — (7) )
The multiple scattered component is approximated by
2 2
p k 2029
ms_— 017 ———Y . (1- — . 5.9
r w2t oag (LT eose(=0)0) (5-:9)

The specular component is similar ffP¢ as defined byTorrance & Sparrow 1967eq. 5.1), but divided
by cos « :
ON—spec _ F(ou 97«, ©, 1, k)
" cos ; cos 0, cos o

We obtain the total BRDF as a linear combination of the diffuse and the specular component:

- G(0i,0r,0) - €70 (5.10)

N = F (ks k) + £ (kas kw) + ks - fPN TP (k) (5.11)

The parameters determining this model are the diffuse albgdihe width of the distribution of the surface
inclinations ,,, and the intensity of the specular pefak together with the index of refraction and the
index of absorptiork.

5.5 Further BRDF Models

A BRDF model for man-made surfaces proposed\Wplff 1996) predicts a strong decrease of the diffuse
component for large zenith angles. As we did not find evidence for such a decrease in our data, we did not
investigate this model any further.

Several BRDF models exist to predict the directional reflectance ofidajpke 1993, (Liang & Town-
shend 1996g (Staylor & Suttles 1986 Their predictions qualitatively did not match with the BRDF values
measured here.

Due to the completely different approach, we did not examine empirical or semi-empirical BRDF mod-
els that were primarily designed to either cover a large variety of BR@Wadthall et al. 1985 (Goel &
Reynolds 1988 (Rahman et al. 1993(Wanner et al. 1995 (Meister et al. 1996aor are focused on vegeta-
tion (Jupp & Strahler 1991 (Kuusk 1993, (Ni et al. 1999, (Gastellu-Etchegorry et al. 1999

5.6 Results of the SE590 Measurements

5.6.1 Angular Dependence

The plots in figures 5.7 to 5.14 show the BRDF values of different surface materials measured with the SE590
at two wavelengths: 450 nm and 660 nm (plots for 900 nm can be found in the appendix, pages 149 to 156).
The error bars indicate the measurements at 660 nm, the crosses show the measurements at 450 nm (no
errors are shown for the 450 nm measurements). The solid line shows the fit of the best fittihng BRDF model
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(either TS or ON) to the 660 nm data, the dashed line shows the fit to the 450 nm data. The parameters were
fitted to the measurements of all angles simultaneously, but for each wavelength separately. In some cases
(Spectralon samples and blue concrete) 450 nm and 660 nm data are so close together that they can hardly be
discriminated, and we chose to plot only 660 nm. The models were fitted to the data using the programming
package IDL by Research Systems, Inc., Boulder, Colorado, USA. A least squares algorithm was used to
minimize x?. The parametek was set to 0.25, see chapter 6. The respective plots for a wavelength of 900

nm are shown in the appendix, figures 12.4 to 12.11. An overview can be obtained from figures 5.5 and 5.6,
where only the data in the principal plane for 660 nm is showfets 30° andf; = 50°.

For the Spectralon panels, the concrete tiles, red roof tile’ and 'red aluminum’, the TS model gives
the best fit. For 'asphalt’ and 'sanded roof paper’, the two roughest samples, there is a strong increase in
backscattering directionp( = 0°), which is modeled very well by the ON model. We expected the ON
model to perform equally well as the TS model for the smoother surfaces, because in the limit of a perfectly
flat surface, the diffuse component of the ON model becomes lambertian, like in the TS model. However,
especially for the roughness of samples like 'red roof tile’, the ON model predicts an increase in backscatter
direction for large incidence zenith angles, that is not supported by the data. Another drawback of the ON
model is that the values retrieved for the refractive indeare even higher than the values retrieved for
the TS model. Although the values retrieved for the refractive index can only be regarded as estimates (see
discussion on the parametetsand & in chapter 6), this is another disadvantage, because the values we
retrieved forn from the TS model are probably already rather too high than too low. The reason for the
worse performance of the ON model is probably the assumption of cavities of constant length (see section
5.4), because this is the only difference between the two models regarding the specular peak.

Overall, the model predictions agree remarkably well with the measured data. However, we want to note
the following interesting deviations:

e For the sample 'red roof tile’, a; = 0° the increase of the data when the detector is approaching the
light source is not well modeled.

e The measured values @&t= 65° and#, close to nadir are usually lower than the values predicted by
the TS model (see 'Spectralon 0.5, red roof tile’, 'aluminum’ and 'blue concrete’).

e For ’aluminum’, the specular peak @t= 65° is underestimated by almost 40 %.

e The specular peak predicted by the ON model is shifted strongly towards higher zenith angles, but the
measured data rather suggest a less strong shift, especi@fly-&i0°.

e Forthe sample 'sanded roof paper’, there is an edgg-at0°, ¢ = 90°, 6, = 60° in the modeled data,
because the value 6} starts to become smaller than one. The data do not show this peak. The reason
is that the increase with,. is not caused by the specular peak, as assumed by the model. The increase
is due to the colored structure of the 'sanded roof paper’ (bright quartz grains on black background).
For increasing,., the background is concealed, and only the bright quartz is seen by the detector.

¢ In the backscattering directiop (= 0°), almost all samples show an increase whgapproaches;
within 10° of a few percent. The increase is so small that it does not exceed the error bars, except for a
small amount for 'asphalt’ and 'red concrete’at= 30°. The common explanation for an increase in
backscatter directiorhptspoj is the disappearance of shadows when the viewing direction approaches
the source directiofJupp & Strahler 1991 But this effect is already modeled by the ON model, and
it produces a very broad increase, not such a localized increase. Furthermore the localized increase
seems to be strongest féy = 30°, whereas the amount of shadow increases for highehus from
the shadow-hiding approach we would expect the increagge-at30° to be weaker than & = 50.
We believe that the localized increase we are seeing in the data is dobement backscatteiKuga
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Figure 5.4: Computer generated one-dimensional surface profiles, corresponding to a surface with width
parameter (see eq. 5.4)= 0.032 (Spectralon 0.5, see table 5.1) for the profile above zero and to a surface
with width parametets = 0.169 (red aluminum) for the profile below zero.

& Ishimaru 1983, (Hapke et al. 1993 also calledwveak photon localizatianlt occurs if two partial

waves associated with the same incident wave front travel the same multiply scattered path on the
surface, but in opposite directions. Typical coherent-backscatter widths observed in the laboratory are
of the order0.5° (Hapke 1993, thus our data is clearly inappropriate to study these effects, because
we can approach the direct backscatter directipn= 6;,» = 0° only up to10° because of the
limitations of the EGO construction. Our data probably only show the beginning of the rise of the
coherent backscatter peak.

The specular albede, is calculated as the integral of the specular BRDF giveri's§f for the TS model
(fON—spec for the ON model) over the projected solid angl@, = sin 6, cos 0,.d6,.dy (cf. (Nicodemus et
al. 1977) over the whole upper hemisphere. It usually depends on the illumination &ngle

/ FPC(0;.0,, 0)dSQ, (5.12)

The fitted parameters are given in table 5.1 and 5.2 at a wavelength of 660 nm, together with the specular
albedop, atf; = 30° andx?/d;. If the latter value is greater than 1.3, thé test rejects the model. The
samples red aluminum’ and 'blue concrete’ are rejected. The corresponding values for wavelenfgtds
nm and 900 nm are given in the appendix, tables 12.1 to 12.4.

In order to visualize the surface roughnesses associated with the fitted width paraméters.4 shows
surface profiles generated with a roughness corresponding=00.032 (Spectralon 0.5) above zero and
w = 0.169 (red aluminum) below zero.

The specular albedo for Spectralon 0.5 is 0.024, i.e. about 5 % of the reflected radiance undergo a specular
scattering process. For Spectralon 1.0, about 2 % of the reflected radiance is reflected specularly. These
values are rather high, especially for Spectralon 1.0 we would have expected a specular albedo of about 1 %
or less.

5.6.2 Wavelength Dependence

The wavelength dependence of the BRDF of rough surfaces can be understood best by investigating the
wavelength dependence of the parameters retrieved from fitting BRDF models to the data. The reftectance

The diffuse reflectance can be obtained by multiplying coeffidiemith =, see figures 5.15 to 5.17.
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Figure 5.5: Models (TS, ON, resp.) fitted to BRDF measurements of the SE590 at 660 Am=a30°.
Positivef, correspond to backward scattering £ 0°), negatived, to forward scatteringg = 180°).
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Figure 5.6: Models (TS, ON, resp.) fitted to BRDF measurements of the SE590 at 660 Am=a50°.
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Figure 5.7: TS model fitted to BRDF measurements (mmt.) of the SE590 for Spectralon 0.5 at various angles.
A lambertian surface with an albedo of 0.5 has a BRDF value of 0.159 (Spectralon 0.5 actually has an albedo
of about 0.51).



5.6 RESULTS OF THE SE590 MEASUREMENTS 53

6= 30° ¢= 180° 6= 50° ¢= 180° 6= 65° ¢= 180°

o TS (425 nm) 0.15T 0.25F 0.40F
0.20f
> mmt. (425 nm) — WOM ] - — 030
% O. 5 5
< < 0.5} <
= = x =
TS (660 nm) o N g o — 0.20
a ><2<>< DO.TO’IIIII % o
& 0.05 s 1 x ! o x
[ [ mmt. (660 nm) . cosl o 0.10
. §<><
O
000 i 0.00f i 0.00F i
0 20 40 60 80 0 20 40 60 80 0 20 40 60 80
6, [deg] ¢, [deg] 0, [deq]
6.= 0° ¢= 90° 6.= 65° ¢= 135° 0.= 30° ¢= 145° 6.= 30° 6,= 30°
0.14 T 02T [ ‘ 0.12 T ] 0.12 AR
012 1y o,wow\L ] 010} 0.10 M
L
— gl — — —
5 010 : 5 0.081 1 % 0.08F} % 0.08
> 0.08 >~ ~ ~
— — 0.06 — 0.06} — 0.06
L 0.06 b x b b
= & 0.04 B E 004 4 x X— & 0.04 SR
0.04 F 520650 o x X
PN x X~
0.02 : 0.02 ] o.02}f 0.02
0.00 L L L 0.00 L L L L . 0.00L L L L L L Q.00 L L L
0 20 40 60 80 0 20 40 60 80 20 30 40 50 60 70 0 50 100 150 200
0, [deq] 0, [deg] ¢, [deg] ¢ [deg]
6.= 50° 6,— 50° 6= 50° 6,— 70° 6= 65° 0= 70° 0.= 30° 6,— 50°
0.15 L B S 0.95 L Bl S O 4Q [ O L e
0.20 012
_ _ —, 0.30 — 0.10
» 0.10 G @ ZE
> > 015 - > > 0.08
= = = 7 = 520 =
= F 5 0.10 x 5 & 0.06
X 0.05 = / = S »
[as) % m S m m .04 X
e 0.05 /] 0.10¢ g
X ’ > -
DK R X basenere w - 0.02 XX
0.00 i 0.00 AT ooob > T 0.00be e
0 50 100 150 200 0 50 100 150 200 80 100120140160180 0 50 100 150 200
¢ [deq] ¢ [deq] ¢ [deq] ¢ [deq]

6= 30° 6,= 70° 6,=65°, 6,=65° 6,=30° ¢$=90° 6,=50°, ¢=90°

015 ‘ 0. 10T T 0.12 OAWO[TH\'\H‘I‘H
0.08 ] 1 0104 1y 0.08
& 0.10 ! & & 0.08] B
=< o < 0.06 =< < 0.06
= = = o.08} =
= » = 0.04 = = 0.04
& 0.05 x/ o £ oo04f = .
Niiad 0.02} 7% x x 000l % >0006x 0.02 [ X X T X 0000¢
XX T N
0.00 L L L L L 0.00 L L L L 0.00 Lu L L L L 0.00 L L L L L
0 50 100 150 200 0 20 40 60 80 100 0 20 40 60 80 0 20 40 60 80
¢ [deg] ¢ [deg] 9, [deq] 8, [deg]
8,=65° ¢=90° 6,=30° ¢=0° 8,=50°, ¢=0° 6,=65° ¢=0°
OVWORT‘FH‘I“H ‘ oo T OVWOI\FH;H ‘ 0.10 [T
l , I —
008 [ 0'104\”\‘\“4—?7 0.08} 1 o.08f |
w % 0.08 ] & w
< 0.06 < < o.06} < 0.06
— — 0.08 = —
g 0.04 g g 0.04 g 0.04
[aa) _ & 0.04 5] - [aa)
XX % X — P 2N — X
0.02 R %500 0.0 T s | 0.02F X xxx— — XX 0.02 g —— »x x X2
0.00 L L L L L 0.00 L L L L L 0.00 L L L L L 0.00 L L L L L
0 20 40 60 80 0O 20 40 60 80 0 20 40 60 80 20 30 40 50 60
6, [deg] 6, [deg] 6, [deq] 6, [deg]

Figure 5.8: TS model fitted to BRDF measurements of the SE590 for 'red roof tile’ at various angles.
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Figure 5.9: ON model fitted to BRDF measurements of the SE590 for 'sanded roof paper’ at various angles.
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Figure 5.10: ON model fitted to BRDF measurements of the SE590 for 'asphalt’ at various angles.



5 BRDF OF THE SAMPLES: DATA AND MODELS

6.= 30° ¢= 180° 6.= 50° ¢= 180Q° 8= 65° ¢= 180°
0.6 T B T & e
~ — TS (425 nm) ] [ x
1.0¢ 4 *]
x> mmt. (425 nm) — . = osl -
= > = =3 /
— TS(660nmM) = 0 —osf =
o o o 2
e 02 /X = 04t =
[ [ mmt. (660 nm) ol W
X 0.2 L
></ &
0.0 RS 0.0beesen KXo oo, Ol L
0 20 40 60 80 0 20 40 60 80 0 20 40 60 80
6, [deg] ¢, [deg] 0, [deq]
6.= 0° ¢= 90° 6.= 65° ¢= 135° 0.= 30° ¢= 145° 6.= 30° 6,= 30°
0.40 ‘ ‘ ‘ 020 T 0. 28 [rr—— 06 : ‘ =
_0.30 A R . 0-204 . .
5 5 [ % ~ . 5 0.4 X
< < ~ 0.15} ~
— 0.20 — 0.10 — — ’*
Lo It L L Lo
o 1 o a 0.10 o b
o X o o o 0.2
® 510 ® 505 o ® L
: X : 0.05 k_ J
X VR \><\ x ></
0.00 S0 0.00 KX, 870> 0.00 b 20 2 0.0 Lsesaner ser 0 7,
0 20 40 60 80 0 20 40 60 80 30 40 50 60 70 0 50 100 150 200
0, [deq] 0, [deg] ¢, [deg] ¢ [deg]
6.= 50° 6,— 50° 6= 50° 6,— 70° 6= 65° 0= 70° 6.= 30° 6= 50°
10 : ‘ T 053 : ‘ : 5 e 0.25 F—r—
1.0 4t | 0.20 |
% 0.8 % 0.2 ] & B L LY
~ ~ X ~ 3t ~ 0.15
- 06 I = 1o 1 o -
é é beby é 2F é 0.10
E 0.4 € 0.1 % « «
02 | 1F 0.05 N
. | X X
0.0 . e 3% 0.0 oo xex e 0 bt 0.00 B, XX
0 50 100 150 200 0 50 100 150 200 80 100120140160180 0 50 100 150 200
¢ [deg] ¢ [deg] ¢ [deg] ¢ [deg]
6= 30° 6,—= 70° 6,=65° 6,=65° 6,=30°, $=90° 8,=50° $=90°
T e et a0 prreee i O 20 [t e .20 [T
e e — e Ll T 544+44¥4¥4ffrf
— 01507 T — 0.15 1 — 0.15} | — 0.15 [1
5 » M s s
~ ~ ~ ~
— 0.10 — 0.10 — 0.10 — 0.10
L L L L
() [am) [} ()
o o o o
m m m m
0.05 0.05 1 0.05} 0.05
boxoxm, XX SRR KT X FoXm ¢ ey b X x0ex
0.00 BXX0, XXX 22 0.00 LS XX, 0.00 X7 2R XXX 0.00 B, 28 55 X%
0 50 100 150 200 0 20 40 60 80 100 0 20 40 60 80 0 20 40 60 80
¢ [deg] ¢ [deg] 9, [deq] 8, [deg]
8,=65° ¢=90° 6,=30° ¢=0° 8,=50°, ¢=0° 6,=65° ¢=0°
0 20 [t T e O 20 [rmre e Sy 0 D [
— OIS T T | — 0.15 = — 0.15 0 — 0.15 | I
» ] ) @ »
~ ~ ~ ~
— 0.10 — 0.10 — 0.10 — 0.10
L L L L
() [am) [} ()
o o o o
[an] [an] m [an]
0.05 0.05 1 0.05} 0.05
0.00 KX, X T XXX, 0.00 0 7 PO %, 0.00 % 7T T X 0.00 Ko ol R X2
0 20 40 60 80 0 20 40 60 80 0 20 40 60 80 20 30 40 50 60

6, [deg] 6, [deg] 6, [deq] 6, [deg]

Figure 5.11: TS model fitted to BRDF measurements of the SE590 for "aluminum’ at various angles.



5.6 RESULTS OF THE SE590 MEASUREMENTS

57

N/A

x> NIA

— TS (660 nm)

[ [ mmt. (660 nm)

9= 0° ¢= 90°
0.15 AR
X
\><
— X
% 0.10 Mo
= 000
L
&
£ 0.05
0.00 e
0 20 40 60 80
0, [deq]
0= 50° 6,= 50°
0.3 AR AN
X
% 0.2
~
: /
[
= 0.1 7
M7 s x¢ X
0.0 e
0 50 100 150 200
¢ [deg]
6= 30° 6,= 70°
Q.12 e e
0.10 X
— <771
i 0.08 Rl X I [
— 0.08 T
&
& 0.04
0.02
0.00b e v
0 50 100 150 200
¢ [deg]
6,=65° ¢=90°
010 [
0.08}— — — = — —
— XX XX s
L 0.06 17T T
= [ 1]
5 0.04
o
[an]
0.02
0.00L ‘

O 20 40 60 80
6, [deg]

BRDF [1/sr]

BRDF [1/sr]

BRDF [1/sr]

BRDF [1/sr]

BRDF [1/sr]

.40

8

.20

15

10

.05

.00

6

.10

.08

.06

.04

.02

.00 L

.30

.20

10

.00

.08

.06

.04

.02

.00

2

.10

.08

.06

.04

.02
.00

6= 50° 6,— 70°

= 30° ¢= 180°
>
x
X 11 ><>
X 2

xXx
!

0O 20 40 60 80
6, [deg]

65° ¢= 135°

:
[ X X XXx—
X

l/——I——’]—L—I——l—[

0O 20 40 60 80
0, [deg]

>2< ]

)/

)

X = o X

O 50 100 150 200

¢ [deg]
6,=65° 6,=65°

¢ [deg]
6,=30° ¢=0°

0O 20 40 60 80
6, [deg]

O 20 40 60 80 100

0.40

0.30

BRDF [1/sr]

0.10 ¢

0.00

8.= 30°,

0.14

0.12 L

BRDF [1/sr]

0.20

0.10
0.08
0.06
0.04

0.02
0.00L

6= 50° ¢= 180°

O 20 40 60 80
¢, [deg]

= 145°

30 40 50 60 70
¢, [deg]
6= 65° 0= 70°

15T
% 1.0t
~
L
&2
£ 05
oolle=—==¥ |
80 100120140160180
¢ [deg]
6,=30°, $=90°
Q.12 P
0.10}
P
% 0.081 R
~
— 0.06 ]\'\‘\‘—l—.—,
L
&
& 0.04f
0.02}
000t v i
0 20 40 60 80
9. [deg]
8,=50°, ¢=0°
010 [
X
0.08h 5 X' X
£
~ 0.06 T —t—H
&5 0.04f
o
m
0.02}
0.00 L ‘

0 20 40 60 80
6, [deq]

BRDF [1/sr]

BRDF [1/sr]

BRDF [1/sr]

BRDF [1/sr]

6= 65° ¢= 180°

15T
1.0
/
0.5
ool
0 20 40 60 80
0, [deq]
6,= 30° 6= 30°
0.20 ARAREARS A
0.15 %>3<
< 10
*
0.10
><)<>§_></>(
0.05
0.00 e
0 50 100 150 200
¢ [deg]
6,= 30° 6,= 50°
0.15 e
0.00L

O 50 100 150 200
¢ [deg]
8,=50° $=90°

0.08 ¢ x X X 6guc
0.086 [+
0.04

0.02

0.00 L . . . .
O 20 40 60 80
0. [deg]

6,=65° ¢=0°

0.06

0.04

0.02

0.00 L . . . |
20 30 40 50 60
6, [deg]

Figure 5.12: TS model fitted to BRDF measurements of the SE590 for 'blue concrete’ at various angles.
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Figure 5.13: TS model fitted to BRDF measurements of the SE590 for 'red concrete’ at various angles.
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Figure 5.14: TS model fitted to BRDF measurements of the SE590 for Spectralon 1.0 at various angles.
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Sample to [st1] ty [st™1] w [deg™ '] n ps | xX°/ds
Spectralon 0.5 0.159+ 0.002 | 0.16+ 0.13| 0.032+ 0.002 | 1.53+0.8 | 0.024| 1.0
Red roof tile | 0.0888+ 0.0007 | 0.18+ 0.10| 0.040+0.001 | 1.86+0.9 | 0.035| 1.3
Red aluminum| 0.1568+ 0.0006| 3.01+1.30| 0.1694+0.002 | 1.844+0.58 | 0.039| 3.9
Blue concrete | 0.0605+ 0.0003| 1.06+ 0.26 | 0.083+0.001 | 1.47+0.16| 0.028| 1.5
Red concrete | 0.0964+ 0.0004| 0.98+ 0.29 | 0.0842+0.001| 1.53+0.22| 0.029| 1.0
Spectralon 1.0| 0.3006+4 0.0017| 0.09+ 0.23| 0.046+ 0.005 | 2.06+ 5.61| 0.017| 1.2

Table 5.1: Parameters obtained from fitting the TS model (eq. 5.1) to the SE590 data of the respective sample
at a wavelength of 660 nm, and the specular albed@eq. 5.12) a¥; = 30°. The parametek was set to

0.25. See text for a discussion of the errors of the parameters. The relative error of the speculasdkbedo
estimated to be about 5 %. The last column showsthealue over the degrees of freedain

Sample kq ks [sr 1] ky [rad] n ps | X*/d;
Sanded roof paper 0.0357 £ 0.0005 | 0.053 £0.04 | 0.643 £0.004 | 2.3+1.9 | 0.043| 1.2
Asphalt (Cadr.) 0.1999 4+ 0.0006 | 0.026 £0.06 | 0.36 £0.03 | 2.2+6.4 | 0.011| 1.0

Table 5.2: Parameters obtained from fitting the ON model (eq. 5.8) to the SE590 data of the respective sample
at a wavelength of 660 nm. The paramétavas set to 0.25. See text for a discussion of the errors. The error

of the specular albedp; is estimated to be about 5 % for the sample 'Asphalt’. The specular albedo of the
sample 'Sanded roof paper’ is considerably overestimated due to ignoring the black background, see page 7,
probably by as much as 30 %. The last column showscthealue over the degrees of freedain

of a material can be calculated from the band structure in cry@tatel 1996). Figures 5.15, 5.16 and 5.17
show the coefficients of either the TS model or the ON model as a function of wavelength, asm?efuips
and the specular albedo.

For all samples, the drop of the specular albedo from 700 to 750 nm discussed in section 4.10 can be
seen. Thus we will ignore wavelengths greater than 700 nm in the following discussion. Especially for the
Spectralon panels, it can be seen that the diffuse compagmnennot affected at all by this drop.

The diffuse component shows very strong variations (e.g. factor of 15 for the sample aluminum, see
in fig. 5.16) except for Spectralon, whereas the specular parameters vary by only less than 15 % from their
mean valueThe wavelength dependence of the specular component is not strongly related to the wavelength
dependence of the diffuse component.

All the samples with a red color show a maximum of tffevalue at 500 nm, the blue concrete shows
a maximum at 600 nm. Thus a low reflectance (low compared to the maximum reflectance of the sample)
combined with a small error (see section 4.7, fig. 4.10) leads to a rejection of the TS model. This might either
be due to a more complicated BRDF at low reflectances, because high reflectances lead to higher multiple
scattering , which results in a more lambertian BRDF, or due to an underestimation of thesggrr(see
eq. 4.6).

The values retrieved for, from the TS model are quite reasonable, they lie in the expected range of
[1.3, 2.0](Wolff 1994), with the exception of 'Spectralon 1.0’, where the retrieved valuesark rather too

2A high reflectance leads to high multiple scattering because of small absorption. Consider this example: assume that snow
consists of scattering particles with a single scattering albedo of 0.99 (i.e. 99 % of the incoming photons are reflected, 1 % absorbed)
and that charcoal powder consists of scattering particles with a single scattering albedo of 0.05. A photon being scattered in snow
has a 99 % chance of being reflected (high multiple scattering), whereas a photon being scattered in charcoal powder has only a 5 %
chance of being reflected (low multiple scattering).
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Sample to [st™1] ty st w[deg 1] n Ps x°/dy
Spectralon 1.0 0.2993+ 0.0037| 0.04+0.31 | 0.0784+0.020| 3.48+45.4| 0.008 1.3
Spectralon 0.5 0.1469+ 0.0070| 0.134+0.43 | 0.040+0.005| 2.19+8.3 | 0.038 0.4
Red concrete 0.0991+ 0.0014| 1.144+0.52 | 0.090+0.002| 1.51+0.32| 0.028 1.2
Blue concrete 0.0688+ 0.0009| 1.31+0.96 | 0.0894+ 0.002| 1.434+0.35| 0.027 1.3
Green roof paper| 0.0263+ 0.0005| 0.03+0.02 | 0.056+ 0.014| 0.87+ 0.17| 0.001 5.2
Red roof tile 0.0891+ 0.0039| 0.214+0.28 | 0.0454+0.003| 1.90+ 2.24| 0.030 2.4
Roof tile (Opal) 0.0656+ 0.0012| 0.87+0.40 | 0.069+ 0.002| 1.39+£0.24| 0.027 1.3
Dirty roof tile 0.0693+0.002 | 0.05+0.14 | 0.018+0.030| 1.06+1.07| 0.004 3.3
Red roof paper 0.0372+ 0.0005| 0.03+0.05 | 0.0704+0.021| 0.95+ 0.40 | < 0.001 4.0
Brown slate 0.0210+ 0.0004| 1.13+0.40 | 0.085+0.001| 1.42+0.17| 0.025 5.1
Sanded roof paper 0.0090+ 0.0014| 0.065+ 0.070| 0.013+ 0.002| 1.96+ 2.1 0.032 2.4
Red Aluminum 0.1588+ 0.0014| 2.00+1.55 | 0.1684+0.002| 2.22+1.86| 0.041 3.5
Black concrete 0.0136+ 0.0005| 0.77+0.26 | 0.062+0.001| 1.35+0.14| 0.027 29
Walkway 0.0769+ 0.003 | 0.02+0.33 | 0.037+0.010| 2.92+ 78.6| 0.010 1.7
Asphalt (Ispra) 0.0668=+ 0.0009| 0.013+0.13 | 0.0804+ 0.027 | 2.34+ 28.0| 0.001 1.32
Green slate 0.0315+ 0.0004| 1.71+0.51 | 0.101+0.001| 1.49+0.19| 0.032 3.72
Red slate 0.0897+ 0.0009| 1.57+0.62 | 0.1194+0.002| 1.58+0.34| 0.026 7.0
Wall paper 0.255+ 0.002 0.034+0.51 | 0.2634+0.845| 1.00+ 4.52 | < 0.001 25

Table 5.3: Parameters obtained from fitting the TS model (eq. 5.1) to the ASD data of the respective sample
at a wavelength of 660 nm. The paramétavas set to 0.25. See text for a discussion of the errors. The error

of the specular albedao; is estimated to be about 0.01, because ASD measurements were performed at a far
worse angular grid than the SE590 measurements, and furthermore model and measurements do not agree
as well as for the SE590 measurements (comparg%y‘lef of this table with the according column in table

5.1).

high. However, the values retrieved from the ON model are usually above 2.0, only for the sample 'Asphalt
(Cadrezzate)’ for the suspicious wavelengths greater than 700 fafts below 2. Thus it is probably better
to setn. = 1.5 when using the ON model.

5.7 Results of the ASD Measurements

5.7.1 Angular Dependence

The plots in figures 5.18 to 5.21 show the BRDF values measured with the ASD at 660 nm. The error bars
are shown for each measured value. The solid line shows a fit of the TS model to the data. It can be seen that
the TS model is capable of describing the measurements qualitatively very well. The resulting parameters of
the TS model are given in table 5.3, along with the specular albgdmdxz/df. The latter shows that the
TS model is rejected by the? test for several samples. For a discussion of the errors of the fitted parameters,
see section 6.2.

The sample roof tile (Opal), the concrete tiles and the slate samples show a well defined specular peak for
#; = 10° andf; = 30°. At #; = 10°, the maximum measured value is alwayg,at 10°. At 8, = 30°, the
shift of the maximum to higher viewing zenith angles can be seen for the samples with the broadest specular
peak, roof tile (Opal)’ and 'black concrete’, who have their maximumi,at= 40°. At 6; = 50°, only the
samples 'red slate’ and 'green slate’ show a well defined specular maximum, the other samples rise up to the
maximum measured viewing angle = 70°.
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Figure 5.15: Wavelength dependence of the parameters of the BRDF models as a function of wavelength,
fitted to the SE590 measurements (1/8).t; andw denote parameters from the TS model, ks andk,,

denote parameters from the ON model. Furthermore the ratié ofer the degrees of freedody and the
specular albedo & = 30° is shown.
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Figure 5.16: Wavelength dependence of the parameters of the BRDF models as a function of wavelength,
fitted to the SE590 measurements (2/8).t; andw denote parameters from the TS model, ks andk,,

denote parameters from the ON model. Furthermore the ratié ofer the degrees of freedody and the
specular albedo & = 30° is shown.
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Figure 5.17: Wavelength dependence of the parameters of the BRDF models as a function of wavelength,
fitted to the SE590 measurements (3/3).t; andw denote parameters from the TS model. The ratig“of
over the degrees of freedaifp and the specular albedot= 30° is shown, too.
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The Spectralon panels, the samples 'red roof tile’ and 'dirty roof tile’, the roof papers, walkway, Ispra-
asphalt and wallpaper do not show a well defined specular maximum. Thus for these samples it is hard to
decide whether the rise at large viewing angles is due to a specular peak or due to a non-lambertian diffuse
component, caused by (internal) volume scattering. However, it is very likely that the rise is indeed due to
specularreflectance, because the TS model can describe the shape quite well, and the surfaces are all very
rough, which is in accord with the prediction of a large shift of the maximum of the specular peak. The rise
can not be explained by a BRDF model applying geometrical optickffiesse scattering on rough surface
structures, because this would predict a decrease in forward scattering direction, not an increase as we see it
in the data.

The specular component of the BRDF for the sample ’plastic’ could not be modeled from the ASD
measurements, because all measurements of this sample in the specular diyectiprare overflows, thus
only the lambertian component of the TS model is plotted. It is interesting to note thatat65°, the
measured BRDF value ét = 70° of about 0.8 is much higher than the measured BRDF valdg at 60°
of about 0.35, although both angles &feaway from the specular directigh = 6,.. This is again in accord
with the prediction of the TS model of a shift of the specular peak towards larger zenith angles.

For several samples, measurements with the SE590 are available as well. They are shown as stars,
together with their error bars. As we showed in section 4.10, the results from both instruments agree very
well at the wavelength = 660nm.

5.7.2 Wavelength Dependence

The ASDFieldspec consists of 3 units that cover different wavelength ranges, see section 4.8.1. We processed
data from the second unit in the wavelength range 1100 nm to 1700 nm and data from the third unit from
1900 nm to 2300 nm. We will show that both these units show features that make them unreliable for the
analysis of specular reflectance measurements.

Fig. 5.23 shows the specular albedo derived from fitting the TS model to the ASD data. Triangles show
the specular albedo & = 30°, stars at); = 50°. It can be seen that in the wavelength range of the
second unit, the shape of the curve is always given by a decrease from 1100 nm to 1400 nm, from 1400
nm to 1700 the curve continues relatively flat. This shape is so consistent that it is most likely produced by
saturation problems of the ASD at high intensities (below we will see that this shape does not occur for the
diffuse component). From the black-body spectrum shown in fig. 5.22 for 2850 K (a typical temperature of a
halogen tungsten bulb like the one used in this study) we see that the maximum intensity is emitted at about
1000 nm. But fig. 4.12 on page 34 shows very low measured counts at 1100 nm inspite of the high lamp
intensity, i.e. the ASD is not very sensitive at this wavelength.

In the wavelength range 1900 nm to 2300 nm, there is a consistent pattern as well: the specular albedo
rises with wavelength fof; = 50° much stronger than faf; = 30°, with the exception of the sample red
roof tile’, which has a very broad specular peak and thus does not reflect as strong intensities in the specular
direction as the other samples. The rise could be due to a saturation problem as well, because the reflected
radiances are higher féy = 50° than for#; = 30°, by about 80 % for = 1.5 andk = 0.25. Although it is
also possible that the rise of the specular albedt at 50° is caused by a decreaserfn that wavelength
range, it is rather unlikely to occur for all samples with a sharp specular peak.

A strict treatment would thus discard all wavelengths from measurements of the second as well as from
the third unit for high intensities. However, it is very likely that the errors resulting from these saturation
problems are in the range of less than 30 %, because all the obviously saturated measurements have already
been discarded, see section 4.9.2, page 38. Thus we can derive from the wavelength dependence of the
specular albedo (see Figures 12.12 to 12.15, page 157 to 160, appendix) that it usually varies less than 30
% over the wavelength range 450 nm to 2300 nm. This is significantly less than the variation in the diffuse
component. E.g. the diffuse component of red concrete’ shows a drop from 1900 nm to 2300 nm of about 50
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Figure 5.18: TS model (solid line) fitted to BRDF measurements of the ASDFieldspec at 660 nm (error bars)
for several samples in forward scattering directign= 180°) for 4 different illumination angle$;. Stars
show the respective measurements with the SE590.
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Figure 5.19: TS model (solid line) fitted to BRDF measurements of the ASDFieldspec at 660 nm (error bars)
for several samples in forward scattering directign= 180°) for 4 different illumination angle$;. Stars
show the respective measurements with the SE590.
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Figure 5.20: TS model (solid line) fitted to BRDF measurements of the ASDFieldspec at 660 nm (error bars)

0 102030405060 70
6, [degq]

0 10203040506070
0, [deg]

0 10203040506070
8, [deg]

0 102030405060 70
8, [degq]

for several samples in forward scattering directign= 180°) for 4 different illumination angle$;. Stars

show the respective measurements with the SE590.
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Figure 5.21: TS model (solid line) fitted to BRDF measurements of the ASDFieldspec at 660 nm (error bars)
for several samples in forward scattering directign= 180°) for 4 different illumination angle$;. Stars
show the respective measurements with the SE590.
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Figure 5.22: The normalized black-body spectrum for a temperature of 2850 K. The maximum is at about
1000 nm.

%, the diffuse component of 'green slate’ drops by 50 % from 1100 nm to 1700 nm, red concrete rises from
0.015sr~ ! at 450 nm to 0.18r~! at 1200 nm and drops to 0.86~! at 2300 nm. None of these variations

is accompanied by a similar variation in the specular alb&8dws the ASD measurements suggest that the
specular reflectance does not depend on the diffuse component for the full wavelength range from 450 nm to
2300 nm

Another problem of our ASD measurements is illustrated in fig. 5.24. The stars show the specular width
(parameterw from the TS model) derived from ASD measurements of the first unit (wavelength range 450
nm to 900 nm), the solid line shows derived from SE590 measurements, the dashed line shadesived
from SE590 measurements choosing only angular combinationspwith 180°. The dashed line differs
from the solid line by about 10 %, being either too high or too low. This illustrates a problem discussed by
(Lucht & Lewis 2000: the available angles have a critical influence on the parameters derived from BRDF
measurements. As the solid line is derived from the best angular coverage, it is the most reliable one. It
can be seen that the stars are about 10 % higher than the solid line. Thus the error to be associated with the
parametetw derived from the ASD measurements is at least 10 %.

It is obvious that this deviation is indeed related to the angular coverage and not to sensor problems:
The ASD measurements also hgwe= 180° for all angles, although the choice of zenith angles is slightly
different (e.g. the ASD measured@t= 10°). Stars and dashed line agree well for the concrete samples,
the deviations above 700 nm are due to the SE590, see above. For 'red roaf tilefived from the ASD
measurements is about 10 % higher thamerived from SE590 measurements with= 180°, but this
deviation is still much smaller than the deviation of the stars and and the solid line.

In the TS model, the diffuse component is given by the lambertian companemiltiplied by 7. It is
shown in fig. 5.25 as a function of wavelength. The statistical errotfas usually about 1 %, see table
5.3. However, we expect the lambertian assumption to be true to only about 5 % on average for our samples.
Thus the accuracy of the diffuse albedo is also estimated to be 5 %.

The reflectances cover a wide range of values. The strongest variations can be found for wavelengths
below 900 nm, above 1100 nm the reflectances are quite smooth. It is interesting to note that for several
samples, which we expect to be abundant in remotely sensed images of urban areas, like roof tiles and
asphalt, the reflectance increases strongly with wavelength. Furthermore it can be seen that painted surfaces
show distinct peaks (produced by the color pigments), whereas the diffuse reflectance of non-painted surfaces
varies smoothly with wavelength.
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Figure 5.25: The diffuse component derived from fitting the ASD data to the TS model is shown as a function
of wavelength. In the TS model, the diffuse component is given by the lambertian compgmneuitiplied
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5.8 Comparison with Previous Measurements

The BRDF of several of the samples used in this study had been measured before in a field measurement
campaign(Meister 199% using the spectrometer OVIBartsch et al. 1994 The samples were placed on
a goniometer table, which made it possible to measure at different combinations of angles without moving
the detector. BRDF values were obtained for 35 different combinations of angles. The illumination angle
was given by the sun position. The varying sun position made it impossible to measure exactly a regular grid
of angles, thus we cannot compare the measurements directly. Howevearsthiemeasurements cover the
whole upper hemisphere at different illumination angles, similar to the laboratory SE590 measurements, and
an empirical function was fitted to these measurements.xFhest shows that thia situ BRDF data can be
well described by the empirical function. Thus we can compare this function with the SE590 measurements
and the TS model.

The empirical function consists of a combination of polynomials of angles proposéwaiyhall et
al. 1985, modified by(Liang & Strahler 199%to account for the reciprocity principle, and extended by a
specular peak b{Meister 199%:

fr=a0+a-(0?+60%) +ay-(0;-6,)° +a3-6; -0, cos(v) + ay - e (0:0:)” | o —agv? (5.13)
wherez is the relative angle to the specular direction:
cos P = — sinf; sin 6, cos ¢ + cos 0; cos 0, (5.14)

see(Meister et al. 1998dfor more details on the specular term. The fitted parameter valutes:g are given

in (Meister 1995. Three samples were measured with the SE&G8{the goniometer table: red roof tile, red
aluminum and Spectralon 0.5. The Spectralon 0.5 was measured in the laboratory, and a different empirical
function was fitted to the data:

fr=ag—ai- (08 +05 +as- (0;-6,)% e fay - (v— g) N/ (5.15)

The comparison for the Spectralon 0.5 is shown in fig. 5.26. The center of the horizontal bars shows the
BRDF value measured with the SE590, the horizontal bars themselves indicate the measurement error. It
can be seen that the overall agreement between the empirical function (dashed line) and the data measured
with the SE590 is very good. In some cases, the dashed line fits even better than the TS model (solid line),
especially forf;, = 65°,¢ = 135°. The TS model agrees considerably betterdpr= 50°,¢ = 180°,
f; = 65°,¢ = 180°, #; = 65°,0, = 70°, the specular peak of the empirical function is too high for these
plots.

Fig. 5.28 shows the comparison of the empirical function of eq. 5.13 with the SE590 data for the sample
'red aluminum’. The specular peaks agree remarkably wellfet 30°, ¢ = 180° andf; = 50°, ¢ = 180°.
For 8, = 65°,¢ = 180° the specular peak derived from the goniometer table data reaches only half the
maximum value of the specular peak derived from the SE590 data. A likely reason for this deviation is the
angular sampling of the goniometer table data. The closest angular combination to the specular direction
9; = 65°,0, = 65°,¢ = 180° available in the dataset HMeister 19953 is §; = 72°,0, = 66°, ¢ = 180°,
i.e. the maximum of the specular peak was not measured. In this case, an empirical function cannot be
expected to provide good results.

The diffuse component of the empirical function of red aluminum’ shows a decrease with increasing
zenith angles that is not well supported by the data, sed#g-9.30°, ¢ = 90° or §; = 50°, ¢ = 0°. On the
other hand, fo; = 65°, ¢ = 90° the predictions by the empirical function are in much better agreement
with the SE590 data than the TS model.

The comparison for the red roof tile is shown in fig. 5.27. The angles far off the specular direction agree
very well. But there is a strong rise féf = 65°, ¢ = 135°, and a very strong overestimation of the width
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perpendicular to the plane of incidence thr= 65°,6, = 70°. A possible reason for these deviations is a
feature of the specular peak discussed in the following chapter: the width of the specular peak perpendicular
to the plane of incidence decreases with the incidence ampls.feature is not modeled by the empirical
functions of equations 5.13 and 5.15Thus the TS model is clearly preferable to the empirical functions

for surfaces with a strong specular peak and a diffuse Lambertian component. The coarse angular grid of the
goniometer table measurements prevented the shortcomings of the empirical functions to be noticed in the
study by(Meister 1995.

Forf; = 30°,¢ = 180° a specular peak is modeled that is not supported by the data. This may also
be due to shortcomings of the empirical function, which is not capable of modeling the shift of the specular
peak towards large zenith angles as well as the TS model.

The diffuse component of the red roof tile agrees quite well for goniometer table data and SE590 data, in
fact it is difficult to decide whether the empirical function or the TS model agree better with the SE590 data.

Comparisons of the empirical function and the TS model derived from ASD data for the samples 'plastic’,
'walkway’ and 'brown slate’ are shown in fig. 12.16 in the appendix. They are far less informative, because
the ASD data was only taken in the forward scattering direction. Furthermore the ASD measurements of
the sample plastic in the specular direction were overflows. The empirical function fitted to the goniometer
table data shows a specular peak that is much broader than what we estimated from the ASD data (a width
of less thar3°). The BRDF of samples with a sharp specular peak cannot be determined with an angular
grid as coarse as the one usedMeister 199%. The empirical function for the sample 'brown slate’ agrees
quite well with the ASD data. The 'walkway’ samples used at the EGO measurement campaign and in
(Meister 199% were not identical, thus the differences could be due to different surface properties.

We conclude that there is a good overall agreement between the BRDFs derived from goniometer table
data and laboratory data. Because of the controlled measurement conditions and the finer angular grid at
which BRDF values were measured, the laboratory data must be seen as more reliable. However, figures
5.27 and 5.28 show that situ BRDF measurements using a goniometer table can yield comparable results.
We expect the agreement to improve if a physically based function like the TS model is used to describe the
goniometer table data as well.
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Figure 5.26: TS model (solid line) fitted to BRDF measurements of the SE590 at 660 nm (error bars) and the
empirical function of(Meister 1995 (dashed line) for Spectralon 0.5.
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Figure 5.28: TS model (solid line) fitted to BRDF measurements of the SE590 at 660 nm (error bars) and the
empirical function of(Meister 1995 (dashed line) for 'red aluminum’.



Chapter 6

The Width of the Specular Peak
Perpendicular to the Principal Plane

6.1 Overview

The shape of the specular peak of rough surfaces is needed for applications in computer vision (like image
rendering, object recognition) and remote sensing for all problems that involve the specular BRDF of rough
surfaces, e.g. classification or change detection. In this chapter, the width of the principal plane perpendicular
to the principal plane is investigated.

We compared the BRDF model 6forrance & Sparrow 19670 BRDF measurements of 4 man-made
surfaces with very different roughnesses. We found that the width of the specular peak perpendicular to the
principal plane decreases strongly with increasing illumination zenith angle, in the data as well as in the
model. This feature of the specular peak has not been acknowledged before in the literature, e.g. the widely
used specular BRDF model lflhong 1975assumes a constant width.

A model analysis shows that the width perpendicular to the principal plane is approximately proportional
to the cosine of the illumination anglg, the deviations are determined by the roughness of the surface. This
relation is accompanied by an increase in reflectance in the specular direction in the principal plane that is
stronger by a factor of/ cos ¢; than the increase for a perfectly smooth surface.

A comparison with results froriRothkirch et al. 200Dsuggests that the TS model overestimates the
increase of the specular albedo with increasing illumination angle.

Preliminary results of this chapter have been publishdigister et al. 200D

6.2 Measurements and Model Results

For this chapter, we will restrict the analysis to a wavelength of 660 nm, because at this wavelength we can
obtain the coefficient of absorptignfrom (Rothkirch et al. 200Dfor the sample roof tile’.

We fitted the parameters of the TS model to our data using a least-square fitting routine from the pro-
gramming package IDL. We did not use measurements with a relative azjmartialler tharf0°, because
we want to focus our investigation on the specular peak. For the roof tile we obtained 145 measurements, for
the other 3 samples 122 measurements. The TS model is driven by 5 parameters:, n andk. Thus the
number of measurements is clearly sufficient. But the paramietandn cannot be retrieved simultaneously,
their effect on the Fresnel reflectance in conjunction with the specular intensity paramisteiot unique
for illumination angles< 70°. This can be seen from fig. 6.1. The solid line shows the Fresnel reflectance
for Kk = 0 andn = 1.5 as a function of illumination anglg;. The crosses show the Fresnel reflectance
for k = 0.4 andn = 1.35, normalized to the valug, = 0° of the solid line. It can be seen that different
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Figure 6.1: The Fresnel reflectance for unpolarized illumination as a function of illumination angle for dif-
ferent parameters, k. The solid line shows the Fresnel reflectancekor= 0 andn = 1.5, the crosses
show the Fresnel reflectance for= 0.4 andn = 1.35, normalized to the valugé; = 0° of the solid line.

The dotted line shows the Fresnel reflectancekfes 0.2,n = 1.6, the stars show the Fresnel reflectance
for kK = 0.55,n = 1.4, normalized to the value of the dotted linegat= 0°. It can be seen that different
parameterg produce a very similar shape of the Fresnel reflectance if the index of refracisoadjusted.

parameterg produce a very similar shape of the Fresnel reflectance if the index of refractind the spec-

ular intensity parametdr are adjusted. The dotted line (Fresnel reflectance with0.2,n = 1.6) shows
another example: it can hardly be separated from the stars (Fresnel reflectanke=nith5, n = 1.4, nor-
malized to the value of the dotted linetat= 0°). Thus it is impossible to retrieve the parameters and the
specular intensity parameter from BRDF measurements if neither of them is known. Additional information
can be obtained from e.g. polarized BRDF measurements (as presefiiathikirch et al. 200)), which

allow a much better discrimination between the parametensdf.

Previous authors have set= 0, like e.g.(Ginneken et al. 1998 However,k = 0 is incompatible with
the polarized BRDF measurements presentddRothkirch et al. 200Don the same red roof tile as used in
this study. We adopted the value/of= 0.25 from (Rothkirch et al. 200Dand set this parameter constant for
all samples. The value = 1.87 we obtain from fitting (see table 6.1) usikg= 0.25 is higher than the value
given in (Rothkirch et al. 200D(n = 1.35). The fact that our fitting result for is too high suggests that
the TS model overestimates the increase of the specular albedo with incréa&sguming that = 1.35
is the true value), because a low valuenak accompanied by a strong increase of the specular albedo with
increasing;.

parameter that is Thus we conclude that the Fresnel parameserdk retrieved by fitting can describe
the shape of the specular peak very well, but from unpolarized BRDF measurements it is impossible to
determine reliable values for and k. However, it is reassuring that the retrieved values are within the
expected range for dielectri¢a € [1.3,2.0] (Wolff 1994).

The fitted parameterg,¢;,w andn are given in table 6.1 for the 4 sample&. denotes the degrees of
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Sample to [sr~!] ty [st1] w [deg 1] n k x?°/dy
Roof tile 0.082+ 0.001 | 0.18+0.09| 0.040+0.001| 1.87+0.84| 0.25+2.97| 1.5
Red concrete | 0.0903+ 0.0004| 1.00+0.27 | 0.084+0.001| 1.524+0.20| 0.254+0.51| 1.1
Blue concrete | 0.0531+ 0.0002| 1.09+0.24 | 0.083+0.001| 1.46+0.14| 0.254+0.33| 2.0
Red Aluminum| 0.1370+ 0.0005| 3.1+1.2 | 0.167+0.001| 1.81+0.49| 0.25+1.81| 4.2

Table 6.1: Parameters obtained from fitting the TS model (eg. 5.1) to the SE590 BRDF data at a wavelength
of 633 nm. The parametdr was set to 0.25. See text for a discussion of the errors. The parameters at a
wavelength of 660 nm were presented in table 5.1.

freedom (number of measuremenidg)(minus number of parameters (5 in this casgy)js defined as

N ( measured __ modelled)Z

X2 _ Z Ty - Ty (6.1)

i i

whereo; is the measurement error of tiith measured BRDF valuﬁ,‘f;easured.

The fit only passes thg? test for red concrete’, the acceptance thresholdxfris about 1.3 for a
significance level of 1 %Brandt 1992. The rejection of 'blue concrete’ and 'red roof tile’ is due to the
diffuse component, e.g. at a wavelength channel of 680yTm; 1.3), see also figures 5.15 and 5.16. The
rejection of red aluminum’ must be attributed to both the specular and the diffuse component, because the
intensity of the specular peak is predicted too low for high illumination angles, see fig. 6.2.

The errors were calculated accordindBrandt 1992 using a Taylor expansion because of the nonlinear-
ity of the TS model. Here we treatédas a free parameter (although we actually used the fixed value of 0.25)
to be able to calculate the uncertainty for this parameter. The errors can only be seen as rough estimates,
because the Taylor expansion of the Fresnel reflectance with respect to the pakameter

F(k-{—ak):F(k)—F%-O’k (6.2)

is a poor approximation for the large, of table 6.1.

The model BRDF values are plotted in figs. 6.2 and 6.3 (solid line), together with measured values
(crosses). The measurement errors are plotted as vertical bars, often they are so small that they can hardly
be seen in the plot. The plots show that the model fits the measurements quite well, the strongest deviations
occur for the sample red aluminum, where the intensity of the specular peak is underestimated.

Fig. 6.2 shows the well known shift of the maximum of the specular peak towards higher zenith angles
(especially forg; = 50°). The roof tile has a very broad specular peak, the aluminum has a very sharp
specular peak, and the width of the specular peak of the concrete tiles is in between.

6.3 Width of the Specular Peak Perpendicular to the Principal Plane

Fig. 6.3 shows the feature of the specular peak that this chapter focuses upon. The BRDF values are plotted as
a function of the relative azimuth angfe with 8, = 6; for §; = 30°,50°, andf, = 70° for §; = 65°. It can

be seen that the width of the peaks with respect to the azimuth angle decreases dramatically with increasing
zenith angle. It can be seen that the azimuthal width reduces by about 50 % when incfe&sing30° to

50°, and by about 75 % when increasifgfrom 30° to 65°. The dramatic change of shape of the specular

peak data, which is obviously in accord with the TS model, is not predicted by simpler models like e.g. the
Phong mode(Phong 1975 For a better comparisénthe last plot in each row shows the modeled values

1Even the Phong model shows a decrease of the azimuthal width with increasing zenith angle (however less strong than the TS
model) due to the definition of the azimuth angle.
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Figure 6.2: BRDF of the samples at different illumination angleas a function of viewing zenith angls

in forward scattering directiofip = 180°). Stars denote measured values, the solid line shows the TS model
predictions using the parameters from table 6.1. The samples have specular peaks of different intensity and
width (widest for roof tile, narrowest for aluminum). The vertical bars within the stars show the measurement
error. The shift of the maximum of the specular peak towards higher zenith angles can be seen especially
well at illumination angleéd; = 50°.
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Figure 6.3: BRDF of the samples at constant zenith angles as a function of azimuth angle. Stars

denote measured values, the solid line shows the TS model predictions using the parameters from table
6.1. The vertical bars within the stars show the measurement error. The last column shows the modeled
specular peak only (i.e. the modeled values minus the coeffigjgnormalized to its maximum value, emas

a function of the angle relative to the specular direction. Solid line slipws6f, = 30°, dashed line shows

#; = 6, = 50° and dotted line showg; = 6, = 65°. It can be seen that the width of the specular peak
decreases with increasing illumination angle.
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minust, (i.e. the specular peak, without the diffuse component) of the three previoudplotsalized to the
maximum value. The data are plottad a function of the angle relative to the specular directidefined as
1 in eq.5.14 on page 74), to emphasize the decrease of the width of the specular peak perpendicular to the
principal plane. For a BRDF model with a constant width perpendicular to the principal plane like the Phong
model, the 3 lines would lie exactly on top of each other.

The mathematical explanation for this effect can be found in eq. 5.5. Let us assume an illumination
zenith angle ob; = 45°. To direct the incoming ray to eith@#, = 35°, p = 180°] or [#, = 55°, ¢ = 180°],
i.e. a deviation ofl0° off the specular directiof, = 45°, ¢ = 180°] within the principal planea surface
facet with normala. = 5° is needed according to eq. 5.5 (oriented towards the light sourag. fer 35°,
oriented away from the light source f@r = 55°, see also eq. 6.3 belowThis result is independent 6f.
To direct the ray tdf, = 45°,p = 170°], i.e. 10° out of the principal planewe also need a surface facet
with a normal of5°. But this result depends strongly @ For6; = 65°, we need a surface facet with a
normal ofa = 10.6° to direct the ray tdf, = 65°,¢ = 170°]. For@; = 30°, we need a surface normal
of only « = 2.9°. The amount of surface facets with normais given by eq. 5.4.c« = 0° is the most
abundant surface normal, the probability of a surface facet having the nargtreases monotonously
with «. This means that there are more surface facets with a normako.9° (needed to direct the light
towards[f, = 30°,¢ = 170°] with 6; = 30°) than surface facets with a normal @f= 10.6° (needed to
direct the light toward$d, = 65°, ¢ = 170°] with ; = 65°). Thus the intensity of reflected light is stronger
at[f; = 0, = 30°,¢ = 170°] than at[#; = 6, = 65°,p = 170°], i.e. the azimuthal width of the specular
peak decreases for high illumination angles.

It is easy to see that the zenithal width of the specular peak does not depend on the zenith angle, because
in the principal plane (forward scattering, i@ = 180°) « is given by(Torrance & Sparrow 1997

0, —0;
2

o= (6.3)
and derivingn with respect t@, yields a constant valuk/2. Thus to increase the angle of reflectiyrby 1°,
the surface facet must be tilted an additiopaF to achieve specular scatteringdependent of;. Deriving

a with respect tap with §; = 6,, eq. 5.5 must be used. The result is shown in fig. 6.4 as a functién of
Obviously the derivative increases strongly with E.g., increasingg = 180° by 1° requires an increase of
a by =~ 2.8° atf; = 80°, but atg; = 30° an increase of of only =~ 0.3° is needed.

This effect was confirmed by a simple experiment: we directed a laser towards a tilted mirror at a high
illumination angle, and turned the mirror around its axis. The light beam hit a vertical plane, and we marked
the path of the light ray while turning the mirror. After projecting the vertical plane onto a sphere covering
the upper hemisphere, we obtained an ellipse, the larger axis in the vertical, the smaller axis in the horizontal
direction (note that the specular peak predicted by the TS model is not an ellipse due to the Fresnel reflectance
F, the Geometric Attenuation Fact6f, and most notably the division by the cosines of the zenith angles,
see eqg. 5.1).

It is important to recognize that only tlsbapeof the specular peak changes with illumination angle. The
overallintensityof the specular peak does depend on the illumination angle, but only because of the Fresnel
ReflectanceF’ (and masking and shadowing effects). The effect of the reduction in azimuthal width on the
total intensity is compensated by the division by the cosine of the illumination zenith asglgin eq. 5.1.

This is another interesting effect predicted by the TS model: for a rough surface, the increase of the BRDF
in the specular directiorff = 6;, o = 180°) as a function of the illumination angt is stronger than for a
smooth surface, by a factor of cos(6;). This is shown in fig. 6.5, where the solid line shows the BRF for a
perfectly smooth surface, and the dashed and the dotted line show the BRFs for a rough surface, normalized
to the BRF of the smooth surfacett= 0°.

2We rather used values &t = #; = 65 instead of the values & = 70°, 6; = 65 because this allows a consistent comparison.
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Figure 6.4: The derivative ak (eq. 5.5) with respect t@ as a function of the illumination zenith angle
with 8, = 6; andyp increasing fromi80°. The small variations for illumination angles toward O are produced
by computational limits.

We use BRF rather than BRDF, because the BRDF of a perfectly smooth surface is a delta function (only
BRF is directly measurable). BRF is defined(biscodemus et al. 1997

™
BRF(iw) = oo | [ 11060006, 6,)d,9, (6.4)
1= &7 w; JWr

For our purpose, the integration has to be carried out over the aperture of sensor and light source.
Assuming that the irradiance covers the full field of view of the detector, the BRF for a perfectly smooth
surface in the specular direction is given by

L,

o LT‘
BRF(OZZOT,(P:180,QZ,QT)W7TEZ m:
. LO : F(nakaol) — . LO F(nakael) _ F(n’kaoz) (6 5)
Ey - cos 6; 7+ Lo - cos; cos 6; '

whereF) is the irradiance for nadir illumination anfd, is the radiance of the light source.

In fact, we expect masking and shadowing effects to reduce the increase of the BRF’s of rough surfaces,
unfortunately the TS model predicts neither masking nor shadowing at all in the specular diréctien (
0;, o = 180°), which is probably not very realistic. Especially for large zenith angles masking and shadowing
effects become important.

We define 'specular albedo’ as the directional-hemispherical reflectance as defifiitdgemus et
al. 1977 due to the specular peak. It can be calculated by integrating eq. 5.1 over the projected solid angle
dS) of the upper hemisphere, setting= 0. The stronger increase in intensity in the principal plane of the
BRF of a rough surface compared to a smooth surface is shown in fig.&l6edtnotesult in an increase
in specular albedo. We will show that tiadth of the specular peak perpendicular to the principal plane
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Figure 6.5: The solid line shows the BRF in the specular directipe=(6;, o = 180°) for a perfectly smooth
surface, the dashed line shows the BRF in the specular direction for a rough surface, normalized to the BRF
value of the smooth surface @t = 0°. The Fresnel reflectance is determinednby- 1.5 andk = 0.25 in

both cases. The width of the specular peak is assumed to be much larger than the aperture of the sensor.

decreases approximately proportionatde#;, and this effect cancels tliecrease in intensity in the principal
plane

The stronger increase of the BRDF in the TS model as compared to the BRF of a perfectly smooth surface
led (Nayar et al. 199)1to reject the TS model for very smooth surfaces. Our findings shed new light on this
topic and extend the possible range of applicability of the TS model even to very smooth surfaces. However,
for very smooth surfaces it is necessary to verify that the aperture of the sensor is small enough to allow
the approximatiolBRF =~ = - f,, otherwise the BRF predicted by the TS model has to be calculated from
eg. 6.5.

It is difficult to judge the width of the specular peak from fig. 6.3, because the azimuthal width covered
by a fixed solid angle decreases with increasing zenith angle (a solid angle coxrirg Ap = 1° at
f = 90° still has a zenithal width ofA¢ = 1° at nadir, but an azimuthal width @ty = 180°). Thus we
determined the angle perpendicular to the principal plane, at which the BRDF value due to the specular peak
drops to half its maximum value. The Full Width Half Maximum (FWHM) perpendicular to the principal
plane is twice this angle, because thkk width extends to either side of the specular peak. More specifically,
for every illumination angle, we computed the BRDF values for all angles lying on the line on the unit
sphere connecting the specular directipn= 6;, o = 180° andf, = 90°,¢ = 90° (this line is always
perpendicular to the principal plane, see fig. 6.6). The relative angle between that angle on the line, whose
BRDF value is half the maximum value is the desired angle. The maximum value is at the specular direction
0, = 0;,p = 180°.

Fig. 6.7 shows the FWHM of the specular peak perpendicular to the principal plane for the samples as
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$=90°

Figure 6.6: The sketch shows the unit sphere and the light path for perfect specular digctof,. (¢ =

180°) as thin lines. The thick line shows the angles perpendicular to the principal plane referred to in section
6.3 to calculate the FWHM. The thick line runs on the unit sphere, connecting the specular direction and
6, =90°, o =90°).

a function of the illumination angle, derived from the TS model using the parameters from table 6.1. The
FWHM atf; = 0° in the principal plane is the same as the FWHM perpendicular to the principal plane at

#; = 0°. For our samples, the FWHM is given by4.9°, 41.4°,42.1° and19.9°, for roof tile, red concrete,

blue concrete and aluminum, resfit. can be seen that the FWHM perpendicular to the principal plane
decreases approximately proportional to the cosing;ofrhus we plotted in fig. 6.8 the ratio of the FWHM
andcos 6; and normalized it to the nadir value. The deviations from the decreaseaith are smallest for
"aluminum’, which is the smoothest surface of our samples. The concrete tiles show deviations only up to 5
%. The sample 'roof tile’, which is the roughest surface in our study, shows much stronger deviations. The
most likely reason for the deviations are masking and shadowing effects, which are strongest for the roughest
surface.
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Figure 6.7: The FWHM of the specular peak perpendicular to the principal plane as a function of the illumi-
nation angled; for the 4 samples. The FWHM decreases approximately proportionakt), see fig. 6.8.

At 6; = 0°, the FWHM in the principal plane and perpendicular to the principal plane are identical. Thus,
e.g. for the sample "aluminum’, ét ~ 20°/2 = 10° the measured radiance has dropped to half its maximum
value (maximum value fof; = 0° até, = 0°).
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Figure 6.8: The FWHM perpendicular to the principal plane (cf. fig. 6.7) divided by the cosine of the illumi-
nation angled; normalized to the value & = 0° as a function of); for the 4 samples. The plots show that

the FWHM decreases proportional to the cosing;dbr the concrete tiles and the aluminum sample, with
deviations up to 5 % for the concrete tiles and only up to 2.5 % for the aluminum sample. The very rough
sample roof tile’ shows much stronger deviations.



Chapter 7

Surface Topography

7.1 Abstract

Although the surface structure of the TS model and the ON model is impossible to realize physically, the two
models use the inclination distribution of surface facets, which is in fact a parameter that can be measured.
We acquired surface topography data for eight samples. The data have a vertical resolutionnf,Gad a
horizontal resolution of Lim for profiles of 1 mm length and a horizontal resolution of 1 .24 for profiles

of 10 mm length. We derived the average surface inclination from the topography data and compared it to the
average surface inclination derived from BRDF measurements. Without averaging, the average inclination
of the surface normals strongly exceeds the values expected from BRDF measurements. After spatially
averaging the data the agreement is poor, aBo80 % after averaging with a spatial bin size of 200.

We do not know whether the failure to link the topography measurements with one common binsize to the
reflectance data is due to an inappropriate resolution of the topography data or to an insufficient theoretical
approach. One possible explanation is that indeed each surface has its own characteristic facet size. This
hypothesis is supported by the similar 'best-fitting’ bin sizes within each material type

7.2 Data Acquisition

We made an arrangement with Prof. Weckenmann at the 'Chair of Quality Management and Manufacturing
Metrology’ in Erlangen, Germany to measure the topography of 12 of our samples with the optical profiler
RM 600, produced by Feinpf'Perthen GmbH, Gttingen, Germany. The profiler uses the focus-detection
principle. A laser with a wavelength of 780 nm is focused on the surface by moving an objective, see fig. 7.1.
A focus detector decides whether the light spot on the surface is in focus. If yes, the position of the objective
is converted to a surface profile point by the path sensor. The exact procedure is not made public by the
manufacturer for competitive reasons. The vertical resolution is @i6the smallest horizontal resolution
is 1pm. The profiles are limited to a maximum of 8192 data points. The maximum vertical range is restricted
to 0.6 mm. The reflectance of the sample must be higher than 2 % and less than 95 %. The spot of the laser
on the sample has a diameter giith. The maximum profile inclination i83° for specular surfaces without
a strong diffuse component aBd° for diffuse surfaces (like e.g. paper). The complete system consists of
the laser-optical distance sensor, a positioning table based on piezo components, and a controlling and data
processing computer. The repositioning accuracy of the positioning table is betterhan 2

For each sample, we ordered two kinds of measurements: 1000 neighboring profiles with 1000 data
points in each profile, with a horizontal resolution gfth, resulting in a measured square of 1 mm mm,
and a single profile with a horizontal resolution of 1,2% of 8191 data points, resulting in a line of 10 mm
length. Both kinds of measurements were executed twice, each at a different location of the sample.
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Figure 7.1: This sketch (provided by FeinpPerthen GmbH, Gttingen, Germany) shows the optical profiler
RM600 used in this study to obtain the topography measurements.
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Out of the 12 samples we provided, 4 could not be measured with the RM600. For 'asphalt’ and 'wall
paper’, the maximum allowed vertical range of 0.6 mm was exceeded, for the samples 'green roof paper’
and 'sanded roof paper’ the RM600 was not able to deal with the frequent color changes of these samples.
No profiles with a horizontal resolution of 1@m are available for the sample 'Roof tile Opal’, due to an
inattentiveness of the operator of the instrument in Erlangen that was noticed too late.

7.3 Qualitative Analysis

Figures 7.2 and 7.3 show selected data from the topography measurements at different scales. The first
column shows the measurement of 10 mm length (8091 data doints), the second shows the 500th profile of
the 1um horizontal resolution measurement series (1000 data points), the third column shows an enlargement
of the center of this profile (data points 450 to 550). The last column shows only 11 data points (495 to 505),
with the y-axis scaled in such a way that it also extends to abopiri,dhe same as the x-axis. In this way,
the slopes of the curves in the last column are similar to the measured slopes, whereas for the 3 previous
columns they are greatly exaggerated due to the different scaling of the axes. It can be seen that the average
slope in the last column is quite high, especially for the sample 'Red roof tile’. It is also interesting to note
that the assumption of the TS model and the ON model of V-cavities is not realistic, in our data the surface
normals of neighboring surface facets usually do not form a V.

3-dimensional profiles are shown in figures 7.4, 7.5 and 7.6. for the very rough surface 'red roof tile’, the
relatively smooth surface 'blue concrete’ and the very smooth surface 'red aluminum’. The respective plots
for the remaining samples are shown in the appendix, figures 12.17 to 12.21, pages 12.17 to 12.21.

7.4 Quantitative Analysis

7.4.1 Evaluated Quantities

We extracted several statistical quantities from the topography data:

e o,[m], the root mean square deviation of the heidfilsomas 199 It is given by

L
o, =1/ %/0 22(z)dx (7.2)

whereL is the profile length and(z) is the measured profile.

e [[um], the correlation length, defined as the distance, at which the autocorrelation function drops to
e~ ! (Thomas 1990 Points separated by distances greater than the correlation length are considered
statistically independent. The autocorrelation function is givefQuilvy 19929:

o(x) = - /°° A(2)2(z + X)p(2)dz (7.2)

Oz J—o0
wherep(z)dz is the probability that a profile point has a height frerto z + dz.

e o,[deg], the root mean squared inclination of the surface normal. The surface nefniatween
2 height points of a line profile in the—direction is given by the arcus tangent of the slope (height
difference of the two points divided by their distance). The average surface inclination in 3 dimensions
can be calculated by multiplying with /2 according to(Nayak 197}, assuming the surface to be
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Figure 7.2: Topography data. The left column shows the two profiles of 10 mm length, the second column
shows one profile of each measurement series of 1 mm length, the third column shows the central 100 data
points of the profile of the previous column, and the right column shows the central 10 data points of the
previous column.
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Figure 7.3: Topography data. The left column shows the two profiles of 10 mm length, the second column
shows one profile of each measurement series of 1 mm length, the third column shows the central 100 data
points of the profile of the previous column, and the right column shows the central 10 data points of the
previous column.
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Figure 7.4: Topography data of the sample 'red roof tile’. The first of the original data sets (corrected by a
mean plane) of 1000 points x 1000 points is shown at top left. A subset of 20 points x 20 points taken from
the center of the sampling area is shown top right. The result of averaging the original data with a bin size of
20 points times 20 points is shown on bottom left. The result after averaging for the second data set is shown
bottom right. Note that only for the plot top right the vertical scale is scaled similarly to the horizontal axes.
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Figure 7.5: Topography data of the sample 'blue concrete’. The first of the original data sets (corrected by a
mean plane) of 1000 points x 1000 points is shown at top left. A subset of 20 points x 20 points taken from
the center of the sampling area is shown top right. The result of averaging the original data with a bin size of
20 points times 20 points is shown on bottom left. The result after averaging for the second data set is shown
bottom right. Note that only for the plot top right the vertical scale is scaled similarly to the horizontal axes.
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Figure 7.6: Topography data of the sample 'red aluminum’. The first of the original data sets (corrected by a
mean plane) of 1000 points x 1000 points is shown at top left. A subset of 20 points x 20 points taken from
the center of the sampling area is shown top right. The result of averaging the original data with a bin size of
20 points times 20 points is shown on bottom left. The result after averaging for the second data set is shown
bottom right. See chapter 7 for a discussion of the topography measurements. Note that only for the plot top
right the vertical scale is scaled similarly to the horizontal axes.
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created by a random process, statiohaagd isotropic in thez— andy—direction. (Thomas 199p
suggests to calculate the surface inclination for a 3-D profile as

o = J N 0 R N I B T RN

following a recommendation b{Stout et al. 1998 We used eq. 7.3 to computg, for the areal data
sets with 1000 neighboring profiles and the method proposdtiayak 1971 for the single line data
sets of 8091 data points.

e o2[deg], the root mean squared inclination of the surface normal after averaging the surface with a
bin size of 20um, i.e thel000 x 1000 data points were reduced 50 x 50 data points.

These values are given in table 7.1, together with the root mean squared inclination of the surface normal
derived from the widths of the specular peak of the BRDF measurements presented in chapter 5. We used
the widths derived from the ON model (section 5.4), because the ON model assumes cavities of constant
diameter, which is equivalent to the constant horizontal resolution of our topography measurements, whereas
the TS model assumes a constant length of the faegt&X* is calculated by (cf. eq. 5.6)

2

SE59012 /2 o o, ==
(oo, ): = (/ e?w da) / a” - e?w da (7.4)
0 0

ando 2P accordingly. We also calculated) , the equivalent ot:2°[deg] for the following+'([um]: 3, 4,
8, 10, 15, ,30 ,40, 50, 75, 100, 200. We definas thaty’, whereo? agrees best with*5P. ~ can be
understood as the spatial dimension over which the light averages the surface topography according to the
ON model.

The populaRayleigh criterion(Kraus & Schneider 199&tates that a surface is smooth if the inequality

A
8 cos 0;

0, < (7.5)
is fulfilled. The wavelength range of the radiometric sensors of this study extends;tm2thus none of the
surfaces measured (except plastic) can be considered smooth, i.e. they must be described as rough surfaces.

7.4.2 Comparison of BRDF Parameters and Topography Parameters

The values for the average surface inclinatigi¥®*° ando25P derived from the BRDF model are signif-
icantly lower thano, derived from the topography data. The reason is that the assumption of specularly
reflecting facets requires facets that are much larger than the wavelength of the incoming light. In a model
study for water wave{Brown 1978 suggested to apply geometrical optics only for facet lengths greater than

3 times the wavelength of the incoming light. Averaging with a bin size pfi8improved the agreement
betweeno2SP ando,, considerably, but still average surface inclinations of the topography data is far too
low. Thus we averaged the topography data with a bin size g@ff@0which is considerably larger than the
smallest wavelength measured in the BRDF measurements ofith4%he disagreement between the aver-

age inclinations derived from BRDF models and topography data decreases to deviations of 50 % on average.
2 A bin size of 20m results in 4 samples agreeing within 25 % (roof tile Opal’, concrete tiles and red

b'Stationary’ means that the averaged parameters characterizing the surface do not depend on the location where the parameters
where measured.

2\We tried averaging over bin sizes different from;20 (ag’ , see above), as well as filtering high topography frequencies through
Fourier analysis, but the results did not improve on average.
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aluminum’). It is especially disappointing to see that there is not even a strong correlation betyv&en

o, Or 020 although generally, an increased}SP is accompanied by an increasedp or 02, there are

some exceptions, compare e.g. red roof tile’ and 'brown slate’. This dashes the hope of finding a common
averaging bin sizes fitting better than the 2@ chosen here.

But because the TS model predicts the shape of the specular peak very well, it is of interest to determine
the size of the surface patches that make up the V-cavities (see section 5.3) of the TS model. The actual size
of the surface patches is not a parameter in the TS model (eq. 5.1, it is only required that it is much larger
than the wavelength of the incident light.) Thus the size of the V-cavity cannot be determined from fitting
the TS model to BRDF measurementhe topography measurements show that the size of the surface
patches must be in the 2Qum range. This is also confirmed by the fact that the width of the specular peak
derived from BRDF measurements is relatively independent of wavelength, which is only possible if the size
of the scattering structure (the surface patch of the V-cavity in the TS model) is significantly larger than the
wavelength of the incident light (varying from 0.428n to 2.35um for our measurements). Unfortunately,
it is not possible to determine a precise number from our data, because the best agreementagetiveen
andag' varies from averaging over squares with edges from about 10 nm to 75 nm.

It is possible that the resolution of the RM600 is not appropriate for measuring the surfaces on the scale
needed to model the reflection of light. It is open what the actual surface structure optihedale could
be in the right column of figures 7.2 and 7.3, especially for samples with a very rough structure like e.g. red
roof tile’. The assumption of a linear profile between each point is possibly strongly simplifying for the data
with 1 um resolution. However, it is very likely that a linear profile is adequate after averaging witlan 20
bin size.

Another problem might be the diameter of the laser focus of the RM600,0h1 It is very difficult
for a system with such a large footprint to determine slopes as large as seen for the sample ‘red roof tile'.
But again, this should be a minor problem after averaging with ar@in size, because the average slope
decreases significantly.

Thus the most likely reason for the bad agreement between the topography data and the BRDF data is
an insufficient theoretical approackine possible way for further research might be to eliminate areas of the
surface that surpass a certain roughness threshold and evaluate the facet inclination only from those parts of
the surface that have a roughness that is lower than this threshold.

Maybe there is no one common bin size that is suitable for every surface. Maybe the value f
indicates the typical size of a facet for the respective sampldJnfortunately, it is not easy to verify this
hypothesis. But it is supported by the similar valuesydbr the different kinds of materials: for concrete
v =~ 30, for slatey ~ 75, and for baked clay ('red roof tile’ and 'Opal tile’) ~ 10.

7.4.3 Further Remarks

The gquantities root mean square roughnessand the correlation length usually are not directly used

in BRDF models of rough surfaces. We show them here to demonstrate that they are indeed not strongly
correlated to the specular peak widths, although an increase ia often accompanied by an increase

in peak width (with e.g. 'roof tile Opal’ being a clear exception). The increase of both quantities with
horizontal resolution is in qualitative accordance with results f(8ayles & Thomas 197&nd(Thomas &

Sayles 197bfor natural as well as man-made surfacé8ayles & Thomas 199&redict an increase of,

with the square root of the length of the profile, thus we would expect for the ratip @ffthe 10 mm profile

to o, of the 1 mm profile of/10 ~ 3.2. The ratios from table 6.1 are given by 1.8, 1.6, 2.4, 3.1, 3.6, 7.1 and
2.6 for the samples 'red roof tile’, 'brown slate’, 'blue concrete, red concrete’, red slate’, 'red aluminum’
and 'plastic’, resp.
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Sample opm] | Blum] | oaldeg] | o2[deg] [ y[pm] | ogldeg] | _oa " [deg]
Red rooftile 1| 5.6 £0.7 71+18 68.2 10.4 8 154 16.1 £0.9
Red rooftile 2| 7.3 +1.3 88 £ 17 68.4 12.4 10 15.7

Red rooftile 3| 11.4+2.6 | 185 +47 66.3 8.0

Tile Opal 1 3.1+0.6 51 £ 28 63.5 7.4 10 10.4 10.6 204
Tile Opal 2 4.04+0.8 75+ 20 63.3 8.0 10 10.6

Brownslate 1| 9.4 +3.3 60 £+ 20 68.7 21.9 100 7.5 8.3 0.1
Brownslate 2| 6.1 +1.8 39+ 15 66.7 19.4 50 9.5

Brown slate 3| 12.6 £2.0 | 200 498 65.7 7.5

Red conc. 1 59+14 > 100 65.7 10.0 30 8.2 8.1+0.2
Red conc. 2 8.9+29 > 100 66.0 10.1 75 7.9

Red conc. 3 23.2 + 8.8 | 558 =281 63.2 6.1

Blue conc. 1 58+ 1.7 86 + 17 64.0 10.3 30 8.3 8.0+0.1
Blue conc. 2 4.8 +0.7 83 £ 23 64.1 9.3 30 7.2

Blue conc.3 12.9 £4.7 | 595 %+ 286 62.4 6.2

Red slate 1 6.8 1.7 91+19 60.3 9.3 75 6.2 6.0 +0.3
Red slate 2 5.3+1.6 89+ 19 59.0 8.0 75 5.6

Red slate 3 21.6 7.4 > 800 58.0 5.4

Red alu. 1 1.5+£0.2 18 + 13 54.0 3.7 15 4.8 5.0+ 0.6
Red alu. 2 1.54+0.3 27 + 27 53.9 3.7 15 4.8

Red alu. 3 10.7 £ 4.0 > 800 48.4 5.4

Plastic 1 0.25 £+ 0.05 3+4 19.7 0.5 (>4) | (£23) | (<2.8+0.1)
Plastic 2 0.25 +0.10 3+4 18.8 0.6 (>4) | (£29)

Plastic 3 0.65 +0.07 | 622 + 124 20.2 1.1

Table 7.1: Topography statistics of the samples. Two measurement series consisting of 1000 parallel profiles
were taken for each sample at two different locations on the surface of the sample wijtimasgacing

interval with 1000 measured points each. They are referred to as '1’ and '2’. Another measurement series
consisting of only two profiles with a 1.24m spacing interval with 8091 measured points each is referred

to as '3'. o, is the average root mean squared roughness of the surface psdBl¢he correlation length,

o, is the average root mean squared inclinatief?, is the same quantity after averaging the profiles over 20

um. For each quantity the standard deviation is given, computed from the 1000 profiles available for each
measurement series. The following two columns show the bimsice which the averaging process resulted

in the best agreement with the BRDF data, and the respective a@lu€he last column shows the average

root mean squared inclination of the surface patches derived from BRDF measurements of ASDFieldspec,
averaged over the wavelength range 450 nm to 700 nm (18 channels) and the standard deviation resulting
from the averaging over wavelength. For the SE590 only 4 of the respective values are available: 'red roof
tile: 20.0 = 0.3 ; red concrete:8.8 £+ 0.2 ; 'blue concrete’:8.7 = 0.1 ; red aluminum’: 4.5 & 0.2. The

samples are arranged in the order of decreasing width of the specular peak as measured by the ASDFieldspec.



Chapter 8

Angular Dependence of the DAEDALUS
Sensitivity Function

8.1 Overview

The DAEDALUS AADS 1268 is a multispectral line scanner with 11 spectral channels and 716 pixels per
line. This chapter presents a post-flight calibration method to correct the data for dependence of the detector
sensitivity on the scanning angle. An area has to be found where only negligible BRDF effects are expected
across the principle plane for zenith angles smaller than the maximum scanning angle. The area does not
need to be homogenous, but it must extend over a whole scan line. In our case the runway of the Nuremberg
airport was chosen. The pixels of the scan line acquired when crossing the runway at right angles were divided
by the respective pixels of the overflight parallel to the runway after georegistration. The resulting angular
sensitivity functions show variations up to 15 % (depending on channel), similar to findings from a laboratory
experiment done 3 years earlier. A comparison with laboratory data from a DAEDALUS scanner operated in
Australia shows similar results, except for channels 2 and 8. In order to correct the acquired image data for
this effect, simple linear correction functions can be used for each scanning direction (left/right) separately.
Some of the results of this chapter have been publishédéister et al. 1999a

8.2 Description of the Detector

This thesis is part of a research program to study urban areas by multispectral remote sensing. Several data
campaigns were flown in cooperation with DLR (Oberpfaffenhofen) with the DAEDALUS AADS 1268 line
scanner.

A scan line from the DAEDALUS scanner contains 716 pixels for each of the 11 spectral channels.
The wavelength distribution of the channels is given in table 9.2, channel 11 records the surface brightness
temperature and will not be included in this investigation. Channels 1 to 5 cover the visible wavelength band,
channels 6 to 10 are in the infrared. Channel 1 is the least reliable channel because of its strong noise.

The maximum scan angle 65 = 43° to both sides. The scan starts at the right when looking from the
plane down to the ground, so pixel number 0 corresponds to a scanning direction to the right as seen from
the sensor. Each pixel covers an angular rangexf3° /716 = 0.12°, ground resolution at a flight height
of 300 m is about 0.7 m for nadir. The pixel ground resolution rises witt; -2, i.e. at the maximum scan
angle the diameter of a pixel has risen to twice its value at nadir. The imagery can be corrected for this
panoramic distortiofWiemker 1996, expanding the number of pixels per line from 716 to 1000 in our case.
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Visibility Type of Atmosphere Type of aerosol
Values / Setg 10 KM, 30 KM | US Standard 1976, Mid-latitude summer, Amberg 199 Rural, Urban

Table 8.1: Parameter sets used to determine angular variation of atmospheric correction

8.2.1 DAEDALUS Error Sources

A detailed description of the reflectance errors resulting from DAEDALUS measurements can be found in
Rothkirch et al.(1998. The errofor /R associated with a single pixel is estimated to about 11 %, depending

on wavelength. This error can be reduced by averaging over homogeneous pixels. However, errors due
to miscalibration will persist. Fortunately, these errors can be neglected for BRDF investigations, because
for BRDF effects the absolute reflectance is less important than the relative change of reflectance. Excluding
effects from inhomogeneous targets and registration problems, we estimate the 'BRDF error’ of DAEDALUS
data to be about 5 % after correction for the angular sensitivity function, presented below.

8.3 Error from the Atmospheric Correction

To obtain reflectance images from airborne scanner data, the impact of the atmosphere has to be taken into
account. Because of the complexity of radiative transfer in the atmosphere, numerical atmospheric trans-
mission codes, such as MODTRAN (Anderson et @999, Smith et al. (1993) or 6S (Vermote et al.

(1997h) have to be used to correct the measured radiances. Our data are atmospherically corrected using the
package SENSAT-5 (Richtét990, Richter(1992) which is based on MODTRAN. SENSAT computes the
radiances that will be measured for several different reflectance vales @.0, 0.1, 0.3 and 0.6 ), based

on atmospheric input parameters such as visibility, aerosol type, temperature profile etc. Thus a lookup table
is created (for each reflectance and all viewing angles), and the radiances measured by the sensor can be
converted to reflectances by linear interpolation. A major problem for atmospheric correction is the determi-
nation of the atmospheric input parameters. In order to estimate the error of the atmospheric correction for
our case, we calculated the atmospheric correction for several different parameter sets (keeping the parameter
sets within reasonable limits). The standard deviation of the results will give an estimation of the error of the
atmospheric correction.

For our case, we are only interested in the angular deviations, so the radiances calculated by SENSAT
were normalized to nadir. The parameter sets are given in table 8.1, the results (averaged over the 12 combi-
nations £ x 3 x 2 = 12)from table 8.1) are shown as a function of viewing angle in fig. 8.1 for a reflectance
of R = 0.1 and in fig. 8.2 forR = 0.3. The relative azimuth angle &8.5° for negative viewing angles and
111.5° for positive viewing angles. These angles were chosen to match the data we will process below. The
standard deviations are plotted as error bars. As all results are normalized to nadir, the standard deviations
are always zero at nadir. The angular deviationsHor 0.3 are always less than 1 %, so are the standard
deviations. The strongest angular deviations occuRfer0.1 and channel 1: at40° the radiance predicted
by SENSAT is more than 3 % higher than at nadir, the standard deviation is about 2.5 %. The standard
deviation decreases strongly for higher channels. Also the angular deviations become smaller, for channels 9
and 10 there is even a small decreas¢41° compared to nadir.

The reflectance of the runway of the Nuremberg airport is about 10 %, see fig. 8.4. This means that for our
study, the reflectance error due to uncertainties of the atmospheric correction stemming from the unknown
input parameters can be estimated to be about 2.5 % for channel 1 (equal to the standard deviation in fig. 8.1),
decreasing for higher channels (1 % for channel 7, 0.2 % for channel 10).

The last two plots of fig. 8.1 are not relevant to the angular correction, however they demonstrate the over-
all uncertainty of atmospheric correction in case the input parameters are not well known. The first of these
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last plots shows the average of the radiances predicted by MODTRAN using all 12 possible combinations of
the input parameters from table 8.1 as a function of wavelength. The very last plot shows the relative standard
deviations of these radiances. Although the reflected radiapder visible wavelengths is far stronger than

in NIR, the standard deviation df, decreases from 15 % to 5 %. Fortunately, this high error only needs to

be considered when comparing images from different overflights with different atmospheres.

8.4 Angular Sensitivity Function ASF

The angular sensitivity function AS#.) of the sensor is the ratio of the measured radiance at the viewing
angled, (also calledook angleto the measured radiance at ngdir = 0°) assuming a true constant radiance
reaching the detector. The biggest obstacle in determining the ASF is providing a homogenous illumination
source. If the ASF is constant and if the radiance reaching the detector is independent of scanning direc-
tion @,., all pixels will give the same value. Volker Amman at the German Aerospace Establishment DLR
(Oberpfaffenhofen) has performed such a test in the laboratory in 1994 (private communication), pointing the
DAEDALUS into an integrating sphere with a diameter of 2 m. For channels 2 to 9 the difference between
maximum and minimum measurement was about 5 %, but almost 20 % for channel 1, see fig.8.5, dashed
line. However, it remains open to what extent these measurements are influenced by inhomogeneities of the
integrating sphere.

There has been no determination of the ASF immediately prior to the 1997 flight campaign over Nurem-
berg. Because BRDF effects deduced from the data crucially depend on the ASF, we present a method to
derive the ASF from our image data. As the instrument was reconditioned since 1994, the ASF as determined
by the DLR is significantly different from the 1997 ASF for some channels.

8.5 ASF Determination Method

8.5.1 General Outline

In principle, the ASF can simply be determined from a scan line over a spatially homogeneous target. In
practice, it is almost impossible to find targets with the required homogeneity in urban areas. Urban areas are
characterized by a high spatial variance of reflectance. In order to accommodate for this effect, we divided a
scanning line that was obtained crossing the runway of the Nuremberg airport by the georegistered data of an
overflight along the runway, see fig. 8.3. For a lambertian surface and a constant ASF, the expected result is
1 for all pixels. This procedure is only possible when there is at least one pair of flight tracks perpendicular
to each other and the calibration area is seen from both tracks. This means that unfortunately this method is
not applicable to the image data of our group from previous years, as all the flight tracks from previous years
are parallel. In case the BRDF of the calibration area chosen is not known, it is furthermore necessary to use
scans perpendicular to the sun azimuth, in order to avoid specular or hot spot effects (see chapter 5). Although
the strongest BRDF effects are expected in the principal plane, across the principal plane BRDF effects are
possible too. However, these effects are symmetric with respect to fadi (°) if the calibration area

is rotationally symmetric. Symmetric ASF effects cannot be detected by our procedure if the BRDF of the
surface is unknown.

8.5.2 Choice of Calibration Area

The best suited surface in our data is the runway of the airport Nuremberg for the following reasons:

e BRDF effects of the surface (asphalt) across the principle plane in the angular range covered by
DAEDALUS (maximum scan angle43°) are small. The sun angle 6f = 40° ensures that there
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Figure 8.1: Standard deviation of the MODTRAN atmospheric correction normalized to nadir $6r1

using all 12 combinations of the parameter sets from table 8.1. The standard deviations vary from 2.5 %
for channel 1 to 0.2 % for channel 10. The last two plots show the average of the 12 radiances predicted by
MODTRAN without normalizing and the relative standard deviations without normalizing) as a function of
wavelength.
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Figure 8.2: Standard deviation of the MODTRAN atmospheric correctioRfer 0.3. The standard devi-
ations are always less than 1 %, much smaller than in the caBe=6f1, see fig. 8.1. The last two plots
show the average of the 12 radiances predicted by MODTRAN without normalizing and the relative standard
deviations without normalizing as a function of wavelength.
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Flightheading: T

Scandirection$——

Flightheading:—

Scandirection:i

Figure 8.3: These pictures show the area chosen for ASF determination, a runway of the Nuremberg airport.
The reflectance image of DAEDALUS channel 7 is plotted. The upper picture shows the cross-runway scan,
the lower picture shows the along-runway scan after registration to the above picture.

are neither effects from a broad hot spot or a broad specular peak that might be expected for a sun
positioned in nadir, nor will there be any strong BRDF effects that typically occur for zenith angles
larger thar60° (note that the BRDF variations for the sample 'asphalt’ in chapter 5 (fig. 5.10, page 55)
increase witlt;). The relative angle of the scan direction to the sun azimuiR.i for the scan to the

left and111.5° for the scan to the right. So the relative angle is dtilys° smaller resp. bigger than

90° corresponding to the direction across the principal plane.

e The area stretches from the very left of the DAEDALUS scan to the very right, so that almost all pixels
can be included in the investigation. Only those pixels containing the white strip on the right of the
picture have to be excluded.

e The reflectance profile of the area is quite homogeneous, although deviations of up to 20 % occur, see
the profile shown in fig. 8.4.

e The width of the runway is about 50 pixels. Thus averaging over the width will dismiss random sensor
noise to a large amount. Small scale inhomogeneities will also be smoothed after averaging. The 2
bright white stripes on the right in fig. 8.3 were excluded for our analysis.

e Small landmarks on the side of the runway allow a very exact registration of the along-runway scan
onto the cross-runway scan. The registration accuracy is estimated to be about one pixel.

¢ A change in reflectance that occurred between the cross-runway scan and the along-runway scan is
highly unlikely, in contrast to e.g. streets highly frequented by cars.

In the laboratory measurements of chapter 5, the sample 'asphalt’ showed a very lambertian BRDF across
the principal plane (see fig. 5.18;, = 30°,p = 90° and#; = 50°,p = 90°, the angular combination of
the DAEDALUS flight track is about); = 40°,¢ = 70°/110°). Although the asphalt of the laboratory
measurement might be different from the asphalt on the Nuremberg runway, the laboratory measurements
support the choice of an asphalt surface as calibration area.
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Figure 8.4: The upper plots show the reflectance of the runway in channel 7 as a function of pixel number.
The original amount of 716 pixels increased to 1000 after the panoramic distortion was removed. The upper
left plot (A) shows the profile from the cross-runway scan, the upper right picture (B) shows the profile of the
along-runway scan after registration (cf. fig. 8.3). Plot C is the ratio of A and B. Most of the characteristic
changes from plots A and B disappeared. The remaining high frequency changes can largely be attributed to
the registration accuracy (estimated to be about 1 pixel). Registration errors can be identified as deviations
that are immediately followed by a deviation with reversed sign. After mapping the 1000 panoramic pixels
back to the 716 DAEDALUS pixels and averaging over 4 pixels, these effects are removed too, see plot D. D
shows the ASF as a function of DAEDALUS look angle.

8.5.3 ASF Calculation

To obtain the ASF, the steps described below were performed. As image data, we did not use raw data but
reflectance images, because the reflectance images have been processed by Rothkifd9@8 akith
MODTRAN to eliminate atmospheric effects.

1. Correct the images for panoramic distortion. Register the along-runway scan image to the cross-
runway scan image (see fig. 8.3).

2. Average the values over the width of the runway for both images. The results are shown in fig. 8.4,
plots A and B.

3. Divide the cross-runway scan by the along-runway scan. The ratio gives the ASF and is shown in
fig. 8.4, plots C and D for channel 7, and in fig. 8.5 for all channels (solid line).

4. Normalize the results to the nadir value.

For a lambertian surface, the ratio averaged over all angles should equal 1. But in the principal plane,
the surface is not lambertian, as can be seen from a cross-runway scan acquired in the morning (not shown).
This means, that the average of the ratio will depend on the scan angle of the runway in the along-runway
scan. However, this is not a problem here because we are not determining an absolute ASF but a relative
ASF, therefore we can normalize our results without loosing information.
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Figure 8.5: The ASF for the first 10 DAEDALUS channels as a function of DAEDALUS look angle, normal-
ized to nadir and averaged to intervals of 5 degrees. Negative look angles correspond to the right direction as
seen from the DAEDALUS. Solid line is the ASF determined from the Nuremberg image data, dashed line
is the ASF determined by DLR laboratory measurements. Dotted line is the ASF determined by laboratory
measurements for the DAEDALUS operated in Australia (available only for channels 1 to 8). The last plot
shows the ASF for channels 2 and 8 for the Australian DAEDALUS with an enlarged vertical plotting range.
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8.6 Results and Discussion

A possible reason for a non-uniformity of the ASF is a slight misadjustment of the scanner optics. If the ray
alignment between rotating mirror and primary paraboloid is not perfect, a non-uniform ASF is possible.

The ASF averaged over 7 pixels are shown as a function of viewing angle in fig. 8.6. There is a uniform
characteristic of channels 2 to 7: at angles abet(i® the ASF is about 12 % higher than at nadir, for positive
scan angles it is quite constant. The rise with negative zenith angles looks very linear. Channel 1 shows a
rise (about 10 %) with both positive and negative angles. The same behavior can be seen in channel 8, but at
+40° the rise is only 7 % above the nadir value. The sensitivity of channel 9 rises a little towards increasing
zenith angles, the sensitivity of channel 10 rises for negative zenith angles (each about 5 %).

An ASF laboratory measurement (directing the DAEDALUS FOV into an integrating sphere) performed
by the DLR in 1994 shows similar results, but the angular deviations are only about 5 % (exception: channel
1 with 20 %), see dashed line in fig.8.5. The spectral behavior looks very similar for channels 3 to 7. But
channel 2 rises for positive angles, channel 8 does not rise for negative angles, channel 9 rises with negative
zenith angles and channel 10 rises symmetrically about nadir, in contrary to our findings. We do expect
changes between the 1994 DLR data and our results from August 1997, because the scanner was overhauled
and readjusted in early 1997.

ASF measurements for another DAEDALUS AADS 1268 were made in Australia for channels 1 to 8.
The DAEDALUS was placed in front of a light source and turned to obtain different look angles. The results
are shown in fig. 8.5 as a dotted line. Channels 3 to 6 are quite similar in shape to our measurements, there is
a rise for negative angles of about 10 to 20 %. Channel 2 shows a rise of 40 % for negative zenith angles, for
channel 8 the value d0° is almost twice as high as the value-at0°. The shape of the ASF for channel 1
is similar to the ASF from the DAEDALUS operated by DLR, but the rise for negative zenith angles is twice
as strong. Except for channel 2, these results are confirmed by flight data over a desert area from the previous
year (not shown).

This shows that the results derived from the Nuremberg image data are of the same order of magnitude as
results from other groups, obtained by different methods. Our method has the advantage of determining the
ASF after takeoff right after (or before) the actual image data are acquired. Thus vibrations during takeoff or
landing which may lead to a change of the ray alignment in the DAEDALUS are not a problem. Furthermore
we do not have to provide a constant light source in the laboratory.

There are several possible error sources for our method: imprecise atmospheric correction, sensor noise,
registration errors, rapid illumination variations during data take and surface BRDF effects. Varying the
atmosphere parameters within reasonable limits, we estimate the first error source to be about 2 %, see
chapter 8.3. Registration errors can be neglected due to the easy registration of the runway and the averaging
over an area of 2000 pixels, the same is true for sensor noise. Presumably BRDF effects of the asphalt of the
Nuremberg runway are small, from a comparison with the BRDF measurements of the sample "asphalt’ of
chapter 5 (see fig. 5.10, page 55) we estimate the error from the Lambertian assumption to 3 %. Assuming
the illumination variations to be 2 %, error propagation leads to an overall error of about 4 % in the ASF.

The results of our method can be confirmed (or improved) if immediately after the cross-runway scan of
the test area another cross-runway scan heading into the reverse direction is performed (in our case heading
north instead of heading south). Unfortunately, during our campaign no such flights were performed.

8.7 Angular Correction of the DAEDALUS Data

The DAEDALUS data are calibrated by the DLR with an integrating sphere of known radiance. The calibra-
tion is performed using the average of the pixels in the center (numbered 355 to 361, leftmost pixel equals
1). Therefore, to correct the DAEDALUS reflectance data with the ASF, we must divide the data by the ASF
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Figure 8.6: The ASF for the first 10 DAEDALUS channels as a function of DAEDALUS look angle, nor-
malized to nadir and averaged over only 7 pixels. Negative look angles correspond to the right direction as
seen from the DAEDALUS. The points are measured values, the straight lines are the best fits (see chapter
8.7). The last two plots show the values of the slofde the left resp. right from table 8.2.
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and multiply the result with the average of the ASF of the pixels 355 to 361:

ASFcenter
ASF(x)
1 361
= ,y = line, ASFeeter = ~ ASF
T = row,y ine - x;%g) ()

Rcorrected ((II, y) — RDLR—calib.(w’ y) . (81)

As can be seen from fig. 8.5, there is still some noise (about 2 %) in the ASF. In order to avoid super-
imposing this noise on all the data, we fitted straight lines to the ASFs (least squares method), two for each
channel: one going to the left, the other one going to the right. The starting pixel for the lines was deter-
mined by computing thg? values using every pixel (one after another) as a starting pixel. The smgllest
(summed over all channels) was obtained for pixel # 410 (we assigned # 1 to the first pixel, not #0 as many
computer languages do). The slope of the fitted lines is given in table 8.2 on page 111. The offset is equal to
the ASF value at pixel # 410. The equation for evaluating the ASF for each channel is

ASF(z) = h+ (410 — z) - Sty if < 410 (8.2)
ASF(z) = h + (z — 410) - Syign; if = > 410
wherez is the 'image row’ or '# of pixel'. The offset and the slopesis;, S rizn: are given in table 8.2 on

page 111 and are plotted in fig. 8.6 in the last two plots. It can be seen that the ASF does not vary much for
channels 2to 7.

Channel| Sief, [(1000 Pixel) '] | Signt [(1000 Pixely '] | Offseth | x?/dy
1 0.265 0.356 0.981 0.7
2 0.294 0.045 0.991 1.0
3 0.275 -0.002 0.991 0.7
4 0.300 0.036 0.986 0.8
5 0.282 -0.016 0.993 0.7
6 -0.016 0.008 0.985 0.8
7 0.328 0.000 0.990 1.2
8 0.216 0.248 0.976 0.4
9 -0.001 0.171 1.00 0.6
10 0.154 0.000 0.984 0.7

Table 8.2: Slopes and offsets for the straight lines describing the ASF, see eq. 8.2.

The table also show,gQ/df for each channel. It is always lower than the acceptance threshold, which
is 1.4 in this case. This means it is possible to describe the ASF in each channel with two straight lines.
As we do not exactly know the physical reasons for the non-uniformity of the ASF, we cannot claim that
describing the ASF by two straight lines is the best solution. However, the(fovalues indicate that we
found a reasonable way to recalibrate our data. This function was used in the studies of chapter 9 and Meister
et al. (1999h.

The angular recalibration should take pldweforethe calibration by ground truth measurements. In
case the ground reference targets are measured by DAEDALUS close to nadir, the recalibration can also be
performedafter the calibration by ground truth measurements. In principle, an angular correction should be
donebeforethe atmospheric correction. In our case, the atmospheric correction (MODTRAN) is quite linear
with respect to small (about 10 %) changes in radiance, so the angular recalibration can also &ftedone
the atmospheric correction.



Chapter 9

Large Scale Bidirectional Reflectance Model
for Urban Areas

9.1 Abstract

A BRDF model for urban areas for pixel-sizes of more than 500 m x 500 m is developed. Possible applica-
tions include albedo calculation, improvement of classification and change detection algorithms, simulated
global BRDF maps and refinement of atmospheric correction algorithms. The model combines the BRDF
effects at several scales (street grid, intermediate sized objects, microscale). We present modeling results
as well as a comparison with measured data. The basic features of the urban BRDF are the hotspot and
the independence of its shape from wavelength in the range 45€ nnx 2300 nm. An index proposed
recently by(Sandmeier & Itten 1999called NDAX promises great benefits in the identification of urban
areas in global multiangular data sets. An analytical function that approximates the model is proposed for
easy implementation and fast computation. The main idea of the model is to combine results of the previous
chapters on the small scale BRDF of man made surfaces with the large scale geometric structure of streets.
The measured data presented in this chapter have been publigheister et al. 1999b

9.2 Basic Model Idea

In chapter 5 we have demonstrated that geometric reflection provides a robust description of BRDF of rough
surfaces. In particulaTorrance & Sparrow 1967and (Oren & Nayar 1995 have approximated rough
surfaces successfully by cavity type structures. We have extended this approach and developed a geometrical
'street structure’, which simulates reflection and shadowing in urban areas. Our motivation is to provide a
model for inclusion of urban BRDF effects in algorithms for global monitoring through satellite sensors like
MODIS (Wanner et al. 1997 MISR (Diner et al. 199), POLDER(Leroy et al. 199Y and MERIS(Bezy &
Gourmelon 199Pwith pixel-diameters in the km range. So far such algorithms only include BRDF effects

of vegetated and bare soil ardatu et al. 1997, (Strugnell et al. 1998

9.3 Street Structure

The core of our BRDF model is built upon the street structure shown in fig. 9.1. The urban area is modeled
as a superposition of street structures heading into different directions. This superposition will be called city
structure. It is impossible to physically realize such a city structure, for the same reasons as in the cavity
model by(Torrance & Sparrow 1967see the discussion in section 5.3, page 45.
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Figure 9.1: Sketch of the street structure. 'a’ defines the width of the street, 'b’ the height of the buildings and
'c’ the width of the roofs. Capital letters denote points referred to in the text. The dotted line denotes either
a ray of light (in this case point 'D’ is the lowest illuminated point on the vertical area) or a line of viewing
(in this case point 'D’ is the lowest point visible to the sensor). The coordinate system up right defines the
zenith @) and azimuth ¢) angles of incidence and reflection with respect to the surface of the earth. The
turned coordinate system'(xy",z", bottom right) defines these angles with respect to the left vertical area
(see section 9.4.2).

Thestreet structureas defined here consists of a street with wigtdind buildings of height bordering
the street, the roofs (width) of the buildings are assumed to be flat. The influence of inclined roofs will
be considered later, see section 9.6.2. The street structure is straight and indefinitely long. This approach
is similar to the approach used kjorrance & Sparrow 1997and(Oren & Nayar 1995who modeled the
BRDF of rough surfaces assuming the surface to consist of specular resp. Lambertian indefinitely long V-
cavities. In this chapter, a pixel of an urban area is modeled by the reflection from an array of street structures.
Although this is a physically impossible city (because of the neglect of crossings between streets that are not
parallel) the basic structure of a city relevant for BRDF effects is captured by this model.

In addition to this large scale structure, modeling snaller scalds also needed. We assume that ob-
jects are placed on every surface (roof surface, wall surface or street surface). These objects are significantly
smaller than the surface itself. Later on we will assign an average BRDF to each facet of the resulting profile.
This average BRDF is the result of a combination of BRDF measurements of several surfaces typical for
urban areas. All these effects are combined to yield the overall urban BRDF, see below.
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The street structure can be described by 3 parameters in our model, see fig. 9.1:
¢ the width of the street itself ('a")

¢ the height of the bordering buildings ('b’)

¢ and the width of the buildings (roofs) ('c’)

Openings between buildingdongsidethe street are ignored. Extended courtyards between buildings are
being treated as street areas in the model, and thus are included to first order. The street is supposed to have
a length greater than the diameter of the field of view of the sensor (or 'infinite length’), which is equivalent
to neglecting the implications of the ending of a street.

For deriving geometric optical BRDF effects, it is sufficient to model the relative size of the structure
(Jupp & Strahler 1991 Thus we can require the width parameters to sum to one:

a+c=1 (9.1)

which reduces the number of parameters to two ('a’ anddb% [0,1],b € [0,00]). a,b andc are dimen-
sionless because they only model the relative size.

The main advantages of this simple structure are the low humber of parameters and the straightforward
application of geometrical optics (see below). As mentioned above, the structure not only describes two
buildings separated by a street, but also two buildings separated by e.g. a backyard. l.e., a building doesn’t
need to be bordered by a street on each side, our structure also describes the common feature of blocks of
houses surrounding a backyard (neglecting the 'edge’ effects produced by the corners of the backyard, see
above). The parametesisb andc should be chosen in such a way that they describavleagestructure of
the urban area under investigation.

Our coordinate system is oriented in such a way that the street is running parallel jeae and
perpendicular to the-axis, see fig. 9.1. This means that at a viewing azimuth anglg ef 0° a sensor is
viewing the structure perpendicular to the direction of the street and from the right in fig. &,1~at 80°
from the left. The reader views fig. 9.1 from abayt = 300°.

9.4 Application of Geometrical Optics to the Street Structure

The BRDF arising from the street structure strongly depends on the amount of shadow present in the viewed
area. Because of the simplicity of the street structure (shown in fig. 9.1) it is straightforward to calculate
the viewed and shadowed proportions using geometrical optics. To further simplify our approach, we will
assume that all components (roofs, streets and walls) hawathe color Although this is a very unrealistic
assumption, in practice it will hardly be possible to determine universal values for the different component
colors. This can only be done if specific knowledge about the city under investigation is available (e.g. all
roofs in this city are red). In case the component colors are known, they can easily be integrated into our
model by replacing the correct values for the albedo egs. 9.3, 9.9, 9.10 and 9.17 below.

9.4.1 Top Horizontal Areas

For all illumination and viewing angles, the whole 'roof’ area (width 'c’) will always be fully illuminated and
viewed. In our simplified model all buildings have the same height. Therefore shadowing of low buildings
by tall buildings does not occur. For now, we will assume that the roof area reflects like a Lambertian
surface (small scale BRDF effects will be introduced later). Lambertian surfaces reflect a constant radiance
in all directions proportional to the albego(dimensionless) and the incoming irradiarcg6;) = E;(6; =

0°) - cos 0; if the area covered by the sensor is smaller than the total area of the illuminated surface. In this
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case, the radiance reflected by all roofs from within one pixel (denbfethe letter 'c’ refers to the width

of the roof) is

Le=c- 2. E;i(0;) [W-m™2-sr™ - ym™"] (9.2)
s

r

(the unitum~! is caused by the spectral definition of the radiance (radiance per wavelengig,the unit

[sr] as in(Nicodemus et al. 199Y. But for now, we only model a single street structure that is considerably
smaller than the sensor’s field of view. Thus we have to multiply eq. 9.2 by the ratio of the area of the street
structure and the area of the field of view (FOV) of the sensor. If the area covered by the FOV of the sensor
looking from nadir equalsly, its area increases with viewing zenith angledgg cos 6,. Assuming the street
structure covers an arefs, the radiance reflected by the top horizontal areas is therefore

_As p

¢ c-—-FEi(0; =0°)-cosb; - cosb,. (9.3)
i

c= 2

Ao
In the following more complicated derivations, we will talk e.g. about the '&kgaeaning in fact area- Ag,
to improve readability. It will be shown thatg (as well asdy) will cancel in the final equations anyway.

9.4.2 \ertical Areas

For the vertical areas of the street structure, the situation is more complicated, because parts of the vertical
area may be shadowed or masked (hidden from view) and the angles of incidence and reflection need to be
calculated in the coordinate system of the respective area.

Consider the light ray (dashed line) in fig. 9.1. It reaches the street structure at point 'D’, almost being
obstructed by point 'E’. Thus all the area below point 'D’ will be in shadow. To determine the illuminated
proportion of the vertical area 'b’, we have to calculate the distance between 'D’ anB . (It is given by

—— FE
F = 9.4
tan 6; (9-4)
andFE is given by .
S E
FE--CGF _ ¢ (9.5)
|cos ;| | cosp;l

(index: means ’'incident’). In case the light ray enters the structure from the left instead of from the right, the
azimuth anglep; will be greater tha0°, its cosine will be negative and the light ray will hit the right wall
instead of the left wall. The equations are the same, but awithp; replaced by— cos ¢;. Thus we divided

by the absolute ofos ¢; in eq. 9.5 to cover both cases.

Obviously, the illuminated area can never exceed the total area b, thus we have to introduce the con-
straint DF < b. Unfortunately, these kind of constraints will prevent our model from being analytical, and
only numerical solutions will be possible. This is one of the reasons why we will also give an analytical
approximation to the model.

In order to calculate the viewed area of the vertical part of the structure, the same argument as above
applies with the incoming light ray replaced by the viewing ray. Thus it is sufficient to simply ref)lacel
v; by 8, andy,. in equations 9.4 and 9.5 (indexmeans 'reflected’).

We will calculate the contributions of the vertical areas similar to eq. 9.3. We replace the @ngles,
by their equivalentﬁxr, ‘er in the turned coordinate system for each vertical area, see fig. 9.1. In the turned
coordinate system, theaxis points in the same direction as the surface normaly{#es points downward
for the left vertical area and upwards for the right vertical areaythris remains unchanged. We obtain for
the left vertical area:

07" = arccos(cos g; - sin 6;) (9.6)

—cos b;

VL
w; " = arccos(——
! ( sin 6" L )
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The above equation can easily be verifieas 6}~ is thez component in the turned coordinate system. The
turnedz-axis equals the original-axis, and the originat component equalss ; sin ;.
Similarly, for the right vertical area:

07 ® = arccos(— cos g - sin ;) (9.7)
VR cos 6
/= arccos(——=).
(107, T ( Sin 01\/'R )

The azimuth angles are calculated here (although they are not needed for Lambertian surfaces) because later
we will assign a non-Lambertian BRDF to each surface that depends on the azimuth. In thegaselof
eg. 9.6 can be simplified to

cos 0" = sin @, (9.8)

and we can deduce th@f” = 90° — 6;, which is obviously correct fop; = 0°.

For the viewing angleg! L, oYL 6V and o) the same formulae apply withy and; replaced by
6, and p,. Values of zenith angle8” > 90° will be set t090°, corresponding to a vertical area either
being completely in shadow or completely hidden. This allows us to express the contributions from the right
vertical area as (cf. eq. 9.3):

As . — =5 P
LQR = A_o . mm(DF(HiVR, tinR); DF(HyR, ‘PYR)) "

-E;(0; = 0°) - (cos 0) & - cos ) 1) (9.9)

We take the minimum of each value BfF’ because if e.g. a larger area is illuminated than viewed, only the
viewed area contributes to the reflected radiation. ThisDF (6, 0 ); DF(6Y,¢Y)) is the area illumi-

natedandviewed. Remember thatis the maximum value possible férF'.
The contribution from the left vertical area is obtained by just replacing the ihd®xR:

As - p
L?L = A_o . mm(DF(@iVL, @?’L);DF(QIYLMYL)) "

-E;(0; = 0°) - (cos 0, - cos 6 ) (9.10)
The total radiance is simply the sum of both areas:
Lo =L ¢ OB (9.11)

Note that at least one of the cosine products at the end of equations 9.10 or 9.9 will be zero because they are
facing opposite directions. This is why zenith angles larger fiérare set t@®0°.

9.4.3 Bottom Horizontal Areas

The last contribution that needs to be added is that of the lower horizontal area (with width 'a’). The width of
the shadowed area will be denoted hy’, the width of the hidden area by;,’, see fig. 9.2. If either variable

is positive, the shadowed respective hidden area borders the right vertical area, if either variable is negative
it borders the left vertical area. We will explain the derivation®f’, the derivation of a,’ is analogous.

The viewing ray (dashed line incident from the right in fig. 9.2) is almost obstructed by point 'J’ and hits
the bottom horizontal area at point 'H’. We define point 'I’ as the point along the border of the vertical area
and the lower horizontal area with the closest distance to point 'H’. The distance between points 'H’ and 'I'
equals a;’, the variable to be determined. It is equal to

HI = HK - cos o, (9.12)
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Figure 9.2: Sketch of the street structure to explain the derivation of shadawjednd hidden «;,) areas

on the bottom horizontal area in case the scene is illuminated from the left and viewed by the sépsor at
andg, from the right . Only the hatched area— |a,| — |ay,| (See eq. 9.16,, is positive,a is negative) is
illuminated and viewed.
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where point 'K’ is the projection of point 'J’ from the upper edge of the vertical area to its lower dge.
is given by
HK = JK - tan#, (9.13)

whereJK equals 'b’. Thus we can simply write

ap = b-tan@, - cos v, (9.14)
and substituting the illumination angles for the viewing angles

as =b-tan6; - cos p; (9.15)

Note that for azimuth angles greater ti#d)is resp.h become negative. This allows us the following distinc-
tion of cases for the viewed and illuminated amga

s-h >=0:a, = a— max(|as|, |an|) (9.16)

s-h<0:ay =a—|as| —|ap]

If illumination and viewing direction are on the same side (either left or right),a;, is greater than zero,
and we have to subtract the maximum(gf;|, |ay|) from a. If illumination and viewing direction are on
opposite sides, we have to subtract batf} and|a, | from a. Again, we must constrain the valuef; to be
greater or equal zero. The reflected radiance from the bottom horizontal area is thus (cf. eq. 9.3)

- FEi(0; =0°) - cos §; - cos 6, (9.17)

9.4.4 BRDF of a Pixel

In a last step to determine the reflected radiahcef the urban pixel, we have to sum up the 3 contributions

L%, LY, L¢ and to multiply them with the number of occurrence of the street structure in the pixel, which

is given by(Agy/cosf,)/As, see section 9.4.1. To obtain the BRDF, we have to divide by the incoming

irradiancek;:

(L + LY + L7) - ((Ao/ cos 6;) /As)
E;(6; = 0°) - cos b;

Note that the quantitied,, As and E;(; = 0°) cancel because they all occurfif, L2 and L¢. But neither

cos 0, nor cos 6; cancel because ih® the zenith angleg had to be replaced by their vertical equivalefifs
It is also worth mentioning that the albedaan be factorized as it is assumed to be equal for all surfaces.

fr= (9.18)

9.4.5 Sample Plots

To better understand the effect of each contribution of the arglaand ¢ to the overall urban BRDF, we
show their intensities in fig. 9.3. We assume all 3 parametgrandc to be of equal value. From eq. 9.1 it
follows that their values will be set to 0.5. For simplicity, we set the surface alp¢adld.

If o; is equal t090° or 270°, the contributions of the vertical structures become zero because they are
not illuminated. Settingp, to 90° resp.270° would yield a BRDF independent of viewing zenith angle
6., because there is neither masking nor shadowing (at this stage, we assume the lasgabe to be
Lambertian). Thus we demonstrate the contributions of the argaandc in the principal plane; =
0°,¢, = 0°resp., = 180°, negative zenith angles correspondgo = 180°). We chose illumination
angles o#; = 0°,6; = 30° andf; = 60°.

The solid line shows the combined contributions, the stars show the BRDF created by the vertical areas,
the crosses show the BRDF of the bottom horizontal area, and the diamonds show the BRDF of the top
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Figure 9.3: BRF produced by the areds-), b(x) andc (¢) (cf. fig. 9.1) for a single street structure assuming
each area to be flat and Lambertian with albpde 1. The contributions of each area are added to yield the
total BRF (solid line) of a single street structure. The parameters of the street structure are- ¢ = 0.5.
BRF values are shown for different incident zenith andlem the principal plane¢; = 0°, ¢, = 0° for
positive view zenith anglesp, = 180° for negative zenith angles). The contribution of are@oof) is
constant, area (street) determines the angular behaviof,at= 0°, areab (walls) determines the angular
behavior ap; = 60°.
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horizontal area. The top horizontal area gives a constant contribution (because it is a lambertian surface that
is never shadowed or hidden) of 0.5 for all zenith angles.

The bottom horizontal area does not contributetfoe= 60°, because it is completely shadowed. It does
contribute fully atd; = 0°,60, = 0°. For increasing view zenith angles the contribution decreases because
the bottom area hidden from view increases.

The vertical areas do not reflect féf = 0°, because in the coordinate system of the vertical areas the
light hits the surface at an angle 96°, thus the irradiance is zero. The vertical areas contribute strongly
for 6; = 60°, because in their coordinate system the irradiance is greater than for the horizontal areas. Note
that the overall BRF (BRE2 7- BRDF) even increases to a value greater than the albedo of the individual
surfaces 4 = 1).

For#; = 30° all 3 areas contribute to the total BRDF, creating a pronounced hot spot. The contribution
of the vertical area reaches a plateau for large zenith angles in backward scattering directions, because two
effects exactly cancel each other: the viewed vertical area is inversely proportianal &4o (eq. 9.4), but
the cosine of the viewing zenith angle in the vertical system is proportiorsah ) (eq. 9.6). Dividing by
cos 6, (eq. 9.18) yieldsan 6,., which cancels with thean 6, from eq. 9.4, thus resulting in a plateau.

Summarizing, we can say that our model in its simplest form produces a hot spot for all incidence angles
if the scene is viewed and illuminated framand, equal tad° or 180°, and that the reflectance in backward
direction is significantly higher than in forward scattering direction. However, if the illumination or viewing
angle is parallel to the street directiap; fesp.¢, equaldo® or 270°), the BRDF becomes independent of the
respective zenith angl@;(or 6,.), thus there is no hot spot characteristic (cf fig. 9.4 in the following section).

9.4.6 Superposition

The overall reflected radiance measured by a pixel is the sum of all the street structures covered by the
pixel. In reality, the streets do not all have the same heading. E.g. in many North American cities the
street structure is very regular, with streets heading either north/south or east/west. In this case, the BRDFs
of only two structures have to be superimposed to yield the overall BRDF. However, in most parts of the
world, the street structure is far less regular, and there is no a priori preferred street heading. In this case,
the contributions from all directions have to be superimposed. This has the advantage that the modeled
surface showsotational symmetryor all rotation angles and therefore the resulting BRDF depends only on
the relative azimutlpy = |p; — ¢,| and not onp; and, explicitly. (The North American city structure is
rotationally invariant only for rotation angles 89°, 180° and270°.) In this study, we will assume rotational
symmetry for all rotation angles (no preferred street headings) because it is a better approximation to most
cities, and because the handling (e.g. visualization) of a BRDF that depends explicitly amd ¢, is
even more tedious than in the case of a BRDF that depends only-eny; — ¢,|. However, all further
developments of our model described below could be applied to the case of a regularly structured city without
rotational symmetry as well.

Fig. 9.4 shows the BRDF according to eq. 9.18 of the street structure used in sectioru34.b £
¢ = 0.5) in the principal plane&, = ¢; resp.o, = ¢; + 180°, negative azimuth angles correspond to
o, = @; + 180°) for 3 different illumination azimuthsy; = 0°,45° and90°. Fory; = 90°, the BRDF is
constant, the other two cases show a distinct hotsppt= 0° is the same configuration as in fig. 9.3, thus
the solid line of fig. 9.3 corresponds to the crosses in fig. 9.4. It can be seen that the BRDF is not a linear
function of ¢;, in this case the average of the BRDFRgf= 0° andy; = 90° would have yielded the same
BRDF as forp; = 45°, which is clearly not the case. Unfortunately, this implies that the BRDF of a regularly
structured city can be quite different from a city with rotational symmetry.

Fig. 9.4 also shows the superposition of street structures heading into all possible directions (rotationally
symmetric city structure, solid line). The superposition is equivalent to averaging over all street structure
directions, which in this case was done witth°abinning. It is sufficient to superimpose all directioas0°,
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Figure 9.4: BRF in the principal plane of the street structure oriented into different directions. Turning the
street structure by° is equivalent to settingy; = ¢, = z°. The BRFs are shown for the following cases:

+ v = o = 0° % @; = @, = 45°, diamonds:p; = ¢, = 90°. The solid line is the average over all
directionsy; = ¢, € [0°,..,180°] and corresponds to the BRF of a city structure with rotational symmetry.
The parameters of the street structure @re b = ¢ = 0.5. The dashed line is the average of only two
perpendicular directionsyf = ¢, = 0°,90°) and corresponds to the BRF of a typical North American city
structure (streets running north/south and east/west) vieweddros 0°,90°, 180° or 270°. The BRF of a

North American city structure viewed from, = 45°,135°,225° or 315° is equivalent to the line given by

the '+’ symbols. These are the limiting cases, for all remaininghe BRF values of a North American city
structure will be between the dashed line and the '+’ symbols.
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Figure 9.5: City structure BRF (rotationally symmetric) without intermediate or small scale BRDF effects
for different relative azimuths. Solid linez = 0°/180°, dashed lineyy = 45°/135°, dotted line:p = 90°.

The solid line in this figure is the same as the solid line in fig. 9.4. The parameters of the street structure are
a=b=c=0.5.

180°], because in our model a street heading south is equivalent to a street heading north, so there is no
need to evaluate the directiors[180°, 360°]. The BRDF resulting from this superposition shows a clear
maximum at backscatter direction (hot spot) for all illumination zenith artjles

For the case of a North American city structure (rotational symmetry only for rotation &@9§lgs80°, 270°)
the BRDF is more complex because it depends on an additional parameter. It is shown in fig. 9.4 for two
cases: if viewing the city parallel to a street (dashed line) and for viewing the city at an azimdih of
away from the street heading ('+' symbols). These are the two limiting cases, all BRF values are contained
between the dashed line and the '+ symbols.

Fig. 9.5 shows the overall BRDF for different relative azimuths: as above fer0°/180°, but also for
© = 45°/135° andy = 90°. Of course, foM; = 0° (left plot) or 6, = 0° (center of each plot) all curves
coincide because the relative azimuth is meaningless if either zenith angle is in nadir. It is interesting to take
a closer look at the curve fa; = 60° andy = 90°: the shape resembles a valley, whereasfor 0°
it resembles a mountain. This unusual characteristic could be used as a supporting feature in classification
algorithms to discriminate urban from non-urban areas. The strong rise of the 'valley walls’ occurs only for
viewing zenith angles larger thd°, so for measurements with smaller viewing zenith angles the BRDF
across the principal plane will appear near to Lambertian. Another interesting feature to point out is that the
BRDF is quite linear with respect to: the average op = 0°/180° andyp = 90° is close top = 45°/135°.

9.5 Intermediate Structure

Our urban model consisting of streets so far captures the large scale structure of a city. But our simple
approach of assuming the surfage$ andc to be flat systematically underestimates the amount of shadow
present in a real city. In a real city, there will be balconies, cars, chimneys, human beings, etc., with the
potential of casting shadows. We refer to these objects as 'intermediate structure’, because their sizes are
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between the large scale street structure treated above and the microscale structure treated in the following
section. Because of the large variety of this intermediate structure, it is obviously impossible to develop a
detailed model. We make the following assumptions:

¢ Height and width of each object are equal.

e The center of each object is separated from the center of another object by a distance of 5 times its
height. This second object has the same size as the first one.

e The length of the object is considerably greater than its width (for reasons given below).

The first two assumptions can be seen as an attempt to describe the 'average intermediate structure’ of a
city in an extremely simple way. The third assumption is equivalent to the assumption of ’infinite length’
which we also used for the street structure. We introduce this assumption because it enables us to use the
same algorithm as developed in the above chapters, séttiage = 0.2 anda = 0.8, cf. fig. 9.1. The

BRDF model becomes iterative with a 1-step iteration. Note that although the first assumption fixes the
relative size of the object (height equals width), it does not fix the absolute size, allowing cars as well as
chimneys to be the object of the intermediate structure. We will apply this intermediate structure only to
man-made surfaces, vegetated surfaces are assumed to be flat. All headings of the intermediate structure are
superimposed, yielding a rotationally symmetric surface, see section 9.4.6. To save computing time, a bin
size of10° was chosen for the superposition on the intermediate as well as for the large scale. This choice
leads to a sufficient rotational symmetry (better than 0.5 %). The intermediate structure reduces the width of
the hotspot, see fig. 9.8.

9.6 Microstructure

In a final step, we have to consider the BRDF of the surfaces itself (e.g. the BRDF of asphalt, roof tile, grass
lawn, etc.). We refer to the BRDF of a homogenous surface with a diameter of 1 to 10 cm as caused by
'microstructure’, although e.g. the BRDF caused by grass leaves or the roughness of asphalt is produced by
structures in the mm to cm range, and not in gine range.

Our goal in this section is to derive an 'average urban microstructure BRDF'. Therefore, the components
of the urban scenery must be determined (asphalt, all kinds of roof covers, grass, trees, wall paint, etc.), the
amount of each component must be determined, and the BRDF of each component needs to be known as
well.

9.6.1 Vegetation

Every urban area contains some areas of vegetation, but their fraction of the total urban area can vary from
negligible to dominant. Trees are difficult to integrate into our model, because of their complex 3-dimensional
shape and their unknown BRDF (so far, only BRDFs of forests have been modeled ({bk&t.gl. 1999,
(Gastellu-Etchegorry et al. 1999the BRDF of a single tree seems to transcend the basic concept of BRDF,
because BRDF is defined for a homogeneous flat sulfd@mdemus et al. 199y, We thus restrict the
determination of the BRDF of vegetated urban surfaces to grass (lawns). Grass has been measured and
modeled extensively(Kimes 1983, (Deering et al. 1992 (Sandmeier & Itten 1998 (Qin et al. 1999,

(Kriebel 1978). For this study, we will use the grass BRDF data set®gndmeier & Itten 1999 It has a

very good angular sampling for viewing angles, but it is restricted to one solar zenith angle8}°). The

data set is hyperspectral in the range 450 to 2450 nm, a similar range is available for the man-made surfaces,
see below. It was obtained using the field goniometer FIGOS and is publicly available. A very convenient
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analytical empirical function describing the data is givefNteister et al. 1998b

BRF =n-BRDF = ko + ki - (69 +6,) +
ko - b1 (07:0r)*  g=bag 4 ks - eba(07:0r)7 | g=ba-y)? (9.19)

where is the relative angle to the specular direction, see eq.5.14 on pag#’ &tuals the solar zenith
angle at which the measurements where perforrige=(35°). g is the relative angle between viewing and
illumination direction:

cos g = cos B; cos 0, + sin 6; sin 6, cos ¢ (9.20)

The coefficientsk; depend on wavelength, the coefficienisare fixed for each sample. The underlying
assumption is that the shape of the hotspot and the forward scattering term are primarily determined by the
geometry of the canopy and therefore do not depend on wavelength, whereas the intensity of these two terms
can vary with wavelength primarily due to the change of reflectance with wavelength. The coefficients have
the following physical meaning:
- ko = Lambertian component (diffuse scattering)
- k1 = intensity of the bowl-shape
- ko = intensity of the hotspot peak
- ks = intensity of the specular peak
b, andb, determine the width of the peaks, and bz allow the intensity of the peaks to vary with zenith
angles. Values for the parametétsandb; are given in the appendix, table 12.5, page 167.

We fixed the anglé? (but noté; in the equations foiy andg) to its equivalent in radians 85°, because
only for §; = 35° the empirical function is verified to describe the data well. This makes the function violate
the theorem of reciprocity, but it prevents producing unreasonable results for oblique zenith angles, which is
more important for this study. The basic important feature of the function is the shape and the intensity of
the hotspot and its dependence on wavelength. We will use this function to describe all urban areas covered
with vegetation, not discriminating between grass, bushes or trees.

9.6.2 Man-Made Surfaces

We will model the average urban man-made surface aeighted averagef the samples from the EGO
measurement campaign. We will use the ASD data, because they offer a larger variety of samples and cover
a larger wavelength range. The poor quality of the specular ASD measurements is of only minor importance
here, because the most influential contribution to the total urban BRDF is the diffuse component.

For each combination of angles, the BRDF value of the average syifdég6;, ., ¢) is a linear com-

bination of the BRDF values of the individual sampg&™”*")(9;,0,, ©):

R ,
TAVG(Hia 97‘3 (10) = ﬁ ' Zwl . ffample(l) (91, Hra (P) (921)
=1

The samples and the choice of weightsare given in table 9.1. It is an estimate of the overall relative
occurrence of these materials in western cities. The biggest shortcoming is the lack of surfaces describing
painted walls. Furthermore asphalt can vary strongly in color, but is only represented by one sample here.
Due to the individual character of each city, strong variations of the albedo can be expected (e.g. a city with
red roofs versus a city with grey roofs). Howevgf,¥¢ is a useful approximation to describe tsieapeof
the BRDF of urban surfaces.

1The measured BRDFs of forests vary considerably, depending on the type of tree, tree density, the season, etc. However, the
most common features are a hotspot and a bowl-shape.
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Weightw; | Sample

30 % Asphalt

15 % Concrete (walkway)

10 % Dirty roof tile

10 % Sanded roof paper
5% Green/black roof paper
5% Brown Slate

5% Red roof tile (sample A
5% Red roof tile (sample B
5% Black concrete tile
25% Red concrete tile
25% Blue concrete tile
25% Green Slate

25% Red Slate

Table 9.1: Weights used to compose the average small scale urban BRDF, see eq. 9.21.

We fitted the coefficients of the Torrance and Sparrow model (eq. 5.1) fof AH€ resulting from
eg. 9.21. We found that the coefficients of the specular peak are quite constant with respect to wave-
length, the average values being= 0.92sr ', w = 0.095deg ,n = 1.39 andk = 0.2. The value
of w = 0.095deg~! implies that the average inclination of the specularly reflecting facets in the Torrance
and Sparrow model (and thus the width of the specular pedk$is

The Lambertian coefficierty is shown in fig. 9.6 as a function of wavelength (dashed line), as well as
the BRDF in forward scattering direction to give an idea of the width and magnitude of the specular peak.
Table 12.5 in the appendix, page 167 gives the respective diffuse albedo at the DAEDALUS wavelengths.

The specular peak produces a non negligible part of the albedo (difference between solid and dashed line
in fig. 9.6, left part). The average man-made surface determined above reflects about 2 % of the incoming
light specularly (1.3 %, 1.6 %, 3.1 % féf = 0°,40°,60°, resp.). Thus, depending on wavelength, 5 to 15
% of the albedo are produced by the specular peak:

AfP*) _ [y fieedQ
A(STS) ~ , fT5a0

where () denotes the upper hemispheré)(d- sin 6, cos 6,d6,dyp, the integration is carried out over the
angles of reflection, thud can be a function of;.)

Surfaces exposed to outdoor conditions for long periods of time may show a weaker specular pattern
than the samples chosen for the EGO measurement campaign. However, in a previoU#ststdy et
al. 1998a we measured the BRDF of a roof which had been exposed to outdoor conditions for several years.
We showed that the results can be well described by assuming the BRDF of the roofing material to have a
specular peak with a similar intensity as the BRDF of a new roofing tile of a similar material (for a detailed
report of these measurements geleister et al. 1997and(Meister et al. 19963

The amount of dirty or wet surfaces in an urban area is not expected to change the shape of the BRDF
considerably, except for the specular peak which will strongly increase for wet surfaces and decrease for dirty
surfaces (the albedo however can change strongly).

Considering the integration of the specular peak into the urban BRDF model, the exact orientation of
the surface is much more important than for a Lambertian surface. The orientation of the 'wall’ and 'street’
surfaces in our model (vertical resp. horizontal) is sufficiently realistic. However, roof surfaces can take a
wide variety of inclinations. The street structure modeled in fig. 9.1 assumes all roof tdizd,arbich may

= 0.05t00.15 (9.22)
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Figure 9.6: The left plot shows the albedo of the average man-made surface derived from samples of the
EGO measurement campaign (cf. eq. 9.21) as a solid line, the dashed line shows the Lambertian component
to multiplied by 7, which is equivalent to the total albedo less the albedo due to the specular peak. The
parameters were determined from a fit of the Torrance-Sparrow model (eq. 5.1). The right plot shows the
BRF at a wavelength of = 660 nm and an incident angle 6f = 30° in the forward scattering direction.

Stars show the measurements, the solid line shows the Torrance-Sparrow model.
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be an acceptable first order approximation for Lambertian surfaces, but certainly not for specular surfaces.
Thus we considered the inclination of roof surfaces in the following manner: The width of the specular peak
is determined by the inclination angles of the reflecting surfadéswill assume that the distribution of the

roof normalsa can also be described by («) given in eq. 5.4, with an estimated average roof inclination

of 20°. This is achieved by setting the width parameter of the roof surfaé&¥ = 0.028, which in turn
requires that we adjust the intensity parametein order to keep the same amount of specularly reflected
albedo. Thus, for the roof surfaces, parameﬁé?f has to be normalized by the ratio of albedos of the
specular peak (cf. eq. 5.1):

A( spec,,w)

T

tI‘OOf — tl .
TS ey

= 0.95%0.14 = 0.13 (9.23)

9.7 Modeling Results

After developing the model in the previous chapters, we can now present results from modeling an urban
area. Typical values for the parameters of a street structure aré = ¢ = 0.5 (estimation for a typical

street in downtown Nuremberg, Germany, see below). This means the width of the streets is the same as
the width of the houses, and the houses are as high as wide. We assume that 28 % of the area is covered by
vegetation.

The results are shown as polar plots in fig. 9.7. Each plot is for a different incident zenithbangte
larged;, the hotspot and the specular peak are clearly separated peaks, for nadir illumination the two peaks
add up to form a single peak.

Across the principal plane, the BRDF drops with increasing viewing zenith anglg far 45°, but it
rises with increasing viewing zenith angle #r > 45°. This behavior is caused by the vertical structures
(6 in fig. 9.1: the larger the viewing angle, the stronger the contribution from the vertical structure. For
illumination close to nadir, the vertical structures are relatively dark (because the irradiance is proportional to
the cosine of the illumination angle in the local coordinate system). Thus, for increasing viewing angle, the
urban BRDF becomes darker. On the other hand, for illumination at large zenith angles, some of the vertical
structures are illuminated from nadir in their local coordinate system. The effect is an increase of the urban
BRDF with increasingl,., because the illuminated vertical structures are much brighter than the horizontal
surfaces (which are illuminated at a large zenith angle and thus relatively dark).

Fig. 9.8 demonstrates the effects of the different scales considered in the model (assuming 0 % vegetation
for simplicity). The solid line shows the full model, the dashed line assumes a Lambertian small scale BRDF
(simply suppressing the specular peak), and the diamonds show the large scale BRDF excluding intermediate
and small scale BRDF. It can be seen that the large scale effects are the dominant factor for the full model. The
intermediate scale effects produce a sharper hotspot and a stronger decrease for large zenith zenith angles.
The reason is that by adding the intermediate scale to the model, the amount of shadow increases (note that
atd; = 6,, o = 0° the solid line and the diamonds coincide, because in the exact backscatter direction there
is no shadow in either model). The small scale BRDF adds the specular peak in forward scattering direction
(difference between solid and dashed line). It should be noted that the influence of the small scale BRDF
strongly depends on wavelength and the proportion of vegetation (e.g. vegetation increases the hotspot).

Fig. 9.8 also shows the effects of skylight illumination. The crosses give BRF values calculated for the
full model, assuming aisotropic skylight irradiance The skylight irradiance integrated over the upper hemi-
sphere equals 20 % of the total (direct plus diffuse) irradiance for this example, an average value measured
for variousin situ measurements in Hamburg, GermdNieister et al. 1996a(Meister et al. 199)for clear
sky conditions. The effects are rather small§ % for viewing angle®,. < 60°), thus we will not consider
skylight effects in the following section. For viewing angles70° a strong increase can be seen (25 % for
0; = 80°, ¢ = 90°, compare crosses to solid line). Generally, skylight effects reduce the BRDF peaks (like
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Figure 9.7: Polar plots of the urban BRDF model fot= 660 nm, 28 % vegetation; = b = ¢ = 0.5. The

plot top left explains the horizontal axes: the outer horizontal circle correspoigdsst®0°, the inner circle

to 0, = 45°, the center t@, = 0°. Forward scattering is to the lefp(= 180°). The incidence anglé; is
marked by a vertical line topped by a star. Thaxis shows BRF values (dimensionless). The 5 remaining
plots show the urban BRDF éf = 0°,20°,40°,60° and75°.
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Figure 9.8: Modeled BRF values for different scales and skylight effect. Note the different scales on the
y-axis. The solid line shows the full model including small scale BRDF for 0 % vegetation, the dashed line
shows only the effects from large scale and intermediate scale (i.e. the specular peak of the small scale BRDF
is suppressed), the diamonds show the large scale effects only. Model paramkterare the same as in

fig. 9.7, incidence angle i&; = 40°. Left plot shows backward scattering (= 0°), middle plot across
principal plane ¢ = 90°), right plot forward scatteringd = 180°). The crosses show BRF values for the

full model assuming aisotropic skylight (skylight irradiance = 20 % of the total irradiance). It can be seen

that the intensity of the hotspot including skylight effects is decreased by about 10 %, and for larger viewing
angles the BRF values including skylight effects increase strongly.
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e.g. the hotspot or the specular peak) and increase the BRDF values at large viewing zenith angles.

For satellite measurements, the BRDF effects will be less pronounced than those shown in fig. 9.7. The
viewing angles of most spaceborne sensors (with prominent exceptions like e.g. AVHRR) are smaller than
45°, thus excluding a great part of the dynamic range shown in fig. 9.7. But even restricting the viewing zenith
angles ta),. < 45°, the ratio of maximum to minimum value (called ANIX §$andmeier & Itten 1998 is
1.95 forf; = 40° in fig. 9.7. Across principal planes(= 90°) effects are relatively small fat; = 40°, our
model predicts a decrease fréln= 0° to 6, = 45° of about 20 % (also in fig. 9.7).

A real city is made up of street structures with a large variety of model parameterdd (from wide
streets and small buildings to high buildings and narrow streets). Thus we examined whether it is sufficient
to model a city with one average street structure. Fig. 9.9 shows the BRDF of an urban area with 28 %
vegetation at a wavelength of 660 nm for all possible combinations of parametersaried by £50%
around their average value= b = 0.5 (a, b € [0.25,0.375,0.5,0.625,0.75]) (solid lines, 25 combinations).

The BRF values from this average parameter set are marked by stars. The average BRF value (averaged over
all BRF values from combinations of parameterandbd) is marked by squares. The stars and the squares

are separated by less than 8 %ée conclude that it is possible to describe the BRDF of an urban area using

only the average structure parameters even if the individual parameters vary wifiiij.

Due to the lack of homogeneity in urban areas discussed above and in section 1, the BRDF shown in
fig. 9.7 cannot be expected to model exactly the BRDBEmfurban area. Still it is a major improvement
over the Lambertian assumption.

9.8 Comparison with Airborne Data

So far very little satellite image data is available which would allow testing our model. The BRDF for an
urban area extracted from POLDER data (without aerosol correction, about 6 km pixelBi®ron et
al. 1999 shows a rather Lambertian BRDF in the principal plane (private communication), opposed to our
model predictions. A study using AirMISRiata(Gerstl et al. 199Phowever suggests a strong hotspot for
an urban area in qualitative agreement with our model. Unfortunately, publicly available AirMISR data are
corrupted by cloud cover, whereas newer data (e.g. usé@erstl et al. 1999 without cloud cover are not
yet publicly available. A better check will be possible as soon as data from satellites such as MODIS, MISR
etc. (see introduction) will be available.

We validated the urban BRDF model wigirborne data of high spatial resolution (nadir pixellm x
2.1m) by averaging over large areas. These averages correspond to measurements of pixels of low spatial
resolution (e.g750m x 750m). Using high spatial resolution data has the advantage that we can determine
the amount of vegetation present in the investigated area. It is also easy to exactly locate urban areas in
high spatial resolution images, as well as to discriminate densely populated urban areas from less populated
suburban areas.

9.8.1 Description of the Datasets

The data was taken with an airborne line scanner, the DAEDALUS AADS 1268, at a flight height of 900 m,
yielding a nadir pixel size of 2.1 m 2.1 m. 10 spectral channels cover a wavelength range from.0ni®

2.16pm. The measured radiances were converted to reflectdh@er an atmospheric correction) by using
ground reflectance measurements as refer@Rathkirch et al. 1998 The maximum scan angle48.9° with

716 pixels per scan line. The images were acquired in August 1997 over Nuremberg, Germany, see fig. 9.10
for a sample. The investigated scene consists of residential, industrial and vegetated areas. Buildings usually

2AIrMISR is a sensor similar to the MISR instrument on the Terra satellite, that was used on an high altitude aircraft for data
evaluation purposes.
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of the structure parametesisandb (see section 9.7, only, b € [0.25,0.5,0.75] are actually plotted). The

stars show the BRF values of the average parametets § = 0.5) , the squares show the average of the
BRF values for all combinations, b € [0.25,0.75]. They differ by less than 8 %. Left plot shows backward

scattering ¢ = 0°), middle plot shows across the principal plage=£ 90°) and right plot shows forward

scattering

¢ = 180°).
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Figure 9.10: Sample of the image data (about 10% of the subset 'densely populated area’) at a wavelength of
0.66 um, histogram equalized. Flight direction is from top to bottom, scanning direction from left to right.
The sun illuminates the scene from the right. The area in backscatter direction (left) is brighter than the area
in forward scatter direction (right). Note that in the forward scatter direction, a few roofs contribute strongly,
possibly due to specular scattering.

have less than 5 stories, the vegetated areas are dominated by deciduous trees, and grass. The sun zenith
angle is40.1°, the relative azimuth angle in backscatter directiogi%$°, in forward scattering direction
154.4°. Care was taken to eliminate angular asymmetries of the sensor as described in chapter 8.

9.8.2 Data Processing

Two subsets from the available images were chosen. The first subset contains a densely populated urban
area with a low fraction of vegetation, the second subset consists of a suburban area with a high fraction of
vegetation. From the first subset, we derived two datasets: one contains only pixels with D#t than

0.4, the other contains all pixels. Assuming pixels with NDVI greater than 0.4 to be vegetation, we obtain 3
datasets with different proportions of vegetation:

1. Densely populated area, 0 % vegetation
2. Densely populated area, 28 % vegetation
3. Suburban area, 48 % vegetation

We projected the 716 pixels per line to a view zenith angle grid freti° to +40° with an interval of5°,

yielding 17 different view zenith angles. For each view angle, we averaged each subset over its 4000 scan
lines (3500 for the second subset), yielding a 'rectangular pixe(”1 -2.1m) x (4000 - 2.1m) for nadir

viewing. This size seems to be adequate to average over the heterogeneity of this specific scene, the resulting
BRDFs are quite smooth (stars in fig. 9.11). The basic assumption of our method is that the reflectance of a

$NDVI is calculated agRx—s30nm) — Rr=660nm))/ (Rrx=830nm) + R(rx=660nm))-
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rectangular pixel is equivalent to the reflectance of a square pixel of the same area (in this case 850 m
m), as long as the viewing angle is the same.

Fig. 9.12 shows the histograms of the NDVI of the subsets. Two peaks can be recognized for each subset,
one centered around 0.05 corresponding to non-vegetated areas, the other one has its maximum at about 0.8
corresponding to vegetation. The NDVI threshold was chosen as 0.4 based on this histogram.

The resulting BRF values (BRE w-BRDF) are plotted for 3 spectral channels in fig. 9.11. The results
from all 10 DAEDALUS channels are shown (Meister et al. 1999b The shape of the BRDF of the other
channels does not vary much from the 3 channels presented here. The error of the reflectances derived from
the DAEDALUS data is about 11 %, largely due to calibration uncertaiiReshkirch et al. 1998

The BRDF of the densely populated area excluding vegetation is plotted in the top row, including vege-
tation in the middle row. The bottom row shows the BRDF for the suburban area. The measured BRF values
are plotted as stars. The left column shows BRF values at a wavelength of 660 nm, the middle column at 830
nm and the right column at 2160 nm. Each plot shows a strong rise in the backscatter direction ('hotspot’).
This can be explained by the decreasing amount of shadow present the closer the viewing direction gets to
the illumination direction. For visible light, the shape of all curves is very similar, increasing the amount
of vegetation results in a negative offset because the reflectance of vegetation is lower than the average re-
flectance of man-made surfaces. In near infrared (NIR), the intensity of the hotspot increases if the amount of
vegetation increases because the reflectance of vegetation in NIR is higher than the reflectance of man-made
surfaces in NIR.

9.8.3 Model Validation

To compare our model predictions with the measured data, we plotted the results from the model (see section
9.7) into fig. 9.11 as a solid lineThe parameters, b and ¢ were estimated using aerial photographs of
Nuremberg and the DAEDALUS dafa.1 m nadir pixel size). We determined the amount of shadow for
nadir viewing to about 20 % using the channels with wavelengths greater than 1000 nm (reflectances smaller
than 0.8 % were classified as shadow). Given the sun angle ef 40°, the model parameter for the
building height should be chosen las= 0.5. Visual interpretation of the aerial photographs and supervised
classification of the DAEDALUS data suggest that streets and buildings cover about the same area, thus the
parameters: andc should be chosen as = ¢ = 0.5 (cf. eq. 9.1). From the aerial photographs we also
deduced that the typical height of a building is about 15 m and that the typical width of a street is also 15 m,
which confirms the choice af = b. For simplicity, we used the same parameters for all 3 datasets (0 %, 28

% and 48 % vegetation) .

It can be seen that the overall shape is captured very well. The rise in backscatter direction is due to
shadow hiding (hotspot). Remember the plots do not show exactly the principal plane, but are2shifted
azimuth. In the principal plane the hotspot is much stronger and a specular peak arises (cf. fig. 9.8).

In some cases the albedo of the modeled BRDF and the measured data do not agree very well, there are
deviations up to 30 % (&t = 490nm and\ = 830nm, 48 % vegetation, cf. table 9.2). The average deviation
is 15 %. This means that our choice for the small scale man-made surfaces (cf. table 9.1) is different from
the actual composition of the Nuremberg area and that the albedo of the grass sample (section 9.6.1) is not
representative for the vegetation in Nuremberg. We do not see this as a major drawback for the urban BRDF
model, because the albedos of different cities are expected to be different. Our major intention is to predict
the shape of the BRDF, which is successful in the case of Nuremberg. More model validation on different
urban areas is clearly needed.

To support our assumption that the major difference between model and data is due to a different albedo,
we multiplied the BRDF of the man-made surface (eqg. 5.1) and the vegetation (eq. 9.19) by a common factor
to fit the data. (The common factor varies between 0.76 and 1.19 for the plots in fig. 9.11.) This is equivalent
to multiplying the model results by this factor, because our model only considers single scattering. The result
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Figure 9.11: Comparison of the urban BRDF model and DAEDALUS data from Nuremberg. The BRF values
are plotted versus view zenith angle. Negative view zenith angles correspond to forward scattering direction
(¢ = 155°), positive zenith angles to backscatter directipn=f 25°). The sun zenith angle & = 40°.

Left column shows data fox = 660nm, middle column for\ = 830nm and right column foi = 2160nm.

The top row of plots is from the dataset with 0 % vegetation, the middle row shows 28 % vegetation and the
bottom row 48 % vegetation. The solid line shows the model predictions, the stars denote the DAEDALUS
measurements. The dashed line shows the approximate function from eq. 9.26 fitted to the model predictions.
The dotted line shows the model after adjusting for albedo, see section 9.8.3.
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Figure 9.12: NDVI histogram of the first subset (urban area, solid line) and of the second subset (suburban
area, dashed line). The dotted line shows NDVI = 0.4, pixels with a larger NDVI are considered as vegetation.

Wavelength [nm] 0 % veg. 28 % veg. 48 % veg.

Center| Bottom | Top | DAE. | mod. | DAE. | mod. | DAE. | mod. | m.m. | grass
490 465 | 520 0.087| 0.067 | 0.074| 0.046| 0.061| 0.052| 0.114| 0.034
560 522 | 600 | 0.101| 0.081| 0.090| 0.074| 0.078| 0.068 | 0.141| 0.082
610 595| 635 0.111| 0.102| 0.094| 0.084 | 0.078| 0.072| 0.180| 0.057
660 627 | 690 0.116| 0.111| 0.098| 0.087 | 0.082| 0.071| 0.191| 0.040
730 692 | 759 0.118]| 0.130| 0.136| 0.154| 0.150| 0.171| 0.226| 0.325
830 757 | 906 | 0.116| 0.133| 0.161| 0.207 | 0.199| 0.260| 0.233| 0.594
1680 1572| 1780 0.175| 0.154| 0.182| 0.168| 0.187 | 0.178| 0.267 | 0.310
2160 2055| 2231| 0.168| 0.141| 0.149| 0.128| 0.134| 0.119| 0.253| 0.145

Table 9.2: Albedos of urban areas #yr= 40°, computed with the approximate function (eq. 9.26) fitted

to DAEDALUS data (DAE.) and model predictions (mod.), corresponding to the dotted resp. solid line in
fig. 9.11. The first column gives the center wavelength, the second and third column show the wavelength
range of the respective DAEDALUS channel where the sensitivity is at least 50 % of the maximum sensitivity.
We estimate the error of the albedo of Nuremberg (DAEDALUS data) to be about 15 % (mainly due to
calibration(Rothkirch et al. 1998and model uncertainties). The last two columns show the albedo of the
small scale surfaces used for modeling: man-made surface (m.m.) and grass).
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is plotted as a dotted line in fig. 9.11, the agreement between stars and dotted line is generally very good.
In some cases, especially at= 660 nm and 0 % vegetation, the model underestimates the hotspot, but
generally width and intensity of the hotspot agree well.

In some cases, e.g. at= 660 nm and 28 % vegetation, a small rise in forward scattering direction can be
seen that is not predicted by our model. One possible explanation is that the color of the asphalt on the street
might be darker than the color of the walls and roofs. This would yield lower BRDF values at nadir, where
the streets contribute strongly to the overall intensity. For 48 % vegetation, the rise in forward scattering
direction cannot be seen, this supports our explanation because the amount of street asphalt in the scene is
reduced.

For 0 % vegetation, the rise in backscatter direction in the DAEDALUS data is stronger than the rise
predicted by the model, especially for 660 nm. The agreement between data and model could be improved
by assuming that some man-made surfaces show a hotspot on the microstructure level, like the samples
'Asphalt’ and 'Sanded roof paper’ in chapter 5. Unfortunately, the samples were measured in the backscatter
direction only with the SE590 sensor, which covers only the wavelength range up to 925 nm.

9.9 Approximate Analytical Function

The coding of the above model is straightforward, but tedious (the program code is available by emafl request
to the author). Furthermore the computing time is quite high due to the need for superposition of different
street headings (section 9.4.6) (computing time per BRF value on a Sun Ultra Il 296 MHz: 5 seconds). This
is why we will give a simple, analytical approximation to our model.

It can be seen in fig. 9.7 that the basic characteristics of the modeled BRDF are the hotspot, the specular
peak and the rise with large zenith angles. We will model these 3 components separately and fit their inten-
sities (and one additional parameter) to the exact model evaluated with the parameters a, b, and ¢ given in
fig. 9.7 for 3 different amounts of vegetatioithus the approximate function can only be used if the aver-
age street structure is not expected to deviate strongly from the assumed values of a, -andiffering
amounts of vegetation the resulting parameters given in table 9.3 can be interpolated.

The hotspot will be modeled by the hotspot function derivedHigpke 1993

1
B 9) = T 7m) tan(g /2) (9.24)

whereg is the relative angle between viewing and illumination direction, see eq. %afetermines the
angular width of the hotspot peak. This function was developed to describe the hotspot of soils or powders
based on shadow hiding. We omitted a fadtars(6;) + cos(6,.)) ! from the original formula because this
factor only applies to reflectances that are derived from radiative transfer thBohy.g) equals 1 for the
hotspot directiond = 0) and decreases monotonously wjth

The specular peak will be modeled If§P°¢ given in eq. 5.1. The 'Geometric Attenuation FactGrin
this formula models the effects of shadowing and masking. This is similar to what is achieved by the hotspot
function B(h, g). We will replaceG by B(h, g) because shadowing and masking is dominated by the street
structure. The Fresnel reflectangén = 1.39,k = 0.2) will be approximated by.11 - exp(0.75 - 6262
(all angles in radians). The width of the specular peak for roof surfaces is larger than for the street and wall
surfaces, ™°" = 0.028 # w = 0.095 see section 9.6.2). For large zenith angles, the width is dominated
by w™°f, because street and wall surfaces are mostly shadowed or hidden from view. For viewing and
illumination close to nadir, both peaks are equally strong (because: = 0.5). Therefore we weight the
peaks with0.14 - (0.5 4 0.5 - sin?((#; + 6,)/2)) and0.5 - cos?((#; + 6,)/2) (0.14 is the ratio of the specular

4meister@simbios.gsfc.nasa.gov, or nimeisterO@netzero.com
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Wavelength| Parameter 0% veg.| 28 % veg.| 48 % veg.
660 nm p1 [sr7] 0.0603 | 0.0491 0.0413

po [sr!] 0.345 0.261 0.198
p3-100[sr~!] | 0.120 0.124 0.127
h 0.483 0.443 0.401
830 nm p1fsr ] 0.0739 | 0.1167 | 0.1476
po [st7!] 0.348 0.287 0.237
p3-100[sr '] | 0.152 | 0.456 0.674
h 0.481 0.451 0.438
2160 nm | py [st7 '] 0.0782 | 0.0725 0.0688
po [sr!] 0.348 0.281 0.229
p3-100[sr~!] | 0.163 0.228 0.276
h 0.480 0.441 0.407

Table 9.3: Parameters of the approximate analytical function of eq. 9.26, fitted to the urban BRDF model
data shown in fig. 9.11. Parameteris given multiplied by 100. Parameters describing the DAEDALUS
data can be obtained by multiplying parametersps andps by the ratio of the albedo of the DAEDALUS

data and the modeled albedo given in table 9.2. BRF values can be obtained by multiplying parameters
po andpsz by 7 (BRF = 7-BRDF).

peak albedos, see eq. 9.23, the zenith angles are averaged in order to obey the reciprocity principle). We call
the resulting specular pegRpec—2pPprox;

- B(h,9) 0.14 2 0,40
spec—approx __ > i . it0ry .
fT ~ cos®; cos O, ( 2 (1 +sin 2 )

2 01‘42‘01« . ef(w~a)2) .0.11 - e0.75~9?~9%

2

"+ cos

7(wroof.a)

e (9.25)

The rise with large zenith angles is produced by the vertical areas of the street structure. In eq. 9.8 it was
shown thatos )% can be replaced hyin 6; for ¢; = 0°. Asin eq. 9.1&0s 0}~ is divided bycos 6;, this is
equivalent to multiplying bytan 6;. The same argument is valid foss 6} “, thus we will approximate this
component bytan 6; - tan 6,.

Summarizing, the approximate function has 4 parametget®4, p3 andh):

FAPPO% = py - B(hy g) + p2 - [P0 PPIO%(h, 0;, 0, ) +

p3 - tan; - tan 6, (9.26)

The parameters were determined using a least-squares fitting procedure from the programming package
IDL. A comparison between this approximate function and the exact model can be seen in fig. 9.13, where
the BRF values of the exact model are plotted against the BRF values of the approximate function for 505
different combinations of angles. The BRF values were calculated for zenith #)gled6, from 0° to 70°
(10° grid) and relative azimuth anglesfrom 0° to 180° (20° grid). The agreement between approximate
function and exact model is excellent for zenith angles uf0fy the average deviation is 4.3 % for these
angles, the maximum deviation is 19 % (for zenith angles ujtdhe average deviation increases to 6.1 %,
with a maximum deviation of 54 %). These numbers are similar for different wavelengths resp. amounts of
vegetation.

The approximate model is shown in fig. 9.11 as a dashed line, the respective coefficients are given in
table 9.3.

In case a user wants to adjust the approximate model to his own urban BRDF data, we suggest to choose
one set of parameters of table 9.3, selecting the most appropriate amount of vegetation and wakelength
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Figure 9.13: Scatterplot of BRF values of exact model (28 % vegetation, street structure parametges:
0.5, wavelength:A = 660 nm) (y-axis) versus approximate model-éxis) from eq. 9.26 using parameters
from table 9.3, evaluated @}, 6, € [0°,70°], ¢ € [0°,180°].

(660 nm forA < 700 nm, 830 nm for the NIR, 2160 nm for > 1000 nm). Then parameteps, p» and

p3 should be multiplied with one common factor to fit the data. Fitting all 4 parameters independently from
each other may lead to 'over-fitted’ parameters if the angular sampling of the BRDF data is pdhu(dee

& Lewis 2000). Adjusting only one common factor makes it possible for a user to evaluate the BRDF even

if the urban area was only measured at one combination of angles. This BRDF can e.g. be used for albedo
determination. For an albedo determination with the approximate function, we suggest to set all the BRDF
values with zenith angles 80° to their respective value &80°.

9.10 Sample Applications

We used the approximate function to investigate the dependence of the width of the hotspot (parameter

on wavelength. The width of the hotspot decreases with increasing amount of vegetation, because vegetation
has an intrinsic hotspot (see eq. 9.19) that adds to the hotspot caused by the street structure, whereas man-
made surfaces are modeled by a Lambertian plus specular component (eq. 5.1). Although the width depends
strongly on the amount of vegetation present in the scene, it stays remarkably constant over wavelength,
varying in the ranges [0.48,0.50], [0.42,0.47] and [0.36,0.46] for proportions of vegetation of 0 %, 28 % and
48 % respectively for wavelengths from 490 nm to 2160 nm. This characteristic was not clear a priori, because
the hotspot of the vegetation depends strongly on waveld@gthdmeier & Itten 1999 This feature might

be useful as an additional classification feature for urban areas, because many (probably most) vegetated
surfaces show a wavelength dependence of the hotspot (the hotspot is usually less sharp for NIR wavelengths,
because the amount of multiple scattering increag€sindmeier & Deering 199troduced the normalized
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difference anisotropy indeN DAX:

_ ANIXyeq(0;) — ANITXxiR (0:)
~ ANIXyeq(0;) + ANIXNiR(6:)

NDAX (6;) (9.27)
where ANIX,.q(6;) is defined as the ratio of maximum BRF value divided by minimum BRF value, see
(Sandmeier & Itten 1998 Using 660 nm as red wavelength and 830 nm as NIR wavelength, we obtain
values of NDAX =-0.03, -0.03 and -0.09 from the DAEDALUS data for the 3 different datasets 0 %, 28 %
and 48 % vegetation respectively. Evaluating the urban BRDF modgl-at40° andf,. < 60° we obtain
NDAX =-0.01, -0.02 and 0.0 for the 3 different datasets respectively. We computed NDAX = 0.3 for grass,
which is significantly higher(Sandmeier & Deering 1999nvestigated 6 different vegetation cover types,
5 of them have a NDAX of 0.3 or greater, only one (clear muskeg (fen)) has a NDAX lower thamhu4.
the NDAX is a good index to support the classification of urban argas to differentiate urban areas from
other landcover classes). This is especially important for suburban areas like the one we investigated in the
Nuremberg area (48 % vegetation), where the NDVI is 0.39 (varying between 0.33 and 0.44, depending on
viewing angle) and a classification based on spectral information alone may become difficult.

We also used the approximate function to calculate the albedo by integrating eq. 9.26 over the upper
hemisphere. The albedos are given in table 9.2 for an incidence arfyle-of0°, for 3 amounts of vegetation
(0 %, 28 % and 48 %) at the wavelengths of the DAEDALUS (channel 1 at 440 nm and channel 8 at 960
nm are not covered by the wavelength range of the sensors used to determine the small scale BRDF, see
sections 9.6.2). The approximate function was fitted to the modeled data (see solid line in fig. 9.11) as well
as to the modeled data adjusted to the albedo of the DAEDALUS data (see dotted line in fig. 9.11) using
combinations of angles covering the whole upper hemisphere. The dependence of the alBgthonon
strong, it is usually highest for nadir, depending on wavelength and the amount of vegetatiép —=-6°
the albedo is on average about 10 % lower than for nadir illumination.

In general, the albedos derived from the model are lower than the albedos derived from the DAEDALUS
data for wavelengtha. < 700 nm, higher in the NIR and lower for > 1000 nm. As discussed above,
this is due to our choice of samples to model the small scale BRDF. We regard the albedos derived from the
DAEDALUS data as more representative of urban albedo because our choice of samples was restricted to
samples with a known BRDF.

We also provide the albedos of the man-made surface and the grass sample in the last two columns of table
9.2. They are higher than the albedos of the urban areas, because the urban structure produces shadowing
and thus reduces the albedo.
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Summary

This study investigates the bidirectional reflectance of man-made, rough surfaces. The results are relevant for
the remote sensing of urban areas and computer vision. New insight is obtained on the shape of the specular
peak of rough surfaces.

In a measurement campaign at tBeropean Goniometric FacilitfeGO, theBidirectional Reflectance
Distribution FunctionBRDF was measured for several man-made surfaces typical of urban areas (e.g. roof
tiles, asphalt). The EGO consists of two rotatable quarter arcs, where different sensors or light sources can be
attached. The system is programmable, which allows the effective measurement of a large number of angular
combinations in a reasonable amount of time.

We evaluated the dominant error sources for laboratory BRDF measurements of man-made surfaces at
the EGO. The average total error per wavelength of a single BRDF measurement varies with wavelength
from 4 % to up to 14 %, depending on the spectral signature of the sample.

Measurements with a luxmeter showed that the lamp footprint is quite homogeneous for nadir illumina-
tion, but for larger incidence angles there is a rise of the intensity when approaching the lamp. This results
in an error for the radiometer measurements, because the position of the center of the FOV of the detector
SE590 depends on viewing angle. For samples with a constant reflectance spectrum, this is the dominant
error source. We deduced the errors as a function of incidence and viewing zenith angles by comparing
measurements with nadir viewing for different azimuths as well as measurements with an incidence angle of
50° for azimuths oB0° and270°, assuming rotational symmetry of the samples. The error analysis could be
improved if measurements with nadir illumination and different azimuths were available.

Comparing measurements with exactly the same illumination and viewing geometry, we determined the
lamp constancy to 0.3 % and the detector noise of the SE590 to 0.2 % of the maximum value. The second
error source becomes dominant for samples with a large variation in their reflected spectrum. This means
that the illumination source should be chosen - whenever possible - in such a way that its maximum intensity
multiplied by the sensor sensitivity is emitted at those wavelengths where the reflectance of the sample is
low. For the experimental setup used in this study, this maximum is between 650 and 750 nm. The measured
intensities become very low for wavelengths far away from this maximum. Demanding the instrument error
to be lower than 2 % leads in our case to the exclusion of wavelengths lower than 425 nm and higher than 975
nm for the SE590. Thus we presented a general procedure to determine the appropriate wavelength range of
the hyperspectral spectroradiometer SE590, which depends not only on instrument characteristics, but also
on the illumination source and the samples used.

The errors of data from the detector ASDFieldspec are dominated by dark current noise. We believe that
the instrument was set to its most sensitive mode. We determined the error from dark current to 20 counts,
which leads to an average measurement error of 4.9 % for the samples used in this study. Both sensors are
affected by problems in their upper wavelength range if the measured intensity is very high.



141

Two methods for calculating the irradiance are discussed. Both rely on measurements of a reference panel
(in our case Spectralon). The first method assumes that the irradiance changes with viewing angle (possibly
due to e.qg. illumination inhomogeneities). Every measurement of the sample is divided by the measurement
of the reference panel with the same angles and multiplied by the BRDF of the reference panel. The second
method assumes that the irradiance changes only with illumination angle and integrates all the reflected ra-
diances for each illumination angle. Dividing by the albedo of the reference panel yields the irradiance. The
major advantage of the second method is that only the albedo, not the BRDF of the reference panel needs to
be known. We chose the second method and show that the results are in better agreement with the reciprocity
principle than the results from the first method.

The BRDF model of Torrance & Sparrow 1997TS model) was compared to measurements of several
man-made surfaces with very different roughnesses. The model can describe the measurements qualitatively
very well, although the fits do not always passatest. Surfaces with a very large roughness show an
increase in backscatter direction that can be well described by the BRDF modd/drem& Nayar 1995
Shape and intensity of the specular peak vary less than 10 % for wavelengths from 450 nm to 700 nm,
whereas the diffuse component varies strongly.

It is not possible to determine the index of refractioand the index of absorptidausing the TS model
for the surfaces studied here, because the parameter for the specular intensity in the TS model allows different
combinations of, andk to yield very similar Fresnel reflectances curves.

We discovered an important feature of the specular peak of rough surfeedsund that the width of
the specular peak perpendicular to the principal plane decreases strongly with increasing illumination
zenith angle, in the data as well as in the model

An analysis of the TS model shows thihe decrease is approximately proportional to the cosine of
the illumination angle 6;, the deviations increase with increasing surface roughness. The proportionality to
cos 0; of the width perpendicularto the principal plane is accompanied by an increase in reflectarine in
tensity inthe principal plane that is/ cos 6; stronger than the increase for a perfectly smooth surface. Thus,
these two proportionalities cancel in the calculation of the specular albedo.

Topography data is available for 8 of the samples. The vertical resolution isutn]l@he horizontal
resolution is 1um for 3-D-profiles of 1 mmx 1 mm and 1.24sm for 2-D-profiles of 10 mm length. We
derived the average surface inclination from the topography data and compared it to the average surface
inclination derived from BRDF measurements. The BRDF models predict much smoother surfaces than the
measured topography data by factors from 4 to 10. After smoothing oventhe deviations become
smaller than 50 %.

We conclude that for the surfaces investigated in this study, which are rough on a scale comparable to the
wavelength of the incoming light, the width of the specular peak cannot be predicted from our topography
measurements by smoothing with one common bin size. We do not know if this is due to a lack of insight
into the physical mechanisms governing the specular reflectance of rough surfaces or due to inappropriate
resolution of the topography data. Maybe it is wrong to look for one common bin size because each sur-
face could have its own characteristic facet size that determines the spatial dimension involved in the light
scattering process.

The topography measurements indicate that the size of the surface patches forming the V-cavity in
the TS/ON model is in the range o20um. This result is supported by the fact that the width of the specular
peak derived from BRDF measurements is relatively independent of wavelength. Because the TS and the ON
model are independent of the size of the V-cavity, this result cannot be obtained from fitting either model to
the BRDF measurements without the topography data.
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A BRDF model for large scale urban areas (pixel-diameter> 500 m) has been developedt is de-
rived from modeling BRDF effects on 3 scales: geometrical optics is applied to a simplified street structure,
intermediate sized objects are modeled similarly. The small scale BRDF of man-made surfaces and vege-
tation is incorporated as well, based on the EGO measurement campaign described above and goniometer
BRDF measurements of grass (8andmeier & Itten 1999

The model basically depends on 5 parameters: the amount of vegetation, two geometry parameters to
model the average width of the street structures and the height of buildings on the large scale and two geom-
etry parameters to model the intermediate scale. The dominant features of the resulting BRDF are a hotspot,
a specular peak and a rise for high zenith angles.

We derived large scale urban BRDF data from airborne imagery for 3 multispectral datasets for a limited
set of angles. Except for the albedo, the model agrees very well with the data.

A post-flight angular calibration method of the DAEDALUS scanner had to be used to derive the data.

It yielded comparable calibration factors as other calibrations studies on DAEDALUS instruments, with
corrections of up to 15 %.

Our model can be used as input to calculate albedo, for atmospheric correction algorithms and global
BRDF maps. Knowledge about the urban BRDF can improve classification and change detection algorithms.
For users demanding speed and easy implementation, an analytical function is given that captures the domi-
nant features very well.

An extensive validation of the model presented here will be possible as soon as satellite data with pixel-
diameters of about 1 km (like MODIS, MISR, etc.) will be available. Future improvements of the urban
BRDF model will have to include multiple scattering effects, a more elaborate treatment of the vegetation
BRDF and varying compositions of the man-made surface BRDF. Especially relaxing the assumption that
all the man-made surfaces have the same color (i.e. assigning roofs, walls and streets different albedos) can
change the resulting urban BRDF considerably.

The influences on the urban BRDF from the amount of dirty or wet surfaces are not expected to change
the shape of the BRDF considerably, except for the specular peak which will strongly increase for wet
surfaces and decrease for dirty surfaces (the albedo however can change strongly). The DAEDALUS data of
Nuremberg contain dirty surfaces, but almost no wet surfaces. The effect of varying heights of buildings is
expected to be negligible.
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Appendix

Contents:

e ASD measurements for error determination (figures 12.1 to 12.3, pages 145 to 147)

e Parameters of TS model from SE590 measuremenis-at425nm andA = 900nm (tables 12.1 to
12.4, pages 148 to 148)

e SE590 BRDF measurements at 900 nm (figures 12.4 to 12.11, pages 149 to 156)

e Parameters of TS model from ASD measurements (figures 12.12 to 12.15, pages 157 to 160)
e Comparison of BRDFs derived from ASD and OVID measurements (figure 12.16, page 161)
e 3-D-topography plots of several samples (figures 12.17 to 12.21, pages 162 to 166)

e Microscale BRDF parameters for urban BRDF model (table 12.5, page 167)



145

Spectrum 1 Spectrum 2 Spectrum 3 Spectrum 4 Spectrum 5
20 40 40 50 T T
40
15 30 30
%) %) 1% %) « 30
S S 10 S 20 S 20 S
3 3 3 3 3
8 8 8 8 8 .o
5 10 10
10
{ o o e} 8} L
425 1113 1802 2490 425 1113 1802 2490 425 1113 1802 2490 425 1113 1802 2490 425 1113 1802 2490
Wavelength [nm] Wavelength [nm] Wavelength [nm] Wavelength [nm] Wavelength [nm]

Spectrum 6 Spectrum 7 Spectrum 8 Spectrum 9 Spectrum 10
25 T T 30 30 T T 50 T T 40 T T
20 25 40
30
20 20
o 15 %] @ o 30 )
5 < s H 5 < 20
3 3 3 3 3
3 10 g g 3 5o g
10 10
10
5 5 10 A
o] L ! s} o} o} s} L
425 1113 1802 2490 425 1113 1802 2490 425 1113 1802 24390 425 1113 1802 2490 425 1113 1802 2490
Wavelength [nm] Wovelength [nm] Wavelength [nm] Wavelength [nm] Wovelength [nm]
Spectrum 11 Spectrum 12 Spectrum 13 Spectrum 14 Spectrum 15
40 50 30 40 30
40 25
30 30
20 20
e 2 30 [ e 2
S 20 S S S 20 S 15
2 3 3 2 3
3 S g S 3 3
10 10
10 10
10 5
o M o ﬂAA J o a A I o
425 1113 1802 2490 425 1113 1802 2490 425 1113 1802 24390 425 1113 1802 2490 425 1113 1802 2490
Wavelength [nm] Wavelength [nm] Wavelength [nm] Wavelength [nm] Wavelength [nm]
Spectrum 16 Spectrum 17 Spectrum 18 Spectrum 19 Spectrum 20
30 T T 40 T T 80 T T 50 T T 30 T T
40 25
30 60
20 20
L ] ] 2 30 ]
K S 20 S 40 K S 15
3 3 3 3 3
g g g 8 L0 g
10 10
10 20
10 5
o 0 o . . a M . 0
425 1113 1802 2490 425 1113 1802 2490 425 1113 1802 24890 425 1113 1802 2490 425 1113 1802 2490
Wavelength [nm] Wavelength [nm] Wavelength [nm] Wavelength [nm] Wavelength [nm]
Spectrum 21 Spectrum 22 Spectrum 23 Spectrum 24 Spectrum 25
60 40 50 25 40
50 40 20
30 30
40
2 ] e 30 e 13 ]
S 30 S 20 5 5 S 20
2 3 3 2 3
S S 3 5o 3 10 S
20
10 10
10 10 5 L\
o L A o] o] a I” 1 o} AMMA AAb
425 1113 1802 2490 425 1113 1802 2490 425 1113 1802 24890 425 1113 1802 2490 425 1113 1802 2490
Wavelength [nm] Wavelength [nm] Wavelength [nm] Wavelength [nm] Wavelength [nm]
Spectrum 26 Spectrum 27 Spectrum 28 Spectrum 29 Spectrum 30
41 T y 20 60 T T 50 T T 40 T T
s0 40
30 15 30
40
i) @ “ » 30 @
S 20 S 10 S 30 S S 20
3 3 3 3 3
2 g S 3 50 g
20
10 5 10
. /]W( MA )
o o o a /L o
425 1113 1802 2490 425 1113 1802 2490 425 1113 1802 24390 425 1113 1802 2490 425 1113 1802 2490
Wavelength [nm] Wavelength [nm] Wavelength [nm] Wavelength [nm] Wavelength [nm]

Figure 12.1: Dark current measurements of the ASD, obtained by completely covering the detector entrance.
The root mean squared values are shown in fig. 4.16, page 38.
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Figure 12.2: Constancy measurements of the ASD, obtained by repeated measurements of Spectralon 100 %

See fig. 4.17, page 39 for the standard deviation of these measurements, see section 4.9.2.

without moving the goniometer. The plots show the measured raw data after subtraction of the median value.
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Figure 12.3: Average relative error of ASD measurements per sample as a function of wavelength, see section
4.9.2.
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Sample to [sr 1] ty [st 1] w[deg ] n ps | X°/ds
Spectralon 0.5| 0.155+ 0.002 | 0.14+0.12 | 0.032+0.002| 1.62+1.0 | 0.026| 1.0
Red roof tile 0.0161+ 0.0004| 0.19+0.06 | 0.035+0.001| 1.83+0.5 | 0.043| 2.1
Red Aluminum| 0.01444+ 0.0002| 3.39+ 0.93| 0.154+0.001| 1.69+ 0.27 | 0.041| 7.1
Blue concrete | 0.0770+ 0.0004| 1.094+ 0.27 | 0.084+ 0.001| 1.51+ 0.18| 0.031| 1.5
Red concrete | 0.0133+ 0.0002| 1.164+0.23 | 0.081+0.001 | 1.46+ 0.12| 0.032| 3.3
Spectralon 1.0 | 0.3008+ 0.0018| 0.08+ 0.27 | 0.044+ 0.005| 2.30+ 9.33| 0.021| 0.7

Table 12.1. Parameters obtained from fitting the TS model (eq. 5.1) to the SE590 data of the respective
sample at a wavelength of = 425 nm. The parametdr was set to 0.25. See chapter 5 for a discussion

of the errors of the parameters. The error of the specular alpgdoestimated to be about 5 %. The last
column shows the? value over the degrees of freedain

Sample kq kg [sr™!] ky [rad] n ps | X°/ds
Sanded roof paper 0.024 + 0.001 | 0.048 +0.04 | 0.593 £0.005 | 2.2+ 1.8 | 0.032| 0.6
Asphalt (Cadr.) 0.14 +0.001 | 0.025 £+ 0.08 0.39 £ 0.02 2.6t+11.4 | 0.015| 1.0

Table 12.2: Parameters obtained from fitting the ON model (eq. 5.8) to the SE590 data of the respective
sample at & = 425 nm. The parametérwas set to 0.25. See chapter 5 for a discussion of the errors. The
error of the specular albedq is estimated to be about 5 % for the sample 'Asphalt’. The specular albedo

of the sample 'Sanded roof paper’ is considerably overestimated due to ignoring the black background, see
page 7, propably by as much as 30 %. The last column showg’thialue over the degrees of freedain

Sample to [st 1] ty [st 1] w[deg ] n ps | X*/d;
Spectralon 0.5| 0.162+ 0.002| 0.18+ 0.19| 0.031+0.003 | 1.40+0.8 | 0.020| 0.6
Red roof tile 0.120+0.001| 0.174+0.15| 0.044+0.002 | 1.75+1.1 | 0.025| 0.8
Red Aluminum| 0.1434+ 0.001| 2.56+ 2.04 | 0.181+ 0.002 | 1.98+1.2 | 0.034| 3.3
Blue concrete | 0.090+ 0.001| 0.85+ 0.36| 0.085+ 0.001 | 1.544+0.32| 0.025| 0.6
Red concrete | 0.103+0.001| 0.82+0.37 | 0.0857+ 0.002| 1.57+0.37| 0.025| 0.8
Spectralon 1.0 | 0.300+ 0.002| 0.09+ 0.31| 0.046+ 0.008 | 2.02+ 7.04 | 0.017| 0.5

Table 12.3: Parameters obtained from fitting the TS model (eq. 5.1) to the SE590 data of the respective
sample ath = 900 nm. The parametérwas set to 0.25. See chapter 5 for a discussion of the errors of the
parameters.

Sample kq ks [st!] ky [rad] n ps | X°/d;
Sanded roof paper 0.043 + 0.001 | 0.055 +0.06 | 0.671 £0.008 | 2.2 +2.5 | 0.042| 0.7
Asphalt (Cadr.) | 0.219 £0.001 | 0.032+0.05 | 0.3440.04 | 1.7+2.6 | 0.007| 0.7

Table 12.4: Parameters obtained from fitting the ON model (eqg. 5.8) to the SE590 data of the respective
sample at\ = 900 nm. The parametérwas set to 0.25. See chapter 5 for a discussion of the errors.
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Figure 12.4: TS model fitted to BRDF measurements (mmt.) of the SE590 for Spectralon 0.5 at various
angles.
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Figure 12.5: TS model fitted to BRDF measurements of the SE590 for 'red roof tile’ at various angles.
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Figure 12.6: ON model fitted to BRDF measurements of the SE590 for 'sanded roof paper’ at various angles.
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Figure 12.7: ON model fitted to BRDF measurements of the SE590 for 'asphalt’ at various angles.
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Figure 12.8: TS model fitted to BRDF measurements of the SE590 for "aluminum’ at various angles.
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Figure 12.9: TS model fitted to BRDF measurements of the SE590 for 'blue concrete’ at various angles.
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Figure 12.10: TS model fitted to BRDF measurements of the SE590 for red concrete’ at various angles.
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Figure 12.11: TS model fitted to BRDF measurements of the SE590 for Spectralon 1.0 at various angles.
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Figure 12.12: Parameters of the BRDF models fitted to the ASD measurementstfl{4)andw denote
parameters from the TS model. Furthermore the ratip’afver the degrees of freedod? and the specular
albedo ap; = 30° is shown.
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Figure 12.13: Parameters of the BRDF models fitted to the ASD measurementstf2{4)andw denote
parameters from the TS model. Furthermore the ratip’afver the degrees of freedod? and the specular
albedo ap; = 30° is shown.
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Figure 12.14: Parameters of the BRDF models fitted to the ASD measurementst{3{4)andw denote
parameters from the TS model. Furthermore the ratip’afver the degrees of freedod? and the specular
albedo ap; = 30° is shown.
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Figure 12.15: Parameters of the BRDF models fitted to the ASD measurementst{4i4)andw denote
parameters from the TS model. Furthermore the ratip’afver the degrees of freedod? and the specular

albedo ap; = 30° is shown.
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Figure 12.16: TS model (solid line) fitted to BRDF measurements of the ASD at 660 nm (error bars) and the
empirical function ol Meister 199% (dashed line) for samples 'brown slate’, *plastic’ and 'walkway’.
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Figure 12.17: Topography data of the sample 'red concrete’. The first of the original data sets (corrected by
a mean plane) of 1000 points x 1000 points is shown at top left. A subset of 20 points x 20 points taken from
the center of the sampling area is shown top right. The result of averaging the original data with a bin size of
20 points times 20 points is shown on bottom left. The result after averaging for the second data set is shown
bottom right. Note that only for the plot top right the vertical scale is scaled similarly to the horizontal axes.
See chapter 7 for a discussion of the topography measurements.
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Figure 12.18: Topography data of the sample 'roof tile (Opal)’. The first of the original data sets (corrected
by a mean plane) of 1000 points x 1000 points is shown at top left. A subset of 20 points x 20 points taken
from the center of the sampling area is shown top right. The result of averaging the original data with a bin
size of 20 points times 20 points is shown on bottom left. The result after averaging for the second data set is
shown bottom right. Note that only for the plot top right the vertical scale is scaled similarly to the horizontal
axes. See chapter 7 for a discussion of the topography measurements.
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Figure 12.19: Topography data of the sample "brown slate’. The first of the original data sets (corrected by a
mean plane) of 1000 points x 1000 points is shown at top left. A subset of 20 points x 20 points taken from
the center of the sampling area is shown top right. The result of averaging the original data with a bin size of
20 points times 20 points is shown on bottom left. The result after averaging for the second data set is shown
bottom right. Note that only for the plot top right the vertical scale is scaled similarly to the horizontal axes.
See chapter 7 for a discussion of the topography measurements.
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Figure 12.20: Topography data of the sample red slate’. The first of the original data sets (corrected by a
mean plane) of 1000 points x 1000 points is shown at top left. A subset of 20 points x 20 points taken from
the center of the sampling area is shown top right. The result of averaging the original data with a bin size
of 20 points times 20 points is shown on bottom left. The result after averaging for the second data set is
shown bottom right. The second set was rotateddfy to improve the visualization. Note that only for the

plot top right the vertical scale is scaled similarly to the horizontal axes. See chapter 7 for a discussion of the
topography measurements.



166 12 APPENDIX

15 ¢ 10 ¢

N

< = LD ==

=SS \QQQ
5= < 5=
< <

<

Figure 12.21: Topography data of the sample 'plastic’. The first of the original data sets (corrected by a mean
plane) of 1000 points x 1000 points is shown at top left. A subset of 20 points x 20 points taken from the
center of the sampling area is shown top right. The result of averaging the original data with a bin size of 20
points times 20 points is shown on bottom left. The result after averaging for the second data set is shown
bottom right. The second set was rotated189° to improve the visualization. Note that only for the plot

top right the vertical scale is scaled similarly to the horizontal axes. See chapter 7 for a discussion of the
topography measurements.
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A [nm] -ty ko ky ko ks
490 | 0.0325| 0.0076| 0.00199| 0.0419| 0.00377
560 | 0.0404| 0.0264| 0.00600| 0.0749| 0.00992
610 | 0.0519| 0.0185| 0.00282| 0.0559| 0.00721
660 | 0.0568| 0.0127| 0.00184| 0.0429| 0.00446
730 | 0.0671| 0.1799| 0.02401| 0.1775| 0.01908
830 | 0.0694| 0.3971| 0.02887| 0.2561| 0.02173
1680 | 0.0803| 0.1735| 0.02472| 0.1491| 0.02006
2160 | 0.0734| 0.0618| 0.00982| 0.0970| 0.01657

Table 12.5: Parameters of the microscale BRDF for man-made surfaces and vegetation for the DAEDALUS
wavelengths. The first column shows the center waveleidt. table 9.2, page 135). The second column

shows the diffuse albedo of the man-made surfa¢g$rdm eq. 5.1, page 43). The remaining columns

show the wavelength dependent vegetation parameters, see eq. 9.19 on page 124. The vegetation parameters
independent of wavelength are givenlgy= 1.5,b, = 1.72,b3 = 4.0, b4 = 0.95.
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