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Abstract
X-ray free-electron lasers (XFELs) stand at the forefront of cutting-edge
research across almost all disciplines of physical science. In the few years
for which they have been available, XFEL pulse durations have become in-
creasingly short, and at the time of writing these machines are beginning
to access X-ray pulses with durations in the attosecond range (1 attosec-
ond = 10−18 s). Meanwhile, the burgeoning field of attosecond metrology has
undergone contemporaneous and equally rapid progress this century, includ-
ing in the measurement and control of attosecond dynamics via attosecond
streaking spectroscopy. As XFELs cross the attosecond frontier, this thesis
presents a technique termed self-referenced attosecond streaking, which unites
the unparalleled time resolution of attosecond streaking with the unique and
favourable properties of XFELs.

The concepts and principles of XFELs are briefly described, with particu-
lar focus given to background information relevant to the developments pre-
sented here. The thesis also contains an introduction to attosecond streaking
spectroscopy, a powerful time-resolved technique that uses laser fields to in-
duce and record a time-dependent modulation of electrons’ momenta. Results
of an attosecond streaking investigation of a few-attosecond photoemission
delay in neon are presented and discussed. Building upon the core concepts
of attosecond streaking, self-referenced streaking is introduced, bringing at-
tosecond precision to XFEL facilities that have traditionally been restricted
to femtosecond (1 fs = 10−15 s) time resolution. This is achieved by “self-
referencing” the data - that is, by examining a single measurement’s energy-
domain properties relative to those of thousands of other measurements and
hence deducing its temporal properties. The final chapters discuss the first
successful proof-of-principle experiments employing self-referenced attosec-
ond streaking, including demonstrations of its potential for sub-femtosecond
time resolution, and a look ahead to what the future may hold for the tech-
nique.
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Kurzbeschreibung
X-ray Freie-Elektronen Laser (XFELs) stehen an der Spitze der Forschung
in fast allen Disziplinen der physikalischen Wissenschaften. In den weni-
gen Jahren, seit die ersten XFELs den Betrieb aufgenommen haben, konnte
die kürzeste erreichbare Photonenpulsdauer immer weiter verringert werden,
sodass zum gegenwärtigen Zeitpunkt bereits Röntgenpulse mit einer Dauer
im Attosekundenbereich (1 Attosekunde = 10−18 s) möglich sind. In der
Zwischenzeit hat das aufkeimende Gebiet der Attosekunden-Metrologie in
diesem Jahrhundert ebenso rasche Fortschritte gemacht, unter anderem bei
der Messung und Kontrolle der Attosekunden-Dynamik durch Attosekunden-
Streaking. Da nun XFELs den für den Bereich der Attosekundenphysik rel-
evant werden, wird in dieser Arbeit eine Technik vorgestellt, die als self-
referenced attosecond streaking bezeichnet wird und die die unvergleichliche
Auflösung des Attosekunden-Streakings mit den einzigartigen und vorteil-
haften Eigenschaften von XFELs vereint.

Die Konzepte und Prinzipien von XFELs werden kurz beschrieben, wobei
ein besonderer Schwerpunkt auf Hintergrundinformationen gelegt wird, die
für die hier vorgestellten Entwicklungen relevant sind. Die Arbeit enthält
außerdem eine Einführung zu Attosekunden-Streaking, eine leistungsstarke
zeitaufgelöste Technik, die mittels optischer Laserfelder eine zeitabhängige
Modulation der Energieverteilung frei fliegender Elektronenpakete bewirkt,
wodurch deren zeitliche Struktur in einem Spektrometer messbar wird. Die
Ergebnisse einer Studie mittels Attosekunden-Streaking zur Untersuchung
einer Photoemissionsverzögerung von wenigen Attosekunden in Neon werden
vorgestellt und diskutiert. Aufbauend auf den Kernkonzepten des Attosekun-
den-Streakings wird das selbstreferenzierte Streaking vorgestellt, das den
XFEL-Anlagen, die traditionell auf eine Femtosekunden-Zeitauflösung besch-
ränkt waren (1 Femtosekunde = 10−15 s), eine Attosekunden-Präzision ver-
leiht. Erreicht wird dies durch “Selbstreferenzierung” der Daten, d.h. durch
die Untersuchung der Eigenschaften einer einzelnen Messung im Energiebere-
ich im Vergleich zu denen tausender anderer Messungen und die daraus re-
sultierende Ableitung ihrer zeitlichen Eigenschaften. In den letzten Kapiteln
werden die ersten erfolgreichen Proof-of-Principle-Experimente mit selbstre-
ferenziertem Attosekunden-Streaking erörtert, einschließlich der Demonstra-
tion des Potenzials für zeitliche Auflösung im Sub-Femtosekundenbereich,
und es wird ein Ausblick auf die Zukunft dieser Technik gegeben.
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Chapter 1

Introduction

In a few short decades, the world of ultrafast science has undergone a pe-
riod of unprecedented progress. As available laser pulses have become ever
shorter, so too has the duration of the processes that can be explored by
cutting-edge spectroscopic techniques. The dawn of the 21st century saw
pioneering experiments that first probed events on few-femtosecond atomic
timescales, and eventually shattered the attosecond frontier to clock the mo-
tion of electrons within and outside atoms [1–4].

Much of these pioneering high-time-resolution experiments have utilised
high-harmonic generation (HHG) sources, sometimes termed table-top sources
because of their small size. At the opposite end of the apparatus scale, this
era has also seen the realisation of X-ray free-electron lasers (XFELs), start-
ing with the Free-electron Laser in Hamburg (FLASH) in 2005 [5]. XFELs
can access much shorter pulse durations than conventional synchrotrons, pro-
duce far shorter wavelengths of light than table-top sources, and have much
higher brilliance than any other contemporary light source [6–10]. Though
their initial impact on the field was dramatic, no less important has been
the progress made since then to produce the shortest possible XFEL pulses,
enabling ever faster phenomena to be studied. Thanks to these continued ad-
vances, it is now possible to perform experiments with XFEL pulses shorter
than one femtosecond [10, 11].

However, the attosecond time resolution that might be intimated by these
pulse durations has largely been restricted to table-top sources. Despite be-
ing tremendously powerful tools, XFELs remain hampered by effects such as
timing and phase jitter, which inhibit the most precise time-resolved experi-
ments. These difficulties have historically restricted XFELs to time-resolved
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studies on atomic, femtosecond length and time scales, with attosecond-
duration electron dynamics just out of reach. Only extremely recently has
this changed.

This thesis aims to delineate the journey towards and realisation of fea-
sible, generalised techniques to facilitate attosecond-resolution time-resolved
experiments at XFELs. The next chapter will introduce the basic concepts
and background of XFEL physics which will contextualise the problems to
overcome. Chapter 3 will discuss existing attosecond-resolution techniques,
hitherto restricted to table-top HHG sources, and the results of a table-top
attosecond streaking experiment that was performed during this thesis. The
fourth chapter builds upon this by describing the core restrictions that have
thus far forbidden the highest time resolution techniques from application at
XFELs, before introducing a new method, self-referenced attosecond streak-
ing (SRAS), which can be used to surmount them. The chapter includes the
major results that were obtained from the first demonstration of this tech-
nique, wherein it was used to measure the Auger-Meitner decay lifetime in
neon gas. Chapter 5 will proceed with the final step in the development of
SRAS: a full generalisation of the technique that will enable it to be applied
to an arbitrarily large array of systems at all XFELs. Finally, Chapter 6 will
discuss the expected ramifications of this work and the future of the field.

1.1 Attosecond experiments
Typically, we are limited in the events we can observe by the speed with
which we can illuminate them. Pulsed light sources provide a window into
dynamics taking place over ultrafast durations and ultrashort distances, and
laser pulses attained ever-shorter durations and higher precision through-
out the 20th century. From the 1960s onwards, mode-locked laser systems
[12–14] provided access to few- and eventually sub-picosecond light pulses.
Continued refinement of mode-locked lasers [10, 15] led eventually to few-
femtosecond pulses, inaugurating entirely new fields such as femtochemistry
[16, 17]; taking place over mere femtoseconds, sub-molecular dynamics were
observable for the first time with these ultrashort light pulses. Faster still
are intra-atomic electron dynamics, whose observation necessitates attosec-
ond resolution. Only with the advent of HHG sources at the turn of the
millennium would attosecond pulses become available, and with that, the
field of attoscience was born [10, 18–20].
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Much of this thesis will include discussion of an attosecond-resolution
methodology that has been used for a multitude of milestone measurements in
recent years: attosecond streaking spectroscopy. Chapter 3 will describe this
technique, and discuss an experiment applying it to measure few-attosecond
delays in photoemission. The subsequent chapters will investigate why at-
tosecond streaking has yet to be widely adopted at XFELs, and discuss the
recent advances we have made to make this feasible.

1.2 X-ray science
X-ray radiation has been instrumental in the physical sciences from the mo-
ment it was first described by Wilhelm Röntgen in 1895 [21]. From ento-
mology [22] to astronomy [23], X-rays have proven to be a potent tool for
studying objects and phenomena invisible to the naked eye.

When performing diffraction experiments, the wavelength of the incident
light must be similar to the size of the object being studied [24]. X-rays,
therefore, with their few- or sub-nanometre wavelengths, are ideal for the
study of atomic and molecular systems. To capture a high-quality image, a
large cross-section is desirable, which can be achieved in two ways: increas-
ing the photon flux on the target, or employing a crystalline sample which
consists of many molecules arranged periodically. X-ray crystallography is a
leading technique by which the structure of proteins [25] and drug molecules
[26] can be elucidated.

It is not always possible to form large crystals from biomolecules, warrant-
ing increasingly intense X-ray pulses for efficient imaging. In the 20th cen-
tury, the first three generations of synchrotron sources granted high-brilliance
X-ray pulses with which single-crystal imaging is possible [27]. Synchrotron
radiation is produced when fast-moving charged particles experience accelera-
tion perpendicular to their direction of motion: synchrotron sources typically
produce short and intense X-ray pulses by accelerating electrons around a
ring several kilometres in diameter.

The dynamical processes that occur at molecular length scales do so on
correspondingly small time scales. However, with their X-ray pulses typically
having durations of tens of picoseconds, conventional ring-based synchrotron
sources struggle to capture ultrafast processes [28]. To study, for example, a
chemical reaction involving a cell and a drug molecule - not just in terms of
its reagents and products, but to observe how it occurs - calls for temporal
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resolution in the femtosecond range. Only then can a “movie” of the dynamics
be recorded and observed. In the past two decades, a new type of light
source has emerged, one which combines the short wavelength of synchrotrons
with vastly increased brilliance and shorter pulse durations: the X-ray free-
electron laser (XFEL).

XFELs meet a number of vital criteria for ultrafast science: they produce
extreme-brilliance light, they can be tuned over a wide range of wavelengths,
and their light pulses can have ultrashort durations. Across physics, chem-
istry, and beyond, numerous new experiments have become possible in the
two decades that XFELs have been available. As will be discussed in later
chapters, however, there is potential yet untapped within these machines -
especially now that attosecond XFEL pulses are attainable [11]. In spite
of techniques such as electro-optic sampling that can improve stability, it
is not yet feasible to synchronise an XFEL pulse with an external probe
with attosecond precision, which is a prerequisite for attosecond streaking
spectroscopy. HHG and XFEL sources therefore complement one another’s
strengths and weaknesses - with HHG sources being orders of magnitude less
expensive and having exclusive access to attosecond resolution, and XFELs
able to produce higher-frequency light with far higher brightness.

The next chapter will describe the background and some applications of
XFELs, and Chapters 4 and 5 will detail new techniques that unleash their
full capability for attosecond research in the future.
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Chapter 2

X-ray free-electron lasers

In 1971 John Madey outlined the concept of a free-electron laser (FEL) [29],
and he would later be part of the group that built the first operational FEL
[30, 31]. Whilst early FELs were restricted to the production of optical
wavelengths, the first X-ray FEL would begin operation in Hamburg in 2005
[5], producing 25-fs pulses in the soft X-ray and extreme ultra-violet (XUV)
regime, and would herald the arrival of a new era for FELs and the wider
field of ultrafast science. By the end of the decade, the Linac Coherent Light
Source (LCLS) was operational [32], and few-femtosecond hard X-ray FEL
pulses were available for the first time. Time-resolved studies of molecular,
atomic, and even electronic dynamics are now within reach.

XFELs are fourth-generation synchrotron sources, employing the syn-
chrotron radiation emitted when relativistic electrons undergo perpendicular
acceleration. However, the phenomenon by which XFEL pulses are typically
produced, self-amplified spontaneous emission (SASE), is unique to them. It
is SASE that gives XFEL pulses their laser-like properties and makes them
so distinct from other synchrotron sources.

The remainder of this chapter will outline the principles of SASE XFELs
that inform the research results in later chapters, along with some discussion
of other related synchrotron sources. This abridged description is necessary
and sufficient to expound the research results later in this thesis; more com-
prehensive explanations and derivations of all the equations presented in this
chapter can be found in the 2007 article “Review of x-ray free-electron laser
theory” [33] and the 2014 book “Free-Electron Lasers in the Ultraviolet and
X-Ray Regime” [8].
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2.1 Synchrotron radiation
Modern synchrotron sources employ insertion devices, usually situated in a
straight section of an electron accelerator, to induce X-ray emission from a
beam of high-speed electrons. The electron beam consists of short bursts of
electrons called electron bunches ; each bunch might contain up to 1010 elec-
trons. The two main types of insertion devices are undulators and wigglers,
and they operate using similar principles. Undulators consist of two sets of
alternating dipole magnets arranged on opposite sides of the electron beam
and with equal poles separated by a fixed distance λu, called the undula-
tor period. If we define the y-direction to be that of the undulator poles’
magnetic field and the z-direction to be the electrons’ direction of motion
through the undulator, the magnetic field through which the beam travels is
given by

By(z) = B0 sin

(
2πz

λu

)
(2.1)

for a peak field B0. This alternating magnetic field causes the electrons to fol-
low a sinusoidal trajectory and emit synchrotron radiation in a forward-facing
cone centred on the electron’s instantaneous direction of motion. Figure 2.1
depicts a schematic view of an undulator.

For an electron travelling through the undulator with speed v and corre-
sponding Lorentz factor

γ =
1√

1−
(
v
c

)2 , (2.2)

where c is the speed of light, the radiation cone’s opening angle is approxi-
mately equal to

θcone ≈
1

γ
. (2.3)

The central direction in which the radiation is emitted varies up to an angle
of around

θmax ≈ K

γ
(2.4)

from the z-axis, where K is a dimensionless undulator parameter defined as

K =
eB0λu

2πmec
, (2.5)

where e is the electron charge and me its mass.
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If K ≤ 1, then θmax ≤ θcone, so the overall forward-facing radiation com-
prises many overlapping components, and these interfere with one another.
At specific wavelengths, these components interfere constructively. This is
the primary difference between a wiggler and an undulator: the latter re-
stricts the bending radius to meet these conditions, and its spectrum con-
sists of narrow peaks of radiation with much higher intensity than the broad
spectrum produced by a wiggler.

z

x
y

𝜆𝑢

Figure 2.1: Undulator radiation. Sketch of an undulator that might be
used in a typical XFEL. The purple sine curve represents the trajectory of
the relativistic electrons as they pass in the z-direction between the magnets
(red and blue). The alternating polarity of the magnets induces a transverse
(x-direction) acceleration in the electron bunch. The distance between each
two equal poles is the undulator period λu.

2.1.1 Relativistic electron beams

The appearance of γ in equations (2.3) and (2.4) indicates that as an electron
bunch approaches the speed of light, it will produce synchrotron radiation in
a narrower cone, and hence with higher brilliance. In fact, this is not the only
radiation parameter that is favourably modified by increasing the electrons’
velocity.
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In classical physics, an accelerating charged particle emits radiation with
a total power [34] of

P =
q2a2

6πε0c3
, (2.6)

where q is its charge and a its acceleration, and ε0 is the permittivity of free
space. Equation (2.6) is known as the Larmor formula, and shows that a
larger acceleration will result in a quadratic increase in radiation power. If
this formula is adapted to describe the conditions in an undulator - namely,
a relativistic particle experiencing acceleration that is orthogonal to its di-
rection of motion - the emitted radiation power is instead proportional to γ2

[8].
Furthermore, in the frame of reference of a relativistic electron bunch,

the undulator magnets are separated not by λu but by λu

γ
due to Lorentz

contraction, reducing the wavelength of the emitted synchrotron radiation.
In the laboratory frame, this radiation is further modified by the relativistic
Doppler effect, which reduces the wavelength by an additional factor of 1

2γ
.

Overall, therefore, the wavelength of the emitted radiation is proportional to
λu

2γ2 [8]. In summary, electrons accelerated to highly relativistic speeds will
emit shorter-wavelength radiation, in a narrower cone, and with higher total
power.

2.2 Self-amplified spontaneous emission
Analogous to a conventional laser, a free-electron laser utilises a gain medium
and an energy pump; in FELs, the both of these functions are performed by
the electron bunch. The early FELs of the 20th century operated in what is
termed the low-gain regime, because the energy gained on each pass through
the undulator is small enough that the field amplitude of the emitted light
can be approximated to be constant. In these machines, which produce light
in the mid-IR or visible spectrum, mirrors at either end of the undulator con-
fine the radiation therein [31], forming an optical resonator through which
multiple electron bunches pass (or a single bunch multiple times). When
dealing with wavelengths in the X-ray regime, this is no longer feasible be-
cause mirrors with the requisite reflectivity are unavailable. Instead, X-ray
FELs employ much longer undulators, with typical lengths on the order of
100 metres, so that all the gain occurs as the electron bunch makes a single
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pass through the undulator. During this pass, the intensity of the emit-
ted light field increases exponentially [33]: XFELs operate in the high-gain
regime. If a low-gain optical FEL can be thought of as a laser oscillator, a
high-gain X-ray FEL is a laser amplifier.

As described by Ayvazyan et al., the electron bunches in use at XFELs
must have “high peak current, small emittance, small momentum spread and
short bunch length” [5]. Electron beams that meet these demands can only
be produced by linear accelerators, unlike the circular accelerators employed
at conventional synchrotrons. These stringent conditions are essential to
facilitate the unique laser-like process by which XFEL pulses are produced:
self-amplified spontaneous emission (SASE).

2.2.1 Radiation slippage

As an electron bunch enters an XFEL undulator, it begins to move sinu-
soidally in the x-plane and emit undulator radiation, as shown in Figure 2.1.
Initially, the electrons are randomly distributed within the bunch. As in a
conventional laser, the total energy carried by the light must be increased,
and this energy will be provided by the electrons. The exact mechanism
by which this occurs is thoroughly described by “Free-Electron Lasers in the
Ultraviolet and X-Ray Regime” [8], with the salient points outlined below.

Each electron has charge −e and some time-dependent velocity vx(t) in
the x-direction, because of its sinusoidal trajectory. Moving within the emit-
ted light’s field Ex(t), the electron experiences a Lorentz force in the x-
direction given by Fx = −eEx(t). Energy is transferred to the electron by
the field at a rate of

dW

dt
= −evx(t)Ex(t). (2.7)

If vx and Ex have the same sign, dW
dt

is negative, representing a transfer from
the electron to the light wave: amplification.

This condition will not necessarily be sustainable. Not only is the radi-
ation moving faster than the electrons, but the electrons observe a longer,
sinusoidal trajectory. The light wave, therefore, will move forward with re-
spect to the electron bunch within the undulator. This is referred to as
slippage of the light. In order to maintain the transfer of energy from the
electrons to the light field, keeping equation (2.7) negative, the transverse
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direction of the electron bunch and the sign of the electric field must change
sign simultaneously even as the light slips ahead, as shown in Figure 2.2.

𝑣𝑥 < 0

𝐸𝑥 > 0𝐸𝑥 < 0

𝑣𝑥 > 0

z

𝜆𝑢/2

x

Figure 2.2: Energy transfer in an XFEL undulator. Sketch displaying
the electron trajectory (purple), which oscillates in the (vertical) x-direction,
where the electron bunch has velocity vx. At two points, half an undulator
period apart, the electric field Ex of the emitted light is shown (orange). The
signs of vx and Ex change simultaneously.

In the z-direction, the light has speed c, whilst the electrons’ average
speed is [8]

v̄z = c

(
1− 2 +K2

4γ2

)
. (2.8)

The electrons’ sinusoidal trajectory is caused by the alternating undulator
magnets; their x-direction reverses each time the bunch traverses half an
undulator period λu in the z-direction. On average, the time taken to do so
is

te =
1
2
λu

v̄z
, (2.9)
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whilst the time for the light to travel the same distance is

tl =
1
2
λu

c
. (2.10)

Sustained energy transfer demands that the light slips ahead by half of its
own wavelength λl each time the bunch traverses one undulator half-period,
so that vx and Ex flip sign simultaneously. The light will travel one undulator
period in time tl, and the electrons will arrive at the end of the undulator
period after some delay

∆t = te − tl =
λu

2

(
1

v̄z
− 1

c

)
. (2.11)

If we require that Ex flips sign at the same time as the electrons, the distance
travelled by the light during ∆t must equal half of its own wavelength λl:

∆t · c = λl

2
(2.12)

=⇒ λl = λuc

(
1

v̄z
− 1

c

)
(2.13)

=⇒ λl = λu

(
c− v̄z
v̄z

)
. (2.14)

At extremely relativistic electron bunch velocities, the denominator of the
right-hand side of equation (2.14) becomes very close to c. Therefore,

λl ≈ λu

(
c− v̄z

c

)
, (2.15)

to a good approximation [7, 35]. Inserting v̄z as defined by equation (2.8)
leads to

λl = λu

c− c
(
1− 2+K2

4γ2

)
c

 (2.16)

=⇒ λl =
λu

2γ2

(
1 +

K2

2

)
, (2.17)

which is the wavelength required for stable, sustained XFEL emission [8,
36]. Equation (2.17) is therefore known as the resonance condition of the
undulator.
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2.2.2 Microbunching

The transfer of energy from the electron bunch to the XFEL, along with
the acceleration caused by the light’s electric field, affect the momentum of
each electron. Continuing through the undulator, these changes in momenta
accumulate. Those electrons that gained or lost transverse momentum will
have their bending radii increased or decreased, respectively. Overall, the
electrons will begin to align into individual smaller clusters at the nodes of
the X-ray field, as sketched in Figures 2.3 and 2.4. These smaller clusters,
called microbunches, are separated by a distance equal to the wavelength of
the X-rays λl. This process of microbunching, and the consequent emission
of light, is what is meant by self-amplified spontaneous emission.

Figure 2.3: Microbunching in an FEL undulator. Sketch of the electron
bunch (purple spheres, not to scale) at different positions along the undulator.
Initially, both the configuration of electrons and the onset of X-ray emission
are random, so the X-rays (orange curves) are incoherent. As they progress
along the undulator, they self-organise into microbunches separated by the
X-ray wavelength λl, so that the X-rays emitted by different microbunches
interfere constructively.
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Figure 2.4: Self-organisation of electrons within the bunch. Sketch
of individual electrons (purple spheres) and their motion relative to one an-
other within the bunch (purple line). The bunch, oscillating in the x (ver-
tical) direction, emits forward-moving synchrotron radiation (orange curve)
which changes the momentum of the electrons it overtakes, dispersing them
forwards or backwards depending on whether they lose or gain transverse
momentum. The left-hand panel represents the early part of the undulator,
whilst the right-hand panel shows the bunch after accruing some changes
in momentum and beginning to self-organise. The grey arrows represent the
instantaneous transverse momentum of each electron and the red arrows rep-
resent movement of electrons with respect to one another, whilst the wider
orange arrows show the electric field Ex of the X-rays with wavelength λl.
Every time the bunch traverses half of an undulator period along the z-axis,
Ex and the transverse electron velocity vx change sign simultaneously.

Once SASE is underway in a high-gain XFEL, emitted power increases
exponentially along the undulator. The power gain length is defined [33, 36]
as

LG =
λu

4
√
3πρ

, (2.18)

where ρ is the dimensionless Pierce parameter [37]. For a transverse electron
beam width (r.m.s) of σx and peak electron current Ie, the Pierce parameter
equals
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ρ =
1

2γ

(
Kλu

2πσx

[
J0

(
K2

4 + 2K2

)
− J1

(
K2

4 + 2K2

)]) 2
3
(
Ie
IA

) 1
3

, (2.19)

where J0 and J1 are Bessel functions and IA is the Alfvén current - approxi-
mately 17 kA for electrons [33, 36]. The power emitted evolves as a function
of distance z along the undulator according to [33]

P (z) ∝ exp

(
z

LG

)
. (2.20)

This rapid increase in power cannot last indefinitely. Ultimately, the electron
beam loses enough energy to the radiation that γ is reduced, equation (2.17)
is no longer satisfied, and the FEL pulse energy plateaus [7, 38], as illustrated
in Figure 2.5. At this point the FEL is said to be in saturation, since no more
power can be drawn from the electron beam. The peak power in saturation
is given by [9]

Psat ≈
ργmec

2Ie
e

. (2.21)

Not all microbunches in the bunch are completely aligned with one an-
other. Since the spontaneously-emitted radiation propagates at a finite
speed, the microbunches will not all be moved and aligned by the same
wavetrain. Recall from section 2.2.1 that the X-rays slip ahead of the rela-
tivistic electron bunch; typically, the light waves will not traverse the entire
electron bunch during the journey through the undulator, and so there gener-
ally exist several consecutive sets of aligned microbunches within the bunch,
with each set emitting coherently. The resultant pulse therefore comprises
multiple short ‘spikes’ both in the XFEL spectrum and the time domain [8,
39, 40].

SASE XFEL pulses have good spatial coherence and limited temporal
coherence: the coherence length Lc is determined by the length of each wave-
train and the corresponding coherence time τc =

Lc

c
is given by

τc ≈
1

ρωl

, (2.22)

where ωl is the angular frequency of the XFEL radiation [7, 35].
The intensity of radiation produced by a conventional undulator scales

approximately proportionally to the number of electrons N in the bunch -
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Figure 2.5: Energy gain in an XFEL undulator. Sketch of the evolution
of XFEL pulse energy (blue curve) as an electron bunch travels in the z-
direction through the undulator. The logarithmic y-axis indicates the pulse
energy, which initially increases exponentially before reaching a plateau as
the FEL enters saturation. The electron bunch is sketched in purple at three
positions along the undulator, showing increasing microbunching from left
to right.

the radiation emitted by each electron is given by equation (2.6), and the
total is proportional to Ne2. Conversely, in a SASE XFEL, each spike is
emitted by many coherently-contributing microbunches that can be treated
as single, highly-charged particles. Consequently, the total emitted power
satisfies

PSASE ∝ N2

nS

, (2.23)

where nS is the number of coherent spikes that make up the XFEL pulse. For
a typical XFEL, the coherence time τc is of a similar order of magnitude to
the pulse duration, such that ns ≪ N , and therefore PSASE is approximately
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proportional to N2. Considering that the number of electrons in the entire
bunch N is typically on the order of hundreds of millions, it is clear how the
XFEL intensity so drastically eclipses that of other synchrotron sources [9].

2.3 XFEL applications
SASE XFELs produce extreme-brilliance, partially-coherent X-ray pulses
with several orders of magnitude higher brightness than other X-ray sources
[9]. When compared to conventional undulator sources, XFELs also provide
greater flexibility, with wavelengths tunable by modifying the electron bunch
velocity according to equation (2.17), so XFEL photon energies extend well
into the hard X-ray spectrum [32, 41]. The uniquely high intensity these ma-
chines provide facilitates the creation and exploitation of highly-excited states
of matter that are dependent upon multiple-photon ionisation. For exam-
ple, double-core-hole spectroscopy [42–48] takes advantage of the increased
spectral sensitivity exhibited by doubly-ionised molecules, uncovering deeper
insights into molecular structures.

XFEL pulse durations can now be below one femtosecond [11], opening
other unique avenues for research. A well-known example is the “diffraction-
before-destruction” concept [49], which exploits the fact that XFELs have not
only the wavelength and brightness to probe small biomolecular samples, but
also short enough pulses that structural information can be extracted before
the radiation destroys the sample.

In addition to unravelling static molecular structures, XFELs are power-
ful tools for time-resolved experiments. Some studies have employed pump-
probe spectroscopy - using external laser pulses to initiate dynamical pro-
cesses that are then probed by the XFEL pulse - to make measurements with
time resolution on the hundred-femtosecond scale [50, 51]. Similar techniques
have also been applied to pulse characterisation at FELs, with some measure-
ments attaining even higher precision [52, 53]. Yet, as will be discussed in
detail in the forthcoming chapters, there are innate obstacles to making time-
resolved measurements at XFELs with the attosecond resolution available to
HHG sources.
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Chapter 3

Attosecond streaking
spectroscopy

Electron streaking is a technique that has been used for decades across the
physical sciences to make time-resolved measurements with high precision.
Fundamentally, all streaking experiments involve mapping between tempo-
ral properties and spatial variations; by measuring the latter, the former
can be calculated. This mapping between time and space can be achieved
by modulating electrons’ momenta in the continuum. Conventional streak
cameras [54] employ photocathodes, which emit electrons when struck by
a light pulse. These electrons can be accelerated using a capacitor with a
time-dependent electric voltage, and their final positions recorded using a
phosphor screen. They are accelerated in a direction perpendicular to their
direction of motion, so that they are spread out transversely when they hit
the detector - painting the eponymous ‘streak’ across the screen. The initial
burst of electron emission has a temporal profile matching that of the inci-
dent light pulse, and this profile can be deduced from the time-dependent
spatial distortion induced by the voltage.

Conventional streaking devices can attain time resolution as fine as hun-
dreds of femtoseconds [55], yet an attosecond streaking experiment demands
significantly higher precision. This can be achieved by inducing photoemis-
sion in a sample with an attosecond light pulse, and then accelerating the
photoelectrons with the electric field of a longer optical or infrared laser pulse,
which has a higher frequency and hence higher temporal sensitivity than can
be achieved with capacitors. Unlike in conventional streaking, attosecond
streaking imparts a change in the electrons’ momenta that is parallel to their
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direction of motion, increasing or decreasing the speed and kinetic energy
with which they enter the detector. The typical experimental procedure
involves varying the relative arrival time between the two pulses - the pump-
probe delay - and measuring the resultant distribution of the electrons’ final
kinetic energies. As a result of interaction with the streaking field, this dis-
tribution will change as a function of delay, and it is these changes that will
provide clues to the temporal properties of the system.

This technique, dubbed the attosecond streak camera, was presented in
2002 [1], and it has since been used for myriad measurements of ultrafast
processes, including the oscillation of light waves [56], duration of core-hole
decay lifetimes [2], and even the photoelectric effect itself [4, 57]. It remains
one of the most precise techniques currently available for time-resolved mea-
surements, granting time resolution below 100 attoseconds [1].

3.1 Foundations of attosecond streaking
Attosecond experiments are extremely challenging, placing many demands
upon the experimental apparatus. Typical attosecond streaking experiments
employ a relatively low-intensity ionising pump pulse, meaning that the signal
for a single pump-probe pair is weak, and measurements must be repeated
at each pump-probe delay many times so that a strong average signal can
be obtained. It is therefore paramount that the streaking conditions can be
strictly regulated, so that many individual measurements can all be made
under identical conditions.

Controlling the relative arrival time of the two light pulses is essential
so that dynamic effects can be precisely measured and distinguished from
timing fluctuations in the apparatus; the streaking laser phase, meanwhile,
must also be fixed, so that the probe is consistent for each of the many
streaking events in an experiment. If these two parameters can be regulated
with sufficient precision, we can use attosecond streaking spectroscopy to
measure ultrafast dynamics directly in the time domain.

3.1.1 Carrier-envelope phase

If we are to map between kinetic energy and time t, we must be able to re-
late each pump-probe delay step to a unique part of the streaking pulse. The
pulse’s electric field strength E(t) is proportional to a sinusoidally-oscillating
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term with a characteristic angular frequency ω. However, there is an addi-
tional term ϕCEP in the argument of the sine function, so that

E(t) = E0(t) cos(ωt+ ϕCEP ), (3.1)

where E0(t) is the time-dependent amplitude of the pulse envelope - typically
a Gaussian curve. The extra term ϕCEP is the phase of the streaking field with
respect to its pulse envelope: the carrier-envelope phase (CEP). In general,
any two pulses produced by a laser will have different values of ϕCEP , as
illustrated in Figure 3.1. When the laser pulses have a duration of just a few
cycles, an unstable CEP can cause the electric field to differ significantly for
each laser pulse, making the pulses an inconsistent and unsuitable probe of
ultrashort dynamics.

Figure 3.1: Carrier envelope phase. Sketch of the amplitude (blue curve)
and electric field strength (red curve) of a train of laser pulses with a laser
repetition rate frep =

1
Trep

. The CEP of each pulse is π/2 radians larger than
the previous pulse, meaning that the CEP frequency fCEP = frep

4
.

CEP-stable laser pulses became available at the start of the millennium
[58–62], and paved the way for modern attosecond streaking spectroscopy.
The CEP can be stabilised using an f-to-2f interferometer scheme: with
an octave-spanning spectrum, the low-frequency region can be frequency-
doubled and compared to the highest frequencies, and the beat note between
them measured. This beat note is equal to the CEP frequency fCEP , which
is the fractional phase change from one pulse to the next; if fCEP equals half
the laser’s repetition rate, the CEP is shifting by half a cycle (π radians)
between consecutive pulses. Once fCEP is known, only the pulses with the
same CEP can be selected for amplification. The electric field is therefore
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kept consistent across the time domain and can be used as a high-resolution
temporal probe.

3.1.2 High-harmonic generation

In attosecond streaking spectroscopy, two light pulses are used - one ultra-
short pulse to induce photoemission in the target, and the longer CEP-stable
pulse which accelerates those electrons after their emission. A typical labo-
ratory set-up might employ attosecond XUV pulses alongside optical or mid-
infrared (MIR) streaking pulses. It is essential that the two light pulses be
well synchronised; the pump pulse arrival time must be precisely controlled
in order to probe the system at each desired time delay.

Ultrashort XUV pulses can be reliably produced by HHG, which is a
powerful method of nonlinear frequency conversion: a phenomenon by which
light can be converted to a different wavelength. In the case of HHG, the
output light comprises high harmonics of the input light pulse.

HHG in a noble gas medium can be understood by means of a semi-
classical three-step model [63], which is sketched in Figure 3.2. In the first
step, the extreme intensity of the laser field modifies the potential well in
which an electron is trapped, making it more likely to tunnel through the
barrier and escape. Tunnel ionisation is a quantum-mechanical effect, but
the electron is treated as a classical particle after tunnelling in this model.
Initially stationary in the continuum, the free electron is accelerated away
from its parent ion by the pulse’s oscillating electric field E(t). When the
sign of this field changes, so too does the direction in which the electron is
accelerated, bringing it back to the ion. If the electron and ion recombine,
the electron must release the excess energy it acquired accelerating in the
laser field, which it does via emission of high-energy XUV photons.
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Figure 3.2: Three-step model of high-harmonic generation. Sketch of
the semi-classical three-step model of HHG, with the parent ion (orange) and
electron (purple) shown at three times from earliest (left) to latest (right).
(a) An electron tunnels through the potential barrier and is ejected from the
atom due to the driving laser pulse. (b) The electron is accelerated by the
laser field and follows a trajectory (grey arrow) that is dependent upon its
time of emission. (c) When the field changes sign, the electron is drawn back
towards the parent ion and recombines therewith, emitting high harmonics
of the driving laser field as a result.

Unlike harmonic generation, which is currently only feasible up to fourth
harmonics [64, 65], HHG can produce light with many times the photon en-
ergy of the input pulse. The energy of the photon produced by a specific
three-step electron recombination event depends on the kinetic energy ac-
quired by the electron while it is accelerated by the driving laser field. This
in turn is dependent on the moment at which the electron is stripped from
the atom, which determines the evolution of the oscillating laser field while
the electron is in the continuum. Since many electron recombination and
HHG events will happen throughout the duration of the laser pulse, a wide
range of output photon energies are produced by each pulse. A selection of
possible electron trajectories are shown in Figure 3.3a and 3.3b. Electrons
emitted at different times with respect to the driving laser pulse will follow
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different trajectories, and might not return to the parent ion at all.
The fundamental limit on the photon energy that can be produced is

determined by the maximum kinetic energy that the electron can gain before
returning to its parent ion. The intensity of the harmonics produced by HHG
rapidly falls for the first few orders before reaching a plateau that spans a
wide spectral range, and then rapidly falls to zero at photon energies around
a characteristic cut-off energy Ecutoff [61, 66, 67]. The cut-off energy is given
by

Ecutoff <= 3.17UP + EI , (3.2)

where
Up =

e2E2
0

4meω2
(3.3)

is the ponderomotive potential of the laser field with amplitude E0(t), and
EI is the ionisation energy, sometimes called the ionisation potential. Also
referred to as ponderomotive energy, Up is equal to the average kinetic energy
gained by a free electron in an electric field during one cycle. The maximum
energy gain of 3.17Up occurs when electrons recombine while the oscillating
field is close to zero; these points in time are referred to as zero-crossings of
the field.

Figure 3.3c shows, for cases where the electron does recombine, the rela-
tionship between its final kinetic energy and its emission time. The electron
trajectory that results in the highest kinetic energy of 3.17Up is highlighted
in purple in Figure 3.3a.
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Figure 3.3: High-harmonic generation. (a) and (b): Trajectories of elec-
trons (blue dashed lines) emitted at different phases of the optical drive
laser (orange line). The purple line shows the trajectory that results in the
emission of harmonics up to Ecutoff . (c): Kinetic energy gained by an elec-
tron before returning to its parent ion, as a function of emission time. The
colourmap shows corresponding return time, and the black dashed line shows
the maximum possible kinetic energy gain, achieved when an electron recom-
bines near a zero-crossing of the electric field.

In the case of a few- or sub-cycle laser pulse, one might infer from Figure
3.3 that the timing of a particular electron trajectory - and hence of the
emitted light - is highly dependent on the CEP of the driving laser pulse.
Indeed, with a single-cycle CEP-stable driving pulse, the CEP can be set
so that there is only one zero-crossing recombination time that results in
emission of harmonics up to Ecutoff , and the highest-energy part of the XUV
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spectrum corresponds to a single region in time [61]. Being highly localised in
time, this emitted light’s energy spectrum is spread over a continuous range
of frequencies [67]. If we can ‘slice’ out a small part of the frequency spectrum
near Ecutoff - with an appropriate optic, for example - the resultant XUV
pulse will have an ultrashort duration, consisting as it does of light emitted
in a very short duration near a zero-crossing of the laser field. This concept
will be revisited later, in section 3.2.1.2, and will allow us to consistently
produce attosecond XUV pulses.

Another of the great advantages of HHG is that the same laser used to
induce HHG and produce the XUV pulses can be used to streak the pho-
toelectrons ejected by the XUV light. Consequently, such apparatuses have
near-flawless synchronisation between the pair of pulses as they approach
the target. An adjustable delay stage placed between the HHG chamber and
sample increases the path length of one of the two pulses, and can be used
to set the relative arrival times as desired.

3.1.3 Mathematical treatment of streaking spectroscopy

The following description of electron acceleration in streaking experiments is
based on a derivation first presented by Itatini et al. [1] and will be used to
relate the electrons’ final kinetic energies, which are a measurable quantity,
to the temporal properties of the system.

When the XUV pulse hits the sample, it induces photoemission. The
emitted photoelectron has an initial kinetic energy

W0 = ℏωX − EI , (3.4)
where ωX is the angular frequency of the XUV light, EI is the ionisation
energy as in section 3.1.2, and ℏ = h

2π
is the reduced Planck constant. As in

section 3.1.1, the electric field of the linearly polarised streaking laser pulse
is given by

EL(t) = E0(t) cos(ωLt+ ϕCEP ), (3.5)
where t represents time, E0(t) the time-dependent amplitude of the streaking
pulse, and ωL the laser’s angular frequency. The vector potential of the field
AL(t) satisfies EL(t) = −∂A

∂t
and is given by

AL(t) =
−E0(t)

ωL

sin(ωLt+ ϕCEP ). (3.6)
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After the laser pulse ends, the electron is left with a final velocity

v⃗f = v⃗0 +
e

me

A⃗(ti), (3.7)

where v⃗0 is its initial velocity at the instant of ionisation ti.
For a linearly polarised laser field with ponderomotive potential Up, the

final kinetic energy of the electron is given by

K = W0 + 2UP cos(2θ) sin2(ϕi)± α
√
8W0Up cos(θ) sin(ϕi), (3.8)

where ϕi = ωLti + ϕCEP is the phase of the streaking laser at the time ti, θ
is the angle from the x-axis at which the electrons are being detected, and

α =

√
1−

(
2UP

W0

)
sin2(θ) sin2(ϕi) is a correction term that can be set to 1

under the typical conditions that UP ≪ W0.
The final term in equation (3.8) is positive except in the case that UP >

W0

2
, where some electrons may be accelerated such that their final direction

is opposite to v⃗0, resulting in an additional peak in the electron energy spec-
trum.

Under the condition that UP ≪ W0, we can neglect the second term in
equation (3.8), leaving us with the approximation

K ≈ W0 +
√

8W0Up cos(θ) sin(ϕi). (3.9)

Restricting our consideration to electrons travelling in the x-direction
such that θ = 0, we are left with a second term in equation (3.9) that
is proportional to the streaking laser’s vector potential in equation (3.6).
Recalling the definition of the ponderomotive potential

Up =
e2E2

0

4meω2

from equation (3.3) in section 3.1.2, the change ∆K(ti) = K − W0 in the
kinetic energy of an electron emitted at time ti can therefore be expressed as

∆K(ti) ≈ −
√

2W0

me

eA(ti), (3.10)

so that
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∆K(ti) ∝ −A(ti). (3.11)

Understanding that the magnitude of the change in kinetic energy felt by
an electron is proportional to the streaking field’s vector potential and field
amplitude at the time of ionisation is crucial for the execution and inter-
pretation of attosecond streaking experiments. Provided that the dynamics
of interest occur in less than half of a streaking laser period, each ∆K can
correspond to a single moment in time. This allows the measured kinetic
energies to be directly mapped to time-domain events and processes within
the system being studied, and will be instrumental in the interpretation of
the data presented in sections 3.2, 4.3, and 5.2.

3.1.4 Energy calibration

In order to analyse the data from attosecond streaking experiments, the
change in kinetic energy felt by the electrons must be known. Electron time-
of-flight (TOF) detectors measure the electrons’ arrival times, which can be
used to infer their kinetic energy. A TOF consists of a drift tube, typically a
few tens of millimetres long, with a micro-channel plate (MCP) at one end.
An MCP acts as an electron multiplier, producing millions of electrons for
each one that hits it [68], and thereby generating a signal. In an attosec-
ond streaking experiment, synchronising the signal with the repetition rate
of the laser enables the time a photoelectron takes to reach the MCP to be
measured with nano- or picosecond precision [68]. This flight time - typically
tens or hundreds of nanoseconds - is dependent on the electrons’ kinetic en-
ergy, which itself depends upon their initial momentum and the acceleration
they experienced due to the streaking laser, as described in section 3.1.3. A
schematic diagram of a TOF is shown in Figure 3.4.

The working distance dw of the TOF is defined as the space over which the
electron travels between the sample and the entrance to the TOF. A typical
working distance might be a few tens of millimetres. The difference in arrival
time between two electrons with different, known kinetic energies - such as
two types of Auger-Meitner electron - can be used to precisely calculate the
working distance.
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Figure 3.4: Time-of-flight detector. Sketch of the basic concept and com-
ponents of an electron time-of-flight (TOF) detector used in an attosecond
streaking experiment. An XUV pulse (purple arrow) is focused into a suit-
able target, such as a noble gas (green). Photoelectrons (blue) are emitted
and travel a distance d through the TOF drift tube until they hit the MCP,
generating a signal that can be used to infer their kinetic energy.

If the working distance is known, the distribution of electron flight times
t can be mapped directly to a distribution of kinetic energies. Let the former
be f(t) and the latter be g(E). According to classical mechanics,

E =
med

2
w

2t2
, (3.12)
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where me is the mass of the electron. This simple formula allows each time-
domain value to be associated with a corresponding value in the energy do-
main. However, equation (3.12) alone is not sufficient to calculate the energy
distribution of electrons g(E) from f(t).

In the time domain, the data are collected at evenly-separated intervals -
typically a few nanoseconds - but it is clear from equation (3.12) that these
fixed-width temporal bins will not be mapped to evenly-spaced spectral in-
tervals. Nevertheless, the total number of electrons recorded over some range
∆E corresponding to the temporal range ∆t must be conserved. Formally,∫ t1

t0

f(t)dt =

∫ E1

E0

g(E)dE, (3.13)

where Ei and ti are related by equation (3.12). Equation (3.13) implies that

g(E) = f(t)

∣∣∣∣ dtdE
∣∣∣∣ . (3.14)

Using equation (3.12), we find that the magnitude of the derivative∣∣∣∣ dtdE
∣∣∣∣ = t3

med2
, (3.15)

and thus we can scale the energy-domain spectrum appropriately using equa-
tion (3.14). This procedure allows recorded time-of-flight spectra to be
swiftly converted to energy-domain spectra. Changes in the energy spec-
trum as a function of pump-probe delay will grant insight into the atomic
and electronic dynamics at play.

3.2 Measuring photoemission delays in neon
With the extreme time resolution provided by attosecond streaking spec-
troscopy, it is possible to witness and probe events which occur on electronic
- sub-femtosecond - timescales [1, 3, 4, 18, 69, 70]. One such process is ut-
terly fundamental to modern ultrafast science: the photoelectric effect [71].
The emission of photoelectrons due to interaction with light pulses underpins
all modern X-ray spectroscopic techniques, and happens on a few-attosecond
timescale so short that it can often be approximated to be instantaneous.
Now, as XUV pulse durations and corresponding time resolutions approach
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the few-attosecond range, the duration over which photoemission takes place
is within our grasp. Measuring this delay is now not only possible, but
may be imperative, because streaking measurements of other attosecond pro-
cesses must account for systematic delays in photoemission itself. Attosecond
streaking spectroscopy cannot directly measure the time between the impact
of a light pulse and emission of a photoelectron; rather, it can be used to
measure differences in emission times of electrons with different binding ener-
gies, and theoretical models can be used to infer the corresponding absolute
delay in photoemission [57, 72–74].

In the first application of attosecond streaking spectroscopy to the study
of solid-state samples, Cavalieri et al. [4] measured a 100-attosecond delay
between the emission of conduction band and 4f electrons in crystalline tung-
sten. Another powerful technique known as the attoclock - using a single,
circularly-polarised light pulse as a pump and probe - has been used to study
tunnelling ionisation times in helium [75, 76] and argon [77], finding delays on
the order of tens of attoseconds. The RABBIT (reconstruction of attosecond
beating by interference of two-photon transitions) technique, which employs
a train of consecutive attosecond HHG pulses, is another route to measuring
photoemission delays that has been applied in various systems [78–80].

The first direct measurements of photoemission delays in a gas-phase sam-
ple were published in 2010 [57]. Applying attosecond streaking spectroscopy
with a neon gas sample and a 106-eV XUV pump, this group examined the
time that elapses between emission of 2p and 2s electrons; they uncovered a
delay of 21 attoseconds. However, it has not been possible to reconcile this
measurement with established theoretical models, which have generally pre-
dicted 2s-2p delays as short as 5 or 10 attoseconds at that photon energy [57,
81–85]. Since this pioneering result, other attosecond streaking experiments
have measured photoemission delays in helium, which is more amenable to
theoretical modelling owing to a much simpler electronic structure [72–74,
86].

In 2017, another experiment used RABBIT to measure the 2s-2p delay
in neon for ionising photon energies between 65 and 100 eV, and their re-
sults showed good agreement with theoretical predictions [80]. This group
posited that the discrepancy between theory and experiment observed previ-
ously may have been due to the 2010 experiment not accounting for shake-up
processes : as they are emitted, photoelectrons can lose some energy to other
electrons in their parent ion, which accordingly move to different orbitals [87].
The decelerated photoelectrons form lower-energy ‘satellite’ peaks in the re-
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covered spectrum, which can obfuscate the measurement of photoemission
delays. The 2017 experiment had access to higher spectral resolution and
was able to distinguish satellite peaks from the standard 2s photoemission
peak, showing that the time delay between shake-up and 2p photoemission
is longer than that between 2s and 2p emission. However, some theoretical
work has found that accounting for these shake-up effects leads to an even
larger discrepancy with the 2010 experiment [85].

Further research into the neon 2s-2p delay, in particular its dependence
on photon energy, is becoming increasingly important as available pulse du-
rations continue to improve, so that photoemission delays can be accounted
for in all attosecond experiments. Additional measurements may also help to
establish greater agreement between theory and experiment. The remainder
of this chapter will detail the results from a new investigation into photoe-
mission delays.

3.2.1 Experimental apparatus

The laboratory used in the present work is equipped with a state-of-the-art
attosecond streaking setup, and is specifically designed to make measure-
ments of few-attosecond dynamics. Its design and operation are described in
this section.

3.2.1.1 Optical-laser-driven high-harmonic generation

The generation of isolated attosecond XUV pulses via HHG places stringent
requirements on the properties of the laser pulse used to generate them; it
must be sufficiently intense and have a few-femtosecond duration. These
laser pulses are produced as follows.

Firstly, CEP-stable oscillator pulses are used to seed a Ti:sapphire ampli-
fier. The power of the oscillator pulses is increased by chirped pulse amplifica-
tion (CPA) [88], which enables significantly higher peak power. By stretching
the oscillator pulses in time, they can be more easily amplified without dam-
aging the experimental apparatus. Temporal broadening is achieved using
dispersive glass and chirped mirrors, giving the pulse a longer duration. This
also gives the pulse a large chirp, meaning that the different-wavelength com-
ponents of the pulse are separated in time. Positive and negative chirp refers
to pulses where the frequency increases or decreases over time, respectively.
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The longer pulse can be safely amplified without its intensity becoming
high enough to induce undesirable nonlinear effects. The amplified pulse,
which at this point is positively chirped, is recompressed using a prism com-
pressor wherein group-delay dispersion gives the pulse a negative chirp.

In a typical implementation of such a scheme, the pulse undergoes self-
phase modulation (SPM) in the final prism of the compressor. SPM is a result
of the optical Kerr effect - the phenomenon whereby a medium’s refractive
index changes due an applied electric field [89, 90] - and here manifests due
to the electric field of the laser pulse as it propagates through the prism. This
can change the frequency spectrum of the pulse [91–93], and with negatively
chirped pulses would result in spectral narrowing [94].

The experiments described here employ a modified compression scheme
similar to that described by Cavalieri et al. in 2007 [95]. Here, the pulse
retains a negative chirp after exiting the prism compressor, whereupon it is
further compressed by a positive-dispersion mirror compressor. At this stage
the pulse has a full width at half-maximum (FWHM) duration of 22 fs and
an energy of 1 mJ.

The pulse then passes through a hollow-core fibre (HCF) filled with neon
gas, wherein it undergoes spectral broadening due to SPM. It is also tempo-
rally stretched by linear dispersion in the HCF. The increased bandwidth en-
ables further reduction of the pulse duration in a negative-dispersion chirped
mirror compressor. This final step results in pulses with a FWHM duration
of 3.3 fs, a wavelength around 600 nm, and up to 600 µJ pulse energy. These
optical pulses are focused into a neon gas target with over 1015 W/cm2 laser
intensity, inducing HHG with cutoff photon energy above 250 eV.

3.2.1.2 XUV multilayer optics

In order to produce an isolated attosecond pulse, a small fraction of the XUV
spectrum must be selected. The laboratory used in this work is equipped with
unique flexibility in the wavelength of its XUV pump, allowing the properties
of the pulse to be adapted as required. This is achieved through the use of
specially-designed multilayer mirrors that reflect only the desired portion of
the XUV light, enabling the bandwidth and duration of the XUV pulse to
be tuned and optimised [96, 97].

The multilayer coatings applied to the mirrors are composed of alternating
layers of two different materials [96–99]. A periodic multilayer comprises
repeated identical pairs of layers, whilst each layer in an aperiodic multilayer
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can differ in thickness. The design of these optics is informed by Bragg’s Law.
In the case of a periodic crystal lattice comprising evenly-spaced planes, the
Law states that

nλ = 2d sin θ, (3.16)

where n is an integer corresponding to the diffraction order, λ and θ are the
wavelength and angle of incidence of the incoming light respectively, and d
is the distance between each lattice plane.

The layers in a multilayer optic have a thickness d comparable to λ. Each
layer scatters a portion of the incident light and, with the correct design, en-
sures that the desired wavelengths at the desired angle of incidence θ interfere
constructively. The fact that the resultant mirror’s reflectivity is strongly de-
pendent on the incident light’s wavelength makes these optics a powerful tool
for tailoring XUV pulses in attosecond experiments. The correct multilayer
structure reflects XUV light in a desired narrow band of wavelengths, tuning
the time and energy resolution of the system. It is not possible to fully op-
timise both of these parameters: the shorter a pulse is in the time domain,
the wider its bandwidth in the frequency domain. This time-bandwidth limit
is reached when a pulse’s spectral phase is constant across all frequencies -
all its frequency components interfere constructively around its central fre-
quency and destructively elsewhere. For a Gaussian pulse, the minimum
possible time-bandwidth product is 0.441, so that

σtσf ≥ 0.441 (3.17)

for a pulse duration σt and frequency bandwidth σf . A pulse that satisfies
the equality in equation (3.17) is called transform-limited, bandwidth-limited
or Fourier-limited.

Several candidate multilayer structures were designed and fabricated in
collaboration with Saša Bajt’s group at Deutsches Elektronen-Synchrotron
for the experiments described here. The reflectivity curve of the mirror used
to collect the data presented in this chapter is shown in Figure 3.5. It is
centred at 161 eV and has a FWHM of 3.8 eV for light at a 2.5-degree
angle of incidence. The peak reflectivity is around 9%. The relatively broad
spectral bandwidth facilitates the extreme time resolution required for these
experiments at the expense of some spectral fidelity; according to equation
(3.17), the minimum possible Gaussian pulse duration with this bandwidth
is 480 attoseconds.
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Figure 3.5: Multilayer reflectivity curve. Reflectivity of the mul-
tilayer mirror as a function of photon energy, measured at Berliner
Elektronenspeicherring-Gesellschaft für Synchrotronstrahlung. The left- and
right-hand panels show the full reflectivity curve and the region of interest
respectively. The mirror has a peak reflectivity of 0.09 at a central energy of
161.4 eV, and its FWHM bandwidth is 3.8 eV.

3.2.1.3 Photoelectron streaking

The final steps in the experimental apparatus are illustrated in Figure 3.6.
The 161-eV attosecond XUV pulses reflected by the multilayer mirror are
used as a pump to induce photoemission in a neon gas target, resulting in a
2p electron peak centred around 140 eV and a 2s peak at 112 eV. These are
among the highest-frequency XUV pulses yet applied in attosecond streaking
spectroscopy. The few-cycle optical laser pulse used to produce those XUV
pulses via HHG is also used as a probe in the experiment, interacting with the
photoelectrons and imprinting upon them a time-dependent change in kinetic
energy, which can be measured using a time-of-flight detector. This procedure
is performed for a range of pump-probe delays to study the difference in
behaviour for each of the two photoelectron peaks - since they are expected
to be emitted at different times, they will interact with different parts of the
streaking pulse for a given pump-probe delay.
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Figure 3.6: Experimental setup for measuring photoemission delays.
The CEP-stabilised, 3.3 fs, 600 nm drive laser is focused into a thin tube
filled with neon gas, puncturing the tube and producing high-harmonic XUV
radiation. The optical and XUV light, now collinear, pass onto a circular
zirconium foil - which transmits XUV but not optical light - suspended in
the centre of the beams using a pelicle filter. Thus, the centre of the 600 nm
laser is blocked, and only the XUV radiation falls upon the multilayer mirror
discussed in section 3.2.1.2. The ring-shaped optical laser instead hits a
larger silver mirror behind the multilayer optic. Both mirrors focus the two
beams onto a neon gas sample, which is injected into the chamber using
an adjustable gas needle. The multilayer optic is mounted upon a delay
stage that can move backwards and forwards along the beam’s direction of
propagation, thereby varying the relative arrival times of the two pulses at
the sample. Photoelectrons, ejected by the XUV pulse and streaked by the
optical probe, are collected by a time-of-flight (TOF) detector placed above
the interaction region.

3.2.2 Results

Once a spectrum has been acquired for each pump-probe delay, all spectra
are plotted as a function of time to form a spectrogram as shown in Figure
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3.7. The 2p and 2s peaks (at 140 and 112 eV respectively) are clearly visible,
along with the sinusoidal oscillation whose period corresponds to that of the
streaking pulse.

Figure 3.7: Attosecond streaking in neon. 2-D spectrogram of data
acquired from an attosecond streaking experiment in neon gas. The 161-eV
XUV pulses induce emission of 2p and 2s photoelectrons with 140 and 112 eV
kinetic energy respectively. The photoelectrons are streaked by an optical
laser pulse and then recorded by a time-of-flight detector. Each horizontal
slice of the spectrogram corresponds to a position of the pump-probe delay
stage, which controls the relative arrival time of the two pulses.

The TOF detector is tuned so as to optimise the collection efficiency of
the scarcer 2s electrons. As a result, good resolution is attained on 2p and
2s peaks simultaneously, though the 2p peak remains stronger. The goal
of our analysis will be to ascertain whether, and to what extent, the two
sinusoidal curves are temporally displaced. Since the 2s-2p delay is expected
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to be on the order of a few attoseconds [57, 81, 82], advanced analysis tools
are required to discern it. The retrieval algorithm used in this work was
developed by Stefan Neppl and has been applied to similar data in the past
[57, 67, 72, 100].

3.2.2.1 Delay retrieval

With the delay between emission of 2p and 2s peaks on the order of a few
attoseconds, it is challenging to directly measure it from spectrograms such
as the one in Figure 3.7. In some investigations of photoemission delays, the
measurement has been possible by calculating the centre of mass of each peak
at each delay step [4]. These centres of mass can be plotted as a function of
pump-probe delay, and the resultant sinusoidal curves will be out of phase
with one another, with the time offset between the two curves equal to the
delay between the corresponding electron emissions. Similar methods will
be explored in subsequent chapters of this thesis, but are infeasible for the
present experiment, since the 2s-2p emission delay is commensurate with the
XUV-streaking delay step size. Instead, it can be determined with the aid of a
simulation, comparing the measured spectrogram with that obtained from an
established quantum-mechanical description of streaking experiments rooted
in the strong-field approximation. In this model, the energy spectrum of the
emitted photoelectrons is given as a function of their momentum p and the
pump-probe delay ∆t by the following equation [72]:

S(p,∆t) ∝
∣∣∣∣∫ ∞

∞
dtẼXUV (t+∆t)D̃(p+ A(t))

∗ exp [iϕV (p, t)] exp

[
it

(
p2

2
+ EI

)]∣∣∣∣2 . (3.18)

In equation (3.18), ẼXUV represents the attosecond pulse envelope, ob-
tained via Fourier transform of its spectrum, D̃(p+A(t)) is the dipole matrix
element corresponding to the transition from the ground state to the con-
tinuum, A is the streaking laser’s vector potential, and EI is the ionisation
energy of the initial state. The Volkov phase

ϕV (p, t) = −
∫ ∞

t

dt′
[
pA (t′) +

1

2
A2 (t′)

]
(3.19)
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is an additional phase accrued by the electron due to its movement within the
streaking laser’s electric field [101]. A least-squares fitting procedure using
equation (3.18) is possible, but computationally expensive. It can be made
more feasible by applying the central momentum approximation (CMA) [72,
100], in which the photoemission transition matrix element D̃(p + A(t)) is
treated as a constant equal to its average value. The Volkov phase term
exp [iϕV (p, t)] in equation (3.18) is approximated as exp [iϕV (p0, t)], where p0
is the central momentum of the field-free photoelectron distribution. This
enables the streaked spectrum S(p0,∆t) to be calculated via fast Fourier
transform for each delay step ∆t.

The retrieval algorithm follows a least-squares optimisation procedure
upon the parameters summarised in the table below. The parameters in
bold are those for which we can already make a good estimate, and can thus
set initial values that will be close to the final values.

Sample XUV pulse Streaking pulse
2p binding energy Photon energy Wavelength
2s binding energy FWHM duration FWHM duration
2p cross-section Chirp Chirp
2s cross-section Carrier-envelope phase

Photoemission delay Vector potential amplitude

Operating iteratively, the algorithm introduces small variations in each
parameter and calculates a spectrum for each delay step using equations
(3.18) and (3.19) and the CMA. Once a spectrum has been calculated for ev-
ery delay step, it is compared to the recorded data. The algorithm optimises
each parameter such that the full calculated spectrogram closely matches the
measurement, whereupon the final parameters - including the photoemission
delay - are recorded.

3.2.2.2 Discussion

Over the course of the experiment, a total of 51 scans were performed, each
resulting in a spectrogram like that shown in Figure 3.7. Subsequently, each
spectrogram was analysed using the quantum-mechanical retrieval algorithm
and the photoelectric delay was identified as described in section 3.2.2.1.
These delays and their uncertainties are shown in Figure 3.8. The average
XUV pulse duration was 490± 40 attoseconds (FWHM), extremely close to
the transform limit for its spectral bandwidth. The average linear chirp in
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the XUV pulse was 0.16± 0.08 fs−2.

Figure 3.8: Retrieved photoemission delay. Plot and histogram of the
retrieved delays from 51 streaking measurements. The horizontal axis repre-
sents the time that elapsed between 2s and 2p emission, so that a negative
value corresponds to the case where the 2p electrons were emitted prior to
the 2s electrons. The orange diamonds and error bars indicate each of the
individual measurements and their uncertainties, whilst the blue histogram
shows the overall trend.

After eliminating the one outlier in Figure 3.8 at 12 attoseconds, the
mean delay is -3 attoseconds and the standard deviation is 4 attoseconds.
The retrieved streaking laser intensity varied between 100 GW/cm2 and 500
GW/cm2, with no correlation between laser intensity and retrieved photoe-
mission delay. It is notable that the average delay is negative, meaning that
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our results indicate that neon 2p electrons are emitted earlier than 2s elec-
trons; this is the reverse of the results obtained in other experiments [57,
80]. The present work employs a significantly higher photon energy than
that used in the past, and photoemission delays are dependent upon ionising
photon energy [74, 79, 84, 85]. However, current theoretical models do not
predict a delay with this sign, even at the present XUV wavelength.

Consensus between theory and experiment for this value has been diffi-
cult to achieve since the first measurement in 2010, and this chapter contains
yet another result that cannot be reconciled with present theoretical models.
Notably, unlike the 2010 result, the delay measured here has a magnitude
close to that expected from theory - the discrepancy is only in the sign of the
result. Extensive checks and tests have been performed to ascertain whether
the unexpected sign might be explained by computational, apparatus-related,
or even human error during the experiment or analysis, yet no evidence has
been found. In the near future, the experiment will be repeated to con-
clusively establish the veracity of the result. These upcoming experiments
will also be performed at several different XUV wavelengths, which will es-
tablish a general trend in attosecond streaking measurements of neon 2s-2p
delays, and perhaps help to uncover why streaking experiments have thus far
diverged from theoretical predictions.

There are very few experimental benchmarks for the neon 2s-2p photoe-
mission delay, and none have employed photon energies as high as that used
here. Figure 3.9 illustrates the measurements that have been made to date
and compares them with theoretical expectations. At lower photon energies,
good agreement with theory has been achieved using the RABBIT technique,
shown by the green squares in Figure 3.9. Thus far, similar agreement has
not been achieved in attosecond streaking experiments; neither the 2010 re-
sult (orange circles) nor the present measurement (blue diamond) appear to
match theoretical predictions. It is not yet clear whether these discrepancies
are due to the higher photon energy in these studies or to effects inherent
to attosecond streaking methodology, but future streaking experiments at a
wider range of XUV photon energies will provide further insight.

New theoretical modelling may be able to elucidate the reason for the
unexpected sign of the results presented here. According to current models,
there are multiple effects that contribute to the measured delay, including cor-
related inter-electron phenomena and the changes wrought by the streaking
field on photoemission processes [85]. Though shake-up effects are expected
to have an impact on these investigations, the present spectral resolution is
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sufficient to avoid satellite peaks obfuscating the ordinary 2s emission peak,
due to the relatively narrow XUV bandwidth. The satellite peak nearest the
direct 2s emission peak occurs due to 2p shake-up and is centred around 5 eV
from the centre of the 2s peak; further, at higher photon energies the cross
section of the 2p peak decreases relative to that of the 2s peak, which should
reduce the intensity of this satellite peak compared to previous experiments
at lower photon energies [87].

As the time resolution available to experimentalists improves by orders of
magnitude, it will become ever more important to understand and measure
the exact timing of the photoelectric effect. Since there is some nonzero
delay τPE between an attosecond pulse hitting a sample and photoelectrons
emerging, systematic errors will appear in the measurement of all attosecond
electron dynamics, which will appear to be occurring τPE later than in reality.
Moreover, the fact that electrons in different orbitals are ejected at different
times must be accounted for in future attosecond time-resolved studies of
intra-atomic electron dynamics.
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Figure 3.9: Comparison between theory and experiment. Delays be-
tween 2s and 2p photoemission in neon from two theoretical calculations
are shown, along with experimental measurements, as a function of photon
energy. The two lines are from the paper “Time delays for attosecond streak-
ing in photoionization of neon” by J. Feist et al. [85]; the dashed red line
shows calculations made using a model with two target states whilst the solid
purple line incorporates 38 target states, including shake-up channels. The
two orange circles show the photoemission delays measured by Schultze et
al. using attosecond streaking spectroscopy in 2010 [57], the green squares
are the values measured by Isinger et al. with RABBIT in 2017 [80], and
the blue diamond is the attosecond streaking measurement described in this
chapter. Thanks to Johannes Feist for permission to reproduce this figure
and for provision of the theoretical data.
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Chapter 4

Self-referenced attosecond
streaking

XFELs are immensely powerful tools for physical science, with access to truly
unique light pulses, as discussed in Chapter 2. And yet, their full potential
for attosecond-resolution time-resolved studies has hitherto been difficult to
realise. Though the pulses produced at XFEL facilities are presently start-
ing to enter the attosecond regime [11], there are major challenges inherent
to any attempt to apply attosecond-resolution techniques such as those de-
scribed in Chapter 3 at XFELs. Development of new instrumentation, or
new methods, is essential so that these light sources can be exploited to their
full potential. This chapter will describe the development, application, and
future of a technique termed self-referenced attosecond streaking, which is
able to bring the methods and time resolution from the table-top world to
XFEL facilities. Chapter 4 has been adapted from the paper “Clocking Auger
electrons”, which was published in 2021 [102].

4.1 Requirements and principles
As discussed in Chapter 3, control over the streaking arrival time and CEP is
typically essential for attosecond streaking spectroscopy. XFELs, generally,
cannot provide control over either of these parameters. If we are to take
advantage of the favourable characteristics of XFELs, such as their wave-
length flexibility and extreme brilliance, we must seek a route to attosecond
streaking that escapes the typical requirements.
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4.1.1 Jitter in timing and phase

The fluctuation in streaking parameters is referred to as jitter, and we must
contend with two forms of it in XFEL-based attosecond streaking experi-
ments. The first, timing jitter, is the uncertainty in the arrival time of the
X-ray pulse relative to an external streaking pulse, and is a major inhibitor
to attosecond time resolution at XFELs. In contrast to the table-top HHG
sources described in section 3.1.2, the generation of XFEL pulses is entirely
independent of any streaking laser pulse used as a probe. Timing jitter arises
predominantly due to the tremendous difficulty in synchronising these pulses
to arrive simultaneously at a target that may be hundreds of metres from
the light source, and also due to inevitable fluctuations in the SASE process
by which XFEL pulses are typically produced: as described in section 2.2,
SASE is initiated by random noise in the electron bunch, introducing a small
amount of additional timing jitter dependent on the length of the electron
bunch.

If each XFEL pulse arrives at a different relative time, the amplitude of
the streaking pulse envelope E0(t) will differ, and the photoelectrons will
interact with a different streaking amplitude. Generally, timing jitter means
that the temporal resolution for XFEL-based streaking experiments is limited
not by the ionising pulse duration, but by the precision with which pump
and probe can be synchronised, which is typically on the scale of tens or
hundreds of femtoseconds.

The second form of jitter that must be overcome before attosecond streak-
ing spectroscopy can succeed at an XFEL is phase jitter. Most XFEL facili-
ties do not currently have access to CEP-stable streaking laser pulses, so each
successive laser pulse will not generally have the same CEP as its predecessor;
the phase of the field with which the electrons interact will vary randomly
between each pump-probe measurement. This unstable CEP means that
each final electron kinetic energy cannot be straightforwardly mapped to a
unique moment in time - even if the two pulses are perfectly synchronised.

In summary, the extension of attosecond streaking spectroscopy is im-
peded by fluctuation in two laser parameters: timing and phase. If these can
be controlled, or measured, XFELs could be used to pump or probe electron
dynamics in streaking experiments. In a typical attosecond streaking experi-
ment, both the relative arrival time (via synchronisation) and phase (via CEP
stabilisation) of the streaking pulse are tightly controlled and can be modified
at will. In an XFEL setting, we cannot exert control over these quantities,
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but perhaps we can instead measure them and simply gather enough data to
cover the full parameter space. This is the goal of self-referenced streaking:
to accept our lack of control in these experiments, and to mitigate it after
the fact by identifying the crucial unknowns - the streaking amplitude and
phase - for every individual measurement.

4.1.2 Overcoming jitter

If we are to work around two unknown parameters for each streaked spectrum
obtained in our experiment, we must make at least two measurements with
each pump-probe pair. For the two measurements to provide meaningful,
distinct information, they can be made at different phases of the streaking
field.

This could be accomplished by making streaking measurements of two
types of electrons simultaneously. Provided that they are well-separated in
kinetic energy, so that their spectra do not overlap, both electron emission
peaks could be measured with a single TOF detector. Further, if they are
emitted at different times, the phase of the streaking field will advance be-
tween the first and second emission, and the two types of electrons will in-
teract with two different streaking phases. This phase advance will notably
be just as consistent as the time between emission events; if a large amount
of measurements are made, each with a different, random combination of
pump-probe delay and CEP, a pattern will emerge due to the nonrandom
phase advance, which is consistent for every measurement pair.

There is some precedent for this in existing attosecond streaking method-
ology: the two streaked curves in Figure 3.7 are separated by a phase shift
due to their delayed emission times (albeit, in that experiment, the shift is
too small to be perceptible from examining the figure alone). Consider a
system in which the delay between the two electron emissions, τdelay, is a
larger fraction of the streaking period. As a function of pump-probe delay,
the sinusoidal curves traced out by the two emission peaks’ centres of energy
are temporally displaced by the time elapsed between the two events, as il-
lustrated in Figure 4.1a and Figure 4.1b. In effect, each peak in the electron
energy spectrum independently samples the oscillation of the streaking vec-
tor potential at a different phase. When plotting the two streaked centres of
energy against each other, as in Figure 4.1c, the resultant ring has an elliptic-
ity determined by the phase shift between the two sine curves. A phase shift
of 0 (i.e. the case where both emissions were simultaneous) would result in a
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straight line, as both emissions would experience the same vector potential in
each shot. If the shift were π

2
, the graph would be a wide ellipse with major

and minor axes parallel to those of the coordinate system, because whenever
one emission interacted with a zero-crossing of the streaking field, the other
would interact with an extremum. Finally, a phase shift between 0 and π

2

leads to a sheared ellipse.

a) b) c)

τdelayτdelay

Figure 4.1: Principle of self-referenced photoionised streaking mea-
surements. a) The photoelectrons (red) are emitted promptly with the ar-
rival of the X-ray pulse at T0. A short time later, the second set of electrons
(blue) are emitted. The delay between the emission peaks’ weighted centres,
τdelay, which is highlighted by the distance between the vertical dotted lines,
causes each set of electrons to interact with a different phase of the streaking
pulse (solid black line). The horizontal dotted lines further highlight the dif-
ference in streaking vector potential in each case. b) If the temporal overlap
were smoothly varied over one streaking cycle, the changes in kinetic energy
felt by the peaks would trace out sinusoidal curves, separated by τdelay. Filled
circles represent positive streaking slopes at the moment of ionisation and
open squares represent negative slopes. The dotted lines highlight the tem-
poral overlap which results in the largest increase in kinetic energy for each
peak, so that the gap between the dotted lines corresponds to the temporal
shift between the two sinusoidal curves. c) Plotting each pair of positions
against each other results in an ellipse. ∆E1 on the x-axis represents the
delayed (blue) peak, whilst ∆E2 on the y-axis represents the prompt (red)
peak. Filled circles and open squares have the same meaning as in (b). This
figure was adapted from Figure 2 in “Clocking Auger electrons” [102].
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The key concept upon which self-referenced streaking is built is the reali-
sation that, unlike the sine curves in Figure 3.7 or 4.1b, the ellipse in Figure
4.1c does not depend upon timing or phase control, only on the fact that the
two peaks interact with a different streaking phase for each measurement.
Indeed, one could scramble the data in Figure 4.1b along the x-axis, but as
long as each pair of measurements remain associated, plotting one set against
the other will always result in the characteristic ellipse. The delay between
the two electron emissions determines the shape of the ellipse, and hence
that shape will provide the information necessary to calculate τdelay. There-
fore, we need only perform the experiment in spite of the jitter, allow the
streaking parameters to fluctuate randomly, and accumulate enough data to
explore the entire parameter space. For a proof-of-principle experiment, we
should select a candidate system with two electron emission peaks displaced
by a few femtoseconds, which will demonstrate to what extent self-referenced
streaking can enhance the time resolution available at XFELs.

4.2 Auger-Meitner decay
An example of a process involving a delayed electron emission event is Auger-
Meitner decay, first discovered by Lise Meitner in 1922 [103, 104] and inde-
pendently observed by Pierre Auger the following year [105]. Auger-Meitner
decay is a fundamental manifestation of correlated electron dynamics: phe-
nomena wherein the action of one electron affects another. The process,
illustrated in Figure 4.2, is initiated when a tightly bound electron in an
atom or molecule is ejected, either by absorption of an X-ray photon or col-
lision with an energetic particle. When a more weakly bound electron fills
the resulting core-hole, the energy released by this relaxation process can in-
duce ejection of another electron, known as an Auger-Meitner electron [106].
Multiple Auger-Meitner decay channels are possible, usually being denoted
in terms of the involved energy levels. In the experiment discussed in this
chapter, we will examine the KLL decay channel, which involves one core
level (K) and two valence levels (LL).
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Figure 4.2: Auger-Meitner decay. Simple illustration of Auger-Meitner
decay with time increasing from left to right. A light pulse (orange) ionises
an atom and ejects an electron from a core level (K). The hole left behind by
this photoelectron (red) can be filled by an electron from an outer (L) shell,
which releases energy as it relaxes. This energy causes emission of another
electron, termed an Auger-Meitner electron (blue).

This non-radiative process is the dominant decay mechanism for elements
with a low atomic number. In these cases, the core-hole decay lifetime is es-
sentially equivalent to the Auger-Meitner decay lifetime, and on the order of
femtoseconds [2, 107, 108]. When the core-hole is created by photoionisation,
the Auger-Meitner decay lifetime is related by the uncertainty principle to
the spectral linewidth of the photoemission line [108–110]. High-resolution
electron spectra, mostly measured using high-brightness synchrotron sources
[106, 109, 111] have therefore been used to infer Auger-Meitner decay life-
times.

4.2.1 Attosecond Auger-Meitner experiments

As an alternative to the aforementioned spectral-domain studies, it is possible
to access these dynamics directly in the time domain using ionising pulses
with a duration comparable to, or shorter than, the Auger-Meitner decay
lifetime. For example, in proof-of-principle experiments in krypton [2] using
relatively weak, table-top attosecond XUV pulses [112–114], core-holes were
created by photoionisation, and Auger-Meitner decay was time-resolved using
attosecond streaking spectroscopy.

There is, therefore, some history of attosecond streaking spectroscopy
being used to study Auger-Meitner dynamics, yet the results in this chapter
represent the first such study to take place at an XFEL. Compared to table-
top HHG sources, XFELs’ significantly higher photon energies enable them to
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induce Auger-Meitner dynamics involving deeply-bound core-level electrons.
Further, the brilliance of XFEL pulses is many orders of magnitude larger
than that of XUV pulses produced by HHG, dispensing with the need to
average many measurements in order to procure a strong signal. If self-
referenced streaking can overcome timing and phase jitter, these advantages
can be exploited to make attosecond measurements not just of Auger-Meitner
decay, but of a wide range of electron dynamics in highly excited states of
matter [42–48, 115–118], many of which are constrained or influenced by
Auger-Meitner decay.

4.2.2 Modelling Auger-Meitner decay in streaking ex-
periments

In a number of past attosecond investigations of Auger-Meitner decay [119–
122], the temporal profile of Auger-Meitner emission n(t) has been approxi-
mated by a convolution of the XUV pulse profile with an exponential decay
curve:

n(t) =

∫ t

−∞
dt′ exp

(
− t′2

σ2
X

− (t− t′)

τA

)
, (4.1)

where τA is the Auger-Meitner decay lifetime. This phenomenological ad hoc
model is based on a two-step description of Auger-Meitner decay, and treats
the ionisation and Auger-Meitner emission as distinct processes. Recently,
an alternative fully quantum-mechanical model has been proposed [123, 124],
which treats the time-dependent Schrödinger equation within the strong field
approximation (SFA). Within this approach, the Auger-Meitner process is
considered as a single-step excitation-decay of the vacancy, or Auger-Meitner,
state. Both creation of the vacancy and its subsequent decay into the non-
stationary wavepacket of the Auger-Meitner electron are considered as a sin-
gle quantum-mechanical process. A similar approach was developed earlier
for resonant Auger-Meitner processes in molecules [125, 126]. The quantum-
mechanical model treats Auger-Meitner decay in terms of the amplitudes of
the states involved – that is, the vacancy state and the continuum of states of
emitted Auger-Meitner electrons – while the ad hoc rate-equation approach
treats the process in terms of the real-valued populations of those states. The
emission profile as a function of time is given in the quantum model [102] by

nq(t) =
1

2πτA
exp

(
− t

τA

)(∫ t

t0

dt′ exp

(
t′

2τA

)
ε̃X (t′)

)2

. (4.2)
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The two models give similar results when the exciting pulse is much
shorter than the Auger-Meitner lifetime. However, as the exciting X-ray
pulse becomes comparable to or even longer than the Auger-Meitner decay
lifetime, a substantial difference appears in the emission profiles predicted by
the two models. This is determinative when operating with XFEL pulses,
which, like Auger-Meitner decay lifetimes, typically have durations of multi-
ple femtoseconds.

In the context of this experiment, the difference in the emission profiles
is manifested in terms of the quantity we intend to measure: the time de-
lay between the centres of mass of the photoemission and Auger-Meitner
emission bursts. The profiles predicted by the ad hoc two-step model have
their centres of mass displaced exactly by the Auger-Meitner decay lifetime,
but this is not so in the quantum-mechanical model we used to determine
our final results, and we must perform an additional step to retrieve the de-
cay lifetime from the observed time delay, which will be described in section
4.3.5. Further discussion and comparison of the two theoretical models can be
found in “Clocking Auger electrons” [102], particularly in the Supplementary
Information.

4.3 Measuring the Auger-Meitner decay life-
time in neon

This section will present an experimental study of photoinduced Auger-
Meitner emission in the time domain, using intense, femtosecond soft X-ray
pulses from an XFEL of duration commensurate with the core-hole lifetime.
Under these conditions, the ad hoc two-step model fails, and a full quantum-
mechanical treatment must be used, resulting in an Auger-Meitner decay
lifetime that is consistent with past high-resolution spectroscopic measure-
ments. This work, therefore, represents an experimental demonstration of
the quantum effect in the delay between photoionisation and Auger-Meitner
decay, and emphasises the general importance of treating the Auger-Meitner
process as a single-step quantum-mechanical process when performing future
XFEL experiments.

54



4.3.1 Time-resolved electron spectroscopy

A schematic of the experimental apparatus at the LCLS XFEL is shown
in Figure 4.3. Core-level 1s photoemission and subsequent Auger-Meitner
decay are induced by an XFEL pulse whose photon energy is centred at
1130 eV with 5 eV spectral bandwidth. Based on the average pulse energy,
the fluence is estimated to be below 40 J/cm2. The pulse is directed into
a dilute neon gas target, and the photo- and Auger-Meitner electrons are
analysed using a time-of-flight spectrometer equipped with an electrostatic
lens to increase the collection efficiency. Single-shot measurements of both
peaks are performed simultaneously, taking advantage of the fact that the
KLL Auger-Meitner spectrum of neon is dominated by the strong emission
line associated with the Ne2+ 2p4 1D2 final state [127]. Acquiring both peaks
simultaneously requires that they be sufficiently close together in energy;
indeed, the spectral resolution is lower on the Auger-Meitner peak than the
photoelectron peak due to the higher kinetic energy of the former.

FEL pulse

17µm

MIR

signal
OPA

Neon
Target

TOF

Ti:Sa

idler

KBr

DFG

Figure 4.3: Experimental Apparatus. 17 µm mid-infrared (MIR) streak-
ing laser pulses are generated by downconversion of a near-IR Ti:sapphire
laser pulse, using an optical parametric amplifier (OPA) and difference fre-
quency generation (DFG), and coupled into a chamber through a potassium
bromide (KBr) window. The MIR pulses are focused with a 100-mm-focal-
length parabola and overlapped with 7 fs, 1130 eV XFEL pulses in a neon gas
target. The resultant streaked photo- and Auger-Meitner electron emission is
measured using a large-acceptance time-of-flight (TOF) spectrometer. This
figure was first published in “Clocking Auger electrons” [102].
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Based on the peak current in the bunch compressor, the X-ray pulse dura-
tion in our experiment was estimated to be under 10 fs FWHM. As discussed
in section 3.1.3, attosecond streaking requires a streaking laser whose period
is at least twice as long as the dynamics of interest [112, 128]. With X-ray
pulses up to 10 fs long, the photoemission and Auger-Meitner decay will oc-
cur over a similar duration, so an IR streaking field with a correspondingly
long optical cycle is required. To this end, a Ti:sapphire 800 nm femtosec-
ond laser is used as the pump source to generate IR signal and idler pulses in
a barium borate crystal via optical parametric amplification. These pulses
are mixed in a gallium selenide crystal for difference-frequency generation,
producing MIR streaking pulses with a wavelength of 17 µm. The streaking
period, therefore, is 57 fs, so we can be confident that the exciting X-ray pulse
and the few-femtosecond Auger-Meitner dynamics will be fully encompassed
within a half-cycle of the streaking field.

As in a table-top attosecond streaking experiment, we will make use of the
equations from section 3.1.3. Recall that, as a function of time t, the linearly
polarised streaking laser with angular frequency ωIR has a time-dependent
electric field

EIR(t) = E0(t) cos(ωIRt+ ϕCEP ), (4.3)

and vector potential

AIR(t) = −E0(t)

ωIR

sin(ωIRt+ ϕCEP ), (4.4)

such that EIR(t) = −∂AIR

∂t
. In this experiment the maximum amplitude of

the streaking field E0(t) is around 5.6 MV/m, and the corresponding intensity
is 40 GW/cm2.

Upon interaction with the streaking laser field, the emitted photoelec-
trons’ change in kinetic energy ∆E can be approximated by

∆E ≈ sin(ϕi)
√
8EelUp, (4.5)

where ϕi = ωIRti+ϕCEP is the overall phase of the sine term at the moment
of photoemission ti and Eel is the electrons’ field-free kinetic energy [1, 129].
As defined in section 3.1.2, the ponderomotive potential Up is given by

Up =
e2E2

0

4meω2
IR

, (4.6)
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where e and me are the charge and mass of the electron respectively. As dis-
cussed in Chapter 3, equations (4.4), (4.5), and (4.6) reveal that the change
in the final kinetic energy ∆E experienced by the observed electron is pro-
portional to the vector potential A(t) of the streaking field at the moment
of interaction. Unlike in the table-top experiment described in Chapter 3,
however, we cannot expect intrinsic synchronisation between the two light
pulses, and nor will we have access to carrier-envelope-phase-stable streak-
ing pulses. Indeed, we will not generally know which streaking amplitude
and phase interacted with the electrons in each measurement, but, as de-
scribed in the following sections, we will still be able to make time-resolved
measurements with high precision.

4.3.2 Experimental results

The streaked kinetic energies of the photoelectron and Auger-Meitner elec-
tron peaks are determined by numerically fitting the recorded spectra in each
single-shot measurement and calculating the centre of energy of each peak.
In addition to the streaked measurements, we also obtained thousands of
spectra in the absence of the streaking laser. By comparing the streaked
energies to the corresponding streaking-field-free values, we determine the
changes in kinetic energy, ∆EAuger and ∆E1s, induced by the streaking field
in each single-shot measurement. These field-free kinetic energies can also
be used to determine the distribution of photon energy jitter. The central
photon energy is not identical for every XFEL pulse, but varies slightly over
a small range. In our experiments this jitter follows a distribution with an
r.m.s. width of 1.2 eV, which was small in comparison to the total change
in the photoelectron kinetic energy induced by the streaking field. This, in
conjunction with its normally-distributed nature and the fact that we aver-
age over many thousands of shots in the following treatment, allows it to
be neglected. In future experiments, if the photon energy jitter were found
to be non-negligible, there are multiple approaches that might be taken to
mitigate or eliminate its effect. The most straightforward of these would be
simultaneous reference measurements of the single-shot X-ray photon energy.
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Figure 4.4: Self-referenced streaking in neon. Correlation map gener-
ated from 80,000 single-shot streaking measurements in neon using a 17 µm
streaking field, and 7 fs FWHM, 1130 eV ionising X-ray pulses. The ∆EAuger

and ∆E1s coordinates of the individual points in the 2-D histogram are de-
termined by numerically fitting the streaked kinetic energy shift of the photo-
and Auger-Meitner electron peaks in each shot and calculating their centres
of energy. Above, three sketches are shown, corresponding to three circled
regions on the map. The colour of the box around each sketch matches that
of the circle in which such measurements would fall. Each sketch shows
the photoelectrons (red filled curve) and Auger-Meitner electrons (blue filled
curve) along with the streaking vector potential (black curve). The weighted
centres of each emission profile are highlighted with vertical dotted lines.
This figure is adapted from Figure 3 in “Clocking Auger electrons” [102].
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Figure 4.4 shows the correlation between ∆EAuger and ∆E1s obtained
from tens of thousands of streaked measurements, revealing a characteristic
elliptical distribution. Specific regions of the ellipse are highlighted, with
sketches of the corresponding measurement conditions shown in the subplots
above the main plot. The leftmost subplot shows the photoemission overlap-
ping with a negatively-sloped zero-crossing, so that it experiences no change
in its central energy, while the later-emitted Auger-Meitner electrons have
their kinetic energy reduced, so that measurements under these conditions
will lie on the negative ∆E1s-axis. The central sketch shows the oppositely-
sloped zero-crossing, which produces measurements on the positive ∆E1s-
axis. The rightmost sketch shows the photoemission peak overlapping with
a peak of the vector potential, leading to results at the largest ∆E1s coordi-
nates. The correlation map can be used to navigate to previously inaccessi-
ble streaking parameters: the angular coordinate of each point identifies the
overall phase ϕi for that shot, and its radial coordinate is a function of the
streaking field amplitude.

The characteristic elliptical distribution in Figure 4.4 will be used to
measure the delay between photo- and Auger-Meitner emission, which itself
will be used to calculate the Auger-Meitner decay lifetime. The distribution
also provides access to important diagnostics. By analysing the widths of
the distributions in our data and given the pulse duration of the MIR laser,
which was approximately 300 fs r.m.s., we calculated that the timing jitter
has an r.m.s. width of 110 fs. Self-referenced streaking enables resolution
that would ordinarily be impossible with jitter this severe; we will use these
data to measure a temporal delay with sub-femtosecond precision despite the
presence of timing jitter that is orders of magnitude larger.

4.3.3 Calculation of the average pulse duration

The duration of the X-ray pulse is an important parameter in this experi-
ment, as it influences the emission profile of both types of electrons. We will
calculate it following the methods described in a 2014 publication by Helml
et al. [53]. Our method is facilitated by the correlation plot shown in Figure
4.4, and provides similar resolution to established non-invasive measurements
of pulse duration [41]. Figure 4.4 makes it simple to identify those shots for
which the photoemission burst coincides with a zero-crossing of the streak-
ing vector potential. Such shots appear on the ‘equator’ of the ellipse, where
∆E1s ≈ 0, since the photoelectrons experienced a minimal energy shift. Af-
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ter identifying these shots, it is possible to calculate the average duration of
the X-ray pulse by comparing the width of the photoemission line in these
maximally broadened shots to the width of the field-free photoemission lines.

In streaking experiments, the duration of an X-ray pulse can be calculated
using the relation

τX =
σDC

s
, (4.7)

where σDC represents the spectral width of the streaked photoemission peak
after deconvolving that of the field-free peak, and s = dEk

dt
is the streaking

speed. The latter represents the rate of change of the peak’s kinetic energy
with respect to the timing of the streaking pulse. Longer X-ray pulses cause
photoemission to be stretched over a longer duration, leading to increased
broadening in the streaked peak because the photoelectrons interact with a
wider range of streaking vector potentials.

Where the X-ray and streaking pulses are well overlapped, the final energy
of photoelectrons emitted at time t is given by

Ek(t) =
∆Emax−min

2
sin(ωIRt) + E1s (4.8)

where ∆Emax−min is the difference between the most positive and most neg-
ative changes in photoelectron energy throughout the experiment, ωIR is the
angular frequency of the streaking field, and E1s is the field-free kinetic en-
ergy of the photoelectrons. Therefore, at the zero-crossing of the streaking
field,

s =
∆Emax−min · π

TIR

, (4.9)

where we have used the relation TIR = 2π
ωIR

and set t = 0.
The value of ∆Emax−min is calculated from angular sectors corresponding

to the maxima and minima of the streaking phase. All shots within a given
angular sector interacted with the same streaking phase, but the final kinetic
energy of the electrons will still vary according to the streaking field ampli-
tude – which will itself vary due to timing jitter. The largest possible change
in kinetic energy will occur when the streaking amplitude is maximal and
the phase causes the electrons to interact with a peak of the streaking vector
potential. Because timing jitter results in a normal distribution of streaking
amplitudes, it is most likely that a given shot will intersect with the centre of
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the streaking pulse envelope. These conditions are identified by numerically
fitting the distribution of absolute photoelectron kinetic energies within both
sectors and extracting its peak, as shown in Figure 4.5. Using this method,
we determine that ∆Emax−min = 48± 1 eV.

Figure 4.5: Distribution of maximally streaked kinetic energies. The
changes in photoelectron kinetic energy in the sectors corresponding to maxi-
mal absolute streaking phase are plotted in the histogram. The red line shows
the numerically determined least-square fit, from which we extract the peak
of the distribution. By the normally distributed nature of timing jitter, the
highest number of shots will overlap at or near the peak of the pulse envelope,
so that the peak of the histogram ought to correspond to those conditions.
This figure is adapted from the Extended Data of “Clocking Auger electrons”
[102].

The first step towards finding σDC is to calculate the spectral width of
the photoemission peak at the zero-crossing of the streaking field. These
shots lie near to the line ∆E1s = 0, where the kinetic energy of the photo-
electrons was largely unchanged. Further, the shots closest to the edge of the
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ellipse interacted with the peak of the streaking pulse envelope, resulting in
a maximised change in Auger-Meitner electron kinetic energy.

Therefore, we restrict our consideration to shots for which the final pho-
toelectron kinetic energy was within 1 eV of its field-free value. Within this
group, we take the 300 outermost shots on each side of the ellipse, cor-
responding to the strongest streaking effect. Recall that, as illustrated in
Figure 4.4, the left and right sides of the ellipse correspond to zero-crossings
of the streaking pulse with opposite slopes. Since the shots do not display
any irregular structure, they can each be fit using Gaussian functions, and
the width of these functions can be computed. The average spectral width
of the 300 shots on the left of the ellipse is σL = 8.9± 0.2 eV and that of the
300 on the right is σR = 9.8±0.2 eV. Here and in the following, we have used
the standard error on the mean value of N repeated measurements, given by

αM =
δ√
N
, (4.10)

where δ is the statistical width of the distribution. We must deconvolve the
bandwidth of the field-free photoemission peak σFF from that of the peak at
a zero-crossing using the relation

σDC =
√
σ2
S − σ2

FF = 7.9± 0.2 eV. (4.11)

Here, σ2
S =

σ2
L+σ2

R

2
represents the average of the squares of the mean band-

width at each zero-crossing. The average field-free photoemission bandwidth
is σFF = 4.95± 0.01 eV. The uncertainty on σFF is much smaller than that
on σS, because there are many more unstreaked shots available to use in the
calculation. The average XFEL pulse duration can be calculated using these
quantities, propagating the uncertainties on each one using a standard func-
tional approach. The average full width at half maximum (FWHM) duration
of the X-ray pulse is given by

τX = 2
√
2 ln(2)

σDC

s
= 7± 1fs, (4.12)

where the factor 2
√

2 ln(2) is used to convert from r.m.s. width to FWHM.
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4.3.4 The delay in Auger-Meitner emission

As an alternative to examining features in the individual or averaged streaked
Auger-Meitner spectra, which is not possible here due to limited energy res-
olution, the degree of ellipticity in Figure 4.4 can provide information about
the delay between the two emission bursts. Any ellipse can be described
using the pair of parametric equations

x(θ) = A sin(θ + ϕA), y(θ) = B sin(θ) (4.13)

with appropriate constants A,B, and ϕA.
In this case, x and y correspond to the changes in kinetic energy ∆EAuger

and ∆E1s of the Auger-Meitner and photoelectrons respectively. The angle
ϕA is the overall phase advance that occurs between the two instants of
electron emission, which will inform us about the corresponding time delay.

For the ellipse described by equations (4.13), define y1 to be the ellipse’s
y-intercept and y2 its maximum value of y, so that

y1 = B sin(−ϕA), y2 = B. (4.14)

It follows that
ϕA = sin−1

(
y1
y2

)
. (4.15)

By examining the sectors of the ellipse corresponding to y1 and y2 we can
calculate them, obtaining values of 8.0 ± 0.1 eV and 20.9 ± 0.1 eV respec-
tively. Using these values in equation (4.15) enables us to calculate the phase
advance ϕA to be 0.39± 0.01 radians. Details of the selection of the sectors
containing the points, and the calculation of the uncertainty on these val-
ues, can be found in the Methods section of “Clocking Auger electrons” [102].
The corresponding time-delay, τdelay, between the photo- and Auger-Meitner
emission bursts can then be calculated using the observed phase shift ϕA and
TIR = 56+3

−7 fs, the period of the streaking pulse:

τdelay =
ϕA

2π
TIR. (4.16)

Applying this procedure to the distribution shown in Figure 4.4, we ob-
tain a delay of 3.5+0.3

−0.5 fs. The sub-femtosecond uncertainty on this value was
obtained by propagating the uncertainties on ϕA and TIR using a standard
functional approach, as detailed further in the Methods section of “Clock-
ing Auger electrons” [102]. Notably, by extracting information from a large
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amount of individual shots, our technique enables us to measure this de-
lay despite using an X-ray pulse whose duration is longer. However, in this
case, we must avoid using a theoretical model of Auger-Meitner decay which
assumes a very short ionising pulse.

4.3.5 Evaluation of the Auger-Meitner decay lifetime

As discussed in section 4.2.2, we will apply a fully quantum-mechanical the-
oretical model of the Auger-Meitner emission process to interpret our mea-
surement of the delay between photo- and Auger-Meitner emission bursts.
This model of laser-assisted Auger-Meitner decay was originally developed
by Kazansky, Sazhina, and Kabachnik [124], and is based on the solution
of the time-dependent Schrödinger equation describing atomic ionisation by
an X-ray pulse and corresponding Auger-Meitner decay in the presence of a
strong laser field. A complete mathematical description can be found in the
Supplementary Information of “Clocking Auger electrons” [102].

By calculating the delays τdelay associated with a variety of possible Auger-
Meitner decay lifetimes τA and accounting for the 7±1 fs X-ray pulse duration
measured in this experiment, the quantum-mechanical model allows us to
map between τdelay and τA. This procedure led to the conclusion that the
observed delay τdelay = 3.5+0.3

−0.5 fs between the emission bursts corresponds
to an Auger-Meitner decay lifetime τA = 2.2+0.2

−0.3 fs. The uncertainty on
this value incorporates that on τdelay and the X-ray pulse duration, which
were propagated using a functional approach. Our final result for the Auger-
Meitner decay lifetime is in agreement with measurements reported from
spectral linewidth studies, which have found values between 2 and 2.6 fs
[108, 111, 130, 131].

To illustrate the importance of the theoretical model, we have performed
additional simulations with variable X-ray pulse duration. Keeping the
Auger-Meitner decay lifetime fixed at the retrieved value of 2.2 fs, we in-
creased the X-ray pulse duration from 100 attoseconds to 12 fs. The results
are shown in Figure 4.6. While the observed delay is close to the Auger-
Meitner decay lifetime for attosecond pulses, a significant difference appears
as the ionising pulse duration increases. This difference between τdelay and τA
demonstrates the necessity of a full quantum-mechanical treatment for ex-
periments such as this, where the exciting X-ray pulse duration is comparable
to or longer than the Auger-Meitner decay lifetime.
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Figure 4.6: Results of simulations showing the dependence of τdelay
(red points) on the exciting X-ray pulse duration (FWHM). Each
point was obtained by simulating the experiment using a comprehensive
quantum-mechanical treatment. The blue solid line shows the Auger-Meitner
decay lifetime τA = 2.2 fs that was used for every simulation in this figure.
This figure was adapted from Figure 4 in “Clocking Auger electrons” [102].

4.3.6 Conclusion and outlook

This measurement of few-femtosecond Auger-Meitner decay, which notably
was performed at an XFEL, was made possible via self-referenced attosec-
ond streaking. Following this successful demonstration of its efficacy, self-
referenced streaking will enable experimentalists to take advantage of the
extreme-intensity X-ray pulses at XFELs while simultaneously exploiting the
unrivalled time resolution provided by attosecond streaking spectroscopy.

In conjunction with the technique, the measurement was made possible
via the application of a consistent quantum model of Auger-Meitner decay
[124]. The application of this more advanced model demonstrated that the
older ad hoc two-step model significantly overestimates the extracted lifetime
under the present experimental conditions. This will have major ramifica-
tions for future studies of Auger-Meitner decay, especially those applying
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self-referenced streaking to make the measurement at XFELs.
Because so many highly excited states of matter relax via Auger-Meitner

decay, this result may also help to inform future studies on double-core-hole
spectroscopy [43–48], XFEL-pumped X-ray lasers [116, 117], and other inno-
vative techniques dependent upon the timescales of Auger-Meitner processes.
Beyond simple atomic systems, our self-referenced Auger-Meitner measure-
ments could pave the way for investigations into the effect of a system’s
chemical environment on Auger-Meitner decay [132]; a comparison could, for
example, be made between decay rates of carbon [107] in CF4 and CO. Stud-
ies of Auger-Meitner decay in molecules would require high energy resolution
in order to resolve structures in more complicated Auger-Meitner spectra,
and the quantum model used for the interpretation of the data would need
to be expanded to encompass molecular structures. Nevertheless, this is a
promising avenue for future experiments. Furthermore, we expect that pre-
cise temporal characterisation of Auger-Meitner decay processes in complex
systems will be crucial in interpreting diffraction and scattering patterns
in single-molecule imaging experiments, where a significant proportion of
Auger-Meitner electrons are known to deposit energy into molecular samples
after emission [49, 133]. For example, the theoretical model verified by this
experiment shows that Auger-Meitner emission is stretched over a longer du-
ration if the exciting X-ray pulse is longer, as shown in Figure 4.6. This
could mean that the onset of the majority of Auger-Meitner-induced damage
during XFEL experiments with longer pulses is not as early as previously
thought - it may not always be necessary to employ XFEL pulses with a
duration shorter than the Auger-Meitner decay lifetime in order to outrun
radiation damage.

There remains a limitation on SRAS as presented by this chapter. It
employs two simultaneous streaking measurements that are made with two
different phases of the streaking field; here, this phase shift was caused by the
delay between the emission of photo- and Auger-Meitner electrons, during
which the streaking phase advances. This form of SRAS is therefore limited to
studies of phenomena involving two electron emission events, well-separated
in kinetic energy and with one occurring some nonzero amount of time after
the other. However, time delays are not the only source of streaking phase
shifts. The next chapter will explore an alternate method of SRAS, one in
which the experiment can be designed in such a way as to induce a specific
desired phase shift between two streaking measurements - even when those
electron emissions occur simultaneously and with the same kinetic energy.
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Chapter 5

Generalising SRAS

The measurements described in Chapter 4 represent a major step forward in
what can be achieved with XFELs, overcoming the limitations imposed by
timing and phase jitter to make attosecond measurements using a large en-
semble of individual spectra. In that first demonstration, SRAS relied upon
an inherent time delay in the system of interest - the time delay between
electron emissions caused them to interact with different streaking phases,
and provided the constant that enables us to calculate the delay. Whilst
this makes attosecond streaking spectroscopy feasible at XFELs, it is still
restricted to the study of systems with two distinct electron emissions sepa-
rated in time. The next step in the evolution of SRAS is to fully generalise
the technique, by freeing it from these remaining constraints. This will be
achieved by exploiting a position-dependent phase shift experienced by the
streaking laser. In this way it will be possible to apply SRAS and its high
precision to the study of any system at all existing and future XFEL facilities.

5.1 The Gouy phase shift
The Gouy phase shift is a phenomenon encountered when non-planar waves
pass through their focus. As a beam of light travels along the z-axis to-
wards its focus, it is spatially confined in the transverse x and y dimensions.
According to the uncertainty principle, as its transverse position becomes
more and more confined, the beam’s transverse momentum must become
more spread out. The Gouy phase shift was first observed by the physicist of
the same name in 1890: noticing spatially-dependent changes in the diffrac-
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tion pattern produced by the interference between two beams of light as one
approached its focus, Louis George Gouy realised that the focusing beam’s
phase was changing [134]. The phase shift is relatively simple to observe
and calculate, yet many competing theoretical explanations have emerged in
the dozen decades since Gouy’s experiment [134–137]. In 2001, an intuitive
physical explanation was outlined by Feng and Winful [137], which will be
the interpretation followed here. They introduce the notion of an effective
axial propagation constant

k̄z =
⟨k2

z⟩
k

= k − ⟨k2
x⟩
k

−
〈
k2
y

〉
k

, (5.1)

where k is the wavenumber, and kx, ky and kz are the wavevector components
along the matching axes such that k2 = k2

x + k2
y + k2

z . Angular brackets here
denote their contents’ expectation value as follows, with f(δ) representing
the distribution of some variable δ:

⟨δ⟩ =
∫∞
−∞ δ |f(δ)|2 dδ∫∞
−∞ |f(δ)|2 dδ

. (5.2)

The effective axial propagation constant k̄z determines the rate of change
of the light field’s phase according to

k̄z =
∂ϕ(z)

∂z
. (5.3)

Any spread in the transverse momenta - such as in the case of a Gaussian
beam - reduces k̄z, so that the axial rate of phase change is lower. Note that
for a plane wave, the transverse momentum components are zero; according
to equation (5.1), k̄z = k in this case, and hence equation (5.3) collapses
to the simple definition of the wavenumber k = ∂ϕ(z)

∂z
: plane waves do not

undergo a Gouy phase shift. Indeed, the shift can be considered as the
reduction in phase advance of a non-planar wave compared to a planar one.
As such, Feng and Winful define the Gouy phase shift as

ϕG = −1

k

∫ z (〈
k2
x

〉
+
〈
k2
y

〉)
dz. (5.4)

Evaluating the integral for a Gaussian beam leads to an expression for
the Gouy phase shift as a function of distance along the z-axis. It is equal to
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ϕG(z) = − arctan

(
z − z0
zR

)
, (5.5)

where z0 and zR are the transverse position of the beam’s focus and its
Rayleigh length, respectively. The latter is given by

zR =
πw2

0

λ
, (5.6)

where λ is the wavelength of the light, and w0 is the beam’s radius at the
focus, referred to as the beam waist. Knowing equation (5.5) and the relevant
beam parameters, we can calculate the phase shift at any position along the
z-axis, as shown in Figure 5.1.

Figure 5.1: The Gouy phase shift. The blue curve is the Gouy phase
shift ϕG as a function of position z, for a Gaussian beam focused at z = 0.
The vertical red dotted lines highlight the z-positions one Rayleigh length
zR from the focus, whilst the horizontal red lines highlight the Gouy phase
shift at each of these positions.

In effect, the Gouy phase shift provides a means for the manipulation
and control of the phase of the light field depending where on the z-axis we
make our measurements. This is extremely useful for the broader application
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of SRAS, which requires a light phase shift to occur between two distinct
streaking measurements. In section 4.3, this phase shift occurred due to the
delay between the emission of photo- and Auger-Meitner electrons, which
were measured with a single TOF detector. Due to the light phase’s evolution
over time, the two types of electrons interacted with a different streaking
phase. The delay time, however, is a fundamental property of the system
being studied, and is therefore not something we can control in order to
optimise our experiment.

The Gouy phase shift, in contrast, is a function not of time but of position,
and hence we can exploit it by making our measurements at different points
along the z-axis. If we perform an experiment with two TOF detectors,
streaking and measuring electrons at two positions with the same XFEL-
streaking pulse pair, we will observe a streaking phase shift between each pair
of measurements, as for the photo- and Auger-Meitner electrons in section
4.3. And because we know the Gouy phase shift ϕG from equation (5.5), we
can precisely calculate how much the phase advanced due to a time delay in
the system - even where that delay is much shorter than those required for
single-TOF SRAS. The Gouy phase shift will even allow SRAS to be applied
to two distinct measurements of the same type of electrons; for example,
streaking photoelectrons at two positions along the z-axis could enable SRAS
to be used for precise and non-invasive XFEL pulse characterisation.

5.2 Two-TOF SRAS in neon gas
The first proof-of-principle two-TOF SRAS experiments have been performed
and will be described in this section. A schematic diagram of the experimen-
tal setup is shown in Figure 5.2. It is not dissimilar to that used for the
single-TOF SRAS experiments of section 4.3, differing only in select aspects.
The most immediately apparent difference is the addition of a second TOF
detector. The approach also necessitates a unique gas injection needle with
an output for each measurement position. The detectors and gas samples
are positioned such that each lies approximately one Rayleigh length from
the beam’s focus; according to equation (5.5), the resultant Gouy phase shift
will be around π

2
radians.

X-ray FEL pulses with 1030 eV photon energy ionise the neon gas as it
emerges from the dual gas needles. Upon escaping their parent atoms, pho-
toelectrons are streaked by an MIR streaking pulse with 14 µm wavelength.
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Figure 5.2: Two-TOF SRAS apparatus. 14-µm MIR and 1030-eV FEL
pulses are directed into a neon gas target in a setup resembling that of Figure
4.3. Unlike in that experiment, this apparatus features two target interaction
regions and two TOF detectors, each positioned approximately one Rayleigh
length zR from the MIR focus at z0. Thus, two distinct measurements are
recorded for each FEL-MIR pulse pair.

The kinetic energies of the photoelectrons are measured by each detector
as in section 4.3, except that in this case two photoemission measurements
are performed simultaneously with each FEL-streaking pulse pair. Because
the two target regions lie at different positions along the z-axis, the Gouy
phase shift differs between them, and the two detectors collect sets of elec-
trons that interacted with a different streaking phase - analogous to how the
photo- and Auger-Meitner electrons in section 4.3 interacted with different
streaking phases.
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Figure 5.3: Two-TOF self-referenced attosecond streaking. Photoe-
mission is induced in neon gas by 1030-eV XFEL pulses and the photoelec-
trons are streaked by a 14-µm laser pulse. Two electron TOF detectors
measure the final kinetic energy of the streaked electrons, which differs along
the beam’s axis of propagation due to the Gouy phase shift. The coordinate
axes ∆E1 and ∆E2 are the kinetic energy measured by the upstream and
downstream detectors respectively.

Figure 5.3 shows the distribution of final kinetic energies of photoelectrons
collected by each detector. It bears a strong resemblance to Figure 4.4, but in
this case the phase shift is significantly larger. For each pair of measurements,
these photoelectrons were emitted as a result of interaction with the same
FEL pulse, and streaked by the same laser pulse, so it is remarkable that we
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can perform SRAS as if they occurred at different times.

5.2.1 Global analysis

Before examining individual measurements out of the thousands in Figure
5.3, there are some experimental parameters that can be calculated using
the entire ensemble of data points. This section will employ some techniques
similar to those used in section 4.3, and some additional methods that are
adapted to the two-detector case.

5.2.1.1 X-ray pulse duration

The correlation plot in Figure 5.3 can straightforwardly be used to calculate
the X-ray pulse duration and other diagnostic parameters following a similar
procedure to the one described in section 4.3.2. Once again, it is simple to
identify those measurements which were made using a zero-crossing of the
streaking vector potential; for the upstream detector 1, these lie near the
line ∆E1 = 0, and for the downstream detector 2 they lie near ∆E2 = 0.
For this calculation, zero-crossing measurements were defined as those within
0.75 eV of the relevant axis, which is sufficient to include enough data for the
calculation without beginning to include measurements made far from the
zero-crossing.

The average field-free width of the photoemission peak is 5.0±0.6 eV and
6.9 ± 0.9 eV on detectors 1 and 2 respectively, and when broadened by the
zero-crossing of the streaking field, these peak widths increase to 12 ± 2 eV
and 10 ± 2 eV. The quantities used in the pulse duration calculation are
normally-distributed and these and the following uncertainties are the stan-
dard deviations of each quantity. The larger measured field-free bandwidth
on detector 2 is likely due to its poorer resolution, whilst the increased broad-
ening on detector 1 may be due to its position along the z-axis, which will be
discussed further in section 5.2.1.4. The zero-crossing streaking speeds are
3.0± 0.2 eV/fs on detector 1 and 2.3± 0.2 eV/fs on detector 2; the difference
in magnitude will also be addressed in section 5.2.1.4. The average FWHM
pulse duration is 8 ± 2 fs and 8+4

−5 fs on detectors 1 and 2 respectively, and
therefore the overall average is 8+2

−3 fs.
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5.2.1.2 X-ray pulse chirp

It is also possible to quantify chirp in the X-ray pulse. If the X-ray pulse is
chirped, the resultant burst of photoelectrons will have initial kinetic energies
that depend on their time of emission. Thus, the photoemission peak will
experience different amounts of broadening when exposed to streaking vector
potentials with differently-signed slopes, which can be verified by looking at
opposite sides of the oval in Figure 5.3.

Figure 5.4: The effect of chirp in streaking experiments. Each plot
shows a stylised depiction of a streaking experiment with different streaking
phase. The central peaks in each plot represent the X-ray pulse which in-
duces photoemission. The colourmap shows the initial kinetic energy of the
electrons emitted by each part of the X-ray pulse, with lower kinetic ener-
gies in red and higher in blue, and the green line represents the streaking
vector potential with which these electrons interact – the left, centre, and
right panels show the result of negative-sloped, positive-sloped, and minimal
vector potentials respectively. The black dotted lines highlight the parts of
the streaking vector potential with which the photoelectrons interact. On
the right-hand axis, the final distribution of kinetic energies is shown.

The concept is illustrated in Figure 5.4. The panels of the figure show
the effects of different streaking vector potentials upon photoelectrons re-
leased by a negatively-chirped X-ray pulse – the early part of the X-ray
pulse has a higher photon energy than the latter, and this is reflected in the
initial kinetic energy distribution of the photoelectrons. The left-hand panel
shows a zero-crossing of the streaking vector potential with a negative slope.
Upon interaction with the streaking pulse, the early higher-energy electrons
have their kinetic energy increased, whilst the later-emitted slower electrons
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are decelerated by a negative streaking vector potential. The final result
is shown on the vertical axis: in this case, there is significant broadening
induced by the streaking laser, which only exacerbates the existing distribu-
tion of photoelectron kinetic energies. Conversely, when interacting with a
positively-sloped streaking vector potential as in the centre panel, the mea-
sured peak may instead be narrowed. The right-hand panel shows the result
of interaction with a trough in the streaking vector potential: the peak is
somewhat broadened, but most noticeably, it experiences a large change in
its central kinetic energy.

Figure 5.5: Broadening due to a chirped photoelectron distribution.
Histograms of the photoemission peak r.m.s. widths at positively (red) and
negatively (blue) sloped zero-crossings of the streaking field. The left and
right panels correspond to detector 1 and 2 respectively.

Comparing the result of interaction with different zero-crossings, there-
fore, can provide insight regarding the average chirp in the FEL pulse. The
negatively-sloped zero-crossings correspond to measurements at the top and
left of Figure 5.3 for detector 1 and 2 respectively, and measurements made
with the corresponding positively-sloped zero-crossings are located on the op-
posite sides. The distribution of bandwidths at each zero-crossing is shown
in Figure 5.5. The photoemission peak was broader at negatively sloped
zero-crossings, an indicator of negative chirp in the X-ray pulse. The FEL
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chirp, assuming it is linear, is given by

c =
σ2
+ − σ2

−

4sτ 2X
, (5.7)

where σ+ and σ− correspond to the average broadened peak widths at positive-
and negatively sloped zero-crossings respectively. For these data, using the
same zero-crossing measurements as in section 5.2.1.1, the average chirp is
−0.1+0.2

−0.3 eV/fs on detector 1. The uncertainty on this measurement is sensi-
tive to detector resolution, and the calculated chirp from detector 2 has too
large an uncertainty to be useful.

5.2.1.3 Calculating the Gouy phase shift

We can use the thousands of pairs of measurements shown in Figure 5.3 to
directly measure the Gouy phase shift between the two detectors. It is given,
as a function of position z along the beam’s axis of propagation, by equation
(5.5):

ϕG(z) = − tan−1

(
z − z0
zR

)
.

With two detectors making measurements simultaneously, we will measure
the difference in Gouy phase shift between them, given by

∆ϕG(z1, z2) = ϕG(z1)− ϕG(z2), (5.8)

where indices 1 and 2 refer to upstream and downstream detectors respec-
tively, so that detector n is at position zn.

It is clear that equation (5.8) is not injective; there are a wide variety of
combinations of TOF positions that can lead to a given difference in phase
shifts ∆ϕG. However, with an asymmetric set-up, the streaking field am-
plitude will be higher beneath the TOF that is closer to the beam focus,
resulting in a larger streaking effect. Under typical experimental conditions,
therefore, the positions of the detectors can be tuned to induce a specific
desired phase shift and relative streak strength.

We aim to set up the two detectors such that the streaking laser experi-
ences a Gouy phase shift ∆ϕG of approximately π

2
as it passes from one TOF

to the next. This parametric shift in the x and y components of the distribu-
tion in Figure 5.3 results in the widest ellipse and will give our measurements
the highest sensitivity.
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The sine argument ϕi in equation (3.9) will be reduced by ∆ϕG for the
second set of electrons, so the spectrum acquired further downstream will
be shifted in kinetic energy by a different amount compared the spectrum
from the upstream detector. According to equation (3.9), the change in
kinetic energy felt by each burst of photoelectrons is proportional to the factor√
8WelUp. The ponderomotive potential Up is proportional to the square of

the streaking laser’s electric field strength, which itself is dependent upon
each TOF’s proximity to the beam focus - so Up may differ at each TOF.
Explicitly,

∆E1 ≈ sin (ϕi)
√
8W1U1,

∆E2 ≈ sin (ϕi −∆ϕG)
√

8W2U2,
(5.9)

where the subscripts in Wn and Un refer to the field-free kinetic energy and
ponderomotive potential respectively at detector n. In this experiment, we
measure 1s photoelectrons at both detectors, and therefore W1 = W2, but the
forthcoming analysis remains simple even in the general case where W1 ̸= W2.
Our goal is to calculate the value of ∆ϕG from these equations and our
measured quantities ∆En. We begin by defining the ratio

F (ϕi,∆ϕG) =
∆E2

√
W1

∆E1

√
W2

, (5.10)

which, substituting equations (5.9), is equal to

F (ϕi,∆ϕG) =

√
U2

U1

sin (ϕi −∆ϕG)

sin (ϕi)
=

√
U2

U1

[cos (∆ϕG)− sin (∆ϕG) cot (ϕi)]

(5.11)
using the trigonometric identity

sin (ϕi −∆ϕG) ≡ sin (ϕi) cos (∆ϕG)− cos (ϕi) sin (∆ϕG) . (5.12)

The formulation in equation (5.10) can be calculated directly from the
data for every pair of measurements ∆E1 and ∆E2, resulting in a characteris-
tic distribution that is dependent upon the phase shift ∆ϕG. Equation (5.11)
is a function of this phase shift and also of the randomly-varying streaking
phase ϕi. Because ϕi varies randomly, across thousands of shots its entire
range will be included in the experiment, which enables us to calculate the
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Figure 5.6: Simulated distributions of F . Four example distributions of
the quantity F in equation (5.11), simulated with different combinations of
the parameters

√
U2

U1
and ∆ϕG. In the top row,

√
U2

U1
is held constant, with

examples shown for two values of ∆ϕG; the converse is true in the bottom
row.
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Figure 5.7: F as a function of
√

U2

U1
and ∆ϕG. The left-hand panel shows

the change in F as a function of
√

U2

U1
for a fixed value of ∆ϕG = π

3
, whilst

the right-hand panel shows F as a function of ∆ϕG for a fixed
√

U2

U1
= 0.7.

expected shape of the distribution computationally. Some example distribu-
tions for different values of ∆ϕG and

√
U2

U1
are shown in Figure 5.6.

The cot(ϕi) term in equation (5.11) will, when ϕi varies randomly, have
a Lorentzian distribution centred at zero. The other terms will modify the
distribution’s shape: the centre will shift to

√
U2

U1
cos(∆ϕG), whilst the width

will be multiplied by a factor of
∣∣∣√U2

U1
sin(∆ϕG)

∣∣∣. Indeed, the specific com-

bination of ∆ϕG and
√

U2

U1
will uniquely determine the shape and position of

the distribution. This is illustrated in Figure 5.7; the left-hand panel shows
that both the width and the centre of the distribution increase linearly with√

U2

U1
, while the right-hand panel shows the more complicated relationship

between the distribution’s shape and ∆ϕG.
Here, it is important to note that

√
U2

U1
is a function of the positions of

the two TOFs. If the experiment is set up with exact symmetry, this factor
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will be equal to 1. In other cases, we can measure it and the Gouy phase
shift by measuring the centre and width of the distribution.

Based on Figure 5.7 and equation (5.11), we can see that a distribution
centred around 0 is only possible under one of three circumstances: either√

U2

U1
≈ 0, ∆ϕG ≈ π

2
, or both1. Since

√
U2

U1
≈ 0 is unphysical, implying

one detector situated an infinite distance from the laser focus, a measured
distribution of F that is centred at 0 is a strong indicator of a π

2
Gouy phase

shift between the two detectors.
In order to identify

√
U2

U1
cos(∆ϕG) and

∣∣∣√U2

U1
sin(∆ϕG)

∣∣∣, we can numeri-
cally fit a function to the distribution calculated from the data and compare
it to a fit of the distribution of cot(ϕi). Figure 5.8 shows both these dis-
tributions, overlaid with the numerically-determined fits. The unmodified
distribution of cot(ϕi) is identical to the case where

√
U2

U1
= 1 and ∆ϕG = π

2
,

which can be seen from equation (5.11).
The two datasets are sorted into uniform bins and the number of points

in each bin is extracted as a function of F . This provides two curves, one
for the calculated values of F from the experiment, and one for the values in
the

√
U2

U1
= 1 and ∆ϕG = π

2
case. A standard nonlinear least-squares fitting

algorithm is applied, optimising the parameters a, b, and c in the following
function:

f(x) =
a

π

(
1
2
b

(x− c)2 +
(
1
2
b
)2
)
. (5.13)

Equation (5.13) is the probability density function of a Lorentzian dis-
tribution, with a, b, and c together determining its amplitude, width, and
centre. The amplitude of this function is equal to 2a

πb
; since this is deter-

mined by two of the fitting parameters, we first normalise both curves by
dividing both by the peak of the cot(ϕi) curve. In this way the scaling pa-
rameter a can be fixed and the widths b of each distribution can be directly
compared. The parameters for both fits, along with their 95% confidence
intervals, are summarised in the table below.

1There are actually infinite solutions with ∆ϕG ≈ (2n + 1)π2 , n ∈ Z, but even if the
detectors were placed at z1 = −∞ and z2 = ∞, the maximum possible difference in Gouy
phase shift between them is ∆ϕG(−∞,∞) = π. This can be seen from equations (5.5)
and (5.8). We also know that ∆ϕG > 0 since z2 > z1, so the only value of ∆ϕG that can
result in a distribution of F centred around 0 is ∆ϕG ≈ π

2 .
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Figure 5.8: Lorentzian fits of F . The red and blue histograms corre-
spond respectively to the measured distribution of F , and an unmodified
distribution of cot(ϕi). The orange and purple lines show the corresponding
Lorentzian least-square fits.

cot(ϕi)
∆E2

√
W1

∆E1
√
W2

Value Interval Value Interval
a 3.152 (3.151, 3.153) 3.152 (fixed) N/A
b 2.002 (2.001, 2.002) 1.38 (1.376, 1.384)
c 0 (−0.2255, 0.2078)×10−3 −8.817×10−3 (−10.81,−6.828)×10−3

The fit of the measured (red) distribution in Figure 5.8 has a width equal
to
∣∣∣√U2

U1
sin(∆ϕG)

∣∣∣ = 0.69 times the width of the unmodified (blue) distri-

bution, and it is centred at
√

U2

U1
cos(∆ϕG) = −9× 10−3. Despite the width

being determined by the absolute value of
√

U2

U1
sin(∆ϕG), we also know from

equations (5.5) and (5.8) that ∆ϕG > 0, because z2 > z1. The solution to
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these equations is therefore
√

U2

U1
= 0.690± 0.002,∆ϕG = 1.558± 0.003 rad,

where the uncertainties have been calculated using the 95% confidence inter-
vals of b and c.

These results have extremely low uncertainty because of the many thou-
sands of measurements used to generate the distribution of F , averaging out
some single-measurement errors and enabling the least-squares fitting algo-
rithm to converge to an accurate solution. Nevertheless, it should be noted
that there are additional sources of uncertainty, most notably photon en-
ergy jitter, which add errors to each individual measurement (∆E1,∆E2),
and have not been accounted for in this estimate. Since energy jitter is
normally-distributed, calculating F from many thousands of measurements
for these calculations should alleviate its impact; however, more experiments
will be required to unequivocally quantify the impact of energy jitter and
other single-measurement errors on the accuracy of this result. As will be
discussed later, it is expected that future experiments can account and even
correct for energy jitter, perhaps entirely negating the need to incorporate it
into error analysis. The rest of the calculations in this section will proceed
using the present error analysis, but these values should be thought of as
lower bounds for the achievable uncertainty.

5.2.1.4 Determining the TOF positions

Knowing the phase shift and scaling factor enables us to precisely confirm
the position of the two TOFs. The experiment was designed to have each
detector one Rayleigh length from the streaking laser focus, but there are
significant experimental challenges involved with arranging the detectors so
precisely. Instead, it is relatively simple to arrange the detectors such that
the Gouy phase shift is close to π

2
- which can be swiftly confirmed with

online analysis using a plot like Figure 5.3 - and calculate the exact positions
after the experiment.

As the streaking laser pulse passes through and beyond its focus, its
intensity - and therefore electric field strength - changes with the spot size
of the beam. The beam radius is given by

w(z) = w0

√
1 +

(
z

zR

)2

, (5.14)

where w0 is the beam radius at the focus, z is the position along its axis of
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propagation, and zR is the beam’s Rayleigh range. The intensity of the laser
evolves along the z-axis according to

I(z) = I0

(
w0

w(z)

)2

=
I0

1 +
(

z
zR

)2 , (5.15)

where I0 is the maximal laser intensity at its focus. The electric field am-
plitude E0(t) at position z is proportional to

√
I(z); the ponderomotive

potential is therefore directly proportional to I(z), which can be seen from
equation (3.3):

Up =
e2E2

0

4meω2
.

Let zn, Wn and Un be the position, field-free kinetic energy, and pondero-
motive potential at detector n respectively. Expressing the known ratio

√
U2

U1

in terms of the intensity from equation (5.15):

√
U2

U1

=

√
I(z2)

I(z1)
=

√√√√√√√
I0

(
1 +

(
z1
zR

)2)
I0

(
1 +

(
z2
zR

)2) . (5.16)

We can simplify this expression by expressing the detector positions zn as
multiples of zR. Define a pair of constants dn such that

zn ≡ dnzR (5.17)

and substitute them into equation (5.16), so that

√
U2

U1

=

√√√√√√√
I0

(
1 +

(
d1zR
zR

)2)
I0

(
1 +

(
d2zR
zR

)2) (5.18)

⇐⇒
√

U2

U1

=

√
1 + d21
1 + d22

(5.19)

=⇒ ∥d1∥ =

√
U2

U1

(1 + d22)− 1. (5.20)
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Equation (5.17) and equation (5.20) will allow us to identify the position
of one detector provided we know that of the other. We can therefore identify
a pair of detector positions that satisfy both our known constraints: the ratio√

U2

U1
in equation (5.20) must equal 0.690, and the Gouy phase shift ∆ϕG

occurring between these two positions must equal 1.558 radians according to
equation (5.8).

Figure 5.9: Experimental Geometry. The contour plot displays, as a
function of TOF positions z1 and z2, the absolute discrepancy between the
induced Gouy phase shift and that measured from our data. Pairs of positions
leading to discrepancies less than 0.01 radians are shown in white, and pairs
with discrepancies greater than or equal to 1.5 radians are shown in black.
The purple line shows the (z1, z2) combinations that are compatible with
the streaking ratio

√
U2

U1
measured in the experiment, and the purple circle

highlights the single pair of positions that satisfies both criteria.
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Whilst there are infinite combinations of detector positions that can lead
to any particular phase shift or scaling factor, the specific combination of
both values can only be achieved with a specific arrangements of detectors.
This is illustrated in Figure 5.9. The regions of (z1, z2)-space that result in
the measured Gouy phase shift are shown in white on the contour plot. The
purple line shows the (z1, z2) pairs that would satisfy equation (5.20) with
the measured value of

√
U2

U1
. The point at which the line intersects the white

region is, therefore, the only combination of z1 and z2 that can lead to the
parameters recorded in the experiment.

We can thus determine that the first TOF was d1 = 0.677±0.005 Rayleigh
lengths upstream of the focus, whilst the second was d2 = 1.438 ± 0.008
Rayleigh lengths downstream of it. The uncertainties on these values have
been calculated using a functional approach, propagating the uncertainties on√

U2

U1
and ∆ϕG. It is notable that self-referenced streaking is not dependent on

an idealised symmetric experimental set-up with |z1| = |z2|; in fact, the two
simultaneous measurements enable the experimental geometry to be precisely
measured and accounted for, as demonstrated here.

5.2.2 Single-shot streaking parameters

The XFEL experiments described in this thesis consist of thousands of in-
dividual measurements, each one associated with a single X-ray-streaking
pulse pair, or ‘shot’. In addition to the foregoing calculations, which are
made using many averaged measurements, an ideal two-TOF SRAS setup
enables single-shot parameters to be identified. This section will detail how
SRAS could advance further, using the correlation plot to obtain the streak-
ing amplitude and phase for every shot in the experiment. The experiment
performed in this thesis can already provide a wealth of single-shot informa-
tion, limited only by a lack of diagnostic measurements and metadata that
will be straightforward to include in future experiments.

5.2.2.1 Streaking phase

We can begin by identifying the carrier-envelope phase ϕCEP of each streaking
laser pulse. First of all, we transform the data to polar coordinates:
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r =
√

∆E2
1 +∆E2

2 , θ = tan−1

(
∆E2

∆E1

)
. (5.21)

Substituting equations (5.9) for ∆E1 and ∆E2 into the equation for θ shows
that

tan(θ) =

√
W2U2

W1U1

[
sin(ϕi) cos(∆ϕG)− cos(ϕi) sin(∆ϕG)

sin(ϕi)

]
(5.22)

=⇒ tan(ϕi) =
− sin(∆ϕG)√

W1U1

W2U2
tan(θ)− cos(∆ϕG)

(5.23)

=⇒ ϕi = tan−1

 − sin(∆ϕG)∆E1√
W1U1

W2U2
∆E2 − cos(∆ϕG)∆E1

 , (5.24)

where for the final expression we have made use of the definition of tan(θ)
from equation (5.21). A four-quadrant inverse tangent function will take
into account the signs of the numerator and denominator in equation (5.24),
which together place each data point (∆E1,∆E2) in a specific quadrant.

This measured phase ϕi represents the argument of the sine term in equa-
tion (5.9). This parameter is not only a function of the randomly-varying
streaking CEP, but also of the relative arrival times of the two pulses. The
arrival time directly determines the amplitude of the streaking pulse with
which the photoelectrons interact; since the oscillating electric field is also
time-dependent, arrival time also has an effect on the phase of the field that
interacts with the electrons. The quantity ϕi, therefore, satisfies

ϕi = ωti + ϕCEP , (5.25)

where ϕCEP ∈ [0, 2π) represents the random modulation of the streaking
laser’s CEP. To fully ascertain the streaking laser parameters, we must ad-
ditionally calculate ti, which will allow us to identify ϕCEP using equation
(5.25), and uniquely describe the streaking conditions for every measurement
in the experiment.

5.2.2.2 Arrival time

The radial coordinate r is related to the streaking pulse amplitude - and
hence, the relative arrival time of the XFEL pulse. From equations (5.9) and
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(5.21) we can see that

r =
√

8W1U1 sin
2(ϕi) + 8W2U2 sin

2(ϕi −∆ϕG) (5.26)

=⇒ r2 = 8W1U1 sin
2(ϕi) + 8W2U1

√
U2

U1

2

sin2(ϕi −∆ϕG), (5.27)

where we have substituted the unknown U2 for U1

√
U2

U1

2

, since the ratio
√

U2

U1

is already known. Solving for U1,

r2 = 8U1

(
W1 sin

2(ϕi) +W2

√
U2

U1

2

sin2(ϕi −∆ϕG)

)
(5.28)

=⇒ U1 =
r2

8

(
W1 sin

2(ϕi) +W2

√
U2

U1

2

sin2(ϕi −∆ϕG)

) . (5.29)

Equation (5.29), in conjunction with equations (5.21) and (5.24), allows
us to calculate U1 for every measurement. Since the detector and focus
positions are fixed, we need only multiply U1 by the known ratio U2

U1
- which

was identified in section 5.2.1.3 - to find U2, the ponderomotive potential at
the other detector. Recalling the definition of Up in equation (3.3),

Up =
e2E2

0

4meω2
,

it is simple to use these calculated ponderomotive potentials to find the
electric field amplitude

E0 =

√
4meω2Up

e2
, (5.30)

which is dependent on the degree of temporal overlap between the X-ray and
streaking pulses.

Assume the streaking laser pulse has a Gaussian envelope E0 with some
r.m.s. duration σIR:

E0(ti) = Emax exp

[
−(ti − t0)

2

2σ2
IR

]
(5.31)
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=⇒ ti = t0 ±

√
−2σ2

IR log

(
E0(t)

Emax

)
, (5.32)

where Emax refers to the peak electric field amplitude occurring at the cen-
tre of the streaking pulse. Because of the ± sign in equation (5.32), it is
not yet possible to determine whether a particular measurement overlapped
with the early or late part of the streaking pulse - the Gaussian envelope is
symmetric and there are two possible arrival times that correspond to any
given amplitude. For simplicity, we will henceforth define the time axis such
that t0 = 0, and assume that ti ≥ 0.

The distribution of arrival times obtained from equation (5.32) is shown
in the histogram in Figure 5.10. For these data, there are two assumptions
needed to complete this calculation. Firstly, the streaking pulse duration was
estimated to be 300 fs (FWHM) based on the typical OPA operation at the
time of the experiment. Secondly, it was assumed that the single measure-
ment out of all those in Figure 5.3 which experienced the largest streaking
field amplitude was made exactly at the peak of the streaking pulse envelope,
when E(t) = Emax. This is challenging to verify without improved streaking
pulse diagnostics - we can only infer that that measurement was made with
a larger streaking field amplitude than all the others, not necessarily that it
was made with the maximum possible field amplitude, and it is also possible
that that measurement appears to have experienced the largest amplitude
due to experimental error. In future experiments, better laser diagnostics
would render these assumptions unnecessary.

Another problem to consider is energy jitter in the XFEL pulse, because
generally each X-ray pulse may have a slightly different photon energy. This
means that the photoelectron emission peaks will not always be emitted with
the same kinetic energy, essentially adding or subtracting a small amount
from each measurement ∆E. Inspecting the central kinetic energy of the
unstreaked photoemission peaks, as in section 4.3.2, shows that the energy
jitter had a standard deviation of 1.6 eV. This is small compared to the
total changes in kinetic energy measured in the experiment, and does not
preclude calculations made using many averaged measurements such as those
in sections 4.3 and 5.2.1, but even a small amount of energy jitter becomes
significantly more impactful when dealing with individual measurements.

Future experiments must account for energy jitter in order to take full
advantage of the precision afforded by SRAS. In the present experiment, the
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Figure 5.10: Temporal overlap. Histogram of the arrival times of the
many individual measurements, assuming a streaking pulse with a FWHM
duration of 300 fs and such that t = 0 corresponds to the photoemission
perfectly overlapping with the peak of the streaking pulse envelope. The red
line shows the Gaussian envelope of the streaking pulse.

streaked and unstreaked spectra were obtained with separate XFEL pulses.
One way in which energy jitter could be corrected for is by measuring streaked
and unstreaked spectra for every XFEL pulse. A third TOF and sample
could be arranged far from the streaking laser focus to measure the streaking-
field-free photoemission spectrum, which would reveal the photon energy of
each XFEL pulse. The final kinetic energy of the streaked photoelectron
peaks downstream could then be corrected by simply adding or subtracting
the discrepancy in XFEL photon energy. Another option, depending on
the experiment in question, might be to perform two-TOF SRAS using one
or more Auger-Meitner emission peaks, whose initial kinetic energy is not
dependent on the photon energy of the ionising light pulse.

In the present work, the lack of such metadata will limit our discussion
to qualitative single-shot characteristics, but these diagnostic measurements
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are simple to implement in the future, and only superficial barriers to full
quantitative results remain. For a proof of concept and a glimpse into the
future of SRAS, we will proceed using the aforementioned assumptions.

5.2.2.3 Mapping between measurements and parameters

With the relatively simple calculations in sections 5.2.2.1 and 5.2.2.2, we can
now access the single-shot streaking parameters. Figure 5.11 displays the
data from Figure 5.3 with the single-shot parameters indicated by colourmaps.
Those shots arriving closer to the peak of the streaking pulse envelope ex-
perience a larger streaking vector potential, and a larger change in kinetic
energy. The CEP varies across the ring, but is constant along spiral lines.

Figure 5.11: Single-shot streaking parameters. Data from the corre-
lation plot in Figure 5.3 are reproduced, with a colourmap indicating the
arrival time and CEP in the left and right panels respectively. The arrival
time here refers to the magnitude of the delay between the centres of X-ray
and MIR pulses.

The correlation plot gives us enough data to calculate a mapping between
(∆E1,∆E2) positions and time-phase parameter pairs. Indeed, we can ap-
ply this mapping to the rest of the parameter space, such that all incoming
data can be converted to self-referenced coordinates. The three-dimensional
surface in Figure 5.12 is a complete mapping between measured kinetic en-
ergy shifts and streaking parameters. For any given pair of measurements
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(∆E1,∆E2), we can use this surface to identify the pump-probe delay (the
z-coordinate) and the streaking CEP ϕCEP (the colour of the surface).

Figure 5.12: Time-phase mapping surface. For each pair of coordinates
(∆E1,∆E2), the X-ray pulse delay is shown by the vertical coordinate of the
surface. There are two possible delays for each (∆E1,∆E2) pair, because
the streaking pulse envelope is symmetrical; the absolute values are shown
here. The colour of the surface at each point corresponds, according to the
colourmap, to the carrier-envelope phase ϕCEP for that combination of ∆E1

and ∆E2.

The shape of the surface in Figure 5.12 is determined by the streaking
ratio

√
U2

U1
and the Gouy phase shift ∆ϕG for this experiment, as well as

the duration of the streaking pulse σIR. Once
√

U2

U1
and ∆ϕG have been

calculated using the methods discussed in section 5.2.1.3, this surface can
be generated and used to map the timing and phase of every subsequent
measurement. A future experiment could produce this mapping surface using
the first ten thousand measurements, for example, and thereafter use it to
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record the streaking conditions in real time for every incoming data point.
Though such an experiment would not have control over those parameters,
it would be able to study systems that typically demand this control, since
measurements could be sorted and filtered as they were made. In all practical
senses, self-referenced calculations can grant precise control over FEL pulse
arrival time and streaking CEP.

5.2.2.4 Single-CEP spectrograms

Attosecond streaking experiments like the one discussed in Chapter 3 use
a fixed carrier-envelope phase and vary the relative arrival time of the two
pulses; SRAS experiments have control over neither of these parameters,
but they can be calculated after the experiment based on their context in
a correlation plot, as described in the preceding sections. It is possible,
therefore, to select only the measurements made with a single CEP, sort
them by arrival time, and produce a spectrogram comparable to Figure 3.7
from section 3.2.2.

Figure 5.13: Selection of shots with a single CEP. The left-hand panel
shows the data from Figure 5.3 with an overlaid colourmap corresponding
to FEL pulse arrival time. The points highlighted in black are those for
which the CEP is within 0.1 radians of π, which are the only measurements
included in the other panel and in Figures 5.14 and 5.15. The right-hand
panel shows these selected points’ change in kinetic energy as a function
of arrival time, with red and blue points corresponding to upstream and
downstream detectors respectively.
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Figure 5.14: Fixed-CEP SRAS spectrogram. The full kinetic energy
spectra of the points selected in Figure 5.13 are plotted and combined into
a single-CEP spectrogram. The upper and lower panels correspond to up-
stream and downstream detectors respectively.

Figures 5.13 and 5.14 illustrate the process by which we can extract these
spectrograms. Restricting our consideration to points within a narrow CEP
range, the peak positions and even full raw spectra can be plotted as a func-
tion of arrival time. Not only is the oscillation of the streaking pulse’s light
field clearly visible, one can also see the sloping shape of the streaking pulse
envelope. Unlike in Figure 3.7, the pump-probe delay steps are not - and
cannot be - uniform. As we examine shots arriving further from the aver-
age arrival time, the data become more sparse, resulting in the wider bins
towards the right of the spectrogram in Figure 5.14. Nevertheless, there are
many measurements for which the XFEL pulse arrived with 105-160 fs delay
with respect to the peak of the streaking pulse, which is a sufficiently wide
range to encompass one full oscillation of the streaking laser field. Figure 5.15
shows the data within this range after averaging all spectra that fall within
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1-fs bins, fixing the delay step size to produce a spectrogram comparable to
those obtained in table-top attosecond streaking experiments without timing
or phase jitter. Future experiments might use the tools and methods of sec-
tion 3.2.2 with data processed in this way to make attosecond measurements
at XFELs. If required, data could be collected over multiple cycles of the
streaking field by either reducing the laser wavelength or increasing the range
of the pump-probe delay. The latter could be achieved using a delay stage to
adjust the path length of the streaking laser and gathering many measure-
ments for each stage position. Due to timing jitter, each delay stage position
can be used to make measurements with a range of pump-probe delays.

Figure 5.15: Time-binned spectrogram. Spectrograms similar to those
shown in Figure 5.14, after additional smoothing by sorting the data into
1-femtosecond-wide bins and averaging the spectra within each bin.

Note that, as highlighted by the left-hand panel in Figure 5.13, each of
these spectrograms uses only a fraction of the data in Figure 5.3: the shots
within the selected CEP range. The full correlation plot contains enough
data to produce many different spectrograms, each with a different CEP. This
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makes two-TOF SRAS a fast and efficient method of collecting enough data
to verify a measurement. The experiment described in Chapter 3 comprised
around 50 spectrograms, each one taking around one hour to measure. The
50,000 shots in Figure 5.3 - enough to produce over a dozen spectrograms
like those in Figures 5.14 and 5.15 - took only around 30 minutes to measure,
potentially making two-TOF SRAS at least 20 times faster than table-top
attosecond streaking. This is important in making the technique viable for
XFEL experiments, which typically operate under strict time constraints.

5.3 Future opportunities
The two-TOF generalisation of self-referenced attosecond streaking spec-
troscopy holds tremendous potential for future time-resolved experiments
at XFELs. The natural next step for the technique as a diagnostic tool
may involve the construction of a permanent two-TOF SRAS setup on an
XFEL beamline, where it might provide non-invasive X-ray and streaking
pulse characterisation upstream of a variety of time-resolved experiments.
This could lead to SRAS measurements of a wide range of ultrafast phenom-
ena, with time resolution unhindered by jitter. For example, the technique
might enable laser-driven electron dynamics in solid-state samples to be time-
resolved at XFELs. It could also be used to make even more precise measure-
ments of non-radiative decay processes such as Auger-Meitner decay, perhaps
even reconstructing the temporal profile of emitted Auger-Meitner electrons.
Coupled with the wider range of photon energies available to XFELs as com-
pared to HHG sources, this type of apparatus might illuminate correlated
electron dynamics that have hitherto been inaccessible.
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Chapter 6

Summary and outlook

In the 21st century, XFELs have rapidly established themselves as corner-
stones of ultrafast science. Across a multitude of disciplines, these remarkable
devices have provided new insights into processes and structures on atomic
time and length scales. The work presented in this thesis is intended to
help cement the position of XFELs within and beyond attosecond science,
bringing the study of subatomic systems and dynamics within reach.

Attosecond streaking spectroscopy has evolved in parallel with advances
in XFEL technology, facilitating some of the most precise time-resolved ex-
periments to date. The results presented in Chapter 3, and the other recent
experiments discussed therein, illustrate how powerful this technique has be-
come since its nascence just twenty years ago. And yet, XFELs’ innate timing
and phase jitter have largely prohibited their usage in attosecond streaking
experiments, though substantial efforts have been made in recent years to im-
prove XFEL pulse timing and characterisation. As demonstrated in Chapter
4, these obstacles are no longer insurmountable.

Self-referenced attosecond streaking provides a straightforward route to
attosecond time resolution at XFELs and, using the relatively simple setup
described in Chapter 5, can be applied to almost any system or phenomenon
of interest. SRAS does not require significant adjustments to the experimen-
tal apparatus typical for streaking experiments, and can be used either for
direct measurements or as a non-invasive diagnostic tool.

In its first demonstration, presented in Chapter 4, SRAS was used to
measure the Auger-Meitner decay lifetime in neon, which was found to be
2.2 fs. Measuring the duration of such a short process would ordinarily be
impossible given the 100-fs timing jitter between the pump and probe pulses
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during this experiment. Not only did this experiment verify the viability of
SRAS, it also showcased the necessity of a comprehensive theoretical model
of Auger-Meitner decay in XFEL streaking experiments.

The latest experiments with SRAS, presented in Chapter 5, illustrate
how far this technique can be taken. It is now possible to measure full spec-
trograms, each with a single carrier-envelope phase (Figures 5.14 and 5.15),
equivalent to those acquired in table-top attosecond streaking experiments
(Figure 3.7); these SRAS-enabled spectrograms could be used to measure at-
tosecond dynamics via the retrieval procedures discussed in section 3.2.2.1.
Equipped with these new methods, it is expected that the achievable time
resolution in future XFEL SRAS experiments will be limited only by the
available X-ray pulse durations, as is the case for table-top attosecond streak-
ing.

Attoscience remains an exciting and rapidly-evolving field of research.
With new and ever more advanced XFEL facilities on the horizon, the rapid
progress in the field this century is sure to continue. Traditional attosecond
streaking experiments such as the one described in Chapter 3 are likely to
remain vital to attoscience. For the time being, it is still HHG sources
that produce the shortest light pulses, ideal for measuring few-attosecond
dynamics such as the photoelectric effect. XFELs and table-top systems will
continue to complement each other as attoscience grows and matures.
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