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Abstract
Photochromic compounds are excellent model systems for the study of photoisomeriza-
tion dynamics with atomic resolution using ultrafast electron diffraction (UED), which
promises to deepen the fundamental understanding and optimization of chemical pro-
cesses. These molecules have multiple stable isomers with distinct absorption properties,
which can be selectively converted via light irradiation. Many photochromics undergo
isomerization even in the crystalline phase, which is beneficial for the use of time-resolved
diffraction techniques. However, before the realization of UED experiments, the suitabil-
ity of a specific photochromic molecule needs to be assessed and the dynamics character-
ized, which can be done by means of transient absorption spectroscopy (TAS).
Within the scope of this thesis, representatives from two different classes of photochrom-
ics, spiropyrans and diarylethenes, have been investigated by means of TAS and prelimi-
nary UED experiments, in both the crystalline phase and solution, including the construc-
tion of dedicated optical setups.
Spiropyrans when excited in the ultraviolet undergo a ring-opening and planarization re-
action associated with a bathochromic shift of the absorption spectrum into the visible
range. The derivative spironaphthopyran (SNP) was studied via TAS in solution and the
ring opening found to occur in the S1 electronic state under formation of an open-ring in-
termediate with a time constant of 300 fs, followed by relaxation to the planar isomer with
a lifetime of 1.2 ps. Based on a newly developed spectral analysis, subsequent vibrational
cooling was characterized and associated with lifetimes between 10 and 13 ps.
The TAS results for SNP in the crystalline phase exhibit nearly identical isomerization
dynamics, with time constants of 0.3 and 1.3 ps for the formation of the intermediate and
product species, respectively. However, population of the open-ring isomer was found
to decay with a lifetime of 650 ps. Supported by complementary UED experiments, this
process was assigned to restoring forces from the crystal lattice.
In the presence of a strong acid, spiropyrans become protonated having two stable open-
ring isomers (Z and E), switchable by light. This motivated TAS investigations into the
dynamics of the switching process for two different derivatives (spirobenzopyran and
nitro-spirobenzopyran). The forward reaction was found to entail multiple species in the
ground state, formed from a rapidly decaying excited state with a lifetime of ≈200 fs.
Subsequent reaction to the planar E-isomer follows a biexponential behavior in the ps-
time domain, indicating the involvement of two distinct intermediates. The reverse reac-
tion was determined to occur via an excited-state intermediate with a lifetime of 3.5 ps as
well as a ground-state intermediate with a 40 ps lifetime.
The third project in this thesis deals with the photo-induced ring-closing dynamics of
three different diarylethene derivatives, ethyl-dithienylethene, butyl-dithienylethene and
propyl-difurylethene, which were investigated in a comparative TAS study in solution
and single crystals. Varying in the length of the alkyl chains at the reactive carbon atoms
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between which the bond is formed, as well as exchange of the heteroatom in the aryl-
substituents was found to significantly affect the cyclization. The determined reaction
time in propyl-difurylethene of 300-400 fs was faster than in the dithienylethene deriva-
tives, for which two distinct ring-closing pathways were found. Thus, the dominant factor
was the nature of the heteroatoms rather than the alkyl length, which points towards the
reaction being governed by the electronic structure rather than steric hindrance. Over-
all, the results from the crystalline samples were less complex than in solution due to
the absence of other conformers and cyclization rates generally increased. Furthermore,
static electron diffraction tests strongly suggest the suitability of all three compounds for
systematic UED studies, since a distinct difference in the diffraction between open- and
closed-ring isomer was observed.
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Zusammenfassung
Photochrome Verbindungen eignen sich hervorragend als Modellsysteme für die Un-
tersuchung von Photoisomerisationsprozessen mit atomarer Auflösung mithilfe von ul-
traschneller Elektronenbeugung (UED). Diese Moleküle besitzen mehrere stabile Isomere
mit charakteristischen Absorptionseigenschaften und können selektiv durch Einstrahlung
von Licht ineinander umgewandelt werden. Darüber hinaus gibt es viele dieser Verbin-
dungen, die auch im Kristall isomerisiert werden können, was der Verwendung von Beu-
gungsmethoden zuträglich ist. Bevor Experimente mit einem bestimmten photochromen
Molekül realisiert werden können, muss jedoch deren Eignung überprüft und die Reakti-
onsdynamik so gut wie möglich charakterisiert werden. Hierzu eignet sich die etablierte
Methode der transienten Absorptionsspektroskopie (TAS).
Im Rahmen dieser Dissertation wurden Vertreter zweier unterschiedlicher Klassen photo-
chromer Moleküle mithilfe von TAS und UED-Experimenten untersucht: Spiropyran und
Diarylethen. Für beide wurden Versuche im Kristall und in Lösung durchgeführt und die
benötigten optischen Aufbauten konstruiert.
In Spiropyranen verursacht die optische Anregung im ultravioletten Bereich einen Bin-
dungsbruch sowie die anschließende Planarisierung des Moleküls, welche mit einer Rot-
verschiebung des Absorptionsspektrums einhergeht. Dieser Prozess wurde untersucht für
Spironaphthopyran (SNP) und die Ergebnisse der TAS in Lösung deuten darauf hin, dass
der Bindungsbruch die Bildung eines Intermediats im angeregten Zustand zufolge hat,
welches innerhalb von 300 fs nach Anregung entsteht und mit einer Lebensdauer von
1.2 ps zum planaren Produkt reagiert. Eine eigens entwickelte Spektralanalyse erlaubte
die Charakterisierung der anschließenden Energiedissipation mit Lebensdauern zwischen
10 und 13 ps.
Die Ergebnisse der TAS an kristallinem SNP zeigen, dass die Isomerisation auch im Kris-
tall stattfindet, und dies auf nahezu identische Weise, mit Zeitkonstanten von 0.3 und
1.3 ps für die jeweiligen Reaktionsschritte. Allerdings wurde beobachtet, dass die Ab-
sorption der planaren Spezies, anders als in Lösung, mit einer Lebensdauer von 650 ps
abfiel. Dieser Prozess wurde erklärt durch Rückstellkräfte des durch die Isomerisation
verzerrten Kristallgitters, wofür Indizien in komplementären UED-Experimenten gefun-
den wurden.
Spiropyrane agieren in Gegenwart von starken Säuren als Protonakzeptoren, was ebenfalls
einen Bindungsbruch zur Folge hat. Die so gebildete Spezies besitzt zwei stabile Konfor-
mere (Z und E), welche wiederum durch Lichteinstrahlung ineinander konvertiert werden
können. Dieser Prozess wurde untersucht mittels TAS in Lösung für zwei verschiedene
Spiropyranderivate, Spirobenzopyran und Nitro-spirobenzopyran. Für die Vorwärtsreak-
tion wurde eine kurze Lebensdauer des angeregten Zustands von 200 fs festgestellt. Diese
Relaxation führt allerdings nicht direkt zur Bildung des E-Isomers, sondern indirekt über
mehrere Intermediate im Grundzustand. Die Rückreaktion zum Z-Isomer involviert ein
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Intermediat im angeregten Zustand und einen metastabilen Grundzustand mit Lebensdau-
ern von 3.5 ps beziehungsweise 40 ps.
Das dritte Projekt dieser Doktorarbeit umfasst die Untersuchung des lichtinduzierten
Ringschlusses in drei verschiedenen Diarylethenen (Ethyl-Dithienylethen, Butyl-Dithi-
enylethen und Propyl-Difurylethen) in einer Vergleichsstudie mittels TAS in Lösung und
einkristallinen Filmen. Es wurde festgestellt, dass Unterschiede in der Länge der Alkyl-
substituenten und in der Art der Heteroatome sowohl Geschwindigkeit als auch Mecha-
nismus der Reaktion beeinflussen. Während für den Ringschluss in Propyl-Difurylethen
eine direkte Relaxation mit einer Zeitkonstante von 300-400 fs ermittelt wurde, wurden
für die beiden Dithienylethene zwei verschiedene Reaktionswege gefunden. Von diesen
waren selbst die schnelleren Reaktionspfade jeweils langsamer als im untersuchten Di-
furylethen. Es wurde somit geschlussfolgert, dass die Art der Heteroatome und damit
einhergehende Veränderungen in der elektronischen Struktur des Moleküls maßgeblicher
sind als die Länge der Alkylsubstituenten und mögliche damit assoziierte sterische Effek-
te. Verglichen mit den Lösungen waren die TAS-Ergebnisse im Kristall weniger komplex
und der Ringschluss generell beschleunigt. Zusätzlich zu den TAS-Experimenten wurden
statische Elektronenbeugungsversuche durchgeführt, bei denen charakteristische Intensi-
tätsänderungen beobachtet wurden, was alle drei Verbindungen als exzellente Kandidaten
für Experimente mit zeitaufgelöster Beugung ausweist.
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Introduction

1.1 Towards Direct Observation of Chemical Dynamics

Chemical phenomena, which constitute the basis for all life, are not static, they are dy-
namic. A statement seemingly trivial, but often overlooked in a society focused on results.
However, and that should be similarly obvious: The process determines the outcome.
The primary step in the tremendously complex process of vision is a simple, photo-
induced bond rotation within a small organic molecule, called retinal, [1,2] which triggers
a cascade of chemical and physical events, all culminating into the formation of an image
in the brain. [3] Not only is this event remarkably simple, but also highly efficient and
fast. [4] The reason why that is so significant becomes evident considering what happens
to a molecule when it is pushed out of equilibrium upon interaction with light. If a ball is
lifted onto the top of a slope, it will roll down due to gravity, but for a molecule consist-
ing of N atoms, there are 3N-6 possible intramolecular motions, or in this analogy 3N-6
directions in which the ball could roll, some of them leading upwards, some downwards.
How does the "ball" know where to go? How does the retinal molecule know which of its
N = 49 atoms to move, and in what directions, in order to reach the product state, which
– according to the observed high efficiencies – it appears determined to do? Random
fluctuations of the atomic nuclei clearly fail to explain this; there needs to be a reduction
in dimensionality from 3N-6 to only a few key vibrational modes that couple strongly
to the excited state that the molecule is "lifted" into, and which drive a certain chemical
reaction.
It is not just to satisfy curiosity why identifying these modes is important. Many photo-
chemical processes in fact suffer from low efficiencies or selectivities and these essential
modes may serve as a target for manipulating the reaction towards the desired outcome.
This is possible in principle using complex light pulses in dedicated optical setups (vide

infra), but a more straightforward way is that of chemical modification. Pursuing this
based on static, equilibrium structures is what many chemists have done through the
years and still do, using educated, trial-and-error synthesis and comparing the different
outcomes. The more holistic approach on the other hand is trying to directly observe
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the structural dynamics of chemical reactions, which essential molecular motions are in-
volved and how they can be tuned via chemical modification. However, this is also the
much less trivial approach, as will be laid out in the following.

The requirements for the direct observation of chemical reactions are sub-Å spatial and
sub-100 fs temporal resolution.12 These inconceivably fast time scales have been acces-
sible experimentally for several decades now, via the use of ultrashort laser pulses, taking
advantage of the fact that the rapid speed of light (3·108 m/s) translates an ultrashort differ-
ence in arrival time into more tangible spatial displacements on the order of micrometers
(10 fs =̂ 3µm). Hence, utilizing two optical pulses, one to trigger a certain process and the
other to probe it, and varying the time delay between them allows to temporally resolve
photo-induced dynamics.
One of the most ubiquitous examples of these so-called pump-probe techniques is the
methodology of transient spectroscopy. In transient absorption spectroscopy (TA or TAS)
in particular,3 chemical reaction dynamics can be observed indirectly through associated
changes in the absorption properties of the molecules, or more simply put the molecules
changing their color, on the femtosecond time scale. [9–11] As will be discussed in more
detail later,4 these absorption dynamics provide valuable information about the quantum
mechanical states playing a role in the reaction, but the method is not directly sensitive
to the structural dynamics. Nevertheless, in specific cases, signatures of molecular vi-
brations can be found in the TA data, which give information about the eigenfrequencies
of particular modes that are essential for the reaction. [12,13] In fact, strategies have been
developed to specifically drive these modes and thereby steer the chemistry in a particular
direction.5 However, such fortunate cases are not always given. Especially if multiple
key modes drive a reaction, a specific vibrational mode to be targeted can become like the
proverbial needle in a haystack.
In search for a more immediate way to observe and control chemical reaction dynamics,
the advent of ultrafast diffraction techniques and ceaseless efforts of extending their capa-
bilities into the femtosecond domain have recently led to numerous breakthroughs. [5,16–19]

Based on the interference of a wave scattered off an object, diffraction contains direct
structural information6 if the size of the object and the wavelength are comparable. In

1One angstrom (Å) is one tenth of a nanometer or a billionth of 10 cm (10−10 m). A femtosecond (fs) is
the millionth of a billionth of a second (10−15 s).

2This rule of thumb is based on typical atomic displacements whilst moving at the speed of sound [5, 6].
3Also known as flash photolysis, the fundamental principle was developed in the middle of the 20th

century [7], which was awarded with the Nobel Prize in Chemistry in 1967 [8].
4Section 2.4, in particular subsection 2.4.1.
5Driving photochemical reactions via specific modes through interference between them and a tailored

optical pulse is known as coherent control [14, 15].
6N.B.: This is a deliberate simplification. Diffraction is directly sensitive to the structure, but part of the

information is lost as only the intensity of the diffracted wave is measurable. This can however be overcome
either exploiting potential symmetries of the investigated system or through reconstruction using a priori
knowledge about the investigated species in equilibrium [20].
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order to achieve atomic resolution, the most suitable probes are either X-ray or electron
pulses,7 both of which have their own advantages and drawbacks. [5] Since no ultrafast
X-ray diffraction was carried out for this work, the following overview of what is pos-
sible and what has been achieved with ultrafast diffraction will be limited to the case of
electrons.
Pioneering time-resolved electron diffraction experiments were already conducted in the
1980’s, [21] thanks to the relatively straightforward generation of short electron pulses
with an ultrafast laser (see section 2.5.2). In the following years, important achievements
were made towards atomically resolved chemical dynamics on the picosecond (10−12 s)
time scale. [22–24] However, it took 20 more years before the crucial regime of a few
100 fs time resolution was reached in 2003, [25,26] due to fundamental limitations that
needed to be overcome and will be discussed in more detail in a later section. Since
then even more improvements have been made, [27–30] pushing the time resolution of ul-
trafast electron diffraction (UED) routinely below the 100 fs barrier, [31–35] and even into
the attosecond8 regime. [36] These records were set however in the limit of only a small
number of electrons per pulse in order to avoid space-charge broadening (vide infra), but
the source brightness needs to be considered when approaching atomic resolution. It has
been demonstrated that time resolutions on the order of 100-200 fs are sufficient to resolve
coupled motions in excited molecules, if in exchange the increased source brightness en-
ables resolutions in the 0.01 to 0.001 Å range. [20] Since this resolution is lower than the
thermal motions of the molecule, it represents the fundamental spatio-temporal limit to
imaging chemical reactions. [19,37]

Most of the past advancements were made either studying high-symmetry, strongly scat-
tering compounds on the one hand, namely atomic solids [25,35,38–42] or so-called 2D ma-
terials, [43,44] both of which are experimentally more feasible than chemical systems, or
small molecules in the gas phase on the other hand.9 Nevertheless, a variety of crystalline
metal-organic compounds have been studied using UED. [20,52–55] Rather than "classic"
chemical processes such as bond breaking, formation or rotation the investigated struc-
tural dynamics were associated with light-induced phase transitions, which have the ad-
vantage of being fully reversible allowing for a large number of pump-probe cycles on a
sample. Besides the general interest in the investigated phenomena itself, these studies
helped pave the way towards the investigation of chemical reaction dynamics, since both
experimental and analytical tools and procedures were established and improved to facil-
itate the work with (metal-)organic materials.

7Electrons as quantum mechanical objects possess wave properties and thus exhibit diffraction.
81 as = 10−18 s.
9The requirements of gas-phase UED fundamentally limit the number of available samples for such

investigations. Furthermore, the signal-to-noise ratio for crystalline samples is usually better due to the
constructive interference from multiple unit cells (see section 2.5.1). Nonetheless, the majority of reported
UED studies on chemical systems to date have been carried out in the gas phase, see e.g. refs. [24, 45–51].
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1.2 Photochromic Molecules as Model Systems

There was however one UED study on the ring closing of a purely organic compound
reported by Jean-Ruel et al. in 2013, [56–58] the merit of which is difficult to overstate. In
addition to the general challenges when dealing with organic molecular crystals in UED,
such as thin-film sample preparation on the nanometer scale,10 vacuum stability and the
inherent weak scattering signal from molecules consisting of mostly light atoms, [59] the
investigated diarylethene molecules were also thermally irreversible. This however is a
common feature of the vast majority of chemical reactions where one (or multiple) re-
actant(s) react to one (or multiple) product(s). There are two general ways to overcome
this issue. The first is sample exchange between pump-probe cycles, as it is done in
other techniques such as serial synchrotron crystallography. [60,61] Besides consuming a
high amount of the chemical compound, the necessary vacuum conditions and spatial
constraints (see section 2.5.2) would require a highly complex, specialized experimental
setup in order to implement this strategy for UED. An analogous way with only one ex-
citation cycle per sample consists in the use of a streak-camera, in which entire scans are
mapped onto the detector screen. [29,62]

The second general strategy relies on actively reverting the sample into its initial state with
another light source. [56,63] This evidently requires the product to be photo-reversible, at
a wavelength at which the reactant does not absorb, i.e. the product and reactant having
distinct colors. A class of molecules undergoing common photochemical reactions, and
fulfilling these additional requirements are photochromic molecules.11 The diarylethenes
are such photochromics having two different configurations (isomers), one colorless and
only absorbing in the ultraviolet, the other one colored with a prominent absorption band
in the visible. [64] These isomers are photochemically convertible via ring opening and
closing of a central cyclohexadiene core.
Thus, photochromics are an excellent target as model systems for the study of funda-
mental chemical processes using UED. There is a large variety of not only different di-
arylethene derivatives, but also other photochromic families such as azobenzenes, fulgides
and spiropyrans. Hence, there seems to be a surplus of systems, sitting on the shelf and
waiting to be studied by scientists who have the appropriate experimental equipment. In
reality of course, it is not as simple as that. The first restriction, which already rules out a
lot of compounds, is that current experimental capabilities are mostly limited to crystalline
(or gaseous) samples,12 and therefore the photochromic reaction, typically entailing a sig-
nificant structural change, needs to be possible in the condensed phase. The next factor
to be taken into account is how well-reversible the photochromic molecules are. An inef-

10See section 2.6.
11More information and references on photochromic compounds as well as the specific molecules studied

within this work will be given in the respective chapters.
12There are ongoing efforts towards UED in solution, the discussion of which would go beyond the scope

of this introductory section. Instead, the reader is referred to [65, 66].
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ficient photoreversion process or the formation of byproducts may seriously impede the
achievable reversibility. Furthermore, excitation of a large number of molecules (either
way of the reaction) may permanently damage the sample, or crystal strain itself lead to
measurement artifacts, prohibiting reconstruction of the atomically resolved dynamics.
Lastly, the general requirements to any UED experiment stated above need still be met.
All of these restrictions make careful evaluation of potential candidates crucial prior to
the actual UED experiments. One of the most valuable tools for this purpose is the afore-
mentioned transient absorption spectroscopy. Although non-trivial itself, it allows to test
a large amount of the demands to a UED sample in a faster and more straightforward way,
whilst in itself providing important insight into the chemical reaction dynamics, predom-
inantly in terms of time scales and involved quantum mechanical states.

1.3 Scope of the Thesis

It is this duality between elucidating the chemical reaction dynamics of photochromic
reactions by means of TAS and testing their suitability for UED investigations of the as-
sociated structural changes, that lies at the core of this thesis’ work. Several photochromic
compounds were investigated, each with their own scientific questions to be answered al-
ready on the level of transient absorption, either owing to a lack of published reports or
contradictions in the literature.
The first study deals with spironaphthopyran, a representative of the spiropyran family,
in both crystal and solution (chapter 3). It was inspired by reports that the photochromic
reaction, despite encompassing drastic structural changes, was observed in the crystalline
phase. [67] Indeed, this was possible to confirm in TAS experiments by comparison to anal-
ogous measurements in solution.13 It turned out however, that standing disagreements re-
garding interpretation of the solution data were present in the literature, warranting further
investigation and culminating in a stand-alone work published in [68]. Furthermore, UED
experiments were conducted, the results of which can still be considered preliminary and
will be discussed in the final section of the chapter.
One of the challenges for reconstruction of the spiropyran reaction dynamics lies in their
complexity, involving bond-breaking and multiple bond rotations, as well as an open-ring
reaction intermediate. The addition of a proton to the molecule by aid of a strong acid can
thermally stabilize said intermediate structure in the ground state and isolate the bond-
breaking step from the subsequent isomerization. This motivated a separate investigation
of protonated spiropyrans (chapter 4). The outcome however was not the desired simplifi-
cation, but yielded a complicated mechanism involving multiple intermediates, for which
no indication was found in the non-protonated case. In addition to the forward reaction, it

13A manuscript based on the TAS experiments on crystalline spiropyran is currently in preparation.
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was possible to study the reverse reaction, both of which was carried out for two different
spiropyran derivatives (spirobenzopyran and nitrospiropyran).14

Lastly, inspired by the previous success in using a diarylethene derivative for UED, a com-
parative study between three other representatives of this family was conducted pursuing
the question how different chemical modification influences the structural dynamics of
the ring-closing reaction (chapter 5). Extensive analysis of the TAS results from all three
samples in both solution and crystal showed significant differences despite seemingly mi-
nor modifications, potential reasons of which will be discussed in more detail. Although
due to time constraints, it was not possible to carry out more than test measurements
regarding UED, the general suitability of these samples for such experiments was demon-
strated and specific requirements determined, which will be laid out in addition.15

Preceding these chapters dealing with particular scientific problems, a general chapter
introduces the basic concepts necessary to understand the experimental procedures, data
analysis methods, as well as the physical interpretation of the obtained results. Several
optical setups were constructed or improved for the experiments and will be described in
detail. Thus, this chapter covers experimental and analytical methods and concepts ubiq-
uitous throughout this thesis, allowing to be referred back to in the later chapters to avoid
redundancy.

1.4 Contributions

Scientific work in the modern world is a collaborative effort and this thesis is no exception.
In principle, all people acknowledged in the preface have in some manner contributed to
this thesis. Nonetheless, the more significant scientific contributions by people other than
myself shall be noted in the following. The research was carried out in the group of
and the projects supervised by Prof. Dr. R. J. Dwayne Miller and co-supervised by Dr.
Heinrich Schwoerer. The latter was involved specifically in planning, conduction and
interpretation of the experiments on protonated spiropyrans (chapter 4). Responsible for
the laboratory and involved in all experiments was Dr. Stuart Hayes, who was also in
charge of the DC electron gun utilized for the diffraction experiments in chapter 5. The
transient absorption setup in its original form was constructed by Dr. Gastón Corthey and
Dr. Khalid Siddiqui, The latter initially led the experimental efforts on spironaphthopyran
(chapter 3) and contributed to construction of the optical setups as well as the develop-
ment of the dynamic line shape analysis (see section 2.4.6). Dr. Raison Dsouza carried
out TD-DFT molecular dynamics simulations for spiropyran in solution, the results of
which are part of his thesis (ref. [69]), but will also be discussed briefly here due to their
crucial role in the respective project. The UED experiments on SNP at the University of

14A manuscript based on the findings in this chapter is currently in preparation, pending complementary
theoretical calculations.

15The transient absorption results are the basis of another manuscript currently in preparation.
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Toronto were carried out together with Dr. Kamil Krawczyk and Dr. Antoine Sarracini.
Soumyajit Mitra contributed to the TAS experiments on the diarylethenes (chapter 5), aid-
ing in setup maintenance and optimization as well as building of the prism compressor.
Nita Ghosh assisted in the UED tests on diarylethenes and construction of the NOPA for
experiments with the Pharos laser system (section 5.5).
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2

Experimental Methods and Setups

In this chapter, the experimental techniques applied in this work are introduced and ex-
plained. In addition to a general overview of each approach, the fundamental physics
necessary to understand both the respective working principles and the investigated pho-
tochemical processes are summarized briefly. Furthermore, specific designs of the con-
structed or modified setups as well as the applied data analysis methods are detailed.

2.1 Ultrafast Optics

This section provides a brief overview of the most relevant optical processes, in order to
facilitate their subsequent description.1

2.1.1 Ultrashort optical pulses and their generation

An optical pulse is an electromagnetic wave whose amplitude is only finite within a lim-
ited time window. It can thus be described in terms of the electric field component E⃗(t)

as a plane wave with carrier frequency ω0 and temporal phase φ(t), multiplied by a time-
dependent envelope function E⃗0(t):

E⃗(t) = E⃗0(t)exp(i(ω0t −φ(t)))+ c.c. (2.1)

As shown in Fig. 2.1, it is common to approximate E⃗0(t) with a Gaussian function whose
full width at half maximum (FWHM) is used as a measure for the pulse duration. Pulses
on the order of a picosecond (10−12 s) or shorter fall into the ultrashort regime. Alterna-
tively to the time domain, the pulses can be described in the frequency domain (Ẽ(ω)):

Ẽ(ω) = E0(ω −ω0)exp(−iϕ(ω −ω0))+E0(−ω −ω0)exp(iϕ(−ω −ω0)) (2.2)

1For the fundamental parts in this section, no individual references will be given. Unless indicated
otherwise the content is based on refs. [70–72].
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Figure 2.1: Simplified example for an ultrashort optical pulse, shown in terms of the
electric field component in one dimension (red curve). The black line represents the
Gaussian carrier envelope function.

ϕ(ω) is called the spectral phase and an important quantity for the characterization of
ultrashort pulses. The two alternative descriptions are linked by the well-known Fourier
transform:

E(t) =
1

2π

∞∫
−∞

Ẽ(ω)exp(iωt)dω (2.3)

Ẽ(ω) =

∞∫
−∞

E(t)exp(−iωt)dt (2.4)

Derived from the Fourier transform, there are several important relationships between
E(t) and Ẽ(ω), two of which are especially important for the following discussions. The
first one is the time-shift theorem which links a temporal shift t0 to the multiplication with
a phase factor in the frequency domain:2

E(t)→ E(t − t0)

⇔ Ẽ(ω)→ Ẽ(ω)exp(iωt0) (2.5)

The second important consequence from the Fourier relations is that a short pulse duration
(narrow envelope function) corresponds to a broad spectral bandwidth and vice versa.
Thus, it is possible to determine a lower limit for the product of duration and bandwidth,
which is known as the time-bandwidth-product (TBP) and whose value depends on the
shape of the envelope functions. For a Gaussian curve it is given by3

∆ν∆t ≥ 2ln2
π

≈ 0.441 (2.6)

2An analogous relationship exists for spectral shifts, but is less relevant for the physics discussed here.
3N.B.: In equation 2.6, ∆t refers to the temporal width of the pulse intensity rather than the amplitude.
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The existence of such a lower limit can be rationalized by considering the generation prin-
ciple of ultrashort laser pulses via constructive interference of multiple modes. The more
modes involved, i.e. the larger the bandwidth, the shorter will be the time range during
which there is constructive interference between all of them. Furthermore, for the pulses
to be stable, the participating modes need to have a constant (or linear)4 phase relation.
In practice, these requirements are met by mode-locked laser oscillators. The working
principle is based on a periodic intensity modulation inside the laser cavity, with a fre-
quency inverse to its round-trip time, which maximizes the gain of modes that are in
phase. While this intensity modulation can be achieved actively via acousto- or electro-
optic modulators, [73] passive strategies such as Kerr-lens mode-locking exist as well. [74]

In the latter, the non-linear optical effect of self-focusing (vide infra) is exploited by ar-
ranging the optical elements such that the higher intensity modes, which are focused more
strongly, experience higher gain in the laser medium.

2.1.2 Light propagation through a medium

Propagation of light pulses through any medium leads to a modulation of the electric
field described by the spectral phase transfer function ϕm(ω) and the spectral amplitude
response R̃(ω).

Ẽout(ω) = R̃(ω)exp(−iϕm(ω))Ẽin(ω). (2.7)

The modulation thus leads to an addition of ϕm(ω) to the initial phase. Since the spectral
phase transfer function is generally non-linear in frequency, the resulting spectral phase of
the output pulse will be as well. This represents a deviation from the ideal case required
for bandwidth-limited pulse durations and induces a broadening of the pulse in time. An
approximate description of this effect in dependence of the propagation distance L can
be made by a series expansion of ϕm(ω) up to the second order, using the relationship
between the spectral phase and the corresponding refractive index n(ω):

ϕm(ω) = k(ω)L =
ω

c
n(ω)L (2.8)

The first and second derivatives for the expansion immediately follow:

dϕm(ω)

dω
=

L
c

(
n+ω

dn
dω

)
(2.9)

d2ϕm(ω)

dω2 =
L
c

(
2

dn
dω

+ω
d2n
dω2

)
(2.10)

The first derivative encompasses a linear phase shift, which is equivalent to a delay of the
light pulse according to the time-shift theorem (vide supra) and therefore called group
delay (GD). The second derivative is called the group-delay dispersion (GDD) since the

4Linear and constant phase relations are equivalent due to the time-shift theorem.
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introduction of a quadratic spectral phase is equivalent to a quadratic temporal phase,
which leads to a linear time dependence of the instantaneous frequency, the latter being
the first derivative of the former. Therefore, pulses with a finite bandwidth are broadened
in time when propagating through a medium, which is commonly referred to as chirp.
The GDD normalized to the propagation distance, thus becoming an inherent property of
the material, is called group velocity dispersion (GVD).

2.1.3 Pulse compression

The group-delay dispersion induced by propagation through transparent media is usually
positive leading to the temporal delay of higher frequency components with respect to
lower ones (up-chirp), broadening the temporal pulse profile. Therefore, strategies for
the compression of non-bandwidth-limited pulses involve the introduction of a negative
GDD. The most common principles rely on (spatially) dispersive elements, such as prisms
or gratings, in a geometry such that the pathlength for higher frequencies is longer than for
lower ones. The simplest case of such a setup is a prism compressor, shown schematically
in Fig. 2.2. It consists of two prisms and a mirror, causing the beam to pass through each
prism twice.5 The prisms are oriented such that the pathlength between the first prism and
the mirror is longer for shorter wavelengths, which are refracted more strongly. Using
angular dispersion thus introduces a negative GDD, which can be calculated to design
the compression of a pulse with a known GDD. The depicted design was used within the
scope of this thesis to improve the temporal resolution in the experiments as well as the
efficiency of certain non-linear optical processes, which will be introduced in the next
section.

2.1.4 Non-linear optics

As laid out in the previous sections, at moderate light intensities, the medium affects
the light pulse, but not vice versa, and the polarization P⃗(t) of the medium responds
linearly with the incident electric field depending on the linear susceptibility χ

(1). When
higher light intensities are reached, the linear approximation for small amplitudes of the
polarization breaks down and higher order terms of the response have to be taken into
account:

P⃗(t) = χ
(1)⊗ E⃗(t)+χ

(2)⊗ E⃗2(t)+χ
(3)⊗ E⃗3(t)+ ... (2.11)

with the n-th order susceptibility tensors χ
(n). The involvement of higher-order terms,

specifically the second and third orders, gives rise to various non-linear optical effects.
Ultrashort pulses typically exhibit high peak powers with the energy condensed in a short

5Alternatively a symmetric, four-prism configuration can be used, which is easier to adjust but requires
more space.
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Figure 2.2: Working principle of a prism compressor. In this geometry, the optical path-
length between the two prisms (P1, P2) is extended for shorter wavelengths, introducing
a negative GDD. This is compensated partially by the propagation distance through P2,
which can be used to fine-tune the pulse duration. A metallic mirror (MM) back-reflects
the beam in order to remove the introduced spatial dispersion, but also reducing the re-
quired distance between P1 and P2.

amount of time making these effects accessible as well as their application in ultrafast ex-
perimental techniques. The most important non-linear optical phenomena applied within
the scope of this thesis will be explained briefly in the following. Most of them are based
on the second order term of the series expansion from equation 2.11, formulated in the
frequency domain:

P⃗(2)(ω) = χ
(2)(ω;ωi,ω j) : E⃗(ωi)E⃗(ω j) (2.12)

Deviating from the single-frequency case discussed before, this equation is generalized to
the contribution of two frequencies.6 A series expansion of the second-order polarization
itself results in the following terms:

P(2)(ω) ∝E2
1 exp(2iω1t)+(E∗

1)
2 exp(−2iω1t)+E2

2 exp(2iω2t)+(E∗
2)

2 exp(−2iω2t)

+2E1E2 exp(i(ω1 +ω2)t)+2E∗
1 E∗

2 exp(−i(ω1 +ω2)t)

+2E1E∗
2 exp(i(ω1 −ω2)t)+2E∗

1 E2 exp(−i(ω1 −ω2)t)

+2|E1|2 +2|E2|2 (2.13)

These individual terms can be attributed to different non-linear optical effects. The first
four terms represent the generation of oscillatory components at twice the incident fre-
quencies, which is referred to as second harmonic generation (SHG). The second row
shows components with the sum of the two fundamental frequencies (sum-frequency gen-
eration or mixing, SFG/SFM), while the third row accounts for the difference between
them (difference-frequency generation, DFG).
In order to select one of these processes in practice and provide sufficient efficiency, the
incident wave and the respective generated waves need to remain in phase, a requirement

6The two descriptions are equivalent and the single-frequency case is readily inferred from equation
2.12.
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that is called phase matching. In conventional media, this condition is not satisfied since
the speed of light in materials is frequency dependent and pulses with different wave-
lengths generally do not travel through the material at the same speed. In birefringent
materials however, there are two different refractive indices for parallel and perpendicular
light polarizations,7 the ordinary and extraordinary refractive indices ηo and ηe. While
the former is independent of the light propagation direction, ηe depends on the angle θ

between the propagation axis and the optical axis of the crystal. Thus, a certain angle
exists, where ηo(ω) is equal to ηe(ω

′), with ω
′ being for instance the second harmonic

frequency 2ω for the case of SHG. This angle is called the phase-matching angle θpm.
For many non-linear processes at common laser wavelengths, birefringent crystals are
commercially available, being cut in such a way that a perpendicularly incident beam
propagates along the respective phase-matching angle.
Instead of involving higher order non-linear terms of the polarization, the third and fourth
harmonic can be generated by either the combination of SHG and SFG or two-stage SHG,
respectively. For the third harmonic (THG), the output of the SHG is mixed with the
fundamental beam in another crystal, cut to the appropriate phase matching angle. In
practice, the inherent group delay between the two differently colored pulses needs to be
compensated. Since the output wave in (Type I) SHG has a polarization perpendicular to
the fundamental, this can be achieved with another birefringent crystal. Fourth-harmonic
generation (FHG) uses the output directly for a second SHG process and therefore only
requires sufficient peak intensities of the pulses.
The final non-linear optical effect to be discussed here and vital for the constructed se-
tups is supercontinuum generation, [75,76] yielding broadband pulses with spectral widths
on the order of 400 nm for center frequencies in the visible range. While this process
is highly complex and itself still subject of ongoing research, [77] the general principle is
based on the third-order non-linear effect of self-phase modulation. At very high fields
the electric susceptibility and thereby the refractive index n are altered and become time-
dependent, which far from resonances is linked to the third-order susceptibility tensor and
proportional to the electric field intensity I(t):

n(t) = n0 +n2 · I(t) (2.14)

with the non-linear refractive index n2 =
2π

n0
χ
(3). This change in refractive index is equiv-

alent to a time-dependent phase shift:

∆φ(z, t) = ∆k(t)z =
ω

c0
n2I(t)z (2.15)

7N.B.: Parallel and perpendicular here refer to the plane of incidence. In practice, the crystal is rotated
perpendicularly to the optical axis to match the crystal axes with the respective light polarization(s).
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with the vacuum speed of light c0, the propagation distance z inside the medium and
∆k being the change in wave vector associated with the non-linear refractive index. The
additional phase factor in time corresponds to a spectral shift, in analogy to the time-shift
theorem. Since the instantaneous frequency is the first derivative of the phase, the spectral
shift is proportional to the intensity gradient and the propagation distance:

∆ω(z, t) = ω(z, t)−ω0 =−ω0

c0
n2z

∂ I(t)
∂ t

(2.16)

Thus, for ultrashort pulses, where ∂ I/∂ t is high, the significant spectral broadening de-
scribed above can be achieved. However, self-phase modulation is only one of multiple
effects contributing to the spectral broadening, such as self-focusing, cross-phase modu-
lation or stimulated Raman scattering. [78] Nonetheless, equation 2.16 has important prac-
tical implications, considering the dependence on the material thickness and the intensity
profile of the pulse.
This concludes the discussion of the underlying optical processes relevant to understand
the design of the utilized ultrafast laser setups, described in the following sections.

2.2 Laser Systems

In total, three different ultrafast laser systems were used for the scientific projects pre-
sented in this thesis, all of which utilize the principle of chirped-pulse amplification, [79]

in which broadband pulses are generated in an oscillator and subsequently broadened in
time via a stretcher, before being amplified in a second laser crystal and re-compressed
to the bandwidth limit. The vast majority of the results were obtained using a titanium
sapphire (Ti:Sa) regenerative amplifier system, which will be described briefly in this sec-
tion, before discussing differences to the other applied systems.
It was manufactured by Coherent, Inc. [80] with a Micra-5 oscillator and a Legend Elite
regenerative amplifier and provided 800 nm pulses with a bandwidth-limited duration of
≈35 fs and energies of 4 mJ at a repetition rate of 1 kHz. The Micra-5 oscillator produces
a femtosecond pulse train via Kerr-lens modelocking, at a repetition rate of 85 MHz, with
bandwidths around 90 nm and durations of 30 fs, according to factory specifications. The
pulse stretcher prior to amplification employs a diffraction grating to introduce spectral
dispersion, in the opposite way to the working principle of a prism or grating compressor.
This is done in order to avoid damaging of the gain medium in the regenerative amplifier
due to high peak powers of the (amplified) pulses. The amplification process itself en-
tails repeated passing of a single pulse through an optically excited gain medium until the
pulse energy is saturated due to population depletion. This is controlled by two electro-
optic modulators (Pockels cells), which are synchronized to the oscillator and, in com-
bination with polarization optics, control the number of times a pulse passes through the
laser cavity before exiting the amplifier unit. The gain medium is pumped by a Nd:YLF
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nanosecond laser,8 which is also synchronized with the Pockels cells so that the excitation
can be optimized to the entrance timing of the pulse. After amplification, the pulses are
recompressed close to the bandwidth limit with a grating compressor.
The regenerative amplifier system used for experiments with the RF compression UED
setup at the University of Toronto (vide infra) was highly similar to the one described
above, utilizing the same oscillator model and a similar regenerative amplifier, which
produced 800 nm pulses with durations around 50 fs and energies of 0.5 mJ. It has been
described in more detail elsewhere, for instance in refs. [57, 58, 81].
The third femtosecond laser system9 on the other hand employs a different gain medium,
neodynium-doped yttrium aluminum garnet (Nd:YAG), and provides pulses with central
wavelengths of 1030 nm, durations of 170 fs and energies of ≈800µJ at 1 kHz repeti-
tion rate.10 It was used for the preliminary ultrafast electron diffraction experiments on
diarylethene derivatives, presented in chapter 5.

2.3 Non-collinear Optical Parametric Amplifiers

The specific experimental requirements associated with the investigated samples demand-
ed the availability of wavelengths beyond the second and third harmonic of the fundamen-
tal 800 nm beam from the Ti:Sa laser system at sufficient intensity.11 Firstly, synchronized
photoreversion12 of the diarylethene compounds required a tunable, pulsed13 laser source
in the wavelength range between 500 and 650 nm. Secondly, it was shown that for these
compounds, excitation at 266 nm was not feasible due to rapid sample fatigue, thus de-
manding excitation pulses within the wavelength range between 300 and 380 nm, above
which the samples do not absorb. Therefore, for both purposes, tunable frequency con-
verters were built based on non-collinear optical parametric amplification. The working
principle of the latter will be laid out briefly, followed by a description of the specific
designs.

8Neodynium-doped yttrium lithium fluoride nanosecond laser utilizing Q-switching, 532 nm central
wavelength.

9Pharos by Light Conversion, see [82]
10These are the specifications used for operation in the laboratory.
11Unless explicitly specified, the Ti:Sa system refers to the 4 mJ system at the MPI for the Structure and

Dynamics of Matter.
12Synchronized photoreversion was developed by Dr. Siddiqui (see ref. [63]) as an improvement of

previous CW photoreversion of thermally irreversible photochromic molecules by Dr. Jean-Ruel (see refs.
[56, 57, 83])

13While it can be argued that a pulsed source is beneficial due to the prevention of crystal strain associated
with the isomerization reactions, the main motivation for this was the potential to study the reverse reactions
of these compounds.
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Figure 2.3: Beam geometry inside a BBO crystal for non-collinear optical parametric
amplification. k⃗p, k⃗s and k⃗i are the respective wave vectors of the pump, signal and idler
beams. α and Ω are the internal angles between pump and signal (or seed) as well as
signal and idler, respectively.

2.3.1 Broadband phase matching

The process of optical parametric amplification (OPA) represents a seeded form of opti-
cal parametric generation (OPG), which is based on the same non-linear optical effect as
difference-frequency generation. From a high intensity pump pulse, two pulses of lower
frequency are generated, whose added frequencies are equal to the pump frequency. The
addition of another, lower intensity beam as the seed induces its amplification. The am-
plified beam is called the signal while the other generated beam is called idler. Using a
broadband, chirped seed allows for control of the signal wavelength via the delay between
the pump and the seed pulses, since only those modes will be amplified which temporally
overlap with the pump pulse.
Like in case of the non-linear processes discussed above, phase matching between the
differently colored beams is a crucial condition, limiting the practically achievable band-
width of the signal beam. This issue can be mitigated in part by moving from a collinear
beam geometry to a non-collinear one (non-collinear OPA, NOPA), which induces an ad-
ditional degree of freedom via the internal angles α between the pump and the signal
beams and Ω between the signal and the idler beams (see Fig. 2.3). It can be shown that
under these circumstances, the phase matching condition in terms of the difference in
wavevectors14 between the involved frequencies becomes: [84]

∆kx

∆ky

=

kp cosα − ks − ki cosΩ

kp sinα − ki sinΩ

=

0

0

 (2.17)

For Type I mixing, an expression for the phase matching angle depending on the signal
and pump wavelengths as well as the internal angle has been derived (see ref. [84]) and
can be found in the appendix (equation A.20). This expression was used in order to
determine the ideal internal angle α for broadband phase matching in a β -barium borate

14N.B.: The phase matching condition in terms of the wavevector difference is of course equivalent to
and can be converted into the one using the refractive indices used previously.
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Figure 2.4: Vis-NOPA phase matching angle θpm as a function of the signal wavelength
for various internal beam angles (α) and for pump wavelengths λp of (a) 400 nm (Ti:Sa)
and (b) 515 nm (Nd:YAG).

crystal (BBO) as well as the corresponding θpm as a cut angle for the utilized non-linear
crystals. This was carried out for pump wavelengths of 400 and 515 nm and the results are
shown in Fig. 2.4. For broadband phase matching at a single angle, the phase matching
curve needs to be as flat as possible in the respective wavelength range. By inspection,
the optimal internal angles were determined to be 3.8◦ for 400 nm and 2.5◦ for 515 nm,
corresponding to external angles of 5.9◦ and 3.8◦. The associated crystal cut angles for
the BBO crystals were 31.5◦ and 24.4◦, respectively.

2.3.2 NOPA setups

Within the course of this PhD project, three individual NOPAs were constructed for dif-
ferent purposes. One of them was built for preliminary experiments with the Nd:YAG
laser and will not be discussed in more detail, since its design was nearly identical to the
design of the other two except for the difference in the angle between pump and seed
(α), the phase matching angle (θpm) and wavelength-specific optics. The remaining two
NOPAs were again similar in design, both using 400 nm as the pump and a visible su-
percontinuum as the seed, and can thus be described together. One of them was used for
synchronized photoreversion experiments, predominantly for the diarylethene derivatives
discussed in chapter 5. The other one was built for the purpose of sum-frequency mixing
its output with the fundamental 800 nm beam to yield broadband pulses in the ultraviolet
with wavelengths longer than 300 nm. These pulses were required in particular for excita-
tion of the diarylethene derivatives (see chapter 5), but were also used for other samples,
unless shorter excitation wavelengths were necessary.
Fig. 2.5 shows the design of the broadband UV pulse generation setup including the visi-
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Figure 2.5: Design of the visible NOPA and prism compressor as part of the broadband
UV pulse generator. The required angle between the pump and seed beams is introduced
through a vertical offset prior to focusing into the BBO for the OPA process. Before the
NOPA beam is directed into the SFG setup (see Fig. 2.6), the pulses are compressed with
a two-prism compressor (SF10).
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Figure 2.6: Layout of the sum-frequency mixing stage between the visible NOPA output
at ≈600 nm (see Fig. 2.5) and the fundamental 800 nm, producing broadband pulses in
the UV (see Fig. 2.7).

ble NOPA and a compressor prior to the sum-frequency generation stage. For a sufficient
SFG efficiency, relatively high output pulse energies on the order of 10µJ from the vis-
ible NOPA were required. Therefore, the entire setup was fed by a large portion of the
laser system’s pulse energy (≈1.1 mJ), of which 30 % were separated for the SFG with
a beam sampler. The remaining 730µJ were again split, leaving 10 % for the seed su-
percontinuum generation and 90 % for the second-harmonic generation of the pump. The
latter was generated in a BBO (θ = 29.3◦) and its intensity controlled by detuning the
polarization with a half-wave plate (HWP). Generation of the seed beam was done by
focusing the attenuated beam in a 3 mm thick sapphire disk. By varying the distance
between the focusing and collimating mirror, the seed was re-focused at the position of
the OPA crystal (BBO OPA, θ = 31.4◦). The angle between the beams was created by
lowering down the pump beam using the focusing mirror (750 mm focal length), before
redirecting it upwards to overlap it with the seed beam in the BBO, at an external angle
of ≈ 6◦. The maximum pump pulse energy at the OPA crystal was around 90µJ with
a beam diameter of 205µm.15 Under these conditions, signal pulse energies of 13µJ at
600 nm were routinely accessible, with some more extensive optimization even higher

15In part due to some losses from the optics, but mostly by sampling the beam with an aperture, the pulse
energy of the 800 nm beam prior to the SHG was 560µJ resulting in 400 nm pulse energies around 110µJ
behind the high-pass filter.
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Figure 2.7: Example spectra from the broadband UV laser pulse generator. (a) spec-
trum from the visible NOPA at 650 nm central wavelength, (b) output spectra of the sum-
frequency mixing stage for different central wavelengths between 300 and 400 nm.

(15-16µJ), and bandwidths around 50 nm. An example spectrum of the NOPA output is
shown in Fig. 2.7 (a).
Behind the OPA crystal, the signal beam was collimated with another metallic mirror and
sent into the prism compressor (SF10 prisms, cut at the Brewster angle for ≈600 nm).
The parameters of the compressor were preliminarily set according to calculations [85]

and estimates of the initial pulse durations but optimized empirically to increase the SFG
efficiency. After compression, the NOPA beam was directed to the sum-frequency genera-
tion stage shown in Fig. 2.6 where it was focused into the SFG BBO crystal (θpm = 31.5◦,
0.3 mm thickness), together with the 800 nm beam in a non-collinear geometry.16 The
delay between the two pulses was compensated by using an assembly of multiple mirrors
in the path of the 800 nm beam as well as a manual delay stage for day-to-day optimiza-
tion of the temporal overlap. Behind the crystal, the sum-frequency signal was again
collimated and sent to the specific setup.17 For transient absorption spectroscopy, the
UV pulses were compressed once more with another prism compressor (UV fused silica
prisms).
Under the given conditions, pulse energies of up to 2.3µJ and a bandwidth of up to 30 nm
at a central wavelength of 340 nm were achieved. However, since the sum-frequency
generation process was highly dependent on multiple factors such as the incident pulse
energies, bandwidths, durations, beam sizes, crystal orientation as well as the delay be-
tween the pulses, this was not feasible to achieve on a daily basis. Nonetheless, energies
around 1µJ and bandwidths of 15-20 nm were routinely obtained (see Fig. 2.7 (b)). The

16While somewhat detrimental for the efficiency, this geometry provided an inherent spatial separation
of the generated sum-frequency beam from the others.

17Even though it is not shown in Fig. 2.5 for simplicity, the visible NOPA beam was also re-collimated
and could be used for experiments.
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second NOPA in comparison to the first one shown in Fig. 2.5 was operated at about half
the pulse energy (40µJ at 400 nm, 5-6µJ visible output), which was sufficient since the
pulses were used directly for experiments rather than for another non-linear optical pro-
cess. Bandwidths around 25 nm at 500-600 nm central wavelengths were commonly used
(see Fig. A.32 in the appendix). Although larger bandwidths were feasible (up to 100 nm),
they were not desirable since this NOPA was used predominantly for photoreversion
where scattering signals potentially affect the acquired transient absorption data. Fur-
thermore, for the purpose of photoreversion it was not necessary to compress the NOPA
pulses.

2.4 Transient Absorption Spectroscopy

The vast majority of experimental results analyzed and discussed in this thesis were ac-
quired using the experimental technique of transient absorption spectroscopy (TAS). In
this section, after a brief introduction into the underlying physics, the fundamental work-
ing principles and the utilized setup design in various configurations are presented. The
general experimental procedure as well as data processing are described followed by an
overview of the most important data analysis methods that were applied and will be dis-
cussed throughout this thesis.18

2.4.1 Probing electronic states and their populations

In transient absorption spectroscopy, the time-resolved difference in transmission of a
multichromatic light pulse through an optically excited system is measured and compared
to the system at equilibrium.19 It thus enables capturing photoinduced dynamics by prob-
ing the associated changes in optical transitions between states of the system, providing
information on both their populations and relative energies. In order to correctly interpret
TAS experiments, an understanding of these optical transitions is required, for which the
most important concepts will be introduced briefly in the following. Since the subjects
of investigation throughout this thesis work are photochemical reaction dynamics, this
overview is mostly limited to the particular properties of small molecules.
Molecules are fully quantum mechanical objects and their wave functions are eigen-
functions of the corresponding Hamiltonian accounting for all their nuclei and electrons.
Within the Born-Oppenheimer approximation, nuclear and electronic wave functions can
be separated due to the significant difference in mass, allowing the electronic config-
uration to adopt quasi-instantaneously to changes in the nuclear configuration. [89] This

18The fundamental parts in this section are based on refs. [86–88]. Further references will be given if
going beyond the content of these textbooks or in order to highlight the original source.

19The transmission T = I/I0, not the absorption, is indeed what is measured, from which the extinction
immediately follows. Assuming changes in the latter to be exclusively due to changes in absorbance of the
system allows to calculate the differential absorption (see eqn. 2.20).
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allows to describe electronic states (eigenstates of the electronic Hamiltonian) as mul-
tidimensional, adiabatic potential energy surfaces (PES), which depend on the nuclear
coordinates. The gradients of these potential energy surfaces along certain coordinates,
including slopes, maxima and minima generally determine the nuclear motion and give
rise to processes such as bond breaking or formation.20 Since the energy differences be-
tween the electronic eigenstates for small molecules typically lie within the visible or
ultraviolet wavelength range, they can be probed along with the associated populations
by means of UV/Vis spectroscopy, where transitions between them are optically induced.
In general, optical transitions between states are induced via perturbation of the system
by an electromagnetic wave. For the transition from an initial state |i⟩ to a final state | f ⟩
with energies Ei and E f , the transition probability is given by Fermi’s golden rule:

Pi→ f =
2π

h̄
⟨ f | Ĥ1 |i⟩δ (E f −Ei −Ep) (2.18)

where Ĥ1 is the Hamiltonian of the perturbation and Ep the photon energy. Besides the
fundamental requirement for a match between Ep and the energy difference of the two
states due to energy conservation, the transition probability is dictated by the matrix ele-
ment ⟨ f | Ĥ1 |i⟩ of the perturbation operator, i.e. the overlap between the wave functions
of the final state with the perturbed initial state. In the electric dipole approximation,
the perturbation can be treated as an oscillating dipole field which induces a resonantly
oscillating dipole in the molecule.21 The matrix element ⟨ f | µ̂ |i⟩ of the dipole operator µ̂

is called the transition dipole moment of i → f . Its absolute square, |µ̂i f |2, is a measure
for the strength of the transition, analogously to the classical oscillator strength, and the
coupling of µ̂ to the external electric field essential for the optical transition probability.
Despite the delta function in equation 2.18, optical spectra in the visible have a finite
width. This caused by different mechanisms of line broadening, out of which two are
most relevant for the samples discussed in this thesis. The first is due to the finite life-
time of excited states and therefore an intrinsic property of any optical excitation.22 The
second mechanism of broadening is due to fluctuations in the electronic potential caused
by interactions between the molecule and its surroundings. Depending on whether the
mechanism is homogeneous throughout the probed ensemble, it is classified as either ho-
mogeneous or inhomogeneous broadening, which affect the spectral width and shape in a
different manner (vide infra).
According to the Born-Oppenheimer approximation, optical transitions between elec-
tronic states are vertical in the nuclear configuration space. As a consequence, the prob-
abilities for transitions into the vibrational states within | f ⟩ are influenced by the overlap

20However, the nuclear motion itself is restricted by the laws of quantum mechanics allowing only dis-
crete vibrational energies within the electronic potentials.

21More precisely, the perturbation creates a coherent superposition state of the two eigenstates, which in
non-isolated quantum systems eventually dephases into one of them (see for example [90–93]).

22Conf. the discussion above concerning temporal and spectral bandwidths.
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Figure 2.8: Common signals in transient absorption spectroscopy and their physical
interpretation. Shown on the left is an example measurement of protonated Nitro-
benzospiropyran from chapter 4 with the signal types indicated in the map. On the right,
the deduced reaction mechanism is depicted in form of a schematic diagram of the poten-
tial energy surface along the reaction coordinate. ESA = excited-state absorption, GSB =
ground state bleach, GSA = ground state absorption, SE = stimulated emission.

between the respective vibrational wave functions and the (populated) ground-state vibra-
tional wave functions. This principle is called the Franck-Condon principle and the ini-
tially occupied vibronic state distribution after excitation the Franck-Condon (FC) state.

Having discussed these fundamental concepts behind probing chemical reaction dynamics
via optical transitions now allows to pursue the question what happens when a molecule
is optically excited and how this can be investigated by means of time-resolved optical
spectroscopy. For this purpose, let us consider an exemplary transient absorption mea-
surement (∆A(λ ,∆t)) from this thesis, shown in Fig. 2.8 along with a schematic energy
diagram to relate the acquired data to the photochemical reaction.23 The energy diagram
represents a one-dimensional slice of the multidimensional potential energy surfaces in
the configurational space of the nuclei. The slice is cut along one or multiple vibrational
modes of the molecule, which are conjointly treated as the generalized reaction coordi-
nate, since they link the initial and final molecular configurations.
Prior to excitation, the molecule is in the unperturbed, singlet ground state, denoted as
S0.24 Excitation into the Franck-Condon state on the S1 (first singlet excited state) man-

23The energy diagram is based on the interpretation of an extensive analysis of the data presented in
section 4.4 and partly open to discussion, as elaborated there. For simplicity it will be treated as factual
here.

24Singlet corresponds to a (total) spin angular momentum of S = 0, i.e. multiplicity (2S+ 1) of 1, in
contrast to triplet states with S = 1 and multiplicity 3. Optical excitations are only allowed between states
of same S.
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ifold creates a coherent superposition state which dephases faster than the temporal res-
olution of the experiment and thus the system which is accessible in the data can be
understood semiclassically as a wave packet propagating on the S1 potential energy sur-
face. As a consequence of the excitation, there is a depletion of the S0 population and
thus a decrease compared to equilibrium in any associated absorption signals within the
probed range. The resulting negative signal is commonly denoted as ground state bleach
(GSB). In the current data, the S0 to S1 transition energy corresponds to a wavelength
around 400 nm and thus a negative absorption signal is visible in the transient spectrum.
If, like in the case shown here, a large fraction of molecules reacts to a distinct, thermally
stable product, the GSB signal persists (after a slight initial recovery) until the end of the
measurement window. The permanence of the GSB signal also indicates a finite quantum
yield of the reaction, which is the fraction of excited molecules that eventually reach the
product state.
The created FC state is a broad distribution of configurations on the S1 PES from which
multiple transitions to higher-lying excited states Sn are allowed. An optical probe pulse
can induce these transitions, which gives rise to an increased absorption probability at the
respective wavelengths, resulting in a positive differential absorption signal (excited-state
absorption, ESA), in this case with a maximum around 475 nm. On the other hand, pho-
tons of the optical probe can induce the radiative decay of the S1 population via stimulated
emission (SE), leading to an increase in detected photons at the emission wavelength,
which manifests in an apparent increase in transmission or equivalently a decrease in ∆A.
Two SE bands are visible in the present data, one centered around 570 nm and the other
at ≥700 nm.
Since – if not by chance – the FC state is not at a local minimum in configuration space,
the gradient on the PES causes relaxation of the molecule towards the nearest minimum.
This involves the occupation of lower vibrational levels on the S1 PES by distributing
energy into vibrational modes of the molecule, which is therefore termed intramolec-
ular vibrational relaxation (IVR). If the molecule was also excited into a higher lying
electronic state, rapid internal conversion (IC) into the lowest singlet excited state would
occur at the same time.25 In organic molecules, this usually takes place faster than any
significant structural change due to the large density of vibronic states in this regime,
which is why most photochemical reaction dynamics happen on the lowest excited state
PES.26 Transfer from a singlet excited state to a triplet state is another process that can
occur in electronically excited molecules and called inter-system crossing (ISC). Coming

25IC is interlinked with IVR for two reasons: Internal conversion from one electronic state into the other
necessitates IVR towards an intersection of (or a point of a sufficiently small gap between) the two PES.
Furthermore, IC may result in the initial occupation of a higher vibrational level on the electronically lower
state, from which it may subsequently relax via IVR. Often, the process of IVR is implied to occur when
speaking of IC, without explicit mention.

26Due to its ubiquity, this phenomenon is known as Kasha’s rule (see [94]), although it is not without
exceptions.
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back to the example data, the process of IVR from the FC state to a local minimum on the
S1 PES is associated with a blue-shift in the excited-state absorption as lower vibrational
levels are populated. These so-called hypsochromic shifts are commonly observed when
dealing with vibrational relaxation unless other processes alter the PES significantly.
Subsequent relaxation to the ground state occurs either radiatively via fluorescence (or
phosphorescence) or non-radiatively via coupling to vibrational modes. During the latter,
certain points in configurational space are reached, where the S0 and S1 PES become de-
generate in energy, called conical intersections.27 Non-radiative decay through a conical
intersection can lead to either formation of the chemical reaction product28 or a return
to the reactant. Regardless of the reaction channel, the population of the excited state
decays in time and so do the associated ESA and SE signals. Populations N which decay
stochastically with a time-independent rate constant k obey the following general differ-
ential equation:

dN
dt

=−k ·N (2.19)

the solution of which is an exponential function in time with −k as the exponential pre-
factor. Consequently, the ESA and SE signals associated with population of the S1 state
decay exponentially, in this case with a life time of 3.5 ps. If the absorption spectrum
of the reaction product(s) is within the probing range and well-separated from the other
signals, the simultaneous exponential rise of the former can be observed as well, which
is not the case in the present data, but for instance in case of photoexcited spiropyran,
dealt with in chapter 3. The formed product usually undergoes further vibrational relax-
ation, via IVR on the one hand, but also via dissipation of thermal energy to surrounding
molecules, which is referred to as vibrational cooling. This can again entail a blue-shift of
the spectrum, but also narrowing of the bandwidth due to a reduction in thermal motions.

2.4.2 Optical setup

All transient absorption experiments presented in this thesis were performed in a home-
built setup. It had been constructed and operated prior to the start of the experimental
projects discussed here and results from it have been published, for instance in refs.
[63, 96]. Its original design is described in detail in ref. [97] and a schematic can be
found in the appendix (Fig. A.33). However, while most of the data presented in chapter
3 was still acquired using the setup in the former configuration, it was re-designed and
-built entirely within the scope of this thesis including additions to the optical setup, the
data acquisition unit and the acquisition software, with the goal to improve both the data
quality and the experimental workflow. The resulting setup design is shown schemati-

27See ref. [95]. As a consequence of this degeneracy, the Born-Oppenheimer approximation breaks down
at the points of conical intersection, since non-adiabatic coupling between the electronic states is no longer
negligible.

28The product of the chemical reaction here means anything other than the reactant and can thus be one
(or more) of multiple possible (by-)products.
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cally in Fig. 2.9. Its main purpose lies in the accommodation of two differently colored
excitation beams, usually for the purpose of synchronized photoreversion, with as many
different wavelength combinations as possible, while allowing for either solution or solid-
state samples, with the option of cooling the latter to cryogenic temperatures. Another
major aspect of the optical arrangement was its adaptability regarding pump, re-pump and
probe wavelengths allowing for effortless switching between different samples with only
few adjustments and without the need to re- or disassemble any parts of the setup.
The optical assembly will be described in the following. Both the second and the third
harmonic of the fundamental 800 nm beam from the Ti:Sa laser system were available
permanently and separated by a dichroic mirror behind the third-harmonic generation
stage.29 As is common, the THG stage consisted of a BBO crystal for generation of the
second harmonic (θ = 29.3◦, 1 mm thickness) and a second BBO for Type II mixing of the
second harmonic and the fundamental (θ = 55.5◦, 1 mm), with a calcite group delay com-
pensator (θ = 45◦, 1 mm) between the two. The THG stage was fed by the fundamental
beam entering the setup (≈500µJ) after splitting off ≈20 % for generation of the probe
beam, resulting in an input energy of ≈400µJ for the THG. Prior to the BBO crystals, the
beam was reduced in size using a Galilean telescope (-100 mm and 200 mm focal lengths)
to improve the efficiency. After separation of the 266 and 400 nm beams, an arrangement
of mirrors introduced a pathlength difference between the two and allowed for selective
control of their repetition rates using optical choppers before recollimation via a sec-
ond dichroic mirror. This allowed for a synchronized photoreversion scheme using these
two wavelengths with collinear beams, which was applied to the sample dealt with in
chapter 4, prior to implementation of a flow-cell based solution. In addition to these per-
manent, low-maintenance options for excitation wavelengths, broadband tunable pulses
in the visible and the UV were accessible from the constructed NOPA systems described
in the previous section. Thus, the available excitation wavelength options encompassed
266 nm, 310-370 nm, 400 nm, 490-650 nm and 800 nm, as well as possible combinations
of these, depending on the experimental requirements. Therefore, it was possible with this
setup to accommodate not only the research projects associated with the present thesis,
but a multitude of other samples during the same time period.30

Selection of the pump beam(s) was done using beam blocks and flip mirrors, guiding the
respective beams to the sample, onto which they were focused using metallic mirrors,
a UV-enhanced aluminum mirror for 266 nm and the UV NOPA on the one hand and
a silver mirror for the 400 nm, 800 nm and the visible NOPA beams on the other hand.
For solid-state samples, the pump (and re-pump) polarizations were made circular by aid
of quarter-waveplates (QWP), in order to eliminate any polarization dependence in the

29The 800 nm fundamental beam after the THG stage was also separated via another dichroic mirror and
available for potential experiments, but this was not applied within the scope of this thesis.

30Examples for the photochemical processes investigated in addition to those in this work are intramolec-
ular proton transfer, furylfulgide cyclization, spin-crossover in metal complexes, singlet fission and more.
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Figure 2.9: Schematic of the transient absorption spectroscopy setup. The three-beam
arrangement has been designed to facilitate running synchronized photoreversion experi-
ments using a wide range of excitation wavelengths from 266 nm to 800 nm whilst probing
in either the visible or the UV. Selection of the required wavelengths is possible without
having to change the setup significantly. The sample stage is exchangeable, to enable
experiments with sample solutions as well as solid-state samples with or without cooling
to cryogenic temperatures.

sample plane unless it was specifically intended to select a specific transition. In the latter
case this was achieved by optimization of the signal using a half-waveplate (HWP) for the
respective wavelengths.31 For solution samples, a HWP was used to set the angle between
the pump and probe polarizations to 54.7◦, at which artifacts from molecular rotation are
negligible (magic angle). [98] While the probe repetition rate was usually kept at 1 kHz,

31However, this was only necessary or useful for samples which are not part of this thesis.
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the pump repetition rate needed to be reduced to 500 Hz or less in order to enable the
serial acquisition scheme described below. This was achieved by one or multiple optical
choppers,32 placed inside the setup in case of the harmonic wavelengths (see Fig. 2.9) or
outside in case of the NOPA beams.
A broadband supercontinuum (SC) either in the visible (380-750 nm) or in the UV (250-
350 nm) was used as a probe in the TAS experiments. The visible probe was generated
by focusing of the 800 nm beam into a cuvette containing deionized water and with an
optical pathlength of 2 mm. While focusing was achieved using a convex lens with an-
tireflective coating for 800 nm, collimation after the SC generation was done by aid of an
off-axis parabolic mirror in order to reduce the spatial dispersion and better preserve the
mode of the beam. Prior to focusing, the initial beam diameter was reduced to 1-2 mm
with an aperture, which has beneficial effects on the stability of self-focusing, [77] and
the pulse energy was optimized using a variable neutral density filter. In case of the UV
supercontinuum, CaF2 was used as a medium, which was rotated continuously in order to
prevent damage of the material, and another SHG BBO was inserted to obtain the 400 nm
seed. Furthermore, a QWP was utilized to mitigate the effects of rotating the crystal by
circular polarization of the beam. Further components of the probe line prior to the SC
generation comprised a motorized delay stage controlled by the acquisition software to
create well-defined pump-probe delays and an optional optical chopper for the applica-
tion of a dual-chopping acquisition scheme if necessary (vide infra). After collimation of
the supercontinuum, a part of the probe beam was separated using a 10:90 beam sampler
and used as the reference beam in the dual detection routine described below, while the
remainder was guided to and focused onto the sample via a concave metallic mirror. Af-
ter passing through the specimen, the probe beam was re-collimated with a convex lens
before being focused into the spectrometer, together with the reference beam.
Three different sample stages were available and fully interchangeable to meet the specific
experimental requirements. For solution experiments, a flow-cell system was utilized, in
which the sample solution flowed through a UV quartz cuvette with an optical pathlength
of 500µm. The solutions were contained in a flask and pumped through a tubing system33

using a micropump from TCS, United Kingdom, [100] whose flow rate, and thereby the
sample exchange in the irradiated volume, was sufficiently high to allow for experiments
at 500 Hz (optical) pump repetition rate. Solid-state samples, predominantly ultramicro-
tomed single crystals (vide infra), were placed on circular UV fused silica disks (UVFS,
1 inch diameter, 1 mm thickness), for which a custom sample holder had been machined
and placed on an xyz-translation stage. If cryogenic temperatures were required, the sam-
ple holder was replaced by a cryostat34 with a liquid nitrogen bath (T ⪆ 77 K) and another

32Reduction of the repetition rate to less than 0.1 kHz required a second, synchronized chopper due to
the finite beam size.

33Tygon tubing from Saint-Gobain Performance Plastics [99].
34Oxford Instruments, OptistatDN-X [101].
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custom sample holder, made of copper for improved thermal conductivity.
The diameters of the pump, probe and – if applicable – re-pump beams at the sample
were determined on a near-daily basis by measuring the transmission through one or mul-
tiple pinholes mounted on another UVFS disk which was placed inside the same sample
holder.35 By assuming a Gaussian intensity profile, the beam diameter at half maximum
(FWHM) could be calculated from the ratio of transmitted intensities through the re-
spective pinholes and through solely the substrate (see equation A.16). The beam size
of the probe was minimized by translating the sample stage along the beam propagation
axis, typically reaching beam sizes of 50-70µm FWHM diameter. The pump radius was
adjusted to at least

√
2 times the probe radius in order to provide approximately homo-

geneous irradiation of the probed volume. For synchronized photoreversion experiments,
the re-pump beam diameter again was set to

√
2 the pump diameter or more in order to

avoid deviations in overlap upon translation of the sample stage.

2.4.3 Data acquisition

The probe spectra were recorded using a home-built grating spectrometer, incorporating
a dispersive grating (300 lines/mm) and a linear CCD detector (2048 pixels, Hamamatsu
Photonics) [102] whose read-out rate was fast enough to record probe spectra at the laser
repetition rate of 1 kHz. As mentioned in the previous section, parallel acquisition using
two separate beams, one passing through the excited and one through the unexcited sam-
ple, is not feasible for single crystalline samples. This is due to sample inhomogeneities
in both thickness and crystallinity as well as potential polarization dependences. Instead,
both spectra were acquired in succession, passing through the same sample region, which
required the pump repetition rate to be equal to or less than half the probe repetition rate.
The pump-on (ION) and pump-off (IOFF) spectra were identified by measuring the inten-
sity of a reflection of the pump beam with a photodiode, or in case the latter was not
feasible, via an electronic trigger signal from the chopper and assignment by tests with a
reference sample. The sorted spectra were then used to calculate the transient absorption
signal in accordance with equation 2.20:

∆A(λ ,∆t) =− log
(

ION(λ ,∆t)
IOFF(λ )

)
(2.20)

Nonetheless, within the scope of this thesis, a second detector of the same type was added
in order to record a reference probe spectrum from a beam not passing through the sample
(see Fig. 2.10). The purpose of this was to reduce the influence of shot-to-shot fluctua-

35For solution samples, the beam size was determined using the solid-state sample holder after establish-
ing spatial pump-probe overlap. The latter was subsequently used as an indication for the sample position:
The sample holder was replaced by the flow-cell and its position along the beam propagation direction ad-
justed such that the TA signal from a reference solution was maximized, thereby optimizing the pump-probe
overlap, and attaining the position at which the beam sizes had been determined previously.
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Figure 2.10: Layout of the dual spectrometer for parallel acquisition of the probe and
reference beams. The signal and reference beams are vertically offset allowing for their
separation via a rectangular mirror (MM) directing them onto the respective CCD detec-
tors. The remaining parts are common components of a grating spectrometer including
concave mirrors (CM), the (UV enhanced) aluminum grating (300 grooves/mm) and a slit
at the beam entrance.

tions in the probe spectra, which can cause significant measurement artifacts, especially
when dealing with a limited number of pump-probe cycles on the same sample due to its
fatigue. For the reference beam, the same grating and focusing optics inside the spec-
trometer were used, but the beam was vertically offset. This allowed separation of the
two beams with a rectangular metallic mirror directly before the CCD arrays. Both the
pump-on and pump-off spectra from the sample were normalized to the respective spectra
measured in the reference detector, before calculating the differential absorption.
In cases where the data was affected by a strong scattering signal from the excitation
pulse, a dual-chopping strategy was applied, introducing a third category of spectra, in
which only the strong scattering signal was present while the probe pulse was blocked
(pump-on-probe-off).36 The latter was identified by integration of the probe spectrum in
a region where the scattering signal was absent, and subtracted from the pump-on(-probe-
on) spectrum.
The data acquisition was synchronized using a digital delay generator (DDG), triggered
by a transistor-transistor logic (TTL) signal from the regenerative amplifier. Acquisi-
tion cycles (via the DDG) as well as the motorized delay stage were controlled through
a Visual C#-based, interactive user interface software, originally written by Dr. Gastón
Corthey. Furthermore, while the pump-on and pump-off spectra were stored separately,
the transient signal was calculated and displayed on the fly during the measurement, al-
lowing for direct monitoring of the scan.
Within the scope of this thesis, several extensions to this software were made, due to

36For further details refer to the supporting information of ref. [68].
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the additions to the experimental procedure on the one hand and in order to improve the
general workflow on the other hand. The most important added feature encompasses in-
tegration of the probe reference detector into the data acquisition cycle, which required
in-depth modification of the source code. Another important improvement of the software
enabled a customized sequence of pump-probe delay steps, in which multiple time win-
dows were assigned individual step sizes. This was predominantly done to adapt the time
step size to the time scale of the measurement, which previously had only been achiev-
able by recording separate scans for each time window, as in case of the data discussed in
chapter 3. Furthermore, on-the-fly compilation of the signal obtained using dual-chopping
via the described integration method was added to the software. A few minor additions
allowed for the storage of the measured photodiode signal, enabling weighting of the sig-
nal intensity to the average pump fluence for each time delay, as well as assignment of the
pump-on and pump-off spectra based on the chopper trigger (vide supra).

2.4.4 Setup characterization

The sensitivity of the setup as a measure of the signal magnitude necessary for its detec-
tion was estimated based on the noise level of the averaged scans. Its value depended
on the number of averaged spectra obtainable, which in turn depended on the sample ro-
bustness and feasible acquisition rate. For high cyclability as in case of solution samples
or rapidly reversible solid-state samples, the sensitivity was 10−4. In case of the inves-
tigated photoisomerization reactions in crystal, requiring synchronized photoreversion at
low pump repetition rates (20-30 Hz) and with a limited reversibility due to sample fa-
tigue, a sensitivity of 1·10−3 was still achieved due to the improved signal-to-noise ratio
through the implemented probe referencing.
The temporal resolution of the setup was fundamentally limited by the probe pulse, which
was not compressed,37 but also strongly dependent on the pump pulse duration as well as
the investigated medium. It was estimated by two different methods, measurement of the
CPM38 signal in the neat solvent or the sample substrate, or the direct fit of an instanta-
neous absorption signal from the studied samples (or a reference sample). Depending on
its shape, the CPM signal can be fit using different functions, such as the second derivative
of a Gaussian curve, [97] a sine-modulated Gaussian [96] or the following sum of Hermite

37In the transient spectroscopy experiment, the time resolution is still significantly better than the mere
convolution of the pulse durations and mostly limited by the pump pulse duration, since the chirp of the
probe beam is spectrally resolved [103]. However, it is not equal to the temporal resolution when using a
bandwidth-limited probe pulse. N.B.: Like the probe dispersion itself, the time resolution becomes wave-
length dependent.

38Cross-phase modulation [103–106]. Non-linear optical process analogous to self-phase modulation,
but for two different pulses overlapping in time, in this case the pump and probe pulse. Even though, as
in case of supercontinuum generation, the actual cross-correlation signal contains contributions from other
physical phenomena (most notably two-photon absorption and stimulated Raman amplification [105–107]),
CPM as the most tangible effect is commonly used to refer to the observed transient signal.

31



2 Experimental Methods and Setups

polynomials: [58,81,108]

∆A(fit)
λ

(t) =
N

∑
n=0

bλ ,n
(−1)n
√

2n ·n!
· exλ (t)

2
· dn

dxn
λ

e−xλ (t)
2

(2.21)

with xλ (t) being the argument of a Gaussian function centered at t = t0,λ and with width
parameter σλ :

xλ (t) =
t − t0,λ

σλ

(2.22)

Examples for these fits are shown in Fig. 2.11. All of these methods come with the caveat
that the CPM signal intensity depends on the derivative of the pulse intensities and is
therefore inherently broader than the convoluted pulses themselves, which has to be taken
into account when deducing the actual temporal resolution. The Hermite polynomials
are all linked to the same Gaussian parameter, which in principle renders them the best
approach. However, the resulting fit often suffers from high parameter correlation and
fails when the signal becomes too complex for the sum of only the first few derivatives
to be appropriate. Furthermore, for crystals the additional propagation distance in the
substrate, which is orders of magnitudes thicker than the actual sample, will lead to a
broader CPM signal. Thus, while the CPM can be used as an upper limit for the time
resolution and therefore as a target for optimization, a more accurate description can
be gained by fitting the transient absorption signal directly with a Gaussian-convoluted
exponential function (see eqn. 2.23) while varying the Gaussian parameter σ .
Tab. 2.1 gives an overview of the estimated time resolutions under different circumstances
regarding pump wavelength, compression39 and sample phase. The values obtained from
the CPM measurements lie within a range indicated in the table with the higher ones gen-
erally at longer wavelengths in the visible. This is because the temporal dispersion is
higher at shorter wavelengths enhancing the advantageous effect of spectrally resolving
the GDD of the pulse. In Fig. 2.11 (d), a turning point in this behavior can be distinguished
around 430 nm, below which the Gaussian widths start to increase with decreasing wave-
length. This marks the point beyond which the dispersion of the probe becomes too high
to be compensated by the resolution of the spectrometer.

2.4.5 Measurement and processing routines

Since various different samples were studied in this setup and even more were tested
within the course of this work, it was crucial to maintain a systematic routine for the con-
duction of the experiments as well as post-processing of the data. On each measurement
day, before starting the measurements, the laser system was optimized including the fun-

39Out of the three displayed wavelengths, only the 330 nm pulses were compressed. However, this was
only possible coarsely due to the lack of more sophisticated pulse characterization methods.
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Figure 2.11: Measurements of the cross-phase modulation (CPM) in the TAS setup and
fit using a weighted sum of the first five Hermite polynomials (see eqn. 2.21). (a) TA map
of the fit, (b) example kinetic trace at 500 nm including the fit as well as the individual
Hermite components, (c) resulting time zero curve for GDD correction, (d) Gaussian
parameter σ of the polynomials for the respective wavelengths.

damental pulse duration via the built-in grating compressor of the regenerative amplifier,
the efficiency of the NOPA(s) if they were used in the experiments (vide supra) as well as
the supercontinuum stability by adjusting the pulse energy and the beam convergence via
the iris. Both temporal and spatial overlap of pump and probe pulses were determined by
running low-average test scans on a known sample (or solution).40 For excitation wave-
lengths ≲530 nm, a Kapton tape was used, as it exhibited a strong and long-lived transient
absorption signal and it was possible to place it directly onto the sample disk. For longer
wavelengths, a thin gold film sputtered onto a sapphire substrate was utilized. If neces-
sary, coarse spatial overlap of the beams was assured prior to this by aid of a pinhole

40As is common, the time delay where pump and probe pulses overlap will be referred to as time zero, t0
or point of excitation.
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Table 2.1: Temporal resolutions (FWHM) of the TA setup in different configurations.

Pump wavelength (nm) CPM Solution (fs) CPM Crystal (fs) IRF Crystal (fs)

266 110-150 110-160a 125

400 120-170 ≈110b 78

330 70-120 ≈200b 75
aThe pump pulse was broadened by the cryostat window in this case.
bThese values are estimates, as the CPM shape was too complex (see Fig. A.31 in the appendix).

(a) Kapton tape (b) Au thin film

Figure 2.12: Non-GDD-corrected time-zero scans in the transient absorption setup. Ex-
emplary scans from (a) Kapton tape, (b) thin gold film, both excited at 340 nm. N.B.: time
delay in this context refers to the absolute position of the motorized delay stage, converted
to ps.

placed onto the sample disk, before fine-tuning it based on the transient signal intensity.
Examples for these time zero measurements are shown in Fig. 2.12.
When dealing with pulse durations below 100 fs and peak fluences on the few mJcm−2

scale or higher, peak powers up to 100 GW·cm−2 are reached, which are known to cause
multi-photon excitation in many systems, and which not only falsify the measured data
but can also damage the sample. [109] In order to exclude these effects, fluence depen-
dence measurements were routinely carried out, whenever a new sample or process was
studied or significant changes to the laser setup had been made. If possible, entire scans
were recorded at different fluences and the first singular values in the range after exci-
tation were compared. Otherwise, a time domain in which the signal was constant was
integrated in time and wavelength to yield a single value for each fluence. These values
in either case were plotted and fit to determine the fluence range in which the signal was
linear (see Fig. 2.13), which represents the range appropriate for the actual measurements,
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prior to the onset of multi-photon absorption or other damaging effects.41

In a single transient absorption scan, multiple spectra per time step were recorded, usually
between 24 and 1000, and averaged. For any data acquisition beyond mere testing and
coarse determination of t0, several scans with the same parameters and time steps were
taken. This enabled monitoring and comparison of the scans to assure reproducibility
and allowed for regular measurements of the excitation pulse energy. These scans were
averaged in the post-processing routine and concatenated if individual scans with differ-
ent time steps had been taken, i.e. before the improvements to the acquisition software.
Finally, most of the data shown in this thesis was smoothed using a 2D Gaussian filter
(σ = 0.8 pixels) for clarity.
All transient absorption scans spectrally resolve the inherent group-delay dispersion of
the probe pulse, leading to a wavelength dependence of the pump-probe delay, usually
causing the TA signal at shorter wavelengths to appear earlier than at longer wavelengths
(conf. Fig. 2.12). This artifact was corrected in post-processing using the following rou-
tine: First the wavelength-dependent t0 values were determined, either by analysis of the
CPM signal, being inherently linked to the pump-probe overlap in time, or directly by
the data obtained from the sample, if an instantaneous42 signal at t0 was present.43 Using
these t0 values for the GDD, it was corrected by shifting the data matrix in time taking
advantage of the time-shift theorem in Fourier space (conf. equation 2.5).

2.4.6 Data analysis methods

As will become evident in the following chapters, adequate selection and implementa-
tion of various data analysis strategies, based on the underlying photochemistry and the
observed spectral dynamics, is crucial to appropriately describe, quantify and interpret
transient spectroscopic data. This section gives a brief introduction into the applied meth-
ods as well as their advantages and disadvantages, and under which circumstances they
are appropriate.

Exponential models

A ubiquitous underlying principle in the analysis of transient processes is based on fitting
the temporal progression of a certain parameter P(t), in the simplest case the TA signal it-
self at a specific wavelength (∆Aλ(t)), with the sum of N exponential decay functions: [110]

41The fluence dependence measurements for all experiments presented in this thesis can be found in
section A.3 in the appendix.

42Instantaneous in this context means a rise time shorter than or equal to the instrument-response function
of the setup.

43This often yielded a better outcome of the GDD correction, presumably because the CPM signal was
too complex to yield reliable t0 values in these particular cases.
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Figure 2.13: Exemplary fluence dependence measurement in transient absorption spec-
troscopy. (a) TA map of the data matrix for SVD, (b) singular values for the applied
fluences and linear fit. While a linear fit above 5 mJcm−2 was still feasible, the evidently
larger deviations motivated restricting the fit range and thereby the fluence range to be
considered safe to <5 mJcm−2.

P(t) =
N

∑
j=1

b j · exp
(
−(t − t0)

τ j

)
⊛ IRF(t − t0) (2.23)

in which b j is the amplitude (or weight) of the individual exponential decay component, τ j

the associated exponential lifetime (also referred to as time constant), t0 the point of exci-
tation and IRF the instrument-response function. The latter is usually a Gaussian function
and required if time delays before and around time zero are included in the fit. Notably, in
this sum of exponential functions, the amplitudes of the individual components are inde-
pendent, which is appropriate for multiple, parallel decay (or rise) processes contributing
to P(t), each satisfying the following differential equation for the concentration cA(t) of
a corresponding, spectrally detectable species A (conf. eq. 2.19):

dcA(t)
dt

=−kAcA(t) (2.24)

If interpreted appropriately, this parallel model is often sufficient, but more complex mod-
els require the solution of a set of interlinked differential equations. One of the most com-
mon approaches is the unidirectional sequential model (also referred to as kinetic chain),
in which an initial species44 A evolves towards an equilibrium state or (chemical) species

44Species in this case specifically means a spectrally visible species, which is associated with the popu-
lation of one or multiple distinct (electronic or vibrational) states or one or multiple molecular configura-
tion(s). It can be but is not necessarily equivalent to a chemical species, such as a distinct isomer or the
product of a photochemical reaction. Thus, for the latter case the term chemical species will be used, while
species refers to the more generalized case.
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X , possibly via one or multiple successive intermediates (B, C, ...):

A B ... X
kAB kB... k...X

(2.25)

wherein kAB denotes the transfer rate constant from species A to B and so forth. The
differential equations for concentrations (or populations) c of the species in equation 2.25
take the following form:

dcA(t)
dt

=−kABcA(t)

dcB(t)
dt

= kABcA(t)− kBCcB(t)

...

dcX(t)
dt

= k...X c...(t) (2.26)

While the solutions for the concentrations are of a similar form to the parallel decay
model, the amplitudes b are no longer independent but depend on the rate constants of the
preceding steps:

cl(t) =
l

∑
j=1

b jlexp(−k jt)⊛ IRF(t) (2.27)

for the concentration of species number l ∈ N>0 in the unidirectional chain. In the unidi-
rectional case, the amplitude factors b jl can be calculated via the following equation: [111]

b jl =
∏

l−1
m=1 km

∏
l
n=1 (kn − k j)

(2.28)

Notably, equation 2.27 represents a general solution for sequential models, including
branched ones, but in the latter case the amplitudes can no longer be generalized and
some of them may be zero, depending on the model. For the particular branched mod-
els used in this thesis, the differential equations were solved by the common variation of
the constant ansatz, for which an example can be found in the appendix (section A.1).
Depending on the specific model to be tested, multiple concentrations cl(t) were added
together and their contributions to the investigated parameter P(t) weighted with individ-
ual amplitude factors.45

45For example, the transient absorbance at a given wavelength may be fit with a two-step (three-species)
sequential model, from which only the first and last carry a significant contribution to the signal and the first
has a higher transition dipole moment at this particular wavelength, e.g. by a factor of 2. This would result
in the weighted sum of the three concentrations with amplitudes of a for the first (l = 1), 0 for the second
(l = 2) and 0.5 ·a for the last species (l = 3).
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Spectral band analysis

As mentioned, the simplest case of spectral analysis is the application of one of the models
above (parallel or sequential) to the temporal progression of the transient absorbance at
a particular wavelength, also referred to as single-point kinetic fits. While the method
is robust and straightforward, certain spectral dynamics invalidate the outcome of such
fits, most prominently the influence of shifts in the spectral center position as well as
dynamic changes in the spectral width. The former can be characterized by means of the
spectral center of gravity SC (also referred to as centroid or spectral center of mass) for
each discrete time delay t in the pixel range from pixel N to M:

SCt =
∑

M
i=N ∆At,i · ν̃i

∑
M
i=N ∆At,i

(2.29)

The spectral centroid is calculated in the spatial frequency domain (ν̃), which is pro-
portional to the (transition) energy and thus more appropriate. Being the inverse of the
wavelength, it is readily converted back to the latter for easier comparison to the spectro-
scopic data. The temporal progression of the centroid can subsequently be fit using one
of the exponential models discussed above.
The effects of spectral narrowing and shifts can also be mitigated by integration of the
appropriate spectral region, if there is no influence from other spectral species in the same
range. In this case, the spectral integral is directly proportional to the species’ population
assuming no significant changes in transition dipole moment(s). However, these ideal
conditions are often not provided, especially for time delays shortly after the point of
excitation, demanding for more complex and holistic analysis methods.

Global and target analysis

Arguably the most popular strategy to disentangle contributions from multiple species to
a transient absorption measurement is that of global and target analysis. [112–115] Rather
than single wavelengths, the entire two-dimensional spectral map is approximated with a
fit matrix Fλ ,t , minimizing the least-square sum of the difference between it and the data
matrix. The fits are composed of a temporal and a spectral part:

Fλ ,t =
N

∑
i

Aλ ,i ·Ci,t (2.30)

in which N is the number of components necessary to reconstruct the data, Aλ ,i is the
spectrum associated with component i and Ci,t the corresponding temporal progression,
according to the applied model. The temporal part is obtained analogously to the single-
point case (equations 2.23 and 2.27 for the parallel and sequential cases, respectively), but
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instead of summation46 of the addends they are individual rows in the matrix C and their
weight factors are set to one, since the corresponding spectral amplitude is contained in
A. Alternatively put, equations 2.23 and 2.27 are special cases of equation 2.30 for the
fit of a single wavelength (i. e. row in matrix F). Depending on the temporal model, the
spectra Aλ ,i are termed decay- or species-associated spectra (DAS or SAS) for the cases
of a parallel decay (global analysis) and a sequential model (target analysis), respectively.
Notably, it is possible to retrieve the spectral components Aλ ,i without the application of
a model or variation of additional parameters. They are obtained, under the premise that
the fit matrix F converges towards the real data matrix D, via multiplication of equation
2.30 with the right inverse of C: [116]

Aλ ,i =
N

∑
i

Dλ ,i ·C−1
i,t (2.31)

Thus, in each step of the optimization algorithm, the DAS for the fit parameters τi or ki

are calculated using equation 2.31 yielding the fit matrix F via equation 2.30. The two-
dimensional least-square sum of the difference between F and the data matrix D can then
be minimized via standard optimization algorithms varying the fit parameters. [117]

It should be pointed out that in addition to the evident bias of the introduced models in
global and especially target analysis, the fundamental underlying assumption is that the
data can be decomposed into additive components, as implied in equation 2.30.47 The
same assumption is made when analyzing transient absorption data by singular value
decomposition (SVD), [118,119] but without the introduced bias of exponential functions or
fit parameters:

D =U ·S ·V T (2.32)

which for the case of transient absorption spectra can be written as:

Dt,λ = ∑
i

Uλ ,iSi,iVi,t (2.33)

where U contains the left singular vectors (temporal components) and V T the right singu-
lar vectors (spectral components), while the diagonal elements of the singular matrix are
the corresponding weights of the components i, sorted in descending order. Hence, only
the first few singular vectors will contribute to the data significantly. On the one hand, this
can be exploited in order to remove noise from the data, on the other hand, the singular
vectors, especially the ones carrying the temporal information can be analyzed further, if

46In case of target analysis (sequential model), summation here refers to adding multiple components
cl(t) obtained from equation 2.27 to describe a single parameter. The temporal components cl(t) themselves
usually still consist of multiple exponential functions.

47This assumption is generally valid for optical absorption spectroscopy. Nonetheless, the fact that in a
fit, all components are superimposed is to be considered when interpreting individual contributions to the
signal (see for example section 3.2.2).
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an appropriate model can be found. SVD thus provides information of temporally corre-
lated spectral components and their importance for the data. While it can be argued that
its lower bias makes it preferable over global and target analysis methods, the introduction
of exponential functions is physically justified by a priori understanding of the process,
while the singular vectors not necessarily correspond to a photophysical process. Thus,
there is no clearly preferred method among these and the method of choice depends on
the specific investigated system. In the data analyzed within the scope of this thesis, for
both methods examples have been found, in which one turned out more suitable than the
other.

Dynamic line shape analysis

As will be seen in chapters 3 and 4, there are scenarios where neither of the holistic meth-
ods discussed so far are satisfactory. This is because in all cases, the spectral components
are temporally independent, which means only the overall amplitude of the components
changes in time. Like in case of single-point kinetic fits, this does not account properly
for spectral shifts in which the central wavelengths of the transient signals change. As
discussed, spectral integration can mitigate this issue, but also removes information such
as the central wavelength, spectral line width and absorption fine structure. Therefore, a
new fit routine was developed, denoted as dynamic line shape analysis (DLSA). As the
name suggests, it is based on the commonly applied line shape fit method in which an
absorption spectrum is fit with one or the sum of N line shape functions (LSF) and an
optional additive constant C:

Abs.( f it)(ν̄) =
N

∑
j

[
A j ·LSFj(ν̄)

]
+C (2.34)

Since the line-shape functions are symmetric while the absorption spectra are asymmetric
in wavelength, they are again described in terms of the spatial frequency ν̃ . The novelty
in this routine lies in the execution of such fits for each time delay whilst establishing a
temporal correlation between the fit parameters by using the result for a given time delay
as the initial values for the subsequent step. While it was not done within the scope of
this thesis, the temporal behavior of the line shape parameters could itself be constraint by
introducing an exponential progression, analogously to the global fit routines. However,
the increased number of parameters may affect the fit consistency.
Commonly used line shape functions are Gaussian (eqn. 2.35), Lorentzian (eqn. 2.36) or
Voigt profiles (eqn. 2.37). The latter is a convolution of the two former distributions and
its function contains both the Gaussian width parameter σ and the Lorentzian parameter
γ . It is obtained by evaluating the real part of the Faddeeva function (eqn. 2.38). [120] From
a photophysics perspective, the Lorentzian distribution describes homogeneous broaden-
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ing (vide supra). Inhomogeneous broadening on the other hand can be accounted for
mathematically by convolution with a Gaussian, which is why the Voigt profile is most
appropriate for the description of optical transitions. If otherwise a fit would contain
too many independent parameters to converge, the pure Gaussian can be used as a less
complex approximation.

LSF(Gauss)
j (ν̄) =

1
σ j
√

2π
· e

−(
ν̄−b j)

2

2σ2
j (2.35)

LSF(Lorentz)
j =

1
πγ j

·
γ2

j

(ν̄ −b j)2 + γ2
j

(2.36)

LSF(Voigt)
j =

1
σ j
√

2π
·Re

[
w

(
ν̄ −b j + iγ j

σ j
√

2

)]
(2.37)

w(z) = e−z2
(1− erf(iz)) (2.38)

The widths for the Gaussian and Lorentzian profiles are directly obtained from the cor-
responding parameters σ and γ , respectively.48 For the Voigt profile, an approximate
relationship exists between its line width at half maximum wV and the FWHM values wL

and wG of the corresponding Lorentzian and Gaussian functions:

wV ≈ C1

2
wL +

√
C2

4
wL +w2

G (2.39)

with the empirically determined parameters C1 = 1.0692 and C2 = 0.86639 for an approx-
imation within 99.98% accuracy. [120] Which line-shape function is to be selected depends
on the specific problem, especially the number of components used in the fit.
The DLSA routine has played a pivotal role in the analysis of the photochemical reaction
dynamics of both spironaphthopyran in solution, aiding in the distinction between iso-
merization and equilibration dynamics (conf. section 3.2.2), and protonated Z-spiropyran,
where it was possible to disentangle a complex transient absorption signal and extract the
life times of the involved spectral species (conf. section 4.3.2).

2.4.7 Interactive data analysis software

All processing and analysis methods detailed in the previous sections have been integrated
in a software package written in Python and embedded into an interactive graphical user
interface (tkinter) enabling the inspection, processing and analysis of transient absorp-
tion spectroscopy data (see Fig. 2.14), even for users without extensive programming ex-
perience. By application during all spectroscopic analyses presented in this thesis, the
software has been tested thoroughly and will be made available via GitHub [121] after a

48wG = 2
√

2ln(2)σ ≈ 2.36σ , wL = 2γ .
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Figure 2.14: Main page of the developed interactive software for transient absorption
data analysis. From the shown page, which offers basic tools as well as the selection
of kinetic and spectral traces, several other pages or windows for the different analysis
methods can be reached (see the navigation bar on top).

few envisaged improvements regarding readability and platform compatibility as well as
the completion of a comprehensive user manual. The object-oriented program structure
allows for the addition of further fit models or even whole analysis modules and facili-
tates potential collaborations. A few exemplary images from the GUI as well as essential
excerpts from the source code can be found in the appendix, section A.1.

2.5 Ultrafast Electron Diffraction

Ultrafast electron diffraction (UED) experiments were conducted using single crystals
of spironaphthopyran on the one hand, and all three of the investigated diarylethene
derivatives on the other hand. These experiments should be considered preliminary, since
more extensive studies will be required in order to obtain quantitatively significant data.
Nonetheless, the results obtained within the scope of this thesis set the basis for and en-
courage execution of further UED experiments and are therefore discussed qualitatively
in the respective chapters. Since extensive analyses were not carried out, a detailed theo-
retical background is not required. Nevertheless, a few basic concepts need to be familiar,
which are laid out in the next section, followed by a description of the utilized experimen-
tal setups and parameters.
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Figure 2.15: Example for an electron diffraction pattern. The sample was a 100 nm thin
single-crystalline film of a di(benzothienyl)perfluorocyclopentene (see chapter 5) and the
pattern was recorded in an ultrafast electron diffraction setup (90 keV electron energy).

2.5.1 Electron diffraction fundamentals

Fig. 2.15 shows the electron diffraction pattern obtained from a single-crystalline di-
thienylethene derivative, one of the photochromic molecules investigated in this thesis
work. As can be readily seen, it consists of regularly spaced, distinct spots with varying in-
tensity, which are arranged center-symmetrically with respect to the main electron beam.
It is the mere result of the incidence of a series of electron pulses on a thin crystalline
slice and focusing the transmitted beam onto a CCD camera. While the phenomenon
of diffraction patterns is well-known and understood among scientists, it is nonetheless
remarkable and warrants a brief explanation how elastic interaction of electrons with a
molecular crystal can produce such a result.49

Electron scattering and diffraction

Diffraction is the interference of a coherent wave scattered from one or multiple objects,
which are of comparable size to the wavelength. As an incident plane wave is elasti-
cally scattered, a spherical wave is emitted with an amplitude denoted as the scattering
amplitude f (∆⃗k,⃗r), ∆⃗k being the difference in wavevectors between the incident and scat-
tered waves, thus representing the momentum transfer. For electrons, the scattering due
to an arbitrary electrostatic potential U (⃗r) can be derived by solving the corresponding
Schrödinger equation for an electron with mass me to yield:

f (∆⃗k,⃗r) =− me

2π h̄2

∫
U (⃗r)e−i∆⃗k·⃗rdV (2.40)

It is evident from equation 2.40 that the integral contains an oscillating component in-
dicating that the scattering amplitude is only finite for certain angles, i.e. constructive
interference of the scattered wave. However, a condition for these angles cannot be de-

49Since most of the content can be found in common textbooks, literature references will only be given
in a few specific cases. The general content is based on refs. [58, 97, 122–124]
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rived without further knowledge about the electrostatic potential U (⃗r). Considering an
atomic or molecular material as the scattering object, U (⃗r) can be approximated via the
independent-atom model as the superposition of all atomic potentials Um at position vec-
tors r⃗m, with an individual scattering amplitude fm(∆⃗k) for each atom:

f (∆⃗k) = ∑
m

fm(∆⃗k)e−i∆⃗k·⃗rm (2.41)

The crystal lattice

Crystals in the classical sense are characterized by translation invariance, i.e. for each
point r⃗ a large number N of points r⃗′ exists, from which the crystal appears identical. The
corresponding translation vectors T⃗ = r⃗ − r⃗′ are discrete points in a three-dimensional
vector space spanned by the basis vectors a⃗i, i ∈ {1,2,3}, such that:

r⃗− r⃗′ = T⃗uvw = u⃗a1 + v⃗a2 + w⃗a3 u,v,w ∈ Z (2.42)

The parallelepiped formed by the basis vectors is called the unit cell and represents the
smallest symmetrical unit of the crystal lattice.50 The translation operators T⃗uvw dictate
the geometry of the unit cell and thus the entire crystal. Depending on the basis, the lattice
can be classified into one of 14 possible so-called Bravais lattice types.

The shape factor and the structure factor

The introduction of the unit cell and the lattice vectors enables further elaboration of the
scattering amplitude within the independent-atom approximation for the case of molecular
crystals. This is achieved by separating the atomic positions r⃗m into the lattice translation
T⃗uvw and the position r⃗l of the so-called basis atoms within the unit cell:

r⃗m = T⃗uvw + r⃗l =
3

∑
i=1

ni⃗ai + r⃗l (2.43)

Substitution of r⃗m into equation 2.41 for a crystal consisting of Ni unit cells for each basis
a⃗i yields:

f (∆⃗k) =
3

∏
i=1

(
Ni−1

∑
ni=0

e−i∆kni⃗ai

)
∑

l
fl(∆⃗k)e−i∆⃗k⃗rl (2.44)

50Since larger symmetry units still satisfy translation invariance, the distinction between the smallest
possible unit cell, the so-called primitive unit cell with corresponding primitive basis vectors, needs to be
made. However, the term unit cell is commonly used to denote the specific case of the primitive unit cell,
which is also adopted here.
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The geometric progression in equation 2.44 can be simplified:51

f (∆⃗k) =
3

∏
i=1

(
1− e−iNi∆⃗k⃗ai

1− e−i∆⃗k⃗ai

)
F(∆⃗k) (2.45)

introducing the definition of the structure factor F(∆⃗k) = ∑
l

fl(∆⃗k)e−i∆⃗k⃗rl . The latter de-

pends on the position and nature of the basis atoms within the unit cell, while the product
in equation 2.45 contains the information associated with the unit cell geometry and is
thus referred to as the shape factor S(∆⃗k). The structure factor is the more complex and
system-specific quantity encompassing not only the atomic or molecular structure but also
contributions from thermal motion (Debye-Waller effect), [125,126] making it the main tar-
get for modeling of diffraction patterns. Since reconstruction of atomic positions is not
the subject of this thesis work it will not be discussed in more detail.52 The shape factor
on the other hand can be used to derive general diffraction conditions, specific to a given
Bravais lattice.
The measured diffraction intensity is the absolute square of the scattering amplitude and
the contribution from the shape factor is thus obtained via substitution using Euler’s equa-
tion and half-angle relations of the trigonometric functions:

|S(∆⃗k)|2 =
3

∏
i=1

sin2
(

1
2Ni∆⃗k⃗ai

)
sin2

(
1
2 ∆⃗k⃗ai

) (2.46)

The absolute square of the shape factor is only significantly large if the arguments of the
sine functions are integer multiples of π in all three dimensions. The resulting condition
for non-zero intensities is known as the Laue diffraction condition: [127]

∆⃗k · a⃗i = 2πhi hi ∈ Z (2.47)

This limitation for allowed momentum transfers and thereby diffraction angles is indeed
the reason why, for single crystals, an intensity pattern of discrete spots such as the one
shown in Fig. 2.15 is obtained.

The reciprocal lattice

Like the translation vectors T⃗uvw, those momentum transfer vectors ∆⃗k which fulfill the
Laue diffraction condition are discrete points in a three-dimensional vector space. Its basis

51
N

∑
i=0

−1xi = (1− xN)/(1− x).

52Nonetheless it is important to note that changes in the distribution of atoms within a unit cell, which
includes changes in molecular structure, solely lead to a change in intensity of the diffraction signal. Neither
changes in diffraction peak position nor peak widths are thus indications of a change in the structure factor,
but are associated with the unit cell geometry.
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vectors b⃗ j, j ∈ {1,2,3} are related reciprocally to the basis vectors of the Bravais lattice
through a⃗i · b⃗ j = 2πδi j and |⃗bi|= 2π/|⃗ai|. Therefore, the lattice comprised of all possible

solutions ∆⃗k = G⃗ of equation 2.47 is called the reciprocal lattice and G⃗=
3

∑
i=1

hi⃗bi the recip-

rocal lattice vectors. The integer coefficients hi are called the Miller indices, also written
as h, k and l, and are used to identify diffraction peaks in the measured pattern. Further-
more, each reciprocal lattice vector G⃗hkl is the plane vector of (i.e. orthogonal to) a set of
parallel crystal planes in the direct lattice with distances of dhkl,n = n ·2π/|G⃗hkl|,n ∈ Z.53

Indeed, a diffraction pattern is the two-dimensional projection of the reciprocal lattice.
However, not all reciprocal lattice points are experimentally accessible since the mo-
mentum transfer ∆⃗k cannot take arbitrary values. Only the scattering angle θ is a free
parameter, while the absolute value of ∆⃗k is dictated by the wavelengths of the incident
and scattered waves. This can be used to obtain a more intuitive diffraction condition,
known as Bragg’s law. For elastic scattering, the wavelength λ does not change and thus
k⃗2

in = k⃗2
scat . It can be shown, [123] that this allows to rewrite the general requirement ∆⃗k = G⃗

as:
G⃗2

hkl = 2k⃗in · G⃗hkl = 2 · 2π

λ
· |G⃗hkl| · cosα (2.48)

with α = 90◦−θ being the angle between k⃗in and G⃗hkl . Expressing equation 2.48 in terms
of θ and the distance dhkl between associated crystal planes yields Bragg’s diffraction
condition in its familiar form:

2 · 2π

λ
·n · 2π

dhkl
· sinθ =

(
n · 2π

dhkl

)2

2dhkl sinθ = n ·λ (2.49)

It should be noted that the discussed diffraction conditions in this precise formulation
would almost never be fulfilled in reality, requiring an exact match of reciprocal lattice
vectors and momentum transfer, which is restricted by the wavelength. However, actual
crystals are finite, leading to broadening of the reciprocal lattice points and the electron
wavelength has a finite bandwidth, both of which make the match between ∆⃗k and G⃗ much
more likely and more diffraction peaks accessible.

2.5.2 Electron pulse generation and propagation

In order to generate short electron pulses, the photoelectric effect is utilized by irradiating
a photocathode with a laser pulse whose photon energy is similar to the effective work
function, which is the work function of the material under the application of an electric
field. The latter is also required to accelerate the electrons to kinetic energies close to

53For example, the planes parallel to the basis vectors a⃗2 and a⃗3 are indicated as the (100) set of planes
and the corresponding diffraction peak is referred to as the (100) peak. Negative hkl values are indicated as
(h̄k̄l̄).
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100 kV, which is the commonly used voltage for electron diffraction of thin crystalline
slices in transmission. Under these conditions, a laser wavelength of 266 nm is sufficient
for emission from a gold photocathode (see section A.7.5 in the appendix). The use of
a laser pulse to control the emission bears the further advantage of readily applying a
pump-probe scheme or the use of an optically triggered streak camera for time-resolved
experiments.
The electron scattering cross-section, which is a measure of the scattering probability, is
on the order of 10−18cm2 at 100 kV, [128] which is about 106 times higher than that of
x-rays. [129] This means that the mean free path of electrons in organic materials, being
the inverse of the product of scattering cross-section and the number density, is on the
order of 200 nm or less. On the one hand this requires samples to be sufficiently thin to
avoid effects from multiple scattering and an overall reduction in diffraction intensity. On
the other hand, electrons are inherently well-suited for ultrathin samples. Another con-
sequence of the high scattering cross-section is the need for an ultrahigh vacuum when
using electrons as a probe since the mean free path even in air under ambient pressure
is only about 103 times longer than in such crystals, i.e. on the order of 200µm. These
considerations need to be taken into account in the design of any experimental setup using
electrons as probe and UED is no exception.
Two more parameters of the electron pulses are crucial, specifically for ultrafast electron
diffraction. The first, generally important for all diffraction techniques, is the transverse
coherence length, which is inversely proportional to the transverse momentum spread. If
the coherence length is shorter than approximately the unit cell size, diffraction can no
longer be observed. For flat photocathodes and ultrashort pulses, i.e. relatively large en-
ergy bandwidths, the transverse coherence length is still on the order of a few nanometers,
which is sufficient for crystals of small organic molecules. While it is still desirable to
improve the transverse coherence length, the more pressing problem faced when dealing
with electron pulses is their space-charge broadening during propagation, which severely
affects the temporal resolution. A numerical simulation by Siwick et al. in 2002 indicated
that mutual electrostatic repulsion of the electrons leads to a broad axial velocity dis-
tribution, already after a propagation distance of 2 cm, with a linear relationship between
relative axial velocity of the electrons in the pulse and their axial position. [130] This means
that electrons at the front of the pulse are faster than those further back causing continuous
broadening of the pulse.

2.5.3 Experimental approaches and setups

One way to reduce the detrimental effect of space-charge broadening on the time res-
olution during propagation is to limit the distance between the electron source and the
sample. [20,131] These experimental setups are denoted as compact electron guns and their
development as an immediate response to the findings from Siwick et al. has enabled the
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first sub-ps atomic movies, only a year later. [25] However, due to a minimum required
distance between photocathode and anode to maintain sufficiently high voltages, finite
dimensions of the anode and some spacing required between anode and sample holder,
propagation distances below 2 cm are typically not feasible. Thus, while this approach is
both simple and reliable, and often provides a sufficient time resolution for sub-ps pro-
cesses, more complex setups have been developed in order to resolve faster structural
dynamics. These setups exploit the second insight from the aforementioned study that
the velocity distribution (or chirp, in analogy to the optical phenomenon) becomes linear.
By using a radiofrequency cavity, commonly applied in accelerator technology, the linear
chirp can be inverted such that the electrons in the pulse front are slower than the ones
in the back. [28,31,52,132,133] Thus upon propagation, the fast electrons in the back of the
pulse catch up with the others resulting in a certain propagation distance where the spatial
(and thus temporal) distribution of the electrons is only limited by fundamental quantum
mechanical laws, i.e. the Pauli and Heisenberg principles. Adjusting this inversion such
that this propagation distance coincides with the sample position can be used to optimize
the time resolution. While this method entails more deviations from the ideal case, due to
timing jitter of the RF cavity, synchronization methods have been developed to overcome
this, making experiments with sub-100 fs time resolution possible. [32]

Either of the general experimental approaches has been applied in experiments presented
in this thesis and the specific setups will be described in the following. The compact elec-
tron gun, also called DC gun for distinction from RF-based electron diffractometers, has
been used for sample tests with both single crystals of SNP and the diarylethene deriva-
tives, dealt with in chapters 3 and 5, respectively. The setup is shown schematically in
Fig. 2.16, as it was used for experiments on the diarylethene ring-closing reaction, oper-
ated with the Pharos laser system (see section 2.2). It has also been described in detail
elsewhere, for instance in refs. [20, 97, 134]. The electron diffractometer itself consists
of two vacuum chambers with individual turbomolecular pumps (VP), separated by the
anode made of stainless steel. The electron pulses are generated by irradiation of a gold
photocathode54 inside the first chamber using the fourth harmonic of the Nd:YAG laser.
The cathode is connected to a high voltage feedthrough providing stable voltages on the
order of -100 kV with respect to the grounded anode with a distance between the anode
and the photocathode of about 12 mm. For pump-probe scans, the arrival time of the
photocathode laser beam is controlled using a motorized delay stage (DL). The electrons
pass through a small aperture in the anode onto the sample, which is mounted on a copper
sample holder (SH), about 1 cm away from the anode. The sample holder is motorized
and connected to a cold finger enabling the use of liquid nitrogen or helium, if cryogenic

54The photocathode is made of a thin gold layer (≈30 nm thickness) deposited on a chromium coated
(5 nm thickness) sapphire disk (1 mm thickness). The chromium layer acts as an adhesive between the gold
layer and the substrate.
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Figure 2.16: DC electron gun schematic as operated with the Pharos Nd:YAG laser sys-
tem for preliminary time-resolved tests on the investigated diarylethene derivatives. The
fourth harmonic (FHG) was used for the electron generation, while for sample excitation
the third harmonic (THG) was applied. Synchronized photoreversion was carried out us-
ing a visible NOPA (600 nm central wavelength). VP = turbomolecular vacuum pump,
SH = sample holder, HV = high voltage, DAQ = data acquisition unit, DDG = digital
delay generator, DL = motorized delay stage, ML = magnetic lens.

temperatures are required. Behind the sample holder, a magnetic lens has been placed and
is used to focus the electron beam onto the detector. The latter consists of a 2048x2048
pixel CCD camera and a phosphorous screen for electron-photon conversion, which are
linked via a fiber-optical taper. The pump beam for the diarylethene experiments was the
third harmonic (343 nm) and focused onto the sample using a Galilean telescope, while
the photoreversion beam from the visible NOPA was focused via a convex lens. Both
optics were placed outside the vacuum chamber to enable readjustment without open-
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Figure 2.17: RF electron gun: pulse compression Scheme. Electron pulse generation was
done by irradiation of the photocathode at 267 nm, before collimation of the beam with a
magnetic lens. For compression, a 3 GHz RF cavity synchronized to the laser oscillator
was used before focusing the beam onto the sample. The remainder of the setup was
analogous to the DC gun (see Fig. 2.16). Reprinted with permission from [31] ©2012,
The Optical Society.

ing the chamber. Shutters were used to control the accumulation of either probe-only or
pump+probe diffraction patterns to calculate the time-resolved signal for each time de-
lay.55

The time-resolved electron diffraction experiments on spiropyran discussed in this thesis
were acquired in the RF electron gun at the university of Toronto, which has been used
in the past in a multitude of projects, for instance in refs. [53, 55, 56, 135], and has been
described in detail in ref. [31]. The general setup is equivalent to the DC electron gun
described previously, but differs in the part between electron pulse generation and the
sample holder, which contains a magnetic lens for beam collimation, the RF cavity for
pulse compression and another magnetic lens to focus the beam onto the sample and the
detector behind the sample holder (see Fig. 2.17). The radiofrequency amplifier is syn-
chronized to the Ti:Sa laser system (vide supra) via a phase-locked loop circuit receiving
the trigger from the oscillator pulses prior to entering the regenerative amplifier. In the
experiments presented in this thesis, the electron pulses were generated with the third
harmonic (267 nm) and the same wavelength was used for excitation of the sample.

55For more details on the data acquisition see ref. [97]
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Figure 2.18: Crystallization via vapor diffusion. The principle is based on diffusion of
the vapor of a poor solvent into the solution of the molecules to be crystallized in a better
solvent, inside a sealed flask. "Poor" and "good" solvent refers to the specific solute. Wait
times can be hours to weeks depending on the system and the aspired crystal size.

2.6 Sample Preparation

2.6.1 Crystallization

Crystallization of organic molecules into the highly ordered crystal structure is often no
trivial task. While in principle it can be done from a solution, a liquid or a gas of the
target molecule, only the first strategy was applied for this work. Nucleation of crystals
in solution and their subsequent growth mostly is controlled by the solute concentration
and/or changes in its solubility due to changes in temperature, pressure or solvent com-
position. A supersaturated solution is required, from which the molecules precipitate in a
controlled manner and become part of the crystal lattice. The specific strategy to achieve
this depends on the aspired results, predominantly regarding the crystal size. Require-
ments to the latter are dictated by the experimental methods in which the probe beam
sizes are usually on the order of a few hundred µm, constituting a minimum lateral size of
the crystal facets. On the other hand, preparation of thin slices via ultramicrotomy (vide
infra) becomes infeasible if the facet to be cut exceeds edge lengths of 2-3 mm, depending
on the knife dimensions.
In order to obtain single crystals of these dimensions with a low number of defects, an
overall slow crystallization process becomes crucial. Two main strategies have been ap-
plied within the scope of this thesis and will be described briefly in the following.

Solvent Evaporation

The simplest procedure to grow single crystals involves slow evaporation of the sol-
vent from a saturated solution, thereby gradually increasing the solute concentration, and
thereby the level of supersaturation, until crystals start to form. The evaporation speed
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is the most important parameter in this process and can be adjusted by the choice of sol-
vent as well as the type of vessel regarding its permeability for the solvent vapor. While
offering little room for optimization, for many small organic molecules this strategy is
already sufficient to meet the experimental requirements and it was applied successfully
to yield large single crystals of the diarylethene derivatives dealt with in chapter 5. Al-
though solvent evaporation is a good starting point for the crystallization effort, more
involved methods should be considered if the results are non-ideal. One example is slow
cooling of the solution in a sealed vessel, which provides significantly more control over
the creation of the supersaturated phase and in principle allows adjusting the speed for
nucleation and growth separately. However, this requires a dedicated cooling device with
sufficient temperature control.

Vapor diffusion

Other common crystallization strategies are based on diffusion of a poor solvent for the
target molecule into a saturated solution of the latter in a good or better solvent. This can
be done with the poor solvent either being in a separate liquid layer on top of the solution
(solvent layering) or in the gas phase (vapor diffusion). [136] The latter was applied to yield
high-quality single crystals of spironaphthopyran (SNP, see chapter 3).
The process is depicted schematically in Fig. 2.18. A saturated solution in the better
solvent, in this case H3CCl (Chloroform), was prepared in a vial, subsequently placed
inside a larger, sealable flask containing the poorer solvent, (C2H5)2O. The solvents were
chosen such that the poorer solvent had a higher vapor pressure than the better solvent,
causing the former to evaporate predominantly. Slow diffusion of its vapor into the so-
lution not only decreases the effective solubility of the solvent mixture but also creates
a solubility gradient. The latter is beneficial because normally when nucleation occurs
from a homogeneous solution, the initial growth may take place faster than ideal due to
its supersaturation. With the gradient in solubility and thereby supersaturation this effect
is mitigated to an extent.
Vapor diffusion thus allows for the slow and controlled formation of large organic single
crystals. Its applicability is not always given because the solvent parameters need to meet
the stated requirements. If there is a mismatch regarding their vapor pressure, solvent
layering is one possible alternative, but in this case, they need to be immiscible.

2.6.2 Ultramicrotomy

As elaborated in the previous sections, samples for both transient absorption spectroscopy
and ultrafast electron diffraction need to be sufficiently thin for transmission of the probe
beams, in order to match optical penetration depths or the electron mean free path, and to
avoid multiple scattering effects in case of UED. Thus, their thickness should not exceed
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Figure 2.19: Ultramicrotomy working principle. A resin block onto which the crystal has
been glued is fixed inside the specimen holder on the microtome arm. The crystal can be
rotated axially and its tilt manipulated with the goniometer. The cutting cycle is indicated
by arrows, with the difference between the retract and approach step sizes defining the
crystal thickness. WB = water basin, DK = diamond knife, C = crystal, R = resin block,
SH = specimen holder, G = goniometer.

(a) (b)

Figure 2.20: Ultrathin samples of butyl-dithienylethene (a) for transient absorption spec-
troscopy on a UVFS substrate and (b) for ultrafast electron diffraction on copper TEM
meshes inside the sample holder.

150 nm for UED and ≈1µm for TAS. On the other hand, their lateral size needs to be
at least a few hundred µm wide (vide supra). One strategy to achieve this is the in-situ
growth of crystalline or polycrystalline films onto a suitable substrate. [137] However, for
many systems this is not feasible. A more general method, which has been applied for
all crystalline materials investigated within the scope of this thesis, involves cutting thin
slices off a macroscopic crystal using ultramicrotomy. [138,139] The working principle is
shown in Fig. 2.19. The thin slices are cut by vertical movement of the crystal parallel to
a diamond knife edge. The knife is placed on the edge of a small basin so that the cut
slices do not stick to it but float on the surface of the liquid. By microscopic translation of
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the knife towards the crystal between each cutting cycle, slices with a thickness defined by
the step size are cut successively. Mounting of the crystal involves gluing it onto an epoxy
substrate which is fixed in a specimen holder on the microtome arm. Both the crystal and
the knife stage can be rotated in order to allow for cutting in parallel to a crystal facet,
which ought to reduce abrasion of the knife and usually gives rise to a larger number of
visible diffraction peaks. Once several slices have been cut, they are picked up from the
water surface with a small metal loop and transferred onto either a standard TEM mesh
for UED or a transparent substrate (usually UVFS or sapphire) for TAS (see Fig. 2.20).
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3

Ring-Opening Dynamics of Spiro-
naphthopyran

This chapter deals with the photoisomerization dynamics of spironaphthopyran, a com-
mon representative of the spiropyran family of photochromics. It was studied using
transient absorption spectroscopy in solution and crystal, as well as ultrafast electron
diffraction.1 The chapter begins by giving a brief introduction into the photochromism of
spiropyrans in general and the scientific question behind their investigation in this work.
The following sections deal with the transient absorption studies in solution and crystal,
respectively, before reporting on the insights gained in the UED experiments.

3.1 Spiropyran Photochemistry

The spiropyran family is among the most prominent representatives of photochromic
molecules in contemporary research. [140–142] While photochromism itself is defined sim-
ply by a color change upon light irradiation, this effect is generally caused by a reversible
photoisomerization reaction, changing the molecule’s structural, chemical and physical
properties, which can be exploited in a variety of applications as photoswitches, [143–145]

all-optical memories, [64,146,147] as markers in biological imaging [148] and as building
blocks for photoactive smart materials, [142] to name only a few examples. Manipulat-
ing the properties of the different forms via chemical functionalization not only allows
for optimization of the photochromic reaction in terms of increased quantum yields and
robustness against photodegradation, but also enables the creation of highly complex,
multi-responsive systems. In the introductory chapter of this thesis, it was outlined that
photochromics are excellent subjects for the fundamental research of photochemical re-
actions. On the one hand, this is due to the ubiquity of the involved reaction motifs such
as electrocyclization, cycloreversion or cis-trans-isomerization. On the other hand, the

1The results from the TAS study in solution have been published in ref. [68], along with result from
numerical simulations carried out by Dr. Raison Dsouza. Publication of the TAS results from crystal is
currently in preparation. Ultrafast electron diffraction results are preliminary and will likely be extended by
a follow-up study.
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Figure 3.1: Reaction scheme of the spiropyran photoisomerization, shown exemplarily
for (a) indolinobenzospiropyran (BIPS) and (b) indolinonaphthospiropyran (SNP), with
the merocyanine forms in trans-trans-cis (TTC) configuration. The dihedral angles (α, β,
γ) of the methine bridge in the MC forms are indicated. Reprinted with permission from
[68], ©2019, Royal Society of Chemistry.

distinct absorption properties of their different isomers allow for their selective excita-
tion (vide supra). Beyond their photochromic properties, spiropyrans in particular have
been shown to be suitable for multi-responsive systems since certain derivatives also react
to changes in the solvent (solvatochromism), [149] pH (acidochromism), [149–151] electro-
chemical stimuli, [152,153] or mechanical stimuli (mechanochromism). [154]

The photoisomerization reactions of benzo- and naphthospiropyran (BIPS and SNP) are
depicted schematically in Fig. 3.1. Being indolino-spiropyrans,2 in their closed forms they
consist of an indoline and a pyran moiety, which are linked by a common, sp3-hybridized
spiro-carbon. For this reason, these respective isomers are commonly referred to as their
spiro forms. Upon photoexcitation, the bond between the spiro-carbon and the oxygen in
the pyran subunit is broken, inducing a change in hybridization of the former to sp2 and
planarization of the molecule via conformational isomerization. This planar, open-ring
isomer is called the merocyanine form (MC) as it consists of two aromatic rings linked by
a methine bridge. While in the spiro form, the electronic wave function overlap between
the two moieties is low, planarization results in delocalization of the wave function across
the entire molecule. Therefore, the spiro-form only shows absorption contributions in the
ultraviolet originating from the two individual subunits, while the higher degree of delo-
calization in case of the MC form gives rise to an absorption band in the visible.3 Due
to the conformational degrees of freedom in the dihedral angles of the methine bridge,
eight different planar conformers are possible in principle, though it has been argued that

2When discussing spiropyrans in modern day research, the vast majority of studies deals with the subset
of indolino-spiropyrans. Usually, spiropyran is used synonymously for this subset, which will also be done
throughout this thesis (unless noted otherwise).

3While the absorption ranges here explicitly refer to the cases of BIPS and SNP and the particular optical
transition energies vary for different derivatives, this bathochromic shift is a general characteristic of the
spiropyran photochromism.
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the trans-trans-cis (TTC) or cis-trans-cis (CTC) conformations ought to be the most sta-
ble from a steric perspective. [155] Additionally, possible dependences on the particular
spiropyran derivative or the solvent environment have been reported. [156,157] The pho-
tochromic reaction is generally reversible by irradiation of the MC form, but in case of
the derivatives discussed here also thermally at room temperature.

Since the discovery and initial characterization of their photochromic properties by Fis-
cher and Hirshberg in 1952, [158–160] spiropyran reactions have been investigated regard-
ing their dynamics, [161] involved states and structural changes as well as the quantum
yield. [162,163] The first time-resolved experiments were reported by Ernsting et al. in the
early 90’s for BIPS and SNP. [155,164,165] The authors concluded formation of the MC
isomers to occur with time constants of 0.9 ps and 1.4 ps, respectively, with equilibra-
tion of the product being reached within 30 ps. However, in a later study using transient
IR-absorption spectroscopy, the product formation was argued by Rini et al. to occur
significantly more slowly, with a time constant of 28 ps, via an unidentified reaction in-
termediate. [166] This intermediate was assumed to have an absorption band similar to the
MC product, in order to explain the discrepancy to the previously reported experiments.
On the other hand, a more recent study on a different, but sufficiently similar BIPS deriva-
tive concluded the reaction to occur within a picosecond, [167] more in line with Ernsting’s
findings.
Evidently, the reaction dynamics have remained unresolved to date, in part owing to the
limited detail of reported data from the early transient absorption studies due to the ex-
perimental and analytical limitations of the time. This motivated further investigation of
the spiropyran dynamics in solution encompassing a careful comparison of the dynamics
in different solvents in order to identify relaxation processes and distinguish them from
the isomerization dynamics. The experimental results, combined with extensive molecu-
lar dynamics simulations by Dr. Raison Dsouza, have been published (ref. [68]) and are
presented in section 3.2.
As stated in the introductory chapter, the primary research focus of this PhD project lies
in photoisomerization dynamics in the crystalline phase, in order to allow for the di-
rect observation of structural changes during the reaction via diffraction techniques, with
enhanced signal-to-noise ratio due to the periodic nature of crystals. However, involving
significant structural changes, the photochromic reaction in single crystals of most deriva-
tives is inhibited due to the spatial confinement. [142] Nonetheless, signs of MC forma-
tion even in the crystalline phase have been found by Suzuki and coworkers for SNP. [67]

Therefore, this particular spiropyran derivative was selected for investigation by means
of transient absorption and preliminary electron diffraction experiments (see sections 3.3
and 3.4). For consistency, this particular derivative was also chosen for the solution exper-
iments. Based on its high structural similarity to BIPS as well as the reports by Ernsting
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et al., the dynamics of both molecules in solution can be considered equivalent besides
minor differences in the time constants.4

3.2 Transient Absorption Spectroscopy of Spironaphtho-
pyran in Solution

Figure 3.2: Summary of the dynamics of SNP in solution based on the combined ex-
perimental and theoretical efforts (see ref. [68]). Internal conversion back to the closed
form involves C-N bond elongation and occurs within approximately 500 fs. Reaction
to the planar MC form entails the formation of an excited-state intermediate with a time
constant of 300 fs, from which the product is reached with a lifetime of ≈1 ps. All subse-
quent spectral dynamics were assigned to thermalization of the MC form. Adapted with
permission from ref. [68], ©2019 Royal Society of Chemistry.

The key findings from the combined experimental and theoretical study of the spiro-
naphthopyran photoisomerization dynamics in solution are shown in Fig. 3.2. This section
details the experimental part, consisting in transient absorption measurements of SNP in
three different solvents – non-polar aprotic, polar aprotic and protic, and provides a brief
summary of the theoretical results by Dr. Raison Dsouza. Extensive data analysis utiliz-
ing various methods as well as comparison to the simulations allowed for the separation
of isomerization and product equilibration dynamics, resolving the apparent mismatch
between previously reported studies.

4The transient absorption data for BIPS in solution was acquired subsequently as a reference for a subset
of experiments dealt with in the following chapter. Although the data was not analyzed in such detail as the
present SNP data and no solvent dependence was investigated, the sub-to-few-ps dynamics indeed show a
sufficient agreement to conclude that the conclusions made for SNP in this chapter also apply to BIPS.
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3.2.1 Solution preparation and steady-state absorption

1,3,3,-Trimethylindolino-β -naphthopyrylospiran (spironaphthopyran, SNP) powder from
TCI Chemicals, Japan, [168] was dissolved without further purification in spectroscopy-
grade acetonitrile, ethanol and n-hexane, respectively, to yield 1.5 mM sample solutions.
Static absorption spectra in the ultraviolet and visible range were recorded using a home-
built microspectrometer5 and are shown in Fig. 3.3 (a). In order to obtain the absorption
spectra of the merocyanine form, the solutions were irradiated with a 266 nm beam from
the transient absorption setup until the photostationary state (PSS) was reached. Since
both forms absorb in the ultraviolet, the absorption difference between PSS and ther-
mal equilibrium is more relevant for the interpretation of transient absorption data in this
wavelength range. Since the obtained difference spectra were similar for all three sol-
vents, the one for ethanol is shown representatively in Fig. 3.3 (b).
For the closed forms, the absorption edge in the UV was found to be around 375 nm and
three main absorption bands are identifiable, centered at approximately 250 nm, 300 nm
and 350 nm. The positions, amplitudes and fine structures of these bands do not exhibit
any significant solvent dependence. On the other hand, in case of the merocyanine ab-
sorption spectra in the visible, all of these characteristics vary with the type of solvent
being used, warranting closer inspection.
The obtained absorption spectra of the merocyanine forms in the visible are shown in
Fig. 3.3 (c). In order to allow for a better visual comparison, the spectra for hexane and
acetonitrile have been multiplied by factors of 5 and 3, respectively. These ratios approx-
imately reflect the difference in overall absorption amplitudes between the three solvents.
The same order from non-polar aprotic to polar protic solvent is found for the central
position of the absorption bands as well as the absorption edges, exhibiting an increasing
bathochromic shift of the spectra. These observations can be quantified by calculating
the integrals and spectral centers of mass (centroids), which are collated in Table 3.1, to-
gether with the estimated absorption edge positions. Accordingly, the centroid at 522 nm
for hexane is at a shorter wavelength than the centroids of acetonitrile and ethanol at 543
and 551 nm, and the spectral integrals increase with hexane taking the lowest and ethanol
the highest value.
A commonality among the three MC absorption spectra is that each consists of three
distinguishable bands, albeit with varying relative amplitudes. The band positions and
(non-weighted) amplitudes are shown in Fig. 3.3 (d). In case of ethanol and acetonitrile,
their relative amplitudes decrease towards shorter wavelengths, with an almost linear re-
lationship for ethanol. Hence, the highest-energy bands are relatively small in amplitude
manifesting as mere shoulders in these spectra. For hexane on the other hand, the am-
plitude of the middle band is largest with a maximum of 41 mOD while those of the
neighboring bands are more similar (29 and 35 mOD), compared to the other two sol-

5Constructed by Dr. Corthey, design based on [169].
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Figure 3.3: Steady-state absorption spectra of SNP in acetonitrile, ethanol and n-hexane.
(a) UV absorption of the closed form (no absorption in the visible), (b) Differential UV
absorption of the MC form with respect to the spiro-form in the photostationary state
(PSS), (c) visible absorption of the MC form, (d) sub-peak analysis of the spectra shown
in (c).

vents.
Based on these observations and analyses, solvent effects on the electronic structure of the
open-ring form can be characterized in a semi-quantitative way, shown in Fig. 3.4. Since
for all three solvents the absorption coefficient of the closed form at 266 nm is identical
within the margin of error of the measurement, it can be concluded that the transition
dipole moment is unaffected by the type of solvent. As a consequence, under identical
excitation conditions the same fraction of SNP is excited. Therefore, the differences in
integral values can be explained by an increased energetical stabilization ∆1 of the prod-
uct ground state in acetonitrile compared to hexane and even more in ethanol (∆1 +∆2

with respect to hexane).6 The polar solvents increasing the thermal stability of the MC
form implies that its ground state is also polar to a degree, which is in agreement with the

6This conclusion is made under the assumption that the quantum yield of the reaction is not notably
affected by the type of solvent, which can be verified using transient absorption (see section 3.2.2).
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Table 3.1: Spectral integrals and centroids as well as edge positions of the absorption
spectra for open-ring SNP in the three solvents (photostationary state). Integral values
are normalized to the number of pixels and the respective wavelength ranges adjusted to
ensure complete coverage of the spectra.

Integral (OD) Centroid (nm) Abs. Edge (nm) Abs. Edge (eV)

Hexane 6.5 522 570 2.18

Acetonitrile 8.7 543 581 2.13

Ethanol 24 551 586 2.12

Figure 3.4: Semi-quantitative energy diagram of MC for hexane, acetonitrile and ethanol
as solvents (from left to right), based on the acquired photostationary state absorption
spectra. ∆1 and ∆2 are the differences in ground state energy of the MC forms between
hexane and acetonitrile as well as between acetonitrile and ethanol, respectively.

phenoxy group being of electron withdrawing nature and the existence of a zwitterionic
resonant structure for MC, in which the oxygen carries a negative charge. Furthermore,
the negative partial charge allows for the formation of hydrogen bonds between the phe-
noxy group and polar protic solvents. Indeed, the spectral integral is increased even more
for ethanol compared to acetonitrile, by almost a factor of three. Besides ethanol be-
ing slightly more polar than acetonitrile, the capability of forming hydrogen bonds is the
most prominent difference between the two solvents. Hence, it can be concluded tenta-
tively that this type of interaction significantly contributes to the stabilization of MC in
the ground state.
If solely the ground state energy was affected by the solvent environment, there should
be an increase in transition energies to the excited states with higher degree of stabiliza-
tion. This would result in a hypsochromic shift of the absorption edge corresponding
to the HOMO-LUMO gap, as well as the spectral centroid, which additionally takes into
account higher-lying excited states. However, the opposite is observed suggesting that en-
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ergetical stabilization effects for polar and especially polar protic solvents are even more
pronounced for the excited states.
Inspecting the fine-structures of the visible absorption bands suggests that interaction be-
tween the molecule and the solvent environment induces a shift in potential of the first
excited electronic state (S1) with respect to the ground state, which changes the vibronic
wave function overlap and thereby the Franck-Condon factors and transition dipole mo-
ments (see section 2.4.1). In the polar solvents, especially in the protic ethanol, the low-
est vibrational state on the S1 potential energy surface has the highest transition dipole
moment, while for the non-polar hexane, the fine-structure indicates the second-lowest
vibrational state having the highest overlap with the ground-state wave function. Even
though the assignment of the observed fine-structure to a vibrational progression is not
unambiguous due to the limitations of static absorption spectroscopy, the hypothesis was
tested and ultimately corroborated in the analysis of the conducted transient absorption
experiments, which will be discussed in more detail in section 3.2.2.

In summary, the absorption spectra of both the closed and open-ring forms exhibit no sig-
nificant solvent dependence in the ultraviolet range. On the other hand, visible absorption
of the merocyanine form is influenced by the solvent environment indicating a significant
interaction with both the ground and first excited states, which demands further investiga-
tion via time-resolved experiments. Since the selection of solvents for these experiments
was limited due to the main focus of the study being the chemical reaction dynamics,
these conclusions, though consistent with the chemical properties of the MC form, are
mostly qualitative in nature. To further elucidate the effects of solvents on the electronic
structure, more systematic studies are encouraged, utilizing a wider array of solvents of
each type as well as theoretical simulations.

3.2.2 Transient absorption experiments

Experimental details

Transient absorption experiments of SNP in n-hexane, acetonitrile and ethanol were con-
ducted using the flow-cell based solution TA configuration of the home-built setup, de-
scribed in detail in section 2.4.2. For excitation of the samples, the third harmonic of
the Ti:Sa laser system was used (266 nm) at a repetition rate of 500 Hz with a fluence
of 3 mJcm−2 (490 nJ pulse energy and 120µm beam diameter (FWHM)).7 Both the visi-
ble (380-700 nm) and the UV (250-350 nm) probes were used under identical conditions,
but applying the aforementioned dual-chopping scheme for UV probing to mitigate pump
scattering around 266 nm. Furthermore, the UV absorption experiments were only con-

7As usual, the suitability of these parameters was ensured by performing a standard fluence dependence
measurement (see section A.3 in the appendix). The fluence of 3 mJcm−2 corresponds to an excitation
fraction of 4 %.
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ducted in hexane and ethanol, since no significant solvent effects on the absorption in this
particular wavelength range were expected (vide supra).
For all solvent and probe range combinations, transient absorption spectra at pump-probe
delays up to one nanosecond were recorded and processed as detailed in section 2.4.3.

Observations

The acquired transient absorption scans for the respective solvents are shown in Fig. 3.5
for the visible probing range. The depictions cover pump-probe delays up to 100 ps, since
no significant spectral changes beyond this point were observed within the measurement
range of one nanosecond.
In the visible, the spectral dynamics within the first 5 ps exhibit the same characteris-
tics for all three solvents except for the central wavelengths of the respective absorption
bands. Therefore, they are representatively described in the following using the example
of acetonitrile (Fig. 3.5 (c) and (d)), for which the spectral features are the most distin-
guishable. Following the cross-phase modulation (CPM) signal at time zero, a broad
absorption band, initially covering the entire probe range and with a distinct maximum
around 450 nm, appears at ≈ 0.3 ps after excitation. Within 1-2 ps, the absorption band
narrows and shifts towards longer wavelengths reaching a center wavelength of around
550 nm. This evolution is accompanied by a slight decrease in intensity within the first
picosecond and followed by an increase, reaching a value of 9.5 mOD at 5 ps. Beyond
this point, no significant changes in amplitude of this band are observed in either case, but
the band is narrowed further within the depicted 100 ps.
In addition to narrowing of the band, the spectral fine-structure and central wavelengths of
the band evolve to match the steady-state spectra of the respective solvents. Like the equi-
librium spectra themselves, these dynamics differ between the three solvents. In case of
hexane, the spectral dynamics consist mostly in a refinement of the fine-structure bands
without any notable changes in relative amplitudes and with the second-lowest energy
band possessing the largest amplitude. However, an overall decrease of the absorption
band at 100 ps compared to 15 ps can be identified. For the polar solvents, this is not
observed, but the respective relative amplitudes exhibit dynamics beyond the initial rise
of the band. While at 5 ps in case of acetonitrile and at 10 ps in case of ethanol, the ampli-
tudes of the lowest and second-lowest energy bands are similar, the lowest energy bands
subsequently gain in amplitude at the expense of the other bands. This process appears to
be slower in ethanol compared to acetonitrile. Regarding the central wavelength, the tran-
sient absorbance of SNP in acetonitrile does not show any noticeable shift barring further
analysis. However, in case of ethanol there is a shift of the spectrum towards longer wave-
lengths at 100 ps compared to the one at 10 ps. These qualitative observations necessitate
further analysis of the sub-band dynamics, which are described in the next section.
The transient UV absorption scan of SNP is shown in Fig. 3.6 for ethanol as solvent. The
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Figure 3.5: Transient absorption spectra of SNP in the visible range. Figures (a), (c) and
(e) show TA maps of the first few ps for hexane, acetonitrile and ethanol, respectively.
Figures (b), (d) and (f) depict corresponding spectral traces for select time delays within
100 ps after excitation. No significant differences between the respective spectra at 100 ps
and 1 ns were observed.

64



3 Ring-Opening Dynamics of Spironaphthopyran

(a) TA Map

280 300 320 340
wavelength (nm)

0

2

4

6

8

10

 A
bs

. (
m

O
D

)

0.5 ps
2 ps
5 ps
10 ps

(b) Early time delays

280 300 320 340
wavelength (nm)

1

0

1

2

3

 A
bs

. (
m

O
D

)

10 ps
25 ps
1 ns

(c) Longer time delays

2 4 6 8
time delay (ps)

2

0

2

4

6

8

10
 A

bs
. (

m
O

D
)

270 nm
300 nm
333 nm

(d) Kinetic traces

Figure 3.6: Transient UV absorption spectra of SNP in ethanol. (a) Transient absorption
map of the first 6 ps, (b) selected spectral cuts of the first 10 ps, (c) selected spectral traces
of time delays up to 1 ns, (d) selected kinetic traces including exponential fits (black lines).

data for hexane exhibits no notable differences and can be found in section A.4.1 in the
appendix. The TA data consists of an intense broad absorption band appearing around
time zero, which decays for the most part within 2 ps, giving way to a difference absorp-
tion spectrum, which besides some minor changes in spectral fine-structure lasts for the
remainder of the measurement window (1 ns). Said spectrum consists of a negative re-
gion between 280 and 305 nm and a positive band between 305 and 350 nm. It closely
resembles the calculated MC-SNP difference spectrum depicted in Fig. 3.3 (d).

Global and target analysis

In order to quantitatively interpret the obtained data, two of the developed analysis rou-
tines were applied. Different global fit models were tested focusing on the early, sub-5 ps
dynamics, while the spectral refinement of the long-lived absorption band was analyzed
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by means of a dynamic line shape fit (vide infra).
The decay-associated difference spectra (DAS) obtained from a global fit of the data in
the time delay range from 0.3 to 14 ps are shown in Fig. 3.7 for each solvent. A paral-
lel decay model using four exponential components was applied, out of which one was
set to be constant in time. The first components describe a fast decay (200-300 fs) of a
spectrum with positive values across the spectral range and a pronounced positive feature
in the region of the long-lived absorption band, approximately between 500 and 600 nm
depending on the solvent. The second component in each case is the approximate mirror
image of the first (with respect to ∆Abs.), but with an offset resulting in positive values be-
low ≈ 475 nm and above ≈ 600 nm, and negative values in the region of the MC product
absorption. The lifetimes of this component range between 1.1 and 1.3 ps. Intermedi-
ate components with time constants between 4.3 and 7.2 ps was required, exhibiting a
low amplitude overall and several local maxima and minima, which vary in position and
quantity depending on the solvent. The long-lived absorption band is accounted for by a
fourth, constant component, which is equal to the spectrum at the end of the fit range.
For the interpretation of these results, it needs to be borne in mind that individual fit com-
ponents only obtain physical meaning when added together with the others. Generally,
a negative DAS amplitude is interpreted as either a rise of a positive signal or the decay
of a negative signal and vice versa for positive DAS amplitudes. However, especially if
spectral features overlap in wavelength, the validity of this interpretation becomes com-
promised. This is the case considering the first component in the present analysis, as it
can be readily verified by inspecting the data that the broad positive feature in the re-
gion of the MC absorption neither corresponds to a decaying absorption spectrum nor to
the rise of a negative feature. It can only be understood by interpreting the remaining
components. Based on the observations described in the previous section and compari-
son to the steady-state absorption measurements, the constant component can be assigned
to a photoproduct, either the MC form or a structurally similar precursor. The negative
spectral region of the second component thus corresponds to a rise of said photoproduct
absorption spectrum with a time constant of 1.1-1.3 ps and a simultaneous decay of the
broad excited state absorption with the distinct maximum around 450 nm. However, at
2 ps, when most of this rise is complete, the spectral shape does not yet match the one
at 14 ps, let alone the one at equilibrium. Therefore, the third component is needed to
describe the spectral refinements and shifts within this time window. The early dynamics
however, appear to be more complicated, which is where the first component comes into
play. It can be understood as the sum of a broad, positive baseline, the positive band in
the product absorption region and a negative band between 400 and 500 nm. This is most
evident from the DAS for acetonitrile, but distinguishable in case of the other solvents as
well. The baseline is a contribution to the decay of the broad excited state absorption.
On top of this, the maximum at 450 nm rises with this time constant, resulting in a dip in
the decay-associated spectrum. The part of the first component, which mirrors the prod-
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Figure 3.7: Decay-associated difference spectra from global analysis of photoexcited
SNP in the visible range for (a) hexane, (b) acetonitrile and (c) ethanol as solvent. Four
components were used in each case, with one set as constant (inf).

uct absorption, causes a delayed onset in the rise of the latter. This is because, within a
parallel decay model, all exponential decays start at the same time. If the formation of a
species and thereby the rise of its characteristic absorption effectively starts at a later time
delay, another component is needed to initially suppress the rise.
The fact that this suppression and the formation of another absorption band can be ade-
quately fitted with a single time constant suggests the applicability of a kinetic sequential
model, in which a species absorbing at 450 nm is formed with a time constant of 200-
300 fs in the first step (rise at 450 nm), which in turn reacts to the product in a second
step (decay at 450 nm and delayed rise around 550 nm). Such a model was success-
fully applied to the data and the obtained species-associated spectra (SAS) are shown in
Fig. 3.8 (a) for acetonitrile. Assuming a unidirectional chain of four species (A-D), the
temporal functions were calculated using equation 2.25. The SAS as well as the corre-
sponding time constants are in agreement with the interpretation of the parallel model. In
the first step, with a time constant of approximately 300 fs, the transient absorption spec-
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Figure 3.8: Kinetic models of the SNP dynamics in acetonitrile. (a) Target analysis
using a sequential model with three reaction steps. Corresponding time constants: τAB =
0.31 ps, τBC = 1.2 ps and τCD = 8.0 ps. (b) Integrated product absorption band, fit with
a sum of the first and third components from a two-step sequential chain model (τAB =
0.35 ps, τBC = 1.2 ps).

trum evolves from a broad intensity distribution in the excited state (species A) towards
a spectrally more defined species B with the maximum at 450 nm. For the second step,
in which this absorption band decays and the product absorption rises, a time constant of
1.2 ps was found. The transformation of species C into species D represents the spectral
refinements, described by the third component in the parallel model and has a similar time
constant of 8 ps.8

The presence of spectral narrowing and shifts in the data poses problems for the valid-
ity of these global analysis models, since their temporal components by definition are
wavelength-independent and therefore unable to properly deal with this type of spectral
evolution. As can be seen from the parallel model fits, a supporting component without
direct correspondence in the data, can help to mitigate this. In case of the target analysis,
this problem is reflected in the presence of a negative artifact in the spectrum of species
B between 500 and 600 nm. To ensure that these artifacts in the fits do not significantly
impair the validity of the obtained time scales, the spectra in this wavelength range were
integrated and separately fit with a sum of exponential functions (see Fig. 3.8 (b)). Both a
parallel decay model, i.e. the sum of independent exponentials, and a kinetic sequential
model were tested. Since small spectral shifts and refinements are mostly eliminated by
integration, it was possible to adequately fit the data with a sum of only two exponen-
tials and an additive constant in either case, effectively eliminating one component with

8Since the spectral species C and D exhibit only small differences in fine structure and band widths, it
can be assumed that they are the same chemical species, but with a different population of the vibrational
states. This assumption is explored further in the discussion of the longer time delays in the following
section.
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respect to the global and target analyses. For the parallel model, this resulted in time
constants of 0.3 ps with a positive amplitude and 1.3 ps with a negative amplitude, which
is in agreement with the previous interpretation of a product band rise with a delayed
onset. The kinetic model was tested by applying a two-step chain model and fitting the
integrated differential absorption ∆Absint with a sum of the first and third component:9

∆Absint(t) = a ·A(t)+ c ·C(t) (3.1)

wherein A(t) and C(t) are the time dependent concentrations of species A and C, calcu-
lated according to equation 2.25, while a and c are independently varied weights corre-
sponding to the respective absorption coefficients. Like in case of the parallel model, the
obtained time constants of τAB = 0.35 ps and τBC = 1.2 ps agree with the results from
global fitting. Furthermore, the validity to fit the region of the product absorption band
with this model as opposed to a sum of all three components supports the existence of an
intermediate species with only negligible absorption inside the integrated spectral range,
which validates the previous assignment of the absorption band around 450 nm to said
intermediate species. The fact that the decays of this band and the broad excited state
absorption are described by a single component implies that this intermediate species is
in the excited state rather than the ground state.
The UV transient absorption results are less conclusive compared to the visible, which
is due to the high amplitude of the initial excited state absorption compared to the long-
lived difference absorption spectrum. While the latter corresponds to the PSS absorption
difference (see Fig. 3.3 (b)), its formation time cannot be retrieved since it is expected to
match the 1.2 ps obtained in the visible and this time range is dominated by the decay of
the ESA. Hence, global analysis yields only three components, one describing the ESA
decay with time constants of 0.6 and 0.4 ps for hexane and ethanol, respectively, an inter-
mediate component (25 and 21 ps) which reflects slight spectral shifts and residual ESA
decay, as well as a constant component matching the steady-state difference absorption.
The DAS shown in Fig. 3.9 and the corresponding time constants were obtained fitting
the entire measurement window of one nanosecond. The intermediate time constants of
21-25 ps agree with the ones from global fits of the visible when using the same time
range (see Fig. A.11 in the appendix) and are therefore ascribed to product equilibration,
as discussed in the following section. The ESA decay on the other hand was found to be
faster compared to the visible. This can be explained by a lower influence of the additional
dynamics of distinct intermediate and product absorption bands in the visible, which are
absent in the UV. Hence, global analysis in the visible is dominated by the product forma-
tion pathway, while the ESA decay in the UV carries contributions from both the product
formation and internal conversion back to the reactant. Since the resulting effective time

9Omission of the second component was not a premise for, but an outcome of the fit. Including it
resulted in only a small amplitude of the component and overall higher parameter uncertainties.
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Figure 3.9: Decay-associated difference spectra of SNP in (a) hexane and (b) ethanol,
probed in the UV. The fits consist of three components, out of which one was set as
constant (inf).

constant is faster than the product formation, it can be concluded that internal conversion
to the reactant molecule occurs faster than 0.6 ps.

In summary, independent global and target analyses in the visible led to the same conclu-
sion regarding the early reaction dynamics of photoexcited spironaphthopyran. After ex-
citation, rapid internal conversion into the S1 state is assumed to occur, since it is expected
for large organic molecules and no evidence for the contrary was found. Subsequently,
the wave packet propagates on the S1 potential energy surface towards an excited-state in-
termediate (ESI) with a time constant of ≈300 fs. From the ESI, within ≈1 ps, the product
is formed, whose absorption undergoes solvent-dependent spectral refinements within the
following 100 ps. Considering the UV transient absorption yields evidence that the com-
peting pathway back to the reactant molecule via internal conversion occurs within less
than 600 fs.

Dynamic line shape analysis

As mentioned in section 3.1, it has been argued that the long-lived absorption band in
the visible may not necessarily belong to the product as previously assigned. [166] Instead,
the product formation time was postulated to be 28 ps for the closely-related BIPS. In
order to resolve this disagreement, further analysis of the spectral dynamics beyond 1 ps
is required to differentiate between product formation and equilibration. While it was
concluded in the previous section that the observed spectral shifts do not falsify kinetic
analysis of the early time dynamics and formation of the product band, quantitative anal-
ysis of these spectral refinements from the preliminary product absorption band to the
steady-state absorption spectrum is not possible by means of global analysis. This mo-
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Table 3.2: Time constants from exponential fits of the Gaussian peak positions (overall
peak position τpos and peak spacing τspac) and line widths (τσ ) from the dynamic line
shape analysis (Key: r – rise; d – decay).

τpos (ps) τspac (ps) τσ (ps)

Hexane 13 ± 0.3 (r) 11.7 ± 0.2 (r) 15 ± 0.6 (d)

Acetonitrile 11.8 ± 0.1 (r) 13.2 ± 0.6 (r) 14.7 ± 0.3 (d)

Ethanol 51 ± 2 (d) 10.3 ± 2.2 (r) 13.1 ± 0.1 (d)

70 ± 60 (d)

tivated the development of the dynamic line shape analysis routine (DLSA) described in
section 2.4.6, to allow for the appropriate characterization of these spectral shifts as well
as the distinct spectral fine-structure dynamics found for the different solvents.
As outlined previously, this method involves fitting the transient absorption spectra for
each time delay consecutively using a sum of Gaussian functions (see equations 2.34 and
2.35)10, and the resulting parameters as initial values for the next time step. To ensure
appropriate starting parameters, the fit was done in reverse time steps, as the spectral fine
structure at later time delays was better defined. For the analyzed time window between 4
and 100 ps, various fit settings were tested including different numbers of Gaussian func-
tions and parameter constraints. After systematic evaluation of the fit results regarding the
residual matrix and a consistent temporal evolution of the Gaussian parameters, the most
appropriate conditions were determined. The best results in this regard were achieved
for all three solvents when constraining the center positions bi and peak widths σi for a
Gaussian component number i, going from lowest energy to highest, such that the spac-
ing δ between neighboring Gaussians was equal for all components (equation 3.2) and
the widths increased linearly with the component number (equation 3.3):

bi = b1 +(i−1) ·δ (3.2)

σi = i ·σ1 (3.3)

For ethanol and acetonitrile, a sum of three and for hexane a sum of four Gaussians was
used, since in case of the former two solvents, the relative amplitudes of the fourth band
were too small to yield stable fit results. A non-zero offset was required in all cases due
to residual excited state absorption and minor probe fluctuations.
The applicability of equidistant energy levels for the optical transitions indicates that the
fine structure of this absorption band can be ascribed to a vibrational progression, ap-

10In order to match the results presented in the corresponding publication (ref. [68]), non-normalized
Gaussian functions were used, omitting the normalization factors (σ j

√
2π)−1 in equation 2.35.
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proximated by a harmonic potential, as postulated discussing the steady-state absorption
spectra. Increased peak broadening for transitions to higher-energy states suits this picture
as well, assuming that broadening is governed by fluctuations of the harmonic potential,
resulting in broader energy distributions for higher-lying vibrational levels. Hence, the
individual components will be interpreted as transitions to vibrational states on the S1

potential energy surface.11

The results of the DLSA using the selected model of a vibrational progression with lin-
early increasing line widths are depicted in Fig. 3.10. The introduced parameter con-
straints reduced the number of independent parameters significantly, allowing for com-
plete representation of the fit by a total of four different quantities: The positions b1 and
line widths σ1 of the lowest energy transitions, the equidistant spacing δ between neigh-
boring transitions and the weight factors Ai of each individual Gaussian component i.
Since non-normalized Gaussians were used, the weight factors are equal to the maximum
values of the respective Gaussian functions rather than the line integrals. Since the latter
are the physically more meaningful quantity, they are shown instead. All of these param-
eters were fit using mono- or biexponential functions starting at ≈9 ps and the retrieved
time constants for the fits of b1, δ and σ1 are collated in Tab. 3.2. The line integral dy-
namics will only be discussed qualitatively, but the corresponding exponential parameters
can be found in Tab. A.2 in the appendix.
The temporal evolutions of the Gaussian line widths σi are nearly identical for all three
solvents showing monoexponential decays with time constants between 13 and 15 ps,
which is equivalent to a narrowing of the bands. All other parameters however exhibit sig-
nificant differences, especially when comparing ethanol to the other two solvents. While
within the fit window, the positions b1 of the first peak undergo a blue-shift of about
150 cm−1 for both acetonitrile and hexane, with time constants of 12 and 13 ps, respec-
tively, the one for ethanol exhibits a red-shift of 50 cm−1 with a time constant of 51 ps.
The peak spacings δ show high similarities between acetonitrile and hexane as well, with
monoexponential rises (time constants of 13 and 12 ps) towards constant values of 990
and 950 cm−1, respectively. While the spacing in case of ethanol also increases initially
(10 ps time constant), a subsequent decrease on the time scale of tens of picoseconds can
be noted.12 Regarding the peak integrals, the temporal progressions show a similar, ef-
fectively monoexponential rise for all three solvents for the lowest energy peaks. The
behavior of the second peaks on the other hand are different for all cases. For Hexane, an
initial rise is followed by a slow decrease, whose time constant exceeds the measurement

11As discussed previously, a better approximation is given by the Voigt profile (see section 2.4.6), but due
to the higher parameter correlation no consistent fit results were obtained. The systematic error introduced
by using a Gaussian to approximate the spectra however was found to be marginal, based on inspection of
the fit residuals. Furthermore, only relative changes in the peak widths are analyzed further, which justifies
using one common parameter for both types of line broadening.

12The retrieved time constant of 70 ps for the second exponential component has a large confidence
interval, since it is too close to the upper limit of the fit range and is therefore not suited for quantitative
interpretation.
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Figure 3.10: Dynamic line shape analysis of photoexcited SNP in solution. Figs. (a) and
(b) show exemplary line shape fits for either end of the covered time range. Temporal
evolution and exponential fits of the Gaussian parameters: (c) position ∆b1 of the lowest
energy peaks with respect to equilibrium, (d) equidistant spacing δ between transitions,
(e) line widths σ1 of the first components and (f) Gaussian integrals for the first two
components (smaller integral = lower energy peak in all cases).
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window. In case of acetonitrile, the initial rise is less pronounced while the subsequent
decrease is more notable compared to hexane. SNP in ethanol again shows an entirely
different temporal evolution with a monoexponential decay towards a constant value.
The peak narrowing within 15 ps is readily explained by dissipation of excess energy
from the molecule to the solvent environment. Initially after excitation, distribution of
the electronic energy into vibrational modes of the molecule (internal conversion, vide

supra) leaves it in a vibrationally hot state, with higher-lying vibrational states populated
and a broader energy distribution. This consequently leads to an overall decrease in tran-
sition energy and broadening in its distribution. As subsequently thermalization occurs
via energy dissipation to the environment (vibrational cooling), a narrowing and decrease
in expectation value of the transition energy distribution is expected. Hence, vibrational
cooling would also induce a blue-shift in peak positions b1 of the lowest energy peak,
which is equivalent to the HOMO-LUMO-gap, when including the vibrational part of the
wave function. However, this only holds true if the ground and excited state energy lev-
els are not significantly altered by other factors. For acetonitrile and hexane, vibrational
cooling appears to dominate the dynamics in HOMO-LUMO transition energy, which
is supported by the matching time scales between the hypsochromic shift of b1 and the
peak narrowing. For ethanol however, a decrease in this transition energy is observed.
Since the time scale for peak narrowing matches the other two solvents nonetheless, it
can be assumed that thermalization of the molecule occurs similarly. The origin of the
bathochromic shift can be explained by considering the interpretation of the steady-state
absorption measurements, that the first singlet excited state S1 appears to be energetically
more stabilized in ethanol with respect to the aprotic solvents. Thus, the DLSA results
give insight into the dynamics of this stabilization, even though the obtained time constant
of 51 ps is likely impaired by the underlying hypsochromic shift.
Further qualitative information as to how the solvents affect the S1 PES can be gained
from inspection of the line integrals and peak spacings δ . Describing the equidistant
energy differences between the lowest vibrational states on the S1 PES in a harmonic ap-
proximation, δ is linked to the shape of the electronic potentials. For all solvents an ini-
tial increase is notable, indicating an increasing spring constant of the harmonic potential,
which happens during the same time as narrowing of the transition energy distribution.
Exclusively for ethanol, a subsequent decrease is observed, giving further confirmation
for a characteristic interaction with the S1 potential in the sub-100 ps window being ab-
sent in case of the other two solvents.
A comprehensive interpretation of the line integral dynamics by means of spectroscopy
alone is not possible, since within the picture of a vibrational progression, the integrals are
proportional to the transition probabilities and thereby the Franck-Condon factors, which
are linked to the vibronic wave function overlaps between the ground and excited states.
Thus, qualitative evaluation of both the peak spacing and integrals indicates that inter-
action between ethanol and the solvate molecule affects the S1 potential energy surface
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in terms of spring constant and equilibrium position along the reaction coordinate. The
distinct dynamics of these effects imply that the nature of the interaction differs from the
other two solvents.
As pointed out during discussion of the steady-state spectra, the main difference between
ethanol and the other two solvents is its capability of forming hydrogen bonds. Comparing
the absolute peak positions,13 it is evident that the hypsochromic shift of the equilibrium
absorption spectrum for hexane with respect to the polar solvents is already established at
the beginning of the analyzed time window (≈9 ps). Therefore, there is no indication that
the dipole interaction between the solvent and the merocyanine form plays a significant
role in the observed dynamics on a time scale of 10 ps or more. Notably, ethanol has
been reported to exhibit more complex and longer-lived relaxation dynamics compared to
acetonitrile and non-polar solvents. [170,171] However, the distinctive effect of ethanol on
the merocyanine species is also manifested in the equilibrium absorption spectra, ener-
getically stabilizing both the ground and excited states with respect to the other solvents,
which cannot be explained by solvent relaxation. These considerations leave the forma-
tion of hydrogen bonds as the most likely explanation for the distinct spectral dynamics
of open-ring SNP in ethanol in the sub-100 ps regime. Nonetheless, a comparison of the
data for ethanol to other polar protic solvents capable of forming hydrogen bonds would
be helpful to clarify this question further.
In conclusion, application of the dynamic line shape analysis routine indicates that the
spectral dynamics beyond the few-ps time window can be described using a simplified
model in agreement with the physical picture of a vibrational progression of a single iso-
mer. This isomer was found to undergo vibrational cooling with similar time constants
in all three solvents of ≈12-15 ps. More complex dynamics beyond this point, but on a
sub-100 ps time scale, were found in ethanol, which can be explained by hydrogen bond
formation.

3.2.3 Theoretical studies

The complementary theoretical studies of photoexcited SNP were carried out by Dr. Rai-
son Dsouza within the scope of his PhD thesis. [69] Since the results were analyzed, inter-
preted and published together with the experimental results, the details and findings are
laid out briefly in the following.

Methods

A surface-hopping molecular dynamics simulation utilizing time-dependent density func-
tional theory (TDDFT) was carried out for a total of 30 trajectories for the first 1.1 ps after
excitation. The initial conditions were based on a vibrational Wigner distribution in the

13See section A.4.1 in the appendix for a plot of the individual components for AcN and EtOH to compare
to hexane.
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ground state and vertical excitation at 266 nm, which led to population of either the S2 or
the S3 state. Subsequent propagation was simulated by calculating the energy gradients
on the fly using TDDFT and allowing transition between states if their energy gap went
below a threshold value. Motivated by the evidence for an excited-state reaction inter-
mediate found during analysis of the transient absorption data, a TDDFT-based geometry
optimization on the S1 potential energy surface was carried out in addition.

Population dynamics

The total populations of the respective electronic states were averaged over all trajectories
and fit with a unidirectional sequential model in order to obtain the rate constants. Since
S2 and S3 were close in energy, their initial population approximately equal and transitions
between the states in either direction were not inhibited, it was possible to treat them as
one superposition state Sn in a two-step model:

Sn
kn1−→ S1

k10−→ S0 (3.4)

The resulting differential equations and their solutions can be determined in analogy to the
unidirectional sequential model introduced in the context of target analysis (see section
2.4.6). A fit of the populations yielded rate constants of kn1 = 1.13 · 1013 s−1 and k10 =

7.93 ·1011 s−1, corresponding to time constants of 88.4fs and 1.26ps, respectively. A plot
of the population fit can be found in ref. [68] or Fig. A.16 in the appendix.

Trajectory analysis

In 14 of the 30 simulated trajectories, rupture of the C-O bond in the spiropyran molecule
was observed. Out of these 14 trajectories, 13 yielded the planar merocyanine and only
one returned to the closed-ring form. In order to obtain a ring-opening time constant to
compare to the experimental results, a threshold for the C-O distance was set, after which
the bond was considered broken. This allowed to calculate the number of molecules in
the open-ring state as a function of time, which was fit with the third component of a
two-step kinetic model. This was carried out for various threshold values between 0.1
and 1.2 Å yielding a minimum required threshold of 0.4 Å above which the retrieved time
constants were unaffected by fluctuations of the C-O bond length around its equilibrium
value.
Fig. 3.11 shows a representative fit of the ring-open species population determined in this
way. Since bond breaking in these trajectories occurred exclusively in the S1 state, the
first step in the kinetic model was ascribed to the transition to S1, while the second step
was ascribed to the actual bond-breaking on the S1 PES. Parameter correlation between
the two rate constants, likely due to the relatively low number of trajectories and the low
dimensionality of the optimization problem, was mitigated by imposing additional con-
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Figure 3.11: Bond breaking time in the MD simulations, depicted in terms of the pop-
ulation of open-ring species, which was fit with a kinetic sequential model. τAB = 87 fs
(internal conversion) and τBC = 300 fs (cycloreversion)

straints. As the time constant for internal conversion to S1 was previously determined
to be 88 fs, upper and lower bounds for the corresponding parameter were set to 80 and
95 fs, and 90 fs was used as an initial value. This resulted in time constants of τAB =

87 fs for internal conversion and τBC = 300 fs for the bond breaking. Since the limited
time resolution in the transient absorption experiments did not enable to resolve the inter-
nal conversion to S1, only an effective ring-opening time could be used for comparison.
Therefore, a monoexponential fit of the same population data was applied disregarding
the delayed onset, which resulted in a rise time of 340 fs.14

The remaining trajectories were all found to relax back to the ground state of the closed-
ring form. In analogy to the ring-opening time, the relaxation time back to the ground
state was determined to be ≈500 fs. All of these trajectories exhibited a notable bond
elongation between the spiro-carbon and the nitrogen atom in the indoline moiety of
1.1± 0.1 Å for a duration of 100± 30 fs, which was found to coincide with the transfer
from S1 to S0. The C-N stretch mode has previously been proposed in a theoretical study
to be the key driving mode for the internal conversion back to the spiro-form. [172,173]

Evidently, this is corroborated in the surface-hopping MD simulations.

Excited-state intermediate

During the geometry optimization of photoexcited SNP in the S1 state, a stable configu-
ration was found, further supporting the existence of a minimum on the potential energy
surface, postulated in the analysis of the transient absorption data. The corresponding
equilibrium structure can be described as an open-ring, non-planar isomer (see Fig. 3.12),

14This time constant is in agreement with the kinetic model, as the effective ring-opening lifetime is
expected to be greater than τBC and on the order of the sum of the two time constants (linear approximation
of the exponential function).
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Figure 3.12: Schematic illustration of the two relevant reaction pathways of photoexcited
SNP. Following excitation and internal conversion into S1, bifurcation into two main path-
ways occurs, (a) ring opening and isomerization and (b) internal conversion back to SNP
in the ground state. Reaction to merocyanine involves formation of a non-planar excited-
state intermediate with a formation time of 300 fs, from which the planar isomer is formed
within 1.2 ps after excitation. Conversion to SNP occurs via C-N-bond elongation with a
time constant of ≈500 fs. Adapted with permission from ref. [68], ©2019 Royal Society
of Chemistry.

rendering it likely as an intermediate of the chemical reaction between bond-breaking and
planarization.

3.2.4 Concluding discussion

Combination of the insights gained from analysis of the experimental studies as well as
the theoretical simulations allows for the proposal of a mechanistic picture, shown in
Fig. 3.12. Following excitation at 266 nm into high-lying excited states Sn, internal con-
version to the S1 state occurs with a lifetime of 90 fs according to the simulations. Internal
conversion back to the spiro-form involves C-N-bond elongation and occurs with a time
scale of ≈500 fs, which is in agreement with the excited state absorption decay found in
the transient UV absorption experiments. The ring opening on the S1 potential energy
surface pathway involves propagation towards an excited state minimum, during which
the bond is broken, leading to an open-ring excited-state intermediate (ESI) with an ap-
proximately orthogonal orientation of the moieties. This intermediate manifests in the
transient absorption experiments with an absorption maximum around 450 nm. Its forma-
tion time was found to be ≈300 fs which is in agreement with the bond-breaking time of
340 fs determined from the simulations.
Subsequently, propagation towards the planar merocyanine form involves overcoming an
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energy barrier on the S1 PES and passing through a conical intersection (CI) into the
ground state (S0), associated with bond rotation along the methine bridge. Planarization
induces an increased delocalization of the electronic wave function consistent with the
observed red-shift of ≈100 nm between 300 fs and 2 ps after excitation. Global and target
analysis indicate that isomerization from the orthogonal open-ring ESI to the planar MC
occurs with a time constant of 1.1-1.3 ps. All subsequent spectral shifts are at least an
order of magnitude smaller than the initial bathochromic shift, indicating that no further
planarization takes place.
This claim is supported by the in-depth analysis of the spectral dynamics beyond 2 ps,
the results of which are consistent with vibrational cooling of a single species in the elec-
tronic ground state. The successful application of a simplified vibrational progression
model indicates that the spectral dynamics are not associated with any significant struc-
tural changes of the solute. Furthermore, a notable solvent dependence was found in
this time regime, with unique equilibration dynamics of the open-ring isomer in ethanol.
While ethanol in general exhibits more complex relaxation dynamics than the other two
applied solvents hexane and acetonitrile, its distinct effects on the merocyanine form are
corroborated in the analysis of the steady-state spectra, which are unaffected by relax-
ation dynamics. Therefore, barring further studies, the observed spectral evolution in the
sub-100 ps regime can be assigned to the formation of hydrogen bonds.

3.3 Transient Absorption Spectroscopy of Spironaphtho-
pyran in Crystal

3.3.1 Sample preparation

Single crystals of 1,3,3,-Trimethylindolino-β -naphthopyrylospiran (SNP, TCI Chemicals,
Japan) [168] were grown via vapor diffusion using chloroform as solvent and diethyl ether
as vapor (see section 2.6). This method yielded relatively large single crystals (>2 mm,
see Fig. 3.13 (a)), from which 100-300 nm thin slices for time-resolved experiments were
cut using ultramicrotomy (see section 2.6). The quality of the crystal cuts was assessed by
inspection of static electron diffraction patterns from 150 nm thin samples, taken in the
ultrafast electron diffraction setup (DC electron gun, see section 2.5.3). In comparison
to other molecular crystals [56,96,97] as well as SNP crystals grown by solvent evaporation
(see Fig. A.27 in the appendix) the diffraction pattern is of high quality exhibiting many
intense and well-defined peaks even for higher diffraction orders, confirming a high de-
gree of crystallinity achieved by the applied crystallization procedure.
The steady-state absorption spectrum of a 150 nm thin crystal slice and the excitation frac-
tion curve calculated from the obtained absorption coefficient and reported crystal struc-
ture [174] are shown in Fig. 3.14. Since the absorption spectrum contains a non-negligible
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(a) (b)

Figure 3.13: Single crystals of spironaphthopyran, grown via vapor diffusion. (a) Image
of an example crystal, (b) static electron diffraction pattern of a 100 nm thin crystal slice.
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Figure 3.14: Steady-state absorption of crystalline spironaphthopyran. (a) absorption
spectrum of a 150 nm thin crystal slice, (b) excitation fraction plot for a wavelength of
266 nm calculated from the measured spectrum.

contribution from scattering and reflection, the excitation fraction values can only serve as
an upper limit. However, qualitative comparison of the solid-state spectrum to the spec-
tra in solution suggests that the contribution to the extinction from these effects is on the
order of 50 %.

3.3.2 Experimental details

Single crystalline samples of spironaphthopyran with a thickness of 250 nm were used for
transient absorption experiments using the previously described setup in solid-state con-
figuration with the visible supercontinuum as probe and the third harmonic of the funda-
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mental (266 nm) as pump at a repetition rate of 20.83 Hz and a fluence of 2.3 mJcm−2.1516

The pump beam was circularly polarized by using a λ/4-plate to reduce potential polariza-
tion effects on the excitation density. Unlike in case of the closely related spironaphthoxa-
zine, [63] the sample was found to be reversible under these conditions without the need
for photoreversion with a visible laser. Since the experiments were conducted prior to the
implementation of increasing time delay steps in the acquisition software, separate scan
sets were recorded covering different time ranges with appropriate time step sizes. In
order to retrieve a dataset of the entire available time range of 1.4 ns, three scan sets with
different time steps for each sample were recorded and concatenated. Complementary
experiments with varying thicknesses (100 to 300 nm) were carried out and compared to
verify the linearity of the observed signals.

3.3.3 Observations

The transient absorption data from single crystalline spironaphthopyran with a thickness
of 250 nm, excited at 266 nm and probed in the visible is shown in Fig. 3.15. The initial
signal after excitation is a broad absorption band with two maxima, one around 450 nm
and the other between 500 and 500 nm. This spectrum evolves within the first picosec-
ond, exhibiting a slight overall decay in intensity and a relative increase of the sub-band
at 450 nm while the other initial maximum decays developing into a shoulder of the for-
mer. This absorption signal decays on the few ps time scale giving way to a longer-lived
absorption spectrum with a maximum around 570 nm and a residual band at 450 nm at
10 ps. The data shown in Fig. 3.15 (c) is taken from a different sample of the same thick-
ness and a scan with longer time steps, but comparable signal intensity. It reveals that
the signal appearing to be long-lived with respect to a 10 ps window, actually decreases
on the sub-ns time scale, leaving only a small residual absorption signal (≈2 mOD) be-
tween 550 and 600 nm and negative band between 450 and 550 nm, with an amplitude
of ≈-5 mOD at the end of the measurement window (1.4 ns). In addition to this decay,
a positive absorption band between 400 and 450 nm rises within 50 ps before decaying
partially, reaching a constant magnitude around 1 ns. Further decay of this band within
a few milliseconds can be assumed since no accumulation of this absorption signal was
observed while running multiple pump-probe scans on the same sample region. Further-
more, the sub-ns dynamics exhibit small oscillations with periods around 100 ps, which
will be subject to further analysis in the following section.
Comparing scans from different samples of the same thickness showed some variation
in signal intensity. However, compared between different scans on the same sample, the
dynamics were consistent. Thus, these variations can be traced back to damage during ul-
tramicrotomy and transfer to the sample substrate. A scan from a sample with a thickness

15Additionally, several scans using the broadband UV laser around 330 nm were conducted but did not
exhibit any significant differences.

16The fluence corresponds to a calculated excitation fraction of 8 % (upper limit, vide supra).
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Figure 3.15: Transient absorption data of crystalline spironaphthopyran (250 nm thick-
ness), excited at 266 nm and probed in the visible. Shown are (a) the TA map for the first
14 ps along with selected spectral traces to cover (b) sub-ps dynamics, (c) few-ps dynam-
ics and (d) dynamics up to 1.4 ns.

of 150 nm is shown in the appendix, demonstrating that reducing the thickness to 60 %
corresponds to a reduction in absorbance of approximately the same ratio. This indicates
that the observed dynamics can be attributed to molecules in the bulk crystal and are not
merely due to surface effects.

3.3.4 Analysis and discussion

By comparison, a high similarity in the few-ps dynamics between the present data and
the one obtained from SNP solutions is readily noticed, entailing the formation of an
intermediate absorption signal with a maximum around 450 nm, its subsequent decay and
a simultaneous rise of a long-lived band between 500 and 600 nm. The latter signal in this
case however is weaker than the intermediate band and its rise becomes masked by the
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decay of the former. These similarities suggest that in crystal, not only the formation
of a planar photoproduct is possible, but also following the same or a highly similar
reaction mechanism. In the following, the few-ps dynamics are analyzed in order to
test this hypothesis and characterize the commonalities and differences to the solution
data, before discussing the dynamics beyond 10 ps, where the crystalline case deviates
significantly from solution.

Sub-10-ps dynamics

Due to the lower repetition rate and limited number of pump-probe cycles compared to
the solution experiments, the crystal data contains significantly higher noise both from the
detector and probe fluctuations. In order to mitigate this, singular value decomposition
(SVD) was carried out for all scans, shown exemplarily for the 15 ps window in Fig. 3.16.
From the singular values, it was determined that the sum of the first five components could
be used as a denoised dataset for further analysis. Furthermore, the second component
reveals the independent rise and decay of the intermediate band around 450 nm and that
indeed its subsequent decay is correlated with the rise of the photoproduct band. The
first component on the other hand contains both the decay of the broad ESA signal, but
also the beginning decay of the photoproduct band and is therefore too convoluted to be
interpreted.
Quantitative comparison to the solution data was instead carried out on the basis of global
and target analysis. The decay-associated spectra of a four-component global fit are shown
in Fig. 3.17 (a) next to the species-associated spectra from an equivalent, three-step unidi-
rectional model. The retrieved time-constants for both models were identical and there-
fore global and target analysis can be used interchangeably. When this is the case, the
systematic error in the time constants introduced by global analysis due to all exponential
decays starting at the point of excitation becomes negligible, while the advantage of a
differential decomposition of the data remains. Hence, it is used for further discussion.
The first component describes the formation of the intermediate absorption signal from
the initial excited state absorption band, with a time constant of 300 fs. The second com-
ponent consists in the simultaneous decay of the absorption maximum at 450 nm, decay
of the overall excited state absorption background and, relative to the latter, the rise of the
photoproduct spectrum, assigning a time constant of 1.3 ps. The third component mostly
accounts for a second component in the decay of the excited-state- and intermediate ab-
sorption bands, but also slight spectral narrowing of the photoproduct band, while the
fourth component represents the transient absorption spectrum at 14 ps.
Thus, in analogy to the discussion of the solution dynamics, the short-lived absorption
around 450 nm can be attributed to an excited-state intermediate, from which the photo-
product is formed. Remarkably, the formation times of these two species are virtually
identical to the case of solution, supporting the claim that the main ring-opening and
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Figure 3.16: Singular value decomposition of the TA data from photoexcited, single-
crystalline SNP. (a) reduced data using the first two SVD components, (b) first ten singular
values, (c) first two left singular vectors, (d) first two right singular vectors.

planarization pathway is not significantly impaired by the crystalline environment. How-
ever, the third decay component and the overall slower decay of the broad excited state
absorption suggest that in crystal alternative relaxation channels exist, which do not lead
to the planar merocyanine isomer. In the solution experiments, no evidence for such
pathways was found and the theoretical simulations suggested that nearly all created ring-
open species subsequently underwent planarization. Furthermore, the absorbance of the
product band relative to the intermediate in crystal is reduced by approximately 50 %,
while the amplitudes in solution are of similar magnitude. Although this ratio would also
be affected by a potential change in the out-of-plane component of the transition dipole
moment, this observation at least corroborates the hypothesis of a reduced photoproduct
quantum yield in crystal.
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Figure 3.17: Global fitting results for crystalline SNP in the time window between 0 and
15 ps, using (a) global analysis and (b) target analysis. The last component in both cases
was set as constant (inf). The time constants from target analysis were identical to the
ones of the first three components from global analysis.

Sub-ns dynamics

The spectral dynamics of photoexcited SNP in crystal exhibit significant differences from
the solution case in the time regime beyond 15 ps. While in solution the photoproduct
absorption remains constant within the measurement window, it almost entirely decays in
the case of crystal. The rise of a long-lived absorption between 400 and 450 nm as well
as the negative signal red-shifted with respect to the former are also absent in the solution
TA.
In order to interpret these observations and find potential correlations, global and target
analyses were carried out for this time window as well (see Fig. 3.18). Two decay com-
ponents and a constant component were required for an appropriate fit of the data, with
the latter representing the spectrum at 1.4 ns and consisting of the long-lived positive and
negative bands as well as a residual of the decaying photoproduct absorption. The rise of
these two long-lived bands as well as a residual decay of the excited state absorption is
described by the first component, with a time constant of 45 ps. The second component
(640 ps) accounts for the photoproduct decay as well as the slight decay of the long-lived
absorption band before it reaches a constant level around 1 ns.
From the decay-associated spectra, two main insights can be gained. Firstly, the rise of the
long-lived positive and negative bands as well as the main decay of the broad ESA can be
summarized in a single component. Secondly, that component contains no signature of the
product absorption band signifying that its decay occurs independently. Interpretation of
the second component is less straightforward, since it describes three different processes:
Decay of the photoproduct, whose absorption is assumed to be non-zero in the entire
probing range, decay of the long-lived absorption band towards a constant amplitude,
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Figure 3.18: Global and target analysis of crystalline SNP TA in the sub-ns range. (a)
DAS from global analysis, (b) SAS from target analysis. The obtained time constants of
45 and 640 ps were identical for both methods.

which in itself may be caused purely by the photoproduct decay, and a shift of the edge
between the long-lived positive and negative signals.17 While it can be concluded that all
of these processes occur in the sub-ns time domain, their convolution sheds some doubt
on their temporal correlation and thereby the reliability of their common time constant.
Furthermore, the aforementioned oscillations on the 100 ps time scale are not accounted
for by the exponential fits. Since they are on a similar time scale as the decay components,
Fourier analysis of the residual was not carried out.
In order to complement the global fits and to overcome their shortcomings, kinetic trace
fits were carried out in addition both including and excluding oscillating components. In-
stead of single wavelengths, spectral regions representative for the respective signals were
integrated, in order to improve the signal-to-noise ratio. These integral traces including
mono- or biexponential fits are shown in Fig. 3.19 (a) and the corresponding fit parameters
can be found in Tab. 3.3. In general, the time constants from the independent fits of the
bands are consistent with the results from global analysis. However, the shorter-lived ex-
ponential components in the trace fits are found to be slightly slower than the 45 ps from
global fit in the regions close to the product absorption and faster in the regions where
the ESA dominates (below 440 and above 660 nm). On the other hand. the second expo-
nential components of the long-lived absorption and product bands are in agreement with
each other as well as the second global fit component. The second time constant of the
ESA decay above 660 nm deviates from this, but its small amplitude and large confidence
interval prohibit any quantitative conclusions. The fit of the negative band confirms the
previous observation that it undergoes no significant changes in amplitude after the initial

17These processes may be more easily recognized by comparison of the corresponding species-associated
spectra B and C in Fig. 3.18 (b).
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Table 3.3: SNP crystal sub-ns dynamics: Integrated band exponential fits. τ = lifetimes,
A = amplitudes and C = offset of the respective exponential functions.

Integ. range τ1 (ps) τ2 (ps) A1 (mOD) A2 (mOD) C (mOD)

405-440 nm 36 ± 3 620 ± 70 -0.42 ± 0.02 0.30 ± 0.01 0.20 ± 0.01

475-520 nm 49 ± 1 – 0.35 ± 0.01 – -0.10 ± 0.001

560-590 nm 48 ± 4 650 ± 60 0.49 ± 0.02 0.54 ± 0.01 0.002 ± 0.02

660-695 nm 39 ± 2 860 ± 160 0.36 ± 0.01 0.12 ± 0.01 -0.06 ± 0.01

decay. Exponential fits with dual-frequency sine modulations were carried out for the
negative band as well as the photoproduct band for the first 400 ps. While also present
in the other bands, the oscillation amplitudes were too small compared to the noise level.
The main oscillatory components in the respective bands were found to have periods of
140 ps for the product absorption band and 150 ps for the negative band. The latter band
required a second frequency component with a period of 360 ps. Beyond 400 ps, the os-
cillations were dampened too much to be fit. Comparing the time scale and amplitude of
these oscillations to other organic crystals, they can be attributed to intermolecular acous-
tic phonons. [108,175–177]

Combining the insights gained from global analysis and independent fits of the transient
absorption features in the time domain between 15 ps and 1.4 ns, the following interpre-
tation of the data can be made. The planar ground-state merocyanine, although being
formed initially, appears to be only metastable in the crystalline environment and reacts
back to the closed-ring form with a time constant of approximately 650 ps. Relaxation
channels not involving formation of the photoproduct are slower than the main reaction
path, causing a longer-lived decay of the broad excited state absorption signal of ≈45 ps
compared to 1-2 ps in solution. Simultaneously, the long-lived positive absorption band
is formed with a time constant of ≈40 ps. As this was found to occur independently
from the merocyanine decay and because of the temporal correlation, the species respon-
sible for this signal is likely formed from the excited state and thus a long-lived reaction
byproduct in the ground state. The sufficient reversibility of the experiment without the
need for photoreversion implies that this byproduct is only metastable as well and re-
acts back to the spiro-form within a few milliseconds at the most. Although transient
absorption is not directly sensitive to the molecular structure, a comparison to the ab-
sorption spectra of the closed-ring and the open-ring planar form allows for a general
classification of the byproduct species, assuming it to be in the ground-state: The fact
that its absorption is red-shifted with respect to the closed-ring form implies that the wave
function overlap between the two spiropyran moieties is slightly increased making the
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Figure 3.19: Exponential fits of the integrated absorption bands in the sub-ns time regime,
using (a) mono- or biexponential functions, (b) sine-modulated exponential functions.

spiro-carbon at least partially sp3-hybridized. However, complete planarization and sp3-
hybridization of the spiro-carbon can be excluded by comparing the absorption signal to
the merocyanine absorption. Thus, this byproduct can be postulated to be an open-ring,
non-planar conformer, likely similar in structure to the open-ring intermediate, whose
structure was previously determined by numerical simulations (vide supra). The partial
decay of the byproduct absorption band has multiple possible explanations. The match
of the time scales suggests that the decay in absorption is attributed to the merocyanine
re-cyclization, since the latter has a non-zero absorbance in this spectral region as well.
On the other hand, part of the initially created byproduct may react back to the closed-ring
form themselves before reaching the metastable state.
The dynamics of the negative band may shed some light in regard to this question, but
they are not entirely unambiguous themselves. Since the closed-ring form does not ab-
sorb in this region and no accumulative effects over multiple pump-probe cycles were
observed, this signal can be excluded to be associated with a ground-state bleach. This
leaves either emission due to a radiative decay or an overall increased transmission, pos-
sibly due to reduced reflectivity or scattering. While both neighboring bands exhibit a
decay on the order of 600 ps, the amplitude of the negative band remains constant. If the
negative band itself had a constant amplitude, an overall decrease in absorbance would
be expected due to its overlap with the other, partially decaying absorption features. An
effectively constant level indicates a counteracting decrease in absolute absorbance of this
band. Assuming the negative band to be linked to the byproduct would be consistent with
this, as the partial decay of the absorption below 450 nm was found to be on a similar
time scale of the merocyanine band decay, thus leading to offsetting effects. However,
assuming the negative signal to be linked to transient changes in the lattice, a decrease in
its magnitude may also be linked to the return towards its initial state as the photo- and

88



3 Ring-Opening Dynamics of Spironaphthopyran

byproducts react back to the closed-ring form.
Even though these details cannot be clarified unambiguously based on the present data,
analysis of the sub-ns dynamics reenforces the hypothesis that alternative reaction path-
ways in crystal exist and the formation of one or multiple metastable byproducts was
found to occur with a time constant of ≈40 ps, independent of the main reaction channel.
While the latter pathway appears to be largely unaffected by the crystal environment based
on comparison to solution, the formed planar merocyanine was found to be energetically
unstable and its population to decay with a time constant of 650 ps.

3.3.5 Summary

Analysis of the transient absorption data from photoexcited spironaphthopyran in sin-
gle crystalline slices shows that the formation of an open-ring excited-state intermediate
occurs with virtually the same time constant as in solution (300 fs), indicating that the
bond-breaking is not affected by the surrounding crystal lattice. From this intermediate,
two relaxation pathways exist, one of which yields the planar merocyanine form with a
time constant of 1.3 ps, again closely matching the results from the SNP solutions. The
other pathway results in the formation of a long-lived byproduct with an absorption max-
imum between 400 and 450 nm, which is not observed in solution. The merocyanine is
only metastable in the crystalline phase and its population decays with a time constant of
650 ps, while the byproduct decays on a time scale longer than one nanosecond, but fast
enough to provide reversibility in the few-ms regime. A permanent negative signal be-
tween these two bands was found in addition which presumably is associated with crystal
strain, but warrants further investigation, possibly with the aid of numerical simulations.

3.4 Ultrafast Electron Diffraction

Time-resolved electron diffraction experiments on single-crystalline slices of spironaph-
thopyran were conducted using both the DC compact electron gun and the RF compres-
sion gun, described in section 2.5.3. While no clear evidence was found for a differential
signal unambiguously and directly ascribable to the photoisomerization reaction, a consis-
tent post-excitation signal was observed, which encompassed significant diffraction peak
broadening, especially visible in the brightest diffraction orders. These findings are pre-
sented and characterized in this section and possible physical explanations are discussed.
Although similar observations were made using either electron diffractometer, the results
dealt with here will be limited to the ones obtained with the RF gun due to its inherently
higher signal-to-noise ratio.
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3.4.1 Experimental details

UED experiments were carried out using the RF compression electron diffractometer at
the University of Toronto (see section 2.5.3), with the third harmonic of the Ti:Sa regen-
erative amplifier at 266 nm for both generation of the electron pulses and excitation of the
sample. Various pump fluences and repetition rates were tested, up to 3.4 mJcm−2 and
100 Hz, respectively. The standard setting based on the transient absorption experiments
consisted in a pump fluence of 1.4 mJcm−2 and 25 Hz, and was applied for the mea-
surements discussed in the following, unless noted otherwise.18 The laser and electron
beam sizes on the sample were determined by scanning them with a pinhole in the sample
holder and set to diameters of 130 and 330µm, respectively. The electron pulse duration
and timing jitters were measured to be approximately 400 and 300 fs, respectively, for
the utilized bunch charges of ≈23 fC (1.4·105 electrons). The pump pulse duration was
estimated to be ≈200 fs based on the laser specifications and effects of GVD from passing
through optical elements as well as the vacuum chamber window. All scans were carried
out cooling the sample to 270 K using a cold finger (liquid nitrogen), to prevent sample
evaporation.
Time zero determination was carried out each day prior to the sample scans using single
crystalline silicon in order to set the time windows for the scans. Since the time res-
olution of the instrument did not allow for resolution of the reaction intermediate, the
emphasis of the measurement was set on signatures from the planar MC product, few ps
after excitation and thus time steps on the order of one picosecond were chosen for the
measurement.

3.4.2 Results

Processing of all data from the utilized RF compression diffractometer at the University
of Toronto was carried out based on Matlab functions written by Dr. Lai Chung Liu in the
course of his thesis work. [58] Fig. 3.20 shows a static diffraction pattern acquired during
a time-resolved scan. The indices noted in the figure were determined coarsely using the
CrystalMaker [178] software suite (see A.5.1 in the appendix for further details) and the re-
ported crystal structure obtained from powder diffraction measurements. [179] Evidently,
the thin crystal slices had been cut approximately orthogonally to the (100) crystal di-
rection and the brightest peaks ((004), (012), (012̄), (015), (015̄) and their corresponding
peaks) form two equivalent rhomboids, which are mirror-symmetric with respect to each
other and reflect the symmetry of the monoclinic crystal system. The depicted pattern
being an average of the acquired pump-off spectra during the scan indicates the overall
conservation of crystallinity during the scan. However, for fresh samples a decrease of

18The fluence of 1.4 mJcm−2 corresponds to an excitation fraction of 4.8 % according to the steady-state
absorption spectra. As noted, effects of scattering and reflection in solid-state samples (especially in the far
ultraviolet) contribute significantly to the latter, rendering this only an upper limit.
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Figure 3.20: Static diffraction pattern from a 100 nm thin slice of single-crystalline
spironaphthopyran.

about 3 % in total diffraction intensity within only the first ≈10 frames was noted before
a stable level was reached (see Fig. A.29).
In the time-resolved scans, the aforementioned broadening of the diffraction peaks com-
pared to the unexcited crystal, was observed for time delays after time zero and consis-
tently over multiple samples and crystals. The dynamics of this process may be charac-
terized further by averaging over all scans measured under the same conditions, but likely
more data will have to be acquired, ideally with an improved temporal resolution. For
the following discussions, it will suffice to characterize the overall peak broadening to set
the basis for further investigations. For this purpose, the difference images from all time
points after time zero were averaged to obtain the best signal-to-noise ratio. The averaged
differential signal obtained in this way is shown for two exemplary scans in Fig. 3.21.
The characteristic diffraction peak changes consist of a decrease in intensity at the peak
centers and an increase around them. The negative parts of the difference signals appear
generally stronger than the increase, which suggests a drop in diffraction intensity super-
imposed with the broadening.
In order to facilitate a more quantitative description of the observed difference signal, the
pattern was projected onto polar coordinates ρ and θ with the origin at the position of
the undiffracted beam. The obtained line profiles for selected angles were fit with the
sum of two Gaussian functions with opposite signs. The resulting projection is shown in
Fig. 3.22 (a) for the entire pattern and (b) for the most important angles. The Gaussian fits
are depicted in Fig. 3.23, representatively for the two most intense peaks. While it is evi-
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(a) (b)

Figure 3.21: Differential electron diffraction pattern of photoexcited SNP, averaged over
the first 10 ps after excitation.
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Figure 3.22: UED difference signal of photoexcited SNP, projected onto polar coordi-
nates (Radius ρ and angle θ ). (a) map for all angles, (b) line plot for the most important
angles.

dent that the approach is only a first approximation,19 the results from these fits reflect the
general observations. For the investigated scans at various angles, dynamic increases in
peak width between 20 and 30 % were obtained. The amplitude ratio between the positive
and negative Gaussian components ranged between 60 and 70 % confirming the overall
decrease in intensity, but also indicating that the main part of the peak intensity change
can indeed be caused by the broadening process.

19A more accurate analysis should at least model and compare the respective shape factors (conf. equa-
tion 2.46 in section 2.5.1), but ideally simulate the entire diffraction pattern for different hypotheses, which
exceeds the scope of this thesis.
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Figure 3.23: Coarse fit of the diffraction peak broadening, observed in photoexcited SNP,
for an angle of 150◦, using two Gaussians functions, indicating a width increase of ≈30 %
and an intensity decrease of ≈30-40 %.

3.4.3 Discussion

A more in-depth analysis of the present data, ideally extended by additional measure-
ments, is required in order to provide a full interpretation of the observed phenomena,
which exceeds the scope of this thesis. Nevertheless, based on the observations and char-
acterizations, a few interpretive approaches can be discussed. At equilibrium, the width
of the diffraction peaks depends on the periodicity of the sample on the one hand and the
transverse coherence length of the electron beam on the other hand. Both of these de-
pendences originate from the superposition of interfering scattered beams from multiple
scattering centers. Since the coherence of the beam is unaffected by sample excitation,
the origin of the peak broadening has to lie within the sample. As stated in section 2.5.1,
changes in peak width or position are attributed to the shape factor, which depends on the
unit cell dimensions as well as the number of unit cells contributing to the signal. Indeed,
the observed signal is different from the commonly observed Debye-Waller effect, which
is attributed to (temporary) heating of the lattice and whose contribution is encompassed
in the structure factor (see section 2.5.1). While this effect may be the cause of the overall
decrease in intensity, it does not explain changes in peak width. Permanent damage of
the sample may also induce peak broadening, but it can be excluded as the main cause of
the observed phenomenon due to two reasons: Crystal damage will also entail a drastic
loss of intensity in increase in incoherently scattered background, neither of which are
observed in the time-resolved signal. Secondly, even though for a fresh sample an initial
drop in total diffraction intensity of about 3 % was observed, suggesting a loss of crys-
tallinity to some degree, the experiment was reversible and the signal reproducible over
multiple consecutive scans.
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Collective changes in the unit cell dimensions via expansion or contraction due to photoin-
duced phase transitions have been shown to induce dynamic peak shifts in time-resolved
diffraction experiments,20 which is consistent with the correlation between reciprocal and
direct lattice described in section 2.5.1. The observed signals can be interpreted equiv-
alently as non-directional changes in the lattice constants, that is transient distortions of
the crystal lattice. Regarding the large structural change encompassed by the photoiso-
merization reaction of SNP, it can be expected that formation of the planar merocyanine,
as it was shown to occur based on the transient absorption experiments (vide supra), leads
to deformation of the crystal lattice. Such distortions can also explain the observed tran-
sience of the product, which decays with a time constant of 650 ps according to the TA
experiments. The restoring force from the crystal lattice, as discussed in the previous sec-
tion, is thus the likely cause for the decreased stability of the merocyanine form relative
to solution.
As noted, no obvious signs for changes in the structure factor other than overall decreases
were found, pending appropriate modelling of the diffraction pattern including transient
lattice deformation. In principle, the integrals for one or more pairs of diffraction peaks
should net increases in intensity. The potential reason why this is not observed is an in-
sufficient excitation fraction, estimated to be around 5 % at the most,21 while the target
value usually lies around 10 %. [6] However, increasing the fluence under the present con-
ditions led to rapid sample deterioration. Potentially, reducing the temperature further
can mitigate this in part allowing for higher excitation fractions. [96] While the product
itself is only metastable at room temperature, it needs to be verified that the sample is
still reversible at cryogenic temperatures. Especially the longer-lived byproduct, found in
the transient absorption measurements and with an absorption maximum around 425 nm,
needs to be considered. While it does not appear to affect the reversibility at temperatures
above 200 K, reducing the temperature further may lead to accumulation of this species
and rapid crystal damage. Nonetheless, both of these potential causes of irreversibility
can be overcome in principle by applying synchronized (or continuous-wave) photorever-
sion at the appropriate wavelengths, i.e. 575 nm for the merocyanine form and 425 nm for
the byproduct.22

20See for instance refs. [53, 55].
21As noted above, the calculated excitation fraction can only be viewed as an upper limit and thus a value

of 5 % for a fluence of 3.4 mJcm−2 is more reasonable than the calculated 10 %. Most of the experiments
were carried out at even lower fluences (vide supra) to avoid sample damage.

22The byproduct may also be photoreverted by using 400 nm for convenience if using a Ti:Sa laser sytem.
However, it remains to be tested whether photoexcitation of the byproduct leads to ring-closing and if so,
how efficiently.
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Figure 3.24: Summary of the findings for the photoisomerization dynamics of spironaph-
thopyran in crystal. The planar merocyanine form is created via the same mechanism as
in solution, within 1.3 ps after excitation. Formation of the MC form leads to significant
lattice deformation, observable in the UED experiments. Restoring forces from the crys-
tal lattice lead to the decreased stability of the MC form, which is reverted back to the
closed-ring form with a time constant of 650 ps.

3.5 Summary and Outlook

About 30 years after the first reported transient absorption experiments on spiropyrans,
their complex photoisomerization dynamics still warrant investigation and novel insights
can be gained by systematic studies and their careful evaluation. Together with state-
of-the-art numerical simulations, it was possible to clarify the (seemingly) contradictory
interpretations in the reported literature inferring reaction times of ≈1 ps vs. 28 ps. In-
deed, neither claim turned out to be false, merely two different viewpoints on the reaction
process. The ring opening was found to occur within 300 fs followed by planarization of
the molecule resulting in an effective photoisomerization time constant of 1.2 ps. While
this confirms the findings by Ernsting, relaxation of the merocyanine form towards equi-
librium via vibrational cooling was observed and characterized on a longer time scale,
more in line with the findings of Rini et al. Furthermore, it was shown how specific in-
teractions with the solvent, especially the formation of hydrogen bonds, can affect the
spectral dynamics and need to be considered in this type of experiments.
The most striking finding in this chapter certainly is the high similarity of the reaction
dynamics between solution and crystal. Not only have clear indications been found that
the merocyanine form can be photochemically created in the crystalline state, but also
the reaction dynamics are virtually unaffected by confinements of the lattice. The latter
does however strongly affect the longevity of the product causing its decay within ap-
proximately one nanosecond. This system thus represents an example of how electronic
excitation can create a strong mechanical force able to distort the crystal far out of equilib-
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rium before the molecules are pushed back into the more compact closed-ring isomer by
restoring forces. While the crystal shows signs of byproduct formation as well as strain in
the transient absorption data, it remarkably remains intact under the given excitation con-
ditions (≈5 % excitation fraction). Formation of the byproduct was tentatively concluded
to occur from the open-ring excited-state intermediate, which suggests – together with its
absorption maximum being in the visible – that the byproduct is a non-planar, open-ring
isomer. It was found to be reverted thermally at the tested temperatures between 250
and 298 K, since its formation did not affect the reversibility of the experiments, even at
100 Hz repetition rate.
The lattice distortion induced by the product formation was corroborated in preliminary
time-resolved electron diffraction experiments. While in these experiments, the isomer-
ization was witnessed indirectly via its effects on the crystal lattice, the goal of atomically
resolving the photoisomerization reaction itself still remains as a target for future projects.
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Isomerization Dynamics of pH-gated
Spiropyrans

Protonation of spiropyran derivatives with a strong acid leads to the formation of new
thermally stable isomers with distinct spectral properties and a photochromic switching
cycle, different from the behavior investigated in the previous chapter. In the following
chapter, the photoswitching dynamics of protonated spiropyrans entailing bidirectional
Z-E-isomerization are investigated, analyzed and discussed.

4.1 Acidochromism in Spiropyrans

In addition to their extensively studied and applied photochromic properties, most spi-
ropyrans undergo an acidochromic reaction in solution, manifesting in a distinct color
change upon addition of a sufficiently strong acid. [141,142,149,150] Beyond the general in-
terest in such systems for pH-sensing or detection of acidic vapours, [180–183] the com-
bination of photo- and acidochromism gives rise to a variety of possible applications
as multi-responsive molecular switches in polymers, [182–184] surfactants, [185,186] smart
materials, [153,187–192] and biological systems, [193,194] as well as photoacids for light-con-
trolled proton transfer and pH-tuning. [195–200]

As discussed in the previous chapter, at thermal equilibrium spiropyrans reside in their
closed-ring spiro-form and undergo ring opening and planarization upon light irradiation

Figure 4.1: Z-E-Photoisomerization of protonated spiropyran in the presence of a strong
acid. The non-planar, open-ring Z-MCH+ form can be isomerized to its planar isomer
E-MCH+ via excitation in the UV. The reaction is reversible by visible light irradiation.
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Figure 4.2: Photo-acidochromic switching cycle of spiropyran in presence of a strong
acid, as deduced by Kortekaas et al. Adapted from [151], licensed under CC-BY-NC-ND.

in the ultraviolet, giving rise to an absorption band in the visible. Alternatively, ring open-
ing of spiropyran can be induced through the addition of a sufficiently strong acid to the
solution yielding an open-ring form with a protonated phenoxy group. This form has sev-
eral stable isomers, that can be distinguished from the non-protonated merocyanine and
each other by their absorption properties. [151] Early studies of this mechanism in spiroben-
zopyrans (BIPS) proposed the involvement of a protonated closed-ring transition state via
bond formation between the added proton and the oxygen in the pyran moiety leading
to rupture of the oxygen-spiro-carbon bond and the formation of an open-ring, but non-
planar cis-merocyanine (Z-MCH+). [150,201,202] This metastable isomer was concluded to
be in thermal equilibrium with the planar trans-merocyanine (E-MCH+). [150,201] In anal-
ogy to a previously published study of protonated merocyanine dyes not derived from
spiropyrans, [203] Shiozaki et al. additionally indicated the possibility to yield the pla-
nar E-MCH+ via UV irradiation of the Z-isomer, based on molecular orbtial calculations
complemented with spectroscopic results. [202] They postulated the initial protonation to
occur at the oxygen atom rather than the nitrogen atom of the indoline moiety or, as pro-
posed elsewhere, [204] a transient, open-ring intermediate species.
Despite the general consistency of these studies, during an investigation of a spiropyran
functionalized polymer Fissi et al. assumed a different photoswitching mechanism, in
which light irradiation of the protonated merocyanine form yields an N-protonated form
of the closed-ring spiropyran (SPH+), in thermal equlibrium with the non-protonated
spiro-form. [205] Such an equilibrium was also proposed by Wojtyk et al. when inves-
tigating the nitro-substituted BIPS analog, but with the formation of the N-protonated
SPH+ in competition to the acidochromic formation of E-MCH+. [206] Raymo and Gior-
dani adopted the idea of being able to switch from the protonated merocyanine form
directly to the non-protonated closed-ring form by visible light irradiation, presumably
via the N-protonated SPH+, [187,188] and other subsequent studies based their interpreta-
tion on this proposed mechanism. [180,181] Notably, in none of these reports, formation of
the non-planar Z-MCH+ isomer was discussed. It was only approximately ten years after
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the first mechanistic studies, that the latter idea was taken up once more in an investiga-
tion of the photoisomerization of protonated BIPS in the gas phase. [207] The possibility
of an N-protonated SPH+ closed-ring isomer formed from Z-MCH+ via collisions was
still considered but its assignment uncertain. In more recent studies, the hypothesis of an
involvement of SPH+ in the photoswitching cycles became less prominent, [182] or was no
longer considered altogether, [189] with the mechanistic interpretations being more in line
with the initial studies. However, the amount of contradictory interpretations present in
the literature still warranted clarification.
In 2018, Kortekaas et al. published a comprehensive investigation of the photoswitching
cycle of BIPS and Nitro-BIPS in various acids based on optical and NMR spectroscopy
as well as theoretical calculations. [151] Largely in agreement with Shiozaki et al., they
found evidence that addition of a strong acid led to the formation of Z-MCH+, presum-
ably via the protonated closed-ring form as a non-observable intermediate or transition
state. Irradiation of the Z-isomer with UV light yielded the planar isomer, which was
also obtainable via direct protonation of the open-ring merocyanine. Since the latter itself
could be created via UV irradiation of the non-protonated spiro-form, it was possible to
describe a full photo-acidochromic switching cycle between these species (see Fig. 4.2).
In addition to elucidating this mechanism, the influence of the pKa values of the utilized
acids was investigated. It was found that when choosing an acid with an appropriate
pKa value between those of the E- and Z-isomers of MCH+ (in case of BIPS phosphoric
acid), a photo-controlled protonation and deprotonation mechanism was accessible (see
Fig. 4.3). This was because only one of the protonated isomers was stable under these
conditions, while the other would become deprotonated after creation via irradiation and
subsequently react back to the closed-ring form. Manipulating the pKa of the two different
forms can thus enable tailored, photo-activated photoacids in specific environments, [142]

or in turn allow for pH-switching of material properties via chemical functionalization
with a spiropyran compound as a photoswitchable proton-acceptor.
However, while some of the more recent studies adopted the mechanism deduced by
Kortekaas et al., [191,200] these insights were not or only to a limited extent taken into ac-
count in most of them. [184,186,192,198,199] Furthermore, in contrast to the well-studied pho-
tochromic reaction in non-acidic environments, no reported time-resolved experiments of
the pH-gated photochromism exist, despite the potential to provide further clarification
regarding the switching mechanism and the species involved. Only one time-resolved
study was reported very recently, but dealt with the use of different MCH+ derivatives
as a photoacid via excited-state proton transfer in a protic solvent and the possibility of a
photoinduced isomerization reaction as a competing channel was not discussed. [199]

Thus, in order to elucidate the E/Z-isomerization mechanism regarding their time scales
and possible intermediate species and to further consolidate or – if applicable – extend
the mechanistic picture proposed by Kortekaas et al., transient absorption experiments
of the same two spiropyrans (BIPS and Nitro-BIPS) were carried out investigating both
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Figure 4.3: Light-induced protonation cycle of BIPS in H3PO4. Adapted from [151],
licensed under CC-BY-NC-ND.

isomerization pathways by use of the respective excitation wavelengths. In addition, the
pKa-specific de- and re-protonation cycle proposed in their study was tested by compari-
son of the transient absorption data of BIPS in a phosphoric acid solution to the non-acidic
case. In order to avoid the influence from proton-transfer to the solvent, especially from
molecules in the excited state, the aprotic solvent acetonitrile was used for all experiments
presented in this chapter. As will be demonstrated by aid of an extensive analysis, the re-
sults are in line with the proposed mechanisms in either case, and not only provide further
proof, but also additional insight in the reaction dynamics and relevant intermediates in-
volved in the switching process.

4.2 Solution Preparation and Steady-State Absorption

The chemicals used for preparation of the solutions were purchased from TCI Chemicals,
Japan and use without further purification. [168] 1.5 mM solutions of spirobenzopyran1

(BIPS) as well as nitrospirobenzopyran2 (Nitro-BIPS) in acetonitrile (spectroscopy grade)
were prepared and used in all experiments in this chapter. For protonation of the spiropy-
rans, 98 % sulfuric acid (H2SO4) was added to the sample solutions in equimolar quantity.
Steady-state absorption spectra of these solutions before and after addition of the acid as
well as the spectral changes upon UV light irradiation were recorded using a commercial
spectrophotometer,3 and are shown in Fig. 4.4. For irradiation, a UV LED lamp was used
with an emission wavelength of 365 nm.
Like in case of the closely related spironaphthopyran, dealt with in the previous chapter,
the closed-ring spiro-forms of BIPS and Nitro-BIPS only absorb in the ultraviolet with

11’,3’,3’-Trimethylspiro-[2H-1-benzopyran-2,2’-indoline].
26-nitro-1’,3’,3’-trimethylspiro[2H-1-benzopyran-2,2’-indoline].
3UV-VIS spectrophotometer by Shimadzu [208].
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Figure 4.4: Steady-state absorption spectra of BIPS and Nitro-BIPS in an acetonitrile
solution of H2SO4. Figs. (a) and (b) show the respective spiropyran absorption spectra
before and after addition of the acid, as well as the photostationary state (PSS) after UV
irradiation. Formation of the PSS was monitored and is shown as differential absorption
spectra for both derivatives in Figs. (c) and (d), respectively.

absorption edges around 320 nm and 370 nm (see Figs. 4.4 (a) and (b), respectively). As
previously reported, [151] addition of a strong acid such as H2SO4 gives rise to an absorp-
tion band that is red-shifted with respect to the absorption edge of the native species and
extends into the visible. Thus, protonation is observable by eye as the initially colorless
solutions turn yellow. In either case, the increase in absorption in the near-UV and visible
is accompanied by a decrease in UV absorption below 300 nm. Additionally, absorption
spectra of the sample solutions in the photostationary state upon 365 nm light irradiation
are shown (grey curves). However, they are more easily characterized by taking the differ-
ence spectra between the PSS and thermal equilibrium, shown in Figs. 4.4 (c) and (d). For
both BIPS and Nitro-BIPS a positive difference absorption band with respective maxima
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at ≈425 nm and ≈400 nm can be discerned, whose amplitude increases with irradiation
time until the photostationary state (PSS) is reached. Isosbestic points, where the absorp-
tion shows no significant changes and below which the difference absorption spectrum in
the PSS becomes negative are found at 331 nm in case of BIPS and 305 nm in case of its
nitro-substituted form.4

Since the steady-state properties of these molecules in their protonated forms and in the
PSS during UV light irradiation have been investigated extensively, the main purpose of
these measurements was to reproduce the previously reported data, which can be readily
verified (see ref. [151]). Accordingly, the spectra at thermal equilibrium can be ascribed
to the open-ring, but non-planar Z-isomers of MCH+ (BIPS) and Nitro-MCH+ (Nitro-
BIPS), respectively, while the photostationary state consists of a mixture of both the Z-
and the corresponding planar E-isomers. Similarly to the non-protonated case, absorption
maxima of the planar forms are shifted towards longer wavelengths compared to the non-
planar forms.
The difference absorption spectra indicate which signals to expect in the transient ab-
sorption experiments. When exciting the sample solution in thermal equilibrium with
a UV laser, a long-lived product absorption band should be formed around 425 nm for
BIPS and around 400 nm for Nitro-BIPS. Consequently, upon visible excitation of the
sample solution in the photostationary state, corresponding ground state bleach signals in
these spectral regions are to be expected. Furthermore, the non-zero difference spectra at
shorter wavelengths motivate conducting complementary transient UV absorption exper-
iments, even though the difference in absorption in the attainable wavelength range above
250 nm is significantly smaller than in the visible.

4.3 Z-to-E-Isomerization Dynamics

The experimental findings dealt with in this section are summarized in a graphical rep-
resentation in Fig. 4.5, which is meant to provide visual guidance throughout the presen-
tation, analysis and discussion of the results. It will be rationalized in the course of the
section, how the depicted model was deduced and how the involved states, transitions
and population transfer times are reflected in the measured transient absorption data. The
most important insights culminating in this picture resulted from an observed biexponen-
tial progression of the E-isomer formation. As will be argued in the discussion of the
analysis, this observation could only conclusively be explained by the involvement of two
different reaction intermediates, formed from a rapidly decaying excited-state species.

4In case of the Nitro-BIPS, around 257 nm, another point where there is little difference in absorption
appears to exist, but closer inspection revealed that there is a slight decrease in absorption in the PSS relative
to the thermal equilibrium.
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Figure 4.5: Summary of the Z-to-E-isomerization dynamics of protonated, open-ring
spiropyran, based on the experiments presented in this section, and shown representatively
for MCH+.

4.3.1 Experimental details

For the transient absorption experiments, the home-built setup described in section 2.4.2
was used in the flow-cell based solution configuration. Since both isomers had been
reported to be thermally stable at room temperature, reversion of the accumulated pho-
toproduct was ensured by continuous illumination of the solution reservoir with a con-
ventional visible lamp. The molecules were excited at a repetition rate of 500 Hz using
the broadband UV laser pulses with a central wavelength of ≈330 nm, obtained via sum-
frequency mixing of a visible NOPA and the fundamental output from the Ti:Sa laser (see
section 2.3.2), and probed with the visible super-continuum beam covering time delays
up to one nanosecond. Since the high repetition rate and improved signal-to-noise ratio
from the implemented probe referencing allowed for fast data acquisition, it was feasible
to record entire scansets at multiple fluences. The scans selected for analysis and pre-
sented here were acquired using fluences of 2.4 mJcm−2 for BIPS and 1.7 mJcm−2 for
Nitro-BIPS,5 while the remaining scans were used to ensure the selected fluences were
within the linear absorption regime (see section A.3 in the appendix).

5These fluences correspond to excitation fractions of 4 % and 3 %, respectively (see section A.2.2 in the
appendix).
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4.3.2 Results and analysis

Observations

Transient absorption maps of photoexcited, protonated BIPS (MCH+) as well as selected
spectral traces are depicted in Fig. 4.6. Upon excitation, after ≈100 fs a broad, asymmet-
ric absorption feature appears with a maximum between 450 and 500 nm, an extended
tail towards the infrared and a comparatively steep edge towards the ultraviolet, cross-
ing 0 mOD around 400 nm. Subsequently, this spectrum continuously narrows, becoming
more symmetric. Simultaneously, the maximum differential absorbance increases at first,
reaching 12 mOD at 300 fs, before it starts to decay towards a local minimum of ≈8 mOD
at a time delay of 700 fs. This spectral evolution is complicated further by a gradual shift
of the maximum position from the initial value of ≈475 nm to ≈430 nm. From the lo-
cal minimum, the absorption band starts to slowly rise, reaching a constant maximum of
≈30 mOD around 750 ps. A continuation of the spectral narrowing and the blue-shift of
the maximum can still be observed during the earlier part of this rise, both being com-
pleted around 20 ps, after which the band only increases in intensity.
The transient absorption data of the nitro-substituted derivative (Fig. 4.7) shows nearly
identical sub-ps dynamics with only minor differences in the time scales on the order of
100 fs or less and an overall hypsochromic shift of the absorption bands. Even though
the local minimum in differential absorbance is reached around the same time delay of
700 fs, the subsequent rise of the equilibrium absorption band is faster in case of Nitro-
MCH+ compared to MCH+, with the maximum at 200 ps already close to the final value
of ≈24 mOD at 1 ns. Furthermore, an additional shoulder between 450 and 500 nm starts
to appear after 20 ps, which is absent in case of MCH+. This feature reaches its maxi-
mum around 100 ps before it starts to decay, becoming indistinguishable from the tail of
the main absorption band towards the end of the measurement window.
For both molecules, the transient absorption spectra at 1 ns are identical to the respective
PSS difference spectra in shape and position (see Fig. 4.4). Thus, for convenience it is
sensible to assign these spectra to the photoproduct, which is the planar E-isomer. This
hypothesis will be re-evaluated based on the outcome of the analyses described in the
following section.

Analysis approach

The early dynamics are dominated by a significant blue-shift of the absorption maxi-
mum as well as spectral narrowing. In case of the spironaphthopyran photoisomerization
dynamics in the previous chapter, where similar phenomena were observed, this was
mitigated in the analysis by the fact that the spectral maxima were well separated (by
≈100 nm) and a significant decay of the initial spectrum accompanied by the rise of the
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Figure 4.6: Transient absorption data of the Z-to-E-isomerization of MCH+. Depicted
are TA maps for the time range of (a) 5 ps and (b) 900 ps, as well as selected spectral
traces up to 1 ns ((c) and (d)).

final spectrum was observed. This enabled the approximation of the sub-5 ps dynamics by
exponential decay and rise functions in global and target analysis with only minor artifacts
in the obtained results. However, in case of the present data, neither of these conditions
are sufficiently met, rendering all matrix-based analysis methods, such as global analysis
and SVD, as well as single-point kinetic fits inappropriate for quantitative characteriza-
tion of the first ≈2 ps. In principle, the effects of spectral shifts can be eliminated by
integration of the band, while the shifts themselves can be described by the spectral cen-
ter of mass. However, the product absorption bands in either case are not covered entirely
by the probe range (>390 nm), especially in case of Nitro-MCH+ where the maximum
lies around 400 nm. Both fits of the integrals and the centroids are therefore expected to
yield time constants shorter than the actual dynamics. Instead, the dynamic line shape
analysis method (DLSA) was applied, which had originally been developed for the mero-
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Figure 4.7: Transient absorption data of the Z-to-E-isomerization of Nitro-MCH+. TA
maps for the time range of (a) 5 ps and (b) 1 ns, as well as selected spectral traces are
shown ((c) and (d)).

cyanine equilibration dynamics of photoexcited SNP. These line shape fits do not require
the whole spectrum of an absorption band, as long as a clearly defined maximum and at
least one absorption edge are distinguishable.
Based on the long-lived product absorption spectra it was determined that neither a pure
Gaussian nor a pure Lorentzian line shape function was sufficient, but the aforementioned
Voigt profile was required being a convolution of the two distribution functions and the
physically more appropriate model. [120] In contrast to the case of photoexcited spironaph-
thopyran, no vibrational fine-structure of the band was observed, which allowed for the
use of a single component, mitigating the introduction of an additional line width param-
eter compared to a Gaussian or Lorentzian curve. Besides a lower bound of zero for the
width parameters and an upper bound of 25300 cm−1 for the center position b1 to keep the
latter within the probe range, no further parameter constraints were introduced. The fits
were carried out for time delays between 0.0 and 900 ps, in reverse time steps starting at
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Figure 4.8: Spectral traces and fits (black lines) from the dynamic line shape fit of Z-
MCH+, excited at 330 nm and probed in the visible. The data was fit with a single Voigt
profile for each time step.

the latest time point. Due to the observed differences in the ps-dynamics between MCH+

and its nitro-substituted analog, results of the DLSA will be discussed separately for the
two compounds starting with the simpler case of the non-substituted MCH+.

Dynamic line-shape analysis of Z-MCH+

In Fig. 4.8, selected spectral traces from the entire fit range and the corresponding line
shape fits are shown, in order to visualize the evolution of the Voigt profiles. A plot
of the entire fit range and the residual can be found in Fig. A.18 in the appendix. For
time delays less than 100 fs after excitation, the absorption spectra became too broad to
be properly fit with a single line shape function and thus, only time delays above were
considered for further analysis. As previously noted, the initial absorption band shows a
significant asymmetry, leading to a deviation on the higher-energy edge of the spectrum.
Since the lower-energy side of the spectrum is fit well by the used line shape function,
this is probably not due to an inherent asymmetry of the band but rather to a contribution
from a second, negative signal. This second band is most likely a ground-state bleach
in accordance with the steady-state absorption spectrum (conf. Fig. 4.4 (c)). However, its
influence is only marginal for time delays greater than 500 fs, which prohibits the addition
of a second component for the entire fit window, and inspection of the spectral traces and
corresponding fits suggests, that the error due to this deviation from a perfectly symmetric
shape is only marginal, especially when considering the line integrals.
The parameter traces for the center positions and line widths are depicted in Fig. 4.9. The
line widths are the values at half maximum calculated from the Gaussian and Lorentzian
parameters σ and γ (see equation 2.39), separate plots of which can be found in the
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Figure 4.9: Parameter traces and fits of (a) FWHM value and (b) center position of the
Voigt profile used for the dynamic line shape fit of Z-MCH+, excited at 330 nm. The pa-
rameter traces were fit between 0.2 and 800 ps with a mono- and a biexponential function,
respectively (black lines).

appendix (Fig. A.20). The full-width at half-maximum (FWHM) values exhibit an es-
sentially monoexponential decay within the first 100 ps with a time constant of 5.6 ±
0.2 ps and an amplitude of 1410 ± 10 cm−1.6 Beyond 100 ps, a slight decrease is still
observable, but with a much smaller amplitude (around 100 cm−1 within 700 ps) and a
time constant significantly larger than the measurement window. The center positions
undergo a biexponential blue-shift with rise constants of 230 ± 2 fs and 5.8 ± 0.3 ps and
corresponding amplitudes of -4260 ± 30 cm−1 and -400 ± 8 cm−1.7 The equilibrium
center position was determined to be at 23550 ± 4 cm−1.
The parameter trace of the Voigt profile amplitude, which due to its normalization is
equivalent to the line integral, is depicted in Fig. 4.10. In addition to a mere superposition
of exponential functions, various kinetic fit models were tested, out of which the two most
relevant are shown in the figure. Both models encompass five species, out of which all
but the first were included in the weighted sum to fit the parameter trace.8 The first model
(Figs. (a) and (b)) is a unidirectional sequential model (see equation 2.25) and the second
a sequential branched model (equation 4.1):

6N.B.: Errors indicated here and throughout the thesis refer to the fit parameter confidence intervals and
provide a measure for the goodness of the fit and possible parameter correlations. Quantitative conclusions
from these fits have to be made considering the temporal and spectral resolution as well as sensitivity of the
setup (see section 2.4.4). The spectral resolution converted to wavenumbers was on the order of 10 cm−1.

7As can be seen in Fig. 4.9 (b), a small deviation from the biexponential behavior within 100 ps after
excitation was observed, whose amplitude was too small in comparison to yield stable fit results. Based on
the timescale it is likely associated with the rise of the long-lived band.

8The omission of the first species was necessary because the first observable process consisted in a rise
in amplitude.
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Figure 4.10: Voigt profile integral parameter trace from DLSA of Z-MCH+, excited at
330 nm and probed in the visible. The parameter trace was fit with a kinetic sequential
((a) and (b)) and a kinetic branched model ((c) and (d), see equation 4.1).
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kCE

kAB

kBC

kBD kDE
(4.1)

Commonalities between these two kinetic models are the following. Species B is at-
tributed to the absorption band which rises between 100 and 300 fs after excitation and
subsequently decays until reaching the local minimum around 700 fs. Species A con-
sequently is a precursor species representing the broad distribution of occupied excited
states and molecular configurations immediately after excitation. The decay of species
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Table 4.1: Time constants from the applied kinetic models for the line integrals from
DLSA of photoexcited Z-MCH+. τD indicates the formation rate of species D, i.e. τCD
for the unidirectional model and τBD in case of the branched models.

Unidirectional Branched Branched∗ Branched∗∗

τAB (ps) 0.07 ± 0.03 0.09 ± 1.2 0.1 ± 0.1 0.12 ± 0.03

τBC (ps) 0.12 ± 0.03 0.2 ± 104 0.1 ± 0.4 0.12 ± 0.05

τD (ps) 2.4 ± 0.07 0.2 ± 104 0.1 ± 0.2 0.17 ± 0.07

τCE (ps) – 2.4 ± 0.07 2.4 ± 0.07 2.4 ± 0.07

τDE (ps) 240 ± 6 244 ± 7 244 ± 7 242 ± 6

B results in the formation of one or multiple intermediates with absorption coefficients
smaller than the one of species B. For simplicity, these intermediates will be referred to
as spectrally dark intermediates in the following, even though this is meant only in com-
parison to species B and E and their absorption coefficients in this spectral range may in
fact be finite. The slow rise of the product absorption band, associated with species E, is
biexponential, which can be readily verified in a separate fit. The difference between the
models lies in the treatment of this biexponential behavior. In case of the unidirectional
model, there is only one dark intermediate C, which reacts to species E via another inter-
mediate D. In the branched model on the other hand, the dark intermediate is postulated
to consist of two different species C and D, which both react to the product, but with
different rate constants.
The obtained time constants for the different models are shown in Tabs. 4.1.9 In case of
the branched kinetic model, high parameter correlation, especially for the decay of species
B into C and D, led to large fit parameter confidence intervals. For this reason, in addition
to the sum of all species but A, variations were tested where the contribution of either
species C (Branched∗) or species D (Branched∗∗) was left out of the sum, significantly
reducing the fit error. The applicability of the different models will be discussed together
with the other line shape parameters in the following interpretation of the results.

As previously demonstrated for the case of photoexcited spironaphthopyran, the DLSA
has the potential to differentiate between reaction dynamics and thermalization, which
is indeed possible in the present case of the isomerization dynamics of Z-MCH+. The
consistent, monoexponential narrowing of the line width with a time constant of 5.6 ps
can be attributed to vibrational cooling using the same reasoning as for the case of SNP
in section 3.2.2. Albeit faster for MCH+, the time scale of several ps is similar to the

9The associated amplitudes can be found in Tab. A.3 in the appendix.
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13-15 ps found for SNP in the various solvents. The slow component of the biexponential
blue-shift of the center position with a time constant of 5.8 ps is thus readily attributed to
vibrational cooling.10 Furthermore, the amplitude of this slow component of 400 cm−1

matches the order of magnitude of the observed hypsochromic shift in case of the SNP
reaction in acetonitrile and hexane.
The fast component of this blue-shift on the other hand is an order of magnitude larger
while the time constant of 230 fs is faster than typical vibrational cooling times11 and
not reflected in the spectral narrowing. Instead, this component can be attributed to the
observed fast spectral shift of the short-lived absorption band, which accompanies its rise
and subsequent decay. In terms of the kinetic models, it is associated with the dynamics
of the intermediate species B and an indication for significant changes in the electronic
structure. For the interpretation of the line integrals (vide infra), it is important to note
that beyond ≈20 ps only marginal changes in spectral line width and central wavelength
occur. This implies that beyond this point, the biexponential rise of the absorption band
can be assigned to the formation of a single chemical species or, hypothetically, a mixture
of conformers with nearly identical electronic structure. There are however slight changes
in the ratio between the Gaussian and Lorentzian line width parameters on the scale of
hundreds of picoseconds, with a slight increase in the Gaussian contribution. While this
observation cannot be interpreted unambiguously, a possible explanation are small ad-
justments of the solvent environment, slightly changing its influence on the absorption
spectrum via inhomogeneous broadening. This underlines the advantage that a DLSA fit
has over single-point and global fits, since these phenomena will skew the obtained time
constants in those methods, while not actually associated with structural dynamics.
As previously stated, the different kinetic fit models of the line integrals treat the early dy-
namics in the same way, assigning the short-lived absorption band to the second species B
in a sequential chain, which is formed with a time constant of ≈100 fs and subsequently
decays to either one or two intermediates with lower absorption coefficients in the respec-
tive wavelength range. Based on the time scales it is feasible to assign this species B to
the excited state and its formation time to internal conversion from a broader distribution
of vibronic configurations created upon excitation into the Franck-Condon state. Its rapid
decay as well as the continuous hypsochromic shift of the band implies that there is no
or only a small barrier on the excited-state potential energy surface and its energy con-
tinuously decreases with respect to higher lying excited states during propagation along
the reaction coordinate. The decay constant of this species is suitably described by the
unidirectional model and thus a decay time of 120 fs.
The two time constants for the biexponential rise of the product band are identical for all

10As discussed in the previous chapter, vibrational cooling usually entails a blue-shift of the spectrum,
since the transition energies increase when lower vibrational levels are populated, unless (higher) excited
states are altered simultaneously, as in case of merocyanine in ethanol.

11See chapter 3 and e.g. refs. [209, 210].
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of the applied models, with values of 2.4 and 240 ps. The fact that the product formation
is orders of magnitude slower than the excited state decay indicates that at least one inter-
mediate species must exist. While the unidirectional model results in the best fit in terms
of parameter confidence intervals, its general suitability to explain the biexponential rise
is questionable. Assuming it is accurate would entail an intermediate species D being
formed, whose absorption in the visible is approximately identical in shape and central
wavelength to the product but with a transition dipole moment only half the one of the
final product. While this possibility cannot be ruled out entirely, it is unlikely that an
alternative conformer exists for which all of the above applies, since the distance between
the positive charge, predominantly located around the nitrogen of the indoline moiety, and
the negative partial charge of the hydroxy group changes significantly when comparing
stable conformers such as CTC, TTC and TTT.
An alternative model was tested containing two different E-MCH+ conformers, in which
the excited-state species B also reacts to a single intermediate C is the following:

D

A B C

E

kAB kBC

kCD

kCE
(4.2)

Assuming species D and E to have near identical spectral properties like in the sequential
model, but without relying on a significant difference in transition dipole moments, this
model could explain the lack of changes in spectral shape and position beyond 20 ps while
the line integral still increases. However, the difference in the two time constants of the
biexponential rise of two orders of magnitude causes such a model to effectively describe
the rise of both species as monoexponential, because the population of species C is de-
pleted much faster via the 2.4 ps pathway than the slower reaction path. Evidently, this
model is not appropriate to account for the biexponential rise of the product absorption
band. Thus, the interplay of two different photoproducts with approximately the same
transition energies from S0 to S1 can be ruled out, either by chemical considerations or
applicability of the fit model.
The branched models according to equation 4.1 are therefore the only appropriate among
the tested kinetic models. While the high parameter correlation between the time con-
stants and amplitudes of the parallel decay channels of species B impedes their quantita-
tive consideration, the fit residual is not larger than in case of the other models and small
compared to the data. Furthermore, the high parameter uncertainty in this model is to be
expected due to the temporal coincidence of these decay processes, the large time range
covered by the fit in comparison to the time constants in question, the lack of knowledge
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Figure 4.11: DLSA results from photoexcited Z-Nitro-MCH+ transient absorption for
the first 20 ps. Parameter traces of the single Voigt profile fits and exponential fits are
depicted for (a) center position, (b) FWHM values as well as the Integrals, fit with two
different unidirectional models including (c) three steps and (d) four steps.

of the absorption contribution of the two intermediate species C and D, as well as the low
dimensionality of the data. This assessment is supported further by the fact that omitting
the contribution to the line integral by one of the species, in case of the slower reaction
channel via species D, leads to a significant reduction in the parameter confidence inter-
val. Nevertheless, the high uncertainty of the parameter values prohibits the assignment
of individual time constants to the formation of species C and D, respectively, and their
formation will only be characterized in terms of the decay time of the preceding species.
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Table 4.2: Time constants τ from the kinetic sequential fits of the DLSA line integrals of
photoexcited Z-Nitro-MCH+ using unidirectional chains with three steps (Model I) and
four steps (Model II), respectively.

Model τAB (ps) τBC (ps) τCD (ps) τDE (ps)

I 0.12 ± 0.07 0.16 ± 0.09 2.5 ± 0.2 –

II 0.15 ± 0.18 0.18 ± 0.23 0.51 ± 0.14 300 ± 800

Dynamic line-shape analysis of Z-Nitro-MCH+

The rise and decay of a second absorption band on the time scale of a few 100 ps in case
of the nitro-substituted MCH+ complicate a DLSA of the entire transient absorption scan
range. The absence of significant spectral shifts in the time range above 10 ps however
enable the separate treatment of these dynamics using more conventional methods and
thus, a DLSA was carried out only for the first 20 ps.
Fig. 4.11 shows an overview of these results. The parameter traces of (a) center position
and (b) FWHM of the Voigt profile are similar to the ones obtained for the non-nitro-
substituted merocyanine for time delays below 1-2 ps, with a fast blue-shift in position
and narrowing of the line width. While the blue-shift can be fit with an exponential rise
function with a time constant of 200 ± 3 fs, the slower rise component present in case of
MCH+ is missing and replaced by a slow red-shift with a time constant significantly larger
than the fit window, which can be considered an artifact caused by the beginning rise of
the satellite peak. In the time window between 0.74 and 2.8 ps, the center position was
fixed at the measurement window, due to the applied boundary condition. While this does
not significantly affect the fast rise component, a hypothetical second rise component on
the same order as the one found for MCH+ was impossible to determine. Narrowing of
the line width was fit by a monoexponential decay with a time constant of 1.7 ± 0.02 ps,
which is notably faster than the 5.6 ps for MCH+. It is possible that vibrational cooling
indeed occurs faster in case of Nitro-MCH+ due to increased interaction with the solvent.
Furthermore, part of the reason may again lie in the rise of the satellite band, which can
not only cause the peak center to shift but also a widening of the Voigt profile, thereby
partially masking the band narrowing due to vibrational cooling.
The Voigt profile amplitudes, fit with two different kinetic sequential models are shown
in Figs. 4.11 (c) and (d). The first model is a three-step unidirectional chain, applied to
the first 5 ps after excitation and including all species except the first one. The second
model is identical to the first, except for adding another step at the end and increasing the
fit window to 20 ps. The obtained exponential time constants are shown in Tabs. 4.2.12 As
can be seen from the fit of the first model, it adequately describes the first ≈5 ps, but its

12See Tab. A.4 in the appendix for the corresponding amplitudes
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monoexponential rise of the final species is not suitable for a fit beyond this point. Thus,
the second model was introduced, artificially accounting for the biexponential rise, as in
case of MCH+. The obtained time constant for the slow component of the rise not only
exceeds the measurement window, leading to a large parameter confidence interval, but
also extends well into the regime where the line shape fit validity is compromised by the
rise of the satellite band. Since the branched model introduced for MCH+ entails the same
problems and the inherently higher parameter correlation completely prohibits quantita-
tive results, it was not applied in this case either. Nevertheless, by comparison to the
analysis of MCH+ the qualitatively identical temporal development of the Voigt integral
suggests that the DLSA results for Nitro-MCH+ can mechanistically be interpreted in the
same way, only differing in the time scales. Furthermore, the obtained time constants for
the few-ps dynamics are valid as they are unaffected by both the slower component of the
product band rise and the additional rise of the satellite band. In analogy to the previous
discussion of MCH+ they can be assigned to wave packet propagation on the excited-
state potential energy surface towards one or more meta-stable intermediate species, from
which the product is formed subsequently. This last reaction step as well as the additional
ps-dynamics of the satellite band for Nitro-MCH+ will be discussed further by means of
conventional analysis methods in the following section.

Complementary analyses

Since effects of spectral shifts and narrowing are absent in the dynamics beyond ≈10 ps
for both MCH+ and Nitro-MCH+, the stated issues of single-point- and matrix-based
analysis for the earlier time window do not apply in this case. Thus, in order to comple-
ment and add to the DLSA results, global fits of the data in this time range were carried
out. Fig. 4.12 shows the results of target and global analysis for both molecules using
a three-step, unidirectional kinetic model and a three-component parallel decay, respec-
tively, with the final decay times set to infinity in either case. The corresponding time
constants are collated in Tab. 4.3 exhibiting no difference between the respective target
and global analysis results, due to their separation of at least an order of magnitude and
the simplicity of the spectral dynamics within this time window.
As was pointed out in the discussion of the DLSA results for MCH+, there are some
changes in the spectral shape on the time scale of hundreds of picoseconds, which are not
linked to population dynamics since they do not manifest in the line integrals. Therefore,
the obtained time constants from the DLSA, while deviating from the global fit results,
are more reliable for discussion of the chemical dynamics. The global fits of this data are
only shown for comparison with the ones for Nitro-MCH+ for which the DLSA of the
dynamics beyond 10 ps was inconclusive.
Since the decay constant of the last component in all cases was set to infinity, the re-
spective SAS and DAS are identical with the equilibrium absorption spectra and thus
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Figure 4.12: Global and target analysis of the photoinduced Z-to-E-isomerization of
protonated BIPS and Nitro-BIPS. (a) and (b): Species-associated difference spectra of
MCH+ and Nitro-MCH+, respectively, using a three-step unidirectional model. (c) and
(d): corresponding concentrations. (e) and (f): Decay-associated difference spectra.
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Table 4.3: Time constants τ obtained from global fits of the Z-to-E-isomerization tran-
sient absorption data of MCH+ (BIPS) and Nitro-MCH+ (Nitro-BIPS) using a three-step
unidirectional kinetic model (alphabetical subscripts) and a three-component parallel de-
cay model (numerical subscripts). In either case, the decay constant of the last component
was set to infinity.

τAB (ps) τBC (ps) τ1 (ps) τ2 (ps)

MCH+ 18.3 ± 0.1 520 ± 1.6 18.3 ± 0.1 520 ± 1.6

Nitro-MCH+ 25.5 ± 0.2 181 ± 0.7 25.5 ± 0.2 181 ± 0.7

the product absorption of the planar E-isomers. For MCH+, the first step with a time
constant of 18 ps contains the faster component of the biexponential rise of the product
absorption spectrum and a residual contribution from the spectral narrowing observed in
the earlier time window. This is corroborated in the decay associated spectrum of the
first component, with a negative part between 400 and 450 nm and a small positive part
at the absorption edge, which accounts for the narrowing. The second step in the kinetic
model and the second component in the parallel model with time constants of 520 ps can
be ascribed to the slow component of the biexponential product absorption rise.
In case of the nitro-substituted derivative, the analysis results are qualitatively identi-
cal near the maximum of the product absorption around 400 nm but differ in the region
between 425 and 550 nm due to the effects of the satellite absorption band. The three
species-associated spectra reflect characteristic points of this spectral evolution, but the
dynamics are better visualized based on the decay-associated spectra. The rise of the
satellite band is reflected in the first DAS, with negative values in the corresponding spec-
tral region and a time constant of 26 ps. The second component with a lifetime of 180 ps
consequently accounts for its slow decay, which is not entirely complete at 1 ns as a small
shoulder of ≈3 mOD in the third component remains at this time. Since it is not present
in the steady-state absorption spectrum, it can be concluded that its decay continues on a
longer time scale.
While the kinetic and parallel models are consistent, the dynamics of the main band and
the satellite feature are forced into the same time component due to the methodology.
Therefore, independent single-point kinetic fits were carried out in order to confirm or
correct the obtained time constants (see Fig. 4.13). The models were selected based on
the outcome of the target analysis. Hence, for 400 nm a weighted sum of all three com-
ponents in a two-step unidirectional chain was used. Since the absorbance at 470 nm was
close to zero in the steady-state difference spectrum, which is equivalent to species C in
this model, only the first two components were used for the fit at this wavelength.13 The

13A sum of all three components was tested in addition, but resulted in an amplitude of zero for the last
component and larger confidence intervals for the other parameters.
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Figure 4.13: Single-point kinetic fits of the transient absorption from photoexcited Z-
Nitro-MCH+. The fit parameters can be found in Tab. 4.4.

Table 4.4: Time constants obtained from single-point kinetic fits of the Z-to-E-
isomerization transient absorption data of Nitro-MCH+ (Nitro-BIPS) using a three-step
unidirectional kinetic model. In case of 400 nm, the weighted sum of all three species was
used for the fit, in case of 470 nm only the first two species.

τAB (ps) τBC (ps) a (mOD) b (mOD) c (mOD)

400 nm 16.4 ± 3 175 ± 10 11.3 ± 0.5 16.8 ± 0.4 25.7 ± 0.1

470 nm 24.6 ± 1 2200 ± 100 0.54 ± 0.07 3.65 ± 0.04 –

obtained time constants are shown in Tab. 4.4.
A comparison of these rate constants to those from the target analysis shows which pro-
cesses dominate the time scale of the global fit. The rate of the first steps in global fit and
single-point fit of 470 nm are in good agreement, while the one at 400 nm has a slightly
lower value of ≈16 ps. This is likely due to residual spectral narrowing of the main band
around 400 nm causing an additional increase in maximum absorbance. This was ob-
served in the global fit of the non-nitro-substituted form but is masked in this case by the
rise of the satellite feature. The time constant of the second step obtained in the global
fits on the other hand is evidently dominated by the rise of the main band with nearly
identical time scales. The fact that the final species does not contribute to the kinetic fit
at 470 nm and the obtained time constant of ≈2 ns are in accordance with the postulated
continuation of the decay beyond the measurement window.
For MCH+ without the nitro substituent, a single-point kinetic fit of the maximum ab-
sorbance yielded time constant identical to those from global fit, further validating the
independent dynamics of the satellite band in Nitro-MCH+ as a cause for the deviations
between global and single-point fits.
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4.3.3 Concluding discussion

In Fig. 4.14, the schematic representation of the Z-to-E isomerization reaction mechanism
of MCH+ deduced from analyses above and shown at the beginning of this section is de-
picted once more for convenience. Following excitation into the Franck-Condon state
(A) with an initial absorption maximum around 475 nm, propagation on the S1 potential
energy surface yields an excited-state species (B) with an absorption maximum around
450 nm. An effectively barrierless relaxation, likely via the same or two separate conical
intersections leads to the creation of two reaction intermediates C and D, which show no
or only little absorbance between 390 and 430 nm and none at longer wavelengths.14 Both
species can be presumed to be in the ground state, since the overall excited-state absorp-
tion decays significantly faster (≈100-200 fs) than the following reaction steps. These
encompass thermal barrier crossing on the S0 PES towards the energetically more stable
E-isomer, with time constants of 2.4 ps and 240 ps, respectively.
While the identity of these intermediates cannot be determined without the aid of theoret-
ical methods or a structural probe, a few educated propositions can be made. Due to its
relatively short lifetime, the intermediate C may be more similar to a transition state than
a stable planar isomer, which would explain its lack of absorbance in the visible. On the
other hand, the longer-lived intermediate appears to be energetically more stable pointing
towards a conformational isomer of the E-form.15

In case of Nitro-MCH+, the main reaction pathways only differ in the rate constants, with
faster barrier crossing times for both intermediates (500 fs and 180 ps). The decay time of
species C being even faster suggests an almost barrierless relaxation, further supporting
the assignment to a transition-state-like structure. However, it also makes its assignment
to a ground-state species less reliable altogether, as the difference between its decay time
and the overall excited-state absorption decay becomes less significant.
Clarification regarding the identity of these intermediate species bears further importance
for the interpretation of the long-lived satellite band around 470 nm. Its rise time of 25 ps
being two orders of magnitude slower than the ESA decay renders a direct formation
from the initially populated S1 (species B) highly unlikely. Thus, the species associ-
ated with the satellite band needs to be created from one of the identified intermediates
in competition to formation of the E-isomer or an additional intermediate species. The
main difference between the photoisomerization dynamics of BIPS and Nitro-BIPS in

14The apparent lack of absorbance in the visible suggests carrying out transient absorption experiments
in the ultraviolet, which indeed was attempted. However, strong scattering signals from the pump obscured
the wavelength range above 300 nm and below and no significant signal was found after subtraction. A
possible remedy for this would be excitation with a narrower bandwidth pulse and possibly at a shorter
wavelength. For the sake of consistency and because analysis of the visible data in itself was conclusive
in terms of the reaction dynamics, this was not attempted here, but may be an approach of future studies
regarding the identity of the proposed reaction intermediates.

15Since the TTT isomer was reported to be the most stable configuration for the protonated merocya-
nines, [151] the CTC or TTC conformers are the most likely for such a metastable configuration.
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Figure 4.14: Schematic energy diagram of the E-to-Z-isomerization of protonated, open-
ring spiropyran. The indicated transfer time constants and absorption wavelengths are
based on the analysis of the non-substituted spirobenzopyran. Relaxation of the molecule
from the Franck-Condon state (A) towards the E-isomer occurs via a short-lived excited-
state intermediate (B) which decays into two distinct intermediates (C and D), presumably
in the ground state. Both of these intermediates subsequently react to the product.

their non-protonated forms lies in the involvement of a long-lived excited triplet state for
the latter. [211–213] Although this immediately suggests an analogous process to occur for
the protonated forms, since the number of electrons is independent of protonation, this
hypothesis would require intersystem crossing from the S1, which due to the aforemen-
tioned mismatch in time scales appears unlikely. The more probable explanation thus
consists in the formation of a different, reactive ground-state conformer, which due to its
bathochromic shift with respect to the other isomers is very likely a planar form, such as
TTC or CTC, and reacts to the TTT conformer on the sub-to-few-µs time scale.
To emphasize, an unambiguous assignment of these species by means of transient absorp-
tion spectroscopy alone is not possible. Complementary theoretical methods are envi-
sioned to elucidate the identity of the multitude of species apparently involved. Possible
endeavors entail an extensive molecular dynamics simulation using the same method-
ology as conducted for SNP and outlined in the previous chapter. It would suffice to
simulate time delays up to 1 ps in order to capture the formation of possible reaction in-
termediates and their electronic states. Computationally less expensive calculations can
be done for static structures to find possible metastable configurations and link them to
certain absorption signals either via their excited-state energies or by calculation of their
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absorption spectra (see for instance the supporting information of ref. [68]). Furthermore,
optimization on the S1 PES can be carried out analogously to SNP to test if there are any
potential excited-state intermediate structures.

4.4 E-to-Z-Isomerization Dynamics

This section deals with the photo-isomerization dynamics of protonated spiropyran from
the planar E-isomer to the non-planar Z-isomer on the basis of transient absorption exper-
iments exciting at a wavelength of 400 nm. Due to the overlap in absorption between the
two isomers in case of the non-nitro-substituted BIPS at this wavelength, the discussion
is mostly focused on the nitro-substituted derivative, with only a comparative discussion
of the results for the former. Fig. 4.15 shows a summary of the findings presented in the
following, which will be revisited and explained in more detail at the end of the section.

Figure 4.15: Summary of the E-to-Z-isomerization of protonated spiropyran on the basis
of the conducted experiments. Excitation leads to the creation of an excited-state inter-
mediate, which has a lifetime of 3.5 ps. Subsequent formation of the Z isomer occurs via
an unidentified ground-state intermediate with a time constant of 40 ps.

4.4.1 Experimental details

The solutions were prepared following the same procedure as previously described in
section 4.2. Transient absorption experiments were carried out in the same manner as for
the Z-to-E reaction (see 4.3.1), but with an excitation wavelength of 400 nm and instead of
irradiating the reservoir with a visible light bulb, a UV LED lamp emitting at 365 nm was
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used to create the photostationary state mixtures of the respective E and Z isomers. Since
the latter was known to mostly absorb below 390 nm, both the visible (390-700 nm) and
the UV supercontinuum (250-350 nm) were used as probe. Several fluences were tested,
which were ensured to be in the linear excitation regime by a separate fluence dependence
(see Fig. A.8 in the appendix). The data presented in the following was recorded using a
peak fluence of 3.9 mJcm−2 for the visible and 2.4 mJcm−2 for the UV probing range in
case of Nitro-MCH+ and 2.4 mJcm−2 in case of MCH+ in both the visible and the UV.16

4.4.2 E-Nitro-MCH+ TA

Observations

The transient visible absorption maps and select spectral traces for E-Nitro-MCH+ ex-
cited at 400 nm are shown in Fig. 4.16. The data essentially consists of four signals; one
long-lived negative band around 400 nm and three decaying features, out of which one has
a positive amplitude with a maximum at ≈475 nm and two have negative amplitudes with
minima at ≈570 nm and >700 nm, respectively. While the negative bands decay entirely
within ≈10 ps, a small positive absorption band remains until the end of the measurement
window with a maximum of ≈1.7 mOD at 480 nm.
The early dynamics below 400 fs are governed by the formation of the two subsequently
decaying bands, while the long-lived signals are mostly covered by the strong positive
absorption around 470 nm. Notably, the rise of the two main bands is accompanied by
a slight hypsochromic shift in both their central wavelengths and position of the edge
between them. After reaching their maximum amplitude around 400 fs after excitation,
these bands decay continuously within ≈10 ps making the two long-lived bands increas-
ingly distinguishable. During the decay, no further spectral shifts occur. The spectrum at
15 ps is largely identical with the one at 1 ns, with only a slight decrease in magnitude of
the negative band.
The corresponding data using the ultraviolet probe is depicted in Fig. 4.17 in terms of
select spectral and kinetic traces. The spectrum at 60 ps exhibits a high similarity to the
photostationary-state difference absorption (see Fig. 4.4 in section 4.2), with a positive dif-
ference absorption below 295 nm with a maximum around 275 n, a local minimum close
to 0 mOD at 255 nm and a small negative contribution (≈0.2 mOD) above 295 nm. The
edge of the second difference absorption maximum found in the PSS difference spectrum
can be recognized as well. Superimposed with this approximately constant spectrum is
a decaying spectrum with qualitatively similar features, but higher overall amplitude and
different maximum positions. As this spectrum decays, the maximum of the positive part
undergoes a slight red-shift while the minimum of the negative part blue-shifts towards
the spectrum at the end of the covered time delay range. The shifts are reflected in the

16The fluences for the visible data correspond to excitation fractions of 8 % in both cases. The UV data
was recorded exciting 5 % of the molecules (see section A.2.2 in the appendix).
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Figure 4.16: Transient visible absorption of photoexcited E-Nitro-MCH+. TA maps for
the time range of (a) 10 ps and (b) 1 ns are shown along with plots of corresponding
spectral traces ((c) and (d)).

different temporal behavior of the kinetic traces at different wavelengths within the neg-
ative and the positive band (Fig. 4.17 (b)). These observations suggest that the spectrum
consists of multiple components with similar absorption characteristics, which will be
investigated further in the analysis.

Analysis of E-Nitro-MCH+ TA in the visible

In order to facilitate the following discussion, a preliminary assignment of the transient
absorption bands in the visible will be made. Based on the steady-state absorption spectra
and their temporal evolution, the long-lived negative band can be attributed to a deple-
tion of the ground-state population of the E-isomer (ground-state bleach, GSB). Since no
steady-state absorbance was found for any of the isomers in the region of the other two
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Figure 4.17: Transient ultraviolet absorption of photoexcited E-Nitro-MCH+, depicted
in terms of (a) spectral and (b) kinetic traces.

negative signals and because of their relatively fast decay, a GSB can be ruled out as their
origin. Thus, these signals must be due to a radiative decay of excited states and based
on their dynamics and intensities can be assigned as stimulated emission bands (SE). The
positive decaying band around 475 nm decays approximately with the same lifetime as the
SE band centered around 570 nm. This suggests that these two signals are associated with
the same excited state. While this correlation needs to and will be verified in the following
analysis, a preliminary assignment of the positive band as an excited-state absorption sig-
nal (ESA) is justified. As the stead-state spectra do not exhibit any signal corresponding
to the long-lived positive band, its assignment is not possible without further analysis.
Since besides the comparatively small blue-shift in the first 400 fs, no significant changes
in center positions were found, analysis of the data by means of single-point exponential
fits and matrix-based methods is feasible. For each of the four main bands, a kinetic trace
at or as close as possible to the band maximum was fit with a sum of parallel exponential
functions (see Fig. 4.18) and the resulting fit parameters are shown in Tab. 4.5. Unlike
the ESA band, the SE bands do not overlap significantly with either of the long-lived ab-
sorption bands, making the kinetic trace fit less ambiguous. In both cases, a sum of two
exponentials was sufficient to respectively fit the fast rise (100-200 fs) and the subsequent
decay (≈3.5 ps), with nearly identical time constants. The decay of the ESA band on the
other hand was found to be biexponential with the faster component significantly smaller
in amplitude (300 fs and 5 mOD) than the slower component (4 ps and 29 mOD). The ad-
ditional fast component compared to the SE decay inhibited fitting the rise of the ESA
band with a third exponential function, since the expected rise time of 100-200 fs was too
close to both the fast decay component and the instrument-response-function (≈100 fs).
Both decay components of the ESA band are reflected in the decay in absorbance at
415 nm, in the region of the GSB. Since depletion of the ground-state population occurs
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Figure 4.18: Single-point kinetic fits of photoexcited E-Nitro-MCH+ in the visible for
selected wavelengths and time domains. The corresponding parameters can be found in
Tab. 4.5.

immediately after excitation, this decay can be attributed entirely to the overlapping ESA
band. On a longer time scale, the trace at 415 nm shows a slight increase towards an equi-
librium value. This time range between 100 ps and 1 ns was fit with a single exponential
yielding a time constant of 190 ± 15 ps and an amplitude of -3 ± 0.1 mOD, which can be
understood as a slight recovery of the ground-state E-isomer population. The existence of
a potential, faster component of this recovery is possible and could explain the difference
in the time constants of the main decays between the traces at 415 nm and 470 nm (3 and
4 ps, respectively). However, due to the band overlap, this component of the bleach re-
covery cannot be quantified by means of single-point kinetics.
Data decomposition via SVD and global analysis is in principle capable of dealing with
these overlapping bands if their dynamics are sufficiently different. The results of the
SVD are summarized in Fig. 4.19. The singular values indicate that the first three compo-
nents are required to reproduce the data and their singular values have a ratio of approxi-
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Table 4.5: Parameters obtained from single-point kinetic fits of the E-to-Z-isomerization
transient absorption data of Nitro-MCH+ (Nitro-BIPS) using a sum of two exponential
functions with time constants τ and amplitudes A as well as an additive constant C.

wavelength (nm) τ1 (ps) A1 (mOD) τ2 (ps) A2 (mOD) C (mOD)

415 0.31 ± 0.02 0.1 ± 0.02 2.9 ± 0.02 10.7 ± 0.03 -17.6 ± 0.02

470 0.33 ± 0.02 5.1 ± 0.2 3.9 ± 0.03 28.6 ± 0.09 0.96 ± 0.04

560 0.18 ± 0.03 2.9 ± 0.3 3.5 ± 0.04 -22.7 ± 0.1 0.31 ± 0.06

690 0.14 ± 0.01 12 ± 0.7 3.3 ± 0.04 -6.6 ± 0.04 0.25 ± 0.02

mately 12:4:1. The main component includes the ESA and SE bands with a small negative
offset and its temporal evolution exhibits a fast rise and subsequent decay. The second
component on the other hand encompasses the two long-lived bands. For early times be-
low 10 ps its left singular vector qualitatively mirrors the one of the first component, but
with a finite baseline. The slight recovery of the GSB band on the time scale of ≈100 ps
is reflected in it as well (see Fig. A.21 in the appendix). In the right singular vector of
the second component, a small dip between 500 and 550 nm can be distinguished but
ascribed to the non-zero baseline of the third component. The latter plays a role mostly
around the point of excitation and therefore contains contributions from the cross-phase
modulation signal as well as the spectral shift of the first component. Because of this and
its low singular value in comparison to the other two components it will be neglected in
the discussion of the dynamics.
The main SVD component was fit with a sum of the first two species in a two-step se-
quential model (see Fig. 4.19 (d)). This was motivated by the fact that the fast rise was
slower than the instrument-response function of around 100 fs. Thus, a first species A
created with an IRF-limited rise was introduced, with a different amplitude than the main
decaying species B. For this transfer from species A to B a time constant of 270 ± 10 fs
was found and a time constant of 3.69 ± 0.01 ps for the subsequent decay to zero. Since
both species in this model are associated with the same right singular vector, this transfer
does not correspond to a change in chemical species but effectively describes the rise of
the absorption and emission bands. Due to the relatively slow decay of species B, it is
likely associated with a local minimum on the excited-state potential energy surface and
can be considered an excited-state intermediate, while species A represents the distribu-
tion of configurations immediately after excitation into the Franck-Condon state.
As evident from the early dynamics of the second SVD component, it was not possible to
mitigate the band overlap entirely. Because of their ratio in singular values, this does not
invalidate the interpretation of the first component, but the first ≈1 ps of the second left
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Figure 4.19: Singular value decomposition of the TA data from photoexcited E-Nitro-
MCH+, probed in the visible. (a) and (b) first three left and right singular vectors, respec-
tively, (c) singular values, (d) exponential fits of the first two left singular vectors. For the
fit of the first component, a two-step kinetic model was used (see text) of which the fit
components are plotted in addition (filled curves). The second component was fit with a
regular exponential function.

singular vector cannot be interpreted by means of a kinetic model. In order to compare
the dynamics beyond this point to the first component, it was instead fit with a sum of
two exponential functions and a constant in the time window between 1 and 150 ps. The
faster of these exponential functions has a lifetime of 2.8 ± 0.02 ps, which matches the
ground-state-bleach single-point kinetics at 415 nm. However, an additional rise constant
of 21 ± 2 ps was found, which is absent in the single-point kinetics. Thus, these dynamics
can be attributed to the satellite absorption band. The decomposition therefore enables to
mitigate the overlap of this band with the ESA, since the latter is correlated with the decay
of the SE bands and therefore its left singular vector decays to zero. The GSB recovery
on a longer time scale is reflected in the second left singular vector as well. However,
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Figure 4.20: Global and target analysis of the TA data from photoexcited E-Nitro-MCH+

in the visible range for time delays up to 1 ns. (a) DAS for the entire window, (b) DAS
from a two-component fit starting at 150 ps, (c) SAS from target analysis, (d) correspond-
ing concentrations. Time constants from target analysis: τAB = 100 fs, τBC = 3.4 ps.

the single-point kinetics of the GSB and satellite bands on this time scale appear to be
different, while the SVD forces a common temporal progression governed by the GSB
dynamics with a significantly higher contribution to the SVD component and the data in
general. Therefore, the long-term dynamics should not be discussed on the basis of the
SVD analysis.
The results from global fits of the data using both a parallel decay and a unidirectional
sequential model are shown in Fig. 4.20. The parallel model required four decay com-
ponents when fitting the entire data with IRF-convoluted exponential functions with the
fourth component having a decay time of ≈7 ns and containing the long-lived bands. The
finite decay constant is due to the observed partial recovery of the ground state bleach
within the measurement window. The third component with a time constant of 3.7 ps de-
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scribes the decay of the ESA and SE bands. Since the first two components are affected
by the cross-phase modulation (CPM) between the pump and probe pulses, they are more
ambiguous. The first component contains spectral features that match the decaying bands,
thereby reproducing their rise. However, its lifetime is slightly below the instrument-
response function, impeding quantitative interpretation. The second component (0.34 ps)
mostly describes a hypsochromic shift of the spectrum, with negative amplitudes above
550 nm and positive amplitudes below. Additionally, it entails a spike structure below
500 nm, which can be considered an artifact from the residual decay of the first compo-
nent, as its decay is slower than the CPM signal these features originate from. Since it is
known from the previous analysis that a single long-lived decay is not accurate in order
to describe the sub-ns dynamics, the window between 150 ps and 1.1 ns was treated with
a separate, two-component fit. One of these components is a constant, thus representing
the equilibrium difference spectrum, and the other one a rising component with a time
constant of 270 ps, which represents the ground-state bleach recovery.
Since analysis of the SVD results suggested the applicability of a kinetic model, target
analysis of the data was carried out in addition. Fig. 4.20 (c) and (d) show the species-
associated spectra and the corresponding concentrations when applying a two-step model
with a finite lifetime for the last species. The time constants for the transfer between
species were found to be τAB = 100 ± 1 fs and τBC = 3.4 ± 0.001 ps. As in case of the
global analysis, a long-lived decay of species C (τC >> 1 ns) was required due to the
ground-state bleach recovery. According to the SAS, Population transfer from species A
to species B involves the observed spectral blue-shift in the early time window, but also
a rise in amplitude, since the maximum concentration of species A is significantly lower
than that of species B. Thus, the obtained time constant is a convolution of the two pro-
cesses, unlike in case of the SVD and parallel fit, where they are attributed to separate
components. Transfer from species B to C on the other hand agrees well with the decay
time of the ESA and SE bands obtained via the other methods. Both global and target
analysis qualitatively reproduce the results from the SVD analysis, but the obtained life-
times are more ambiguous. This is mostly due to influence of the CPM in case of the
parallel fit and the spectral shift in case of the kinetic model, which in the SVD are con-
tained in a separate component. Nevertheless, the global analysis enables quantification
of the ground-state bleach recovery and both methods validate the interpretation of the
SVD results.

Analysis of Nitro-MCH+ TA in the UV

The highly convoluted nature of the transient absorption bands in the UV requires a de-
composition of the data via SVD or global analysis. The left singular vectors of the first
SVD components did not exhibit a temporal development suitable for conclusive expo-
nential fits. Thus, postulating the temporal behavior to consist of exponential decays a
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Figure 4.21: Global fit of the UV transient absorption data from photoexcited E-Nitro-
MCH+. (a) DAS, (b) exemplary kinetic traces including the global fit (black lines) at the
respective wavelengths.

priori as in case of global analysis was necessary. The results from global fits using two
decaying and one constant component are shown in Fig. 4.21.
The decay of the absorption bands towards the steady-state difference spectrum was found
to be biexponential in all of the tested models. According to global analysis, the fast com-
ponent has a lifetime of 2.4 ± 0.06 ps, with a positive amplitude below 285 nm and a
negative amplitude above. The second component with a lifetime of 37 ± 1 ps has a
similar decay-associated spectrum, although the edge is slightly blue-shifted with respect
to the first component, crossing 0 mOD around 280 nm. Furthermore, it has a more dis-
tinct absorption fine-structure in the far UV with a local maximum around 260 nm, a
shoulder around 265 nm and a local minimum around 255 nm. The constant component
represents the equilibrium difference spectrum at 60 ps and is thereby equivalent to the
photostationary-state difference absorption (see Fig. 4.4 in section 4.2).
Hence, global analysis allows for the separation of these overlapping bands by their dif-
ferent decay times. Several kinetic models were tested on the UV transient absorption
data in addition, in which the second component was interpreted as an intermediate in
either a unidirectional chain or a three-component branched chain according to equation
4.3, of which the results can be found in the appendix (Fig. A.22).

B

A

C

kBC

kAB

kAC
(4.3)
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The retrieved time scales in these models matched the ones obtained from global analy-
sis, suggesting that the second component can indeed be interpreted as an intermediate
species in either model. However, target analysis lacks the capability of deconvoluting
the overlapping bands in the same way as global analysis, rendering the latter more ap-
propriate in this specific case.
Interpretation of the UV TA results is more ambiguous than the visible because not only
are both isomers known to absorb in this wavelength region, but also most intermediates
are expected to, especially if in the excited state. Thus, they will be interpreted holistically
along with the results obtained in the visible probing range in the concluding discussion
(section 4.4.4).

4.4.3 E-MCH+ TA

The transient absorption results of the photostationary state mixture of protonated BIPS
excited at 400 nm are shown in Fig. 4.22. Qualitatively, the data consists of the same type
of signals as in case of the nitro-substituted variant, with two negative decaying bands,
one centered between 550 and 600 nm, the other above 700 nm, a positive absorption
band with a maximum around 475 nm and a long-lived negative band with a maximum
in absolute amplitude around 425 nm. Thus, these signals can be preliminarily assigned
in analogy to the E-Nitro-MCH+ data. The ESA band appears to be smaller in ampli-
tude and narrower compared to the case of Nitro-MCH+, but this is likely an effect of
the MCH+ GSB band being red-shifted by ≈25 nm with respect to Nitro-MCH+. Like
in case of the latter, the ESA and SE bands initially rise within the first few 100 fs before
a subsequent decay on the few-ps time scale (see Fig. 4.22 (c)). However, the sub-ns dy-
namics exhibit two main differences to the nitro-substituted derivative, the absence of a
positive absorption feature on the one hand and a more noticeable recovery of the ground-
state bleach band on the other hand (about 40 % at 1 ns compared to the spectrum at 5 ps).
Inspection of the kinetic traces in the bleach region (see Fig. 4.22 (d)) furthermore suggest
this recovery to follow a biexponential progression. As mentioned, transient UV absorp-
tion experiments were carried out in addition. However, these did not exhibit any signals
above noise level in the probing range of 270-350 nm.
It was noted previously, that these experimental results are impaired by the fact that both
the E- and the Z-isomer have a non-negligible absorption cross-section at the excitation
wavelength of 400 nm. These superimposed dynamics are likely the reason why no signal
above noise level was observed in the UV range, where both species absorb with only
small differences in absorbance (see Fig. 4.4 (c)). In the visible on the other hand, the
contribution of the Z-isomer can be inferred qualitatively from the TA data of the Z-to-
E-isomerization (vide supra), in order to estimate which spectral and temporal regions
of the data are less affected by superposition of the two reaction pathways. Further-
more, since the photostationary state absorbance of MCH+ at 400 nm under irradiation
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Figure 4.22: Transient absorption of photoexcited E-MCH+, excited at 400 nm and
probed in the visible. Shown are representative spectral traces (Figs. (a) and (b)) as
well as selected kinetic traces (Figs. (c) and (d)).

at 365 nm is approximately two times the absorbance of the initial thermal equilibrium,
attributed purely to the Z-isomer, the excitation fraction of the E-isomer can be assumed
to be significantly higher than the one of the former, and thus the data to be dominated
by dynamics of the photoexcited E-isomer. Based on these considerations as well as the
high qualitative similarity to the TA data obtained for E-Nitro-MCH+, a few conclusions
can be drawn.
The sub-ps dynamics are assumed to be influenced by the short-lived positive absorption
signal of the Z-isomer in the entire probing range, leading to a delayed rise of the nega-
tive bands and a signature of its excited-state absorption dynamics in the positive band,
shown in the inset of Fig. 4.22 (c). However, the Z-to-E-isomerization data does not ex-
hibit any significant spectral dynamics on the few-ps time scale above ≈550 nm. While
holistic analysis methods such as SVD or global fit are compromised by the superimposed
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Figure 4.23: Single-point exponential fits of photoexcited E-MCH+ in the regions of (a)
the stimulated emission and (b) the ground-state bleach bands. The trace in (a) shows a
monoexponential (τ = 3.6 ps), the one in (b) a biexponential behavior (τ1 = 10 ps, τ2 =
1.2 ns).

dynamics of the two isomers, this part of the data can still be analyzed by means of single-
point kinetics. The kinetic trace at 565 nm representing the stimulated emission band was
fit in the time window between 0.7 ps and 1 ns and found to follow a monoexponential
decay with a time constant of 3.6 ± 0.02 ps and an amplitude of -20.5 ± 0.05 mOD (see
Fig. 4.23 (a)). In order to quantify the recovery of the ground-state bleach, the kinetic
trace at 485 nm was fit in the time window between 13 ps and 1 ns with a sum of two ex-
ponential functions yielding time constants of 10 ± 1 ps (-11 ± 2 mOD) and 1.2 ± 0.2 ns
(-9 ± 1 mOD) and an offset of -6 ± 1 mOD. This recovery is readily attributed to the
formation of the E-isomer, largely due to the isomerization of the photoexcited Z-isomer,
which was also found to exhibit a biexponential behavior (see section 4.3.2). However,
repopulation of the ground state of photoexcited E-isomers via internal conversion has
to be assumed to influence these dynamics as well, making these time constants purely
descriptive.
Nonetheless, two main insights can be gained from these observations and rudimentary
analyses by comparison to the results for Nitro-MCH+. Firstly, in addition to the general
similarity of the signals, the lifetimes of the stimulated emission bands obtained from
single-point kinetic fits are in good agreement (conf. Tab. 4.5). This implies that no sig-
nificant differences in the excited-state dynamics between these two compounds exist.
Secondly, like in case of the Z-to-E reaction, the low-amplitude, long-lived absorption
band around 480 nm found for Nitro-MCH+ is absent in case of the non-substituted vari-
ant.
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Figure 4.24: Schematic energy diagram of the E-to-Z-isomerization of protonated
spirobenzopyran. The time constants and transition wavelengths are based on analysis
of the TA data from the nitro-substituted derivative. Excitation leads to the formation
of an excited-state intermediate with a lifetime of 3.5 ps exhibiting both excited-state ab-
sorption and stimulated emission signals. Subsequent reaction to the Z-isomer occurs via
a ground-state intermediate (40 ps lifetime).

4.4.4 Concluding discussion

In analogy to the the Z-to-E reaction mechanism, the reverse process is depicted schemat-
ically in Fig. 4.24. From the Franck-Condon state, the wave packet propagates towards a
local minimum on the S1 potential energy surface manifesting in a hypsochromic shift of
the absorption spectrum within ≈200 fs after excitation. Stimulated emission from this
excited-state intermediate was observed at 570 nm and ≥700 nm, while the absorption
maximum was found at 475 nm.17 The ESI decays with a lifetime of 3.5 ps either relax-
ing back to the E-isomer or towards the Z-isomer via a ground-state intermediate with a
lifetime of 40 ps and an absorption maximum around 260 nm. While the interpretation of
this isomerization pathway is less ambiguous than the forward reaction, the identities of
the excited-state and ground-state intermediates remain to be unraveled. The blue-shift in
the absorption of the longer-lived ground-state intermediate with respect to the Z-isomer
indicates a lower wave function overlap between the two moieties and thus the difference
between the two may lie within conformation of the methine bridge.
Notably, the satellite absorption band in the Nitro-MCH+ data was also observed for the
E-to-Z isomerization. The formation of the associated species as a competing pathway
with a formation time of 21 ps may happen from the ESI which would explain the slightly
slower decay of the latter (3.4 ps) compared to the formation time of the ground-state

17The indicated center wavelengths and lifetimes refer to the case of Nitro-MCH+.
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intermediate (2.4 ps). On the other hand, it may be formed from the ground-state inter-
mediate itself in competition to the product formation. The first hypothesis of formation
from the excited-state would also make intersystem-crossing to a long-lived triplet state a
possible explanation (vide supra).
To further elucidate these questions, the same suggestions for numerical simulations as
in the previous section can be made. However, molecular dynamics would only be able
to feasibly cover the formation of the excited-state intermediate from the FC state. Thus,
it is likely sufficient to conduct optimizations on the S1 and S0 potential energy surfaces
to characterize the intermediate structures and match them with the observed transient
absorption signals.

4.5 Light-Induced Protonation of Spirobenzopyran in
H3PO4 Solution

As laid out in the introduction of this chapter, a mechanism for the photoinduced protona-
tion of BIPS in the presence of an acid with suitable pKa value was proposed by Kortekaas
et al. based on steady-state spectroscopy. [151] In this mechanism, closed-form BIPS is
irradiated to yield the non-protonated merocyanine form which subsequently accepts a
proton from the acidic solution, in this case H3PO4 in acetonitrile (AcN). This process
can be reverted by irradiation with visible light via isomerization to the E-isomer, which
is more acidic than H3PO4 and therefore transfers its proton, inducing ring-closure. To
verify the proposed mechanism and demonstrate its reversibility, transient absorption ex-
periments under these specific conditions were conducted and compared to the data from
BIPS in a non-acidic environment. The outcome of these investigations will be presented
and discussed in this section.

4.5.1 Experimental details

The 1.5 mM BIPS sample solutions in acetonitrile were prepared in the same way as
described in section 4.2, but either without acid for the reference experiments or using
phosphoric acid (H3PO4) instead of sulfuric acid. Transient absorption experiments of
both sample solutions exciting at 330 nm and 500 Hz with varied fluences were carried
out using the flow-cell setup, while irradiating the reservoir with a visible lamp. For
an in-situ verification of the E-MCH+ formation in presence of H3PO4, a set of scans
without solution flow was recorded in addition. The datasets presented in the following
were recorded using a fluence of 3.3 mJcm−2 in either case.
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4.5.2 Results and discussion

A comparison between the transient absorption data of BIPS obtained with and without
the addition of equimolar phosphoric acid is given in Fig. 4.25. The first 500 fs after exci-
tation are dominated by a broad excited-state absorption in either case, which converges
towards a more defined spectrum with a maximum between 400 and 450 nm, slightly red-
shifted in case of the neutral solution. In both solutions, this spectral feature subsequently
decays, accompanied by the rise of a long-lived absorption spectrum with a maximum
between 550 and 600 nm as well as a second band below 450 nm, which is smaller in
amplitude. In case of the non-acidic solution, this spectrum does not exhibit any drastic
evolution beyond 10 ps, except a slight spectral narrowing and blue-shift of the maxi-
mum of the main band and a small increase of the smaller band. In contrast, the sample
containing phosphoric acid undergoes further spectral changes on the sub-ns time scale,
consisting in a continuous decay of the main band in the region between 500 and 640 nm
and an increase in absorbance between 400 and 450 nm.
The dynamics of BIPS in the non-acidic environment are readily interpreted by reference
to the reported literature [155,164,165] as well as the results for the closely related spiron-
aphtopyran presented in chapter 3. Thus, the long-lived absorption band is attributed to
the open-ring, planar merocyanine form, and the short-lived absorption feature peaking
around 450 nm to an excited-state intermediate. In analogy to SNP, refinement and blue-
shift of the product absorption band on the ps time scale can be ascribed to vibrational
cooling. The BIPS solution containing H3PO4 exhibits highly similar dynamics in the
sub-10 ps time window which will be subject to further analysis in the following. The
only notable difference in the early time window consists in the maximum position of
the excited-state intermediate absorption. The edges of these absorption bands however
span from 450 to 500 nm in both cases. It is possible that the drop in absorbance towards
400 nm for the non-acidic solution is an artifact due to spatial dispersion of the probe and
thus diminished pump-probe overlap for shorter wavelengths. The different dynamics on
the sub-ns time scale on the other hand suggest that in case of the acidic solution further
reaction of the photoproduct takes place on this time scale.
All of these observations qualitatively agree with the postulated model by Kortekaas et
al. for BIPS in a H3PO4 solution, in which the non-protonated spiropyran reacts to the
open-ring merocyanine like in case of a non-acidic environment and in a second, non-
photoinduced step accepts a proton from the acid, yielding the planar E-isomer of MCH+.
The latter would explain the decay of the MC band with a simultaneous rise in the region
of the E-MCH+ absorption between 400 and 450 nm. In order to quantify and further
support this interpretation, especially comparing the reaction time scales between the two
solutions, global and target analysis of the data were carried out and will be discussed in
the following.
The obtained time constants in all cases matched between the parallel decay models as
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Figure 4.25: Transient absorption data of photoexcited BIPS in acetonitrile in the pres-
ence (left column) and absence (right column) of H3PO4, for the sub-ps (first row) and
sub-ns (second row) time regimes.

Table 4.6: Population transfer time constants from TA target analysis of BIPS in the
presence and absence of H3PO4.

5 ps, H3PO4 5 ps, no acid 1 ns, H3PO4 1 ns, no acid

τAB (ps) 0.23 ± 0.001 0.17 ± 4·10−4 0.19 ± 4·10−4 0.19 ± 0.001

τBC (ps) 0.55 ± 0.001 0.61 ± 0.002 0.73 ± 0.001 0.52 ± 0.002

τCD (ps) – – 464 ± 4 6.0 ± 0.04

well as the kinetic sequential models when using the same number of components. There-
fore, since the species-associated spectra are more readily attributed to reaction compo-
nents, they will be discussed in the following without further comparison to the equivalent
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Figure 4.26: Target analysis results of BIPS in acetonitrile in the presence (left column)
and absence (right column) of H3PO4, for time windows up to 5 ps ((a) and (b)) and up to
1 ns ((c) and (d)). The corresponding time constants are collated in Tab. 4.6

decay-associated spectra (see Fig. A.23 in the appendix). In order to compare the early
dynamics between the acidic and the non-acidic environments without influence of the
sub-ns spectral changes, the time window between 0.1 and 5 ps was fit using a two-step
(three component) unidirectional chain for either case (Fig. 4.26 (a) and (b), respectively)
in addition to a fit of the entire time window by means of a three-step model (Fig. 4.26 (c)
and (d)). The SAS in both cases exhibit the same qualitative features as the ones found for
SNP (see Fig. 3.8) and reflect the spectral development from the initial broad excited-state
absorption (species A) via an intermediate species B towards the photoproduct absorption
spectrum (species C). Similar to the case of SNP, spectral artifacts in the region of the
product band are distinguishable in the SAS of both species A and B with opposite signs,
suggesting a slight mismatch in the early time scales of intermediate band decay and
product band rise. This mismatch is likely due to the fact that these two spectra actually
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Figure 4.27: Spectral dynamics of photoexcited BIPS in an H3PO4/AcN solution in the
sub-ns regime: (a) species-associated spectra from target analysis and (b) decay of the
integrated merocyanine product absorption band.

transition into each other via a spectral shift instead of a parallel decay and thus consid-
ered a small systematic error well within the assumptions of the analysis method.
Like the SAS of both solutions, the corresponding time constants shown in Tab. 4.6 are in
good agreement with each other, underlining the conclusion that indeed the same reaction
to the planar, non-protonated merocyanine occurs in both cases. When covering the entire
measurement window, the apparent differences on the sub-ns time scale are reflected in
the SAS and formation time constant of the additional species D. While in case of the
non-acidic solution only spectral refinement of the product band occurs (6 ps time con-
stant), the slow decay of the product band and simultaneous rise around 425 nm in case
of the H3PO4 solution are reflected in the respective SAS and the associated time scale
of ≈460 ps vastly different. Since in the latter case, spectral refinement of the product
band is observed as well, the obtained time constant has to be assumed a hybrid between
both of these processes. This can be mitigated in principle by adding another step in the
kinetic model. Even though the sub-ns in this four-step model are accurately described,
the early dynamics are compromised by increased parameter correlation. Therefore, the
sub-ns dynamics were fit separately for a time window starting at 10 ps with a two-step
model (see Fig. 4.27 (a)).
The outcome confirms the temporal correlation between the decay in photoproduct ab-
sorption and the rise between 400 and 450 nm, attributing a time constant of 1260 ± 10 ps
to both. However, the obtained SAS reveal that the decay of the product band entails
a hypsochromic shift in its center position. Furthermore, the MC product absorption is
known from both literature and the non-acidic solution results to absorb between 400 and
450 nm, in the region of the E-MCH+ absorption. Thus, a protonation of the MC would
lead to a superposition of spectral dynamics below 450 nm. To mitigate this, the prod-
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Figure 4.28: Transient absorption data of BIPS in H3PO4/AcN without solution ex-
change, verifying the in-situ formation of the protonated E-isomer. (a) transient spectrum
at 1 ns, (b) selected kinetic traces.

uct band between 490 and 630 nm was integrated and fit separately with an exponential
function yielding a decay constant of 2.6 ± 0.06 ns. A separate integration of the spectra
between 400 and 450 nm yielding a rise constant of 400 ± 50 ps thus explains why the
time constant obtained from target analysis is faster than the one from the integrated prod-
uct band. Hence, even though the decay of the product absorption band was found to be
larger than the measurement window by approximately a factor of 2.5, it can be consid-
ered the most accurate time constant for the decay of the MC band. Since the integrated
product band for the non-acidic solution does not exhibit any significant decay within the
observed time range and spectral signatures of the formation of E-MCH+ were found, the
decay in presence of H3PO4 can be attributed entirely to protonation of the merocyanine
product.
Further proof of the creation of E-MCH+ in the TA measurements is gained from scans
without solution exchange, in which accumulation of the protonated species was mani-
fested in a permanent ground-state bleach signal which matches with the E-MCH+ steady-
state absorption (compare Fig. 4.28 (a) and Fig. 4.4 (c)). This GSB signal is superimposed
with the dynamics of closed-ring BIPS including the formation of the non-protonated me-
rocyanine and the subsequent decay in its absorption due to gradual protonation, as can
be seen from the respective kinetic traces in Fig. 4.28 (b).

4.5.3 Conclusion

The presented results and discussed analyses confirm the previously postulated model
of a pKa-gated, photoinduced protonation of BIPS. The protonation was found to occur
via the planar, non-protonated merocyanine, which is formed via the same photoreaction
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mechanism as BIPS and SNP in non-acidic environments, i.e. via formation of a pre-
sumably open-ring, non-planar excited-state intermediate with a time constant of ≈200 fs
and subsequent planarization with a time constant of ≈600 fs.18 Subsequent protonation
of the merocyanine species takes place on the few-ns time scale, based on the associated
decay of the merocyanine absorption band, with a time constant of 2.6 ns, which is com-
promised to a degree by the limited experimental time window.

4.6 Summary and Outlook

The results on the isomerization dynamics of protonated, open-ring spiropyrans corrobo-
rate the recently proposed switching mechanism and add a mechanistic picture for both
directions of the Z-E-isomerization process. A complex mechanism with multiple path-
ways and intermediate species was found for the forward reaction, in which the excited
state rapidly decays within 300 fs into a distribution of the reactant and two distinct in-
termediates. Both of these intermediates contribute to formation of the E-isomer, one
with a short lifetime (2.4 ps and 500 fs for BIPS and Nitro-BIPS, respectively), the other
one on the sub-ns time scale (240 ps and 180 ps). While the longer-lived intermediate is
very likely a ground-state isomer, the short-lived could be either in the ground-state or
an excited-state intermediate with little absorption in the red region of the spectrum com-
pared to the Franck-Condon state.
The reverse reaction mechanism is less complex overall and entails an excited-state in-
termediate which decays with a time constant of 3.4 ps to form an intermediate species,
subsequently reacting to the product with a time constant of 40 ps. In a reported study
from 2021, Kaiser et al. investigated the dynamics of a slightly modified photoexcited E-
Nitro-MCH+ in an aqueous solution regarding excited-state proton transfer, [199] a process
which was deliberately avoided in this work by choosing the aprotic solvent acetonitrile
for all systems. The data differs mostly in the presence of a signal associated with the
non-protonated merocyanine. However, isomerization to the Z-isomer as a competing
channel was not discussed and all excited-state dynamics are associated with relaxation
to the initial state. The results in this work on the other hand show that the isomerization
pathway cannot be neglected as the long-lived transient signals match the steady-state
difference spectra which have been unambiguously assigned to the different isomers by
Kortekaas and coworkers using NMR spectroscopy.
Furthermore, the proposed four-step switching cycle of spiropyrans in presence of an acid
whose pKa value lies within the two protonated isomers was confirmed by means of tran-
sient absorption spectroscopy, unambiguously identifying the non-protonated, closed-ring
form and its associated dynamics as well as the subsequent protonation of the merocya-

18These specific assignments are made by analogy to the more extensive study of the SNP photoreaction
mechanism in chapter 3, but using the obtained lifetimes from the present data.
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nine photoproduct. The thermal stability of the protonated open-ring form was confirmed
by accumulation and its reversibility by light utilized in the experiments. Thus, all four
steps have been witnessed and verified experimentally.
In the context of this entire thesis, the next step in this project is evident: Investigating
potential photochromism dynamics of these compounds in the crystalline phase to eventu-
ally study the structural dynamics by means of ultrafast diffraction techniques. It has been
shown bei Seiler and coworkers that various protonated spiropyrans can be co-crystallized
with the conjugated bases of the respective acids. [214] The next question to be answered
is whether any of these crystals show steady-state photochromism, which would render
them appropriate targets for further investigations. Even if that is not the case for any
of them, transient photochromism like in case of SNP may still occur, which would be
observable by TAS. The main obstacle for these tests lies within the fact that all of these
crystals are ionic and water-soluble, which makes the standard ultramicrotomy routine not
feasible. The latter however is true for many compounds of interest and general strate-
gies are being developed to overcome this limitation. A method enabling to grow sub-µm
single crystals with 100µm diameters was reported recently by Hwang et al. including a
demonstration of their suitability for TAS experiments. [137] If applicable to these crystals,
this would suffice to test whether (transient) signatures of isomerization can be found,
giving an idea as to whether the pursuit of more involved techniques is worthwhile, in
order to obtain samples with suitable thicknesses for UED experiments (≈100 nm).
From a structural dynamics perspective studying the protonated forms is particularly in-
teresting as it effectively isolates the planarization step from the bond-breaking step, the
both of which are combined in non-protonated spiropyran (vide supra). The results pre-
sented here indicate a significant increase in reaction time for the protonated forms, es-
pecially considering the slower pathway of the Z-to-E isomerization, compared to the
non-protonated BIPS. Intuitively, this can be explained by the increased amount of en-
ergy required to break the C-O bond, which may be the driving factor and cause of the
acceleration. However, photochemistry is more complex and the coupling to specific
molecular modes needs to be considered when trying to understand the reaction dynam-
ics. Thus, isolating the key modes behind the Z-to-E isomerization and comparing them to
the ones responsible for the "entire" reaction in the non-protonated case would be a highly
interesting question to elucidate. Either outcome of such a comparison would represent a
significant contribution to our understanding of photochemical reactions. Them being the
same or similar would point towards a general set of "rules" for these types of reactions
and the relevant molecular motions. Significant differences in the driving modes on the
other hand would pose further questions regarding the structure-function relationship of
these compounds, considering the structure of the Z-isomer was found to be very similar
to the formed open-ring reaction intermediate in case of non-protonated SNP.
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Ring-Closing Dynamics of Diarylethenes

The third and final project of this thesis revolves around another prominent representa-
tive of photochromic compounds, the diarylethene family. Its photoinduced ring-closing
dynamics were studied and systematically compared between three structurally similar
derivatives in order to investigate the influence of different substituents on the reaction.
Fig. 5.1 shows a comparison between these derivatives and their cyclization rates based
on the outcome of the conducted investigations. As will be detailed in this chapter, the
dynamics were found to be governed by the nature of the hetero-atom in the aryl moieties,
with the length of the alkyl side chains – and thereby possible steric hindrance – playing
only a secondary role. In order to prepare for the envisioned ultrafast electron diffraction
experiments, tests regarding the experimental feasibility and specific requirements were
carried out and will be discussed in addition.

Figure 5.1: Summary of the findings from time-resolved studies of the three investigated
diarylethene derivatives. Shown are their core units to highlight the differences; further
substitution was identical for all molecules (conf. Fig. 5.2). In the left column, the deriva-
tives are sorted by the length of the alkyl substituents at the reactive carbons, while the
right column shows them ordered by the obtained cyclization time constants (both in-
creasing from top to bottom). DTE = dithienylethene, DFE = difurylethene.
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5.1 Ring-Closing Reaction in Diarylethene Derivatives

5.1.1 Diarylethene photochromism

Diarylethene compounds are among the most popular and widely used photochromic sys-
tems [64,147,215,216] and have been proposed for a variety of applications, for instance as op-
tical memories, [217,218] switches, [143–145,219] actuators, [220] or as building blocks in pho-
tochromic polymers. [221] They are derivatives of stilbene and undergo photo-reversible
ring closing (cyclization) and ring opening (cycloreversion) upon light irradiation (see
Fig. 5.2). The vast amount of attention diarylethenes have gained within the last three
decades in both fundamental and applied research is rooted in their outstanding proper-
ties. Many diarylethene derivatives show a high thermal stability of both photochromic
isomers (estimated 105 years), coloration quantum yields close to 100 %, switching re-
peatability of over 104 cycles and rapid switching times in the few-ps time domain. [64]

Furthermore, the relatively small structural change accompanying the photoisomerization
enables reversible photochromism in the crystalline phase for various derivatives. [222]

The core unit of a diarylethene molecule consists of an ethene bridge, which links two
aromatic rings. Cyclization conserves stereochemistry and molecular symmetry, entailing
bond formation between two carbon atoms, one from each ring and both in ortho-position
with respect to the ethene bridge. It is thus related to the well-studied electrocyclic re-
action of hexatriene and its closed-ring isomer cyclohexadiene,1 with the reactive carbon
atoms changing hybridization from sp2 to sp3. However, in case of diarylethenes, ring
closure causes the aryl-substituents to align horizontally, increasing the planarity of the
molecule and thereby extension of the π-conjugated system. The consequential reduction
in HOMO-LUMO gap2 gives rise to absorption in the visible wavelength range and a col-
oration of the respective diarylethene solution or crystal.
A particularly well-performing subset of diarylethenes in terms of the criteria stated
above, share the following molecular properties. Their two aryl substituents are hete-
rocycles, usually thiophene moieties or – less commonly – furan, and the ethene bridge
is part of a perfluorocyclopentene ring. The heterocycles can be substituted further, typ-
ically with alkyl groups at the reactive carbons and an additional aromatic cycle, for in-
stance a phenyl- or benzo-substitution. While the aromatic side groups mostly increase
electronic wave function delocalization in the closed-ring isomer, leading to a larger pho-
tochromic shift, fluorination was found to accelerate photoswitching by an order of mag-
nitude. [224,225]

The nature and length of the substituents at the reactive carbons on the other hand influ-
ences the effective cyclization quantum yield in solution, [64,226,227] presumably indirectly

1See for instance ref. [223]
2The energy difference between highest occupied molecular orbital (HOMO) and lowest unoccupied

molecular orbital (LUMO) for a given configuration.
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(a)

(b)

Figure 5.2: Diarylethene photochromism: (a) general reaction scheme (exemplary
for di(benzothienyl)perfluorocyclopentenes), (b) structural formulae of the investigated
derivatives.

by altering the ratio between different conformers of the open-ring isomer. [228,229] Two
main conformers have been found to be stable in solution, both having C2 symmetry, but
either with the aryl groups in parallel or antiparallel orientation, and it has been shown that
only excitation of the antiparallel conformer induces cyclization. [230] This is because only
in case of the latter, the two reactive carbons are in spatial proximity and rotation of the
subunits occurs several orders of magnitude more slowly than radiative or non-radiative
relaxation of the excited states for either conformer. Thus, the measured quantum yields
predominantly depend on the concentration ratio between these two conformers, which
can be manipulated to a degree by changing the alkyl substituents, [231,232] or by further
functionalization, for example introducing a second chemical bridge between the aryl
subunits to limit their conformational degrees of freedom. [227,233] However, this general
tendency is not found in all diarylethene derivatives, indicating that different substitution
may also directly affect the quantum yield via manipulation of the excited-state potential
energy surfaces and opening of relaxation pathways alternative to cyclization. [234]

Only pure single crystals of either the antiparallel or the parallel conformer are stable and
only crystals of the antiparallel conformer can be photochromic due to the considerations
above. Remarkably, these crystals either have a near-unity cyclization quantum yield or
do not exhibit any photochromism at all, as shown by Kobatake and coworkers. [235] It
was possible for them to link this observation to the equilibrium distance between the
reactive carbon atoms of the open-ring isomer by means of X-ray crystallography. A
critical carbon-carbon distance of 4.2 Å was determined, below which the quantum yield
was close to 100 % for all investigated derivatives, while no coloration was observed for
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greater spacings. An important conclusion of this study was that the photochromic reac-
tivity was governed by the carbon-carbon distance rather than polarity or steric hindrance
from substituents. However, the cyclization dynamics regarding rate constants and possi-
ble intermediates may still depend on these factors, which cannot be excluded based on
the quantum yield alone.3

Further elucidating the effects of alkyl-substituents and hetero-atoms in the aryl moieties
on the dynamics via systematic time-resolved studies promises to deepen the understand-
ing of these influences and generally aid in the design and optimization of diarylethene-
based photochromic materials. The study presented in this chapter represents the begin-
ning of such an endeavor, investigating the structural and electronic cyclization dynamics
of several related diarylethene derivatives by means of transient absorption spectroscopy
and ultrafast electron diffraction. Since the extent of the latter exceeded the scope of this
thesis, only preliminary tests using UED were carried out and will be discussed at the end
of the chapter, while its main focus will lie on the discussion of TA data.
Three different diarylethene derivatives were investigated within this work: Ethyl-di-
thienylethene (Et-DTE), Butyl-dithienylethene (Bu-DTE) and Propyl-difurylethene (Pr-
DFE). Their structural formulae are depicted in Fig. 5.2 (b) and their steady-state absorp-
tion spectra for both the respective closed and open forms in solution can be found in
Fig. 5.3. These samples were recommended and provided by Prof. Masahiro Irie, specifi-
cally regarding their suitability for ultrafast experiments with single crystals.
Before presenting and discussing the obtained results from these three derivatives in crys-
tal and solution, a brief overview of reported time-resolved studies is given, which provide
important information on the used materials and are relevant for the discussion of the re-
action dynamics.

5.1.2 Relevant reported studies

Soon after their discovery and initial characterization in 1988, [215,216] diarylethenes were
investigated regarding their cyclization and cycloreversion dynamics by means of time-
resolved spectroscopy. [236–241] The results from these pioneering works motivated a large
number of time-resolved or at least mechanistic studies, [161] most of them using tran-
sient absorption,4 but also time-resolved fluorescence spectroscopy, [244,259–262] Raman
spectroscopy, [263–265] femtosecond electron diffraction, [56,57,83] and ab-initio or first-prin-
ciples calculations.5 Despite the large variety of photochromic diarylethenes, the vast

3If the reaction is faster, the quantum yield is generally increased, since the reaction pathway will out-
compete alternative, slower pathways. However, other factors affect the quantum yield, for instance the
inhibition of such alternative relaxation pathways due to spatial constraints.

4References [83, 224, 225, 228, 229, 233, 242–260].
5References [56, 83, 224, 225, 233, 234, 253, 266–273].
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(a) Et-DTE (b) Bu-DTE

(c) Pr-DFE

Figure 5.3: Reported steady-state absorption spectra of the investigated derivatives. Solid
lines: open-ring forms, dotted lines: photostationary state, dashed lines: closed-ring
forms. (a) and (b) reprinted with permission from ref. [231], ©2006 Elsevier S.A. (c)
reprinted with permission from ref. [232], ©2006 Wiley VCH.

majority of these studies dealt with the dynamics of dithienylcyclopentenes.6 Besides
the general relevance of these particular derivatives, this research interest is rooted in the
complexity of their spectral dynamics, which became evident early, [237] and the multitude
of possible influences by chemical modifications. The fact that in solution, both the paral-
lel and antiparallel conformers are excited and contribute to any time-resolved experiment
poses further challenges, but even the dynamics attributed to the reactive conformer were
found to be ambiguous, leading to contradictory interpretations in the literature (see the
following section).
While there are no reported time-resolved studies dealing with the specific derivatives
investigated here, a few studies exist on the cyclization7 and cycloreversion [245,274,275]

of Bis(benzo-methylthienyl)perfluorocyclopentene, which only differs from the present
samples in terms of the alkyl substituents at the reactive carbon atoms, as well as the
hetero-atoms in case of Pr-DFE. These studies will be discussed in more detail in a later

6References [56, 57, 83, 225, 228, 229, 233, 236–252, 254, 257, 258, 261, 262, 264–268, 271–275].
7References [228, 229, 254, 260, 262].
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section, while key findings of the studies on the other, still chemically sufficiently similar,
dithienylethene derivatives will be laid out in the following.

Di(thienyl)perfluorocyclopentene cyclization dynamics in solution

The first published time-resolved studies on diarylethenes dealt with the cyclization of
dithienylperfluorocyclopentene derivatives (DTE) and a resolution-limited time constant
of 10 ps or less was determined. [236] Tamai and coworkers soon after reported a reaction
time of 1.1 ps for a DTE being part of a thiophene oligomer and found evidence for the
formation of a reaction intermediate prior to ring closing. [237] Additionally, they noted
slower spectral components up to several ns and hypothesized their attribution to relax-
ation of the non-reactive parallel conformer. A later ps-time resolved Raman study of
a DTE without further functionalization also determined a few-ps cyclization time con-
stant (around 4 ps). [264] Ern et al. investigated a DTE derivative with bulky aromatic side
chains supporting the existence of an intermediate excited species, in their case with a
formation time of less than 1 ps, from which cyclization was concluded to occur with
a time constant of 6 ps and also ascribed longer spectral dynamics to the parallel con-
former. [247] Two combined experimental and theoretical studies by Hania and coworkers
on phenyl-substituted DTE derivatives (Bis(phenyl-thienyl)cyclopentene, BPTE), either
fluorinated or not, described the formation of such an intermediate within 150 fs via re-
laxation on the excited-state potential energy surface. According to their interpretation,
this pre-switching step was followed by ring closure in 4.2 ps and planarization of the
phenyl groups with an 8 ps time constant, for the non-fluorinated case. Cyclization was
found to be accelerated to a time constant of 0.9 ps in the fluorinated derivative, while the
other two processes were not altered significantly. [224,225] Bertarelli et al. on the other
hand ascribed the fast dynamics below 200 fs after excitation directly to formation of the
closed-ring isomer, in apparent contradiction to the other studies. However, Miyasaka
and coworkers independently suggested the presence of two competing ring-closing path-
ways, a direct cyclization from the Franck-Condon state and an indirect, slower pathway
via a longer-lived fluorescent state. [244] The existence of such a state was corroborated in
a theoretical study from the same year, [234] characterizing it to be open-ring and in the 2A
excited singlet state.8

In the following years, the cycloreversion reaction gained more attention from the scien-
tific community since new approaches to increase its quantum yields had been discov-
ered. [243] Thus, the open questions and disagreements in the literature remained unre-
solved for a few years before new experimental efforts were undertaken to further elu-
cidate the reaction mechanism. In 2010, a study by Aloïse and coworkers took up the
idea of two distinct cyclization channels, but for a bridged diphenylethene derivative. [253]

Based on transient absorption data and TDDFT calculations, they inferred a direct pho-

82A refers to the molecular orbital symmetry.
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tocyclization channel through a conical intersection with a relaxation time constant of
120 fs and another channel via an open-ring intermediate in the first singlet excited state
with a time constant of 1.5-2.5 ps, depending on solvent polarity. However, the rapid cy-
clization pathway was only observed for one of two studied derivatives and when exciting
into higher lying excited states, at 266 nm instead of 390 nm (S0-S1 transition). While the
investigated diarylethene molecules were significantly different from the DTE derivatives
discussed here, a follow-up study investigating the more similar inverse dithienylper-
fluorocyclopentenes was published by the same group four years later, reinforcing their
conclusion of two different pathways to exist, with time constants of 90 and 800 fs for
the direct and indirect mechanisms, respectively, and in this case for excitation directly
into S1. In addition, a comparison between bridged and non-bridged DTE derivatives al-
lowed them to isolate the spectral signature caused by excitation of the parallel conformer
in case of the latter, which was confirmed to be absent for the bridged derivatives. The
long-lived absorption band attributed to relaxation of the excited parallel conformer was
determined to decay with a time constant of 120 ps.
Another comprehensive study on the dynamics of an inverse-type DTE, in this case the
phenylated analog, was published recently by Sotome et al. in 2019. [259] In their study
combining transient absorption and time-resolved fluorescence spectroscopy as well as
TDDFT calculations, they concluded the existence of yet another non-reactive conformer
with anti-parallel thiophene orientation. They based their conclusion on the existence of
two different emissive spectral species as well as geometry optimization in the electronic
ground-state of the open-ring isomer. For the reactive anti-parallel conformer, again a
dual pathway was postulated, but due to the complex spectral dynamics only the indirect
pathway via an excited-state intermediate was possible to resolve and associated with a
36 ps lifetime. From the TDDFT calculations, the intermediate was determined to have
a reduced distance between the reactive carbon atoms, in agreement with previous re-
ports. [234]

While caution needs to be taken when comparing inverse and normal type diarylethene
dynamics, the coexistence of a direct and indirect cyclization pathway has evidently been
concluded in several independent studies of different diarylethene derivatives and thus
needs to be taken into account when discussing the results from the derivatives investi-
gated within the scope of this thesis.

Bis(benzothienyl)- and Difuryl-perfluorocyclopentene cyclization

Bis(benzo-thienyl)perfluorocyclopentenes have gained the attention of researchers more
recently, predominantly due to their high cycloreversion quantum yields. [64] The reported
literature on their cyclization almost exclusively deals with the same derivative, which is
methylated at the reactive carbons (Me-DTE), and to which the following summary will
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be limited. The first reported study on any benzothienylated diarylethenes, including Me-
DTE, utilized time-resolved fluorescence spectroscopy and was published in 2007. [262]

A biexponential decay of the spontaneous fluorescence was found with time constants of
1 ps and 100 ps, ascribed to alternative cyclization pathways, in agreement with the pre-
viously discussed literature. The absence of any contribution from the parallel conformer
was explained by a presumably longer radiative lifetime of its excited state and thereby
negligible oscillator strength.
Systematic transient absorption studies of the Me-DTE cyclization reaction were pub-
lished by Ishibashi and coworkers, especially focusing on its solvent viscosity, [254] tem-
perature [228] and solvent polarity dependences, [229] but also discussing the chemical
species involved in depth. The transient spectra of Me-DTE in n-hexane from ref. [254]
are shown in Fig. 5.4. The broad absorption spectrum after excitation was found to de-
velop within a few ps into a transient spectrum consisting of the following features: A
main absorption band around 520 nm, which was assigned to the closed-ring form (Me-
DTE(c)), a shoulder at 620 nm, another band around 360 nm and a dip between the latter
and the Me-DTE(c) absorption band. The bands at 360 nm and 620 nm were attributed to
excited-state absorption from the S1 to higher lying states, while the dip was interpreted
as stimulated emission by comparison to the fluorescence spectrum. The excited-state
bands were found to decay with time constants of ≈450 fs, in agreement with the rise
time found for the Me-DTE(c) band, and this time constant ascribed to cyclization from
the S1 state. In the sub-ns time domain, the dip signal decayed, manifesting as a rise in
absorbance, while the signals at 520 nm and 620 nm decreased with time constants around
150 ps. The absorbance at 620 nm did not vanish entirely within 1 ns, which implied a
longer-lived decay in this spectral region towards the steady-state absorption. This was
confirmed to occur in the µs range by separate measurements. The 150 ps decay com-
ponent was supported by complementary fluorescence measurements. In contrast to the
previous study, the long decay component was concluded not to contribute to cyclization,
but ascribed to the parallel conformer. Residual absorbance above 600 nm was attributed
to the triplet state of the latter, confirmed by oxygen deactivation.
The assignment of the slow decay component to fluorescence of the parallel conformer
was corroborated in a more recent study employing time-resolved fluorescence and tran-
sient absorption by Seo et al. who also concluded that cyclization occurred within 2 ps
after excitation. [260]

In contrast to dithienylcyclopentene derivatives, the dynamics of their difuryl analogs
have not been studied extensively. Only recently, an investigation of a difurylperfluorocy-
clopentene (DFE) derivative with phenylethynyl functionalization was published applying
transient absorption spectroscopy in solution and TDDFT calculations. [276] The authors
reported a 420 fs ring-closing time constant and an overall similar picture of the excited-
state potential energy surfaces along the C-C distance reaction coordinate. However, the
transient absorption study was limited by a time resolution of around 200 fs and no time
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Figure 5.4: Transient absorption spectra of Me-DTE in n-hexane. Reprinted with per-
mission from ref. [254], ©2011 American Chemical Society.

delays beyond 3 ps were shown. Since in case of the dithienyl derivatives, spectral dynam-
ics extending into the sub-ns range or beyond have been reported, further investigations
are required to obtain a more holistic picture of the photochemical dynamics.

Diarylethene cyclization dynamics in crystal

Relative to the large body of publications dealing with diarylethene photochromism in
solution, only few studies exist on the cyclization or cycloreversion dynamics in the
crystalline phase, [56,83,238,249,250] despite the large variety of potential applications (vide

supra). This can be explained by the comparatively high effort this type of study entails,
especially if reaction products are thermally stable, because rapid sample exchange is not
as easily provided as in case of solutions. The early studies relied on sample replacement
via translation, [250] or continuous wave irradiation, [56,83] both significantly reducing fea-
sible repetition rates. Nonetheless, already in 1997, a resolution-limited cyclization time
of 10 ps was reported by Miyasaka et al. for dithienylperfluorocyclopentene. [238] Ten
years later, Tani and coworkers investigated the phenyl-substituted analog (BPTE, vide

supra) and found cyclization to occur within "a few picoseconds" (sic!). [250]

The most extensive study on crystalline diarylethene to date was carried out by Jean-Ruel
and coworkers employing transient absorption spectroscopy, ultrafast electron diffraction
and ab-initio methods. [56,57,83] The first article, published in 2011, was based primarily
on transient absorption experiments, assisted by preliminary electron diffraction results
and TDDFT calculations of electronic transitions in either isomer. [83] By analysis of their
TA experiments, they were able to identify the formation of a reaction intermediate, mani-
fested in a blue-shift of the absorption maximum towards 500 nm and with a time constant
of approximately 200 fs. The decay of this spectral feature was determined to occur with
a 5.3 ps time constant, simultaneously to the rise of the product band at 635 nm. A 7.3 ps
time constant was found for the product band formation, but stated to be affected by resid-
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ual decay of the broad excited-state absorption.9 Comparing these results to the reported
time constants in solution in the sub-3 ps range, a significant deceleration was noticed,
which was ascribed to the higher degree of confinement of the molecular motions in the
crystal lattice. Furthermore, the authors noted that the simplicity of these dynamics in
comparison to solution can be explained by the absence of the parallel isomer in single
crystals (vide supra).10

As noted, this study also employed ultrafast electron diffraction (UED), but merely as a
means to verify the attribution of the long-lived absorption band to the closed-ring isomer,
foreshadowing the more detailed crystallographic study published two years later. [56] The
latter not only marked an important milestone towards the direct observation of chemical
reactions via UED, [5,19] but also showed how the cyclization reaction was driven by only
a few key vibrational modes in a vast reduction in dimensionality. This was facilitated
by an improvement in time resolution compared to the previous study, allowing for the
investigation of the few-ps dynamics, and an in-depth model analysis of the data. In the
latter, the general structural changes towards formation of the excited-state intermediates
as well as the driving modes of the cyclization were identified. The excited-state interme-
diate structure was determined to involve convergence of the thiophene moieties, which
was corroborated in a complementary numerical optimization on the S1 potential energy
surface, similar to the one discussed in section 3.2.2 and ref. [68]. It was concluded that
the thiophene rotational mode was the main motion involved in the reaction, while the
perfluorocyclopentene ring underwent only minimal changes, and the ring-closing time
constant of around 5 ps found in the transient absorption experiments was confirmed.
Nevertheless, a few limitations of this study need to be pointed out, as they represent an
essential motivation for the investigations commenced within the scope of this work. The
results were mostly made possible by advancements in electron diffraction source tech-
nology regarding both source brightness and time resolution, as well as the development
of an in-situ photoreversion scheme. However, the sample itself posed significant prob-
lems due to its lack of reversibility. Firstly, the particular diarylethene derivative suffered
from a low cycloreversion quantum yield of only around 3 %, while the cyclization yield,
as for most diarylethenes exhibiting photochromism in the crystalline phase, was close
to 100 %. [222] Hence, if hypothetically 100 open-ring molecules are excited by a single
UV pulse, all of these will be converted to the closed-ring isomer. Even if exciting all of
these closed-ring molecules with a single visible pulse, only 3 out of these 100 molecules
can be expected to go back to the open-ring form. Consequently, a large number of ex-

9Another factor to be considered in these single-point kinetics would be band narrowing via vibrational
cooling (conf. section 3.2.2), which can also cause a slower time constant. In any case, it is reasonable to
consider the decay of the intermediate band as the true reaction time constant.

10This in turn has important implications for the interpretation of the solution data. As will be demon-
strated in this chapter, analysis of the dynamics in crystal – if they are indeed less complex than in solution
– can aid to reliably attribute the observed spectral dynamics in solution to the antiparallel and parallel
conformers, respectively.
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citation cycles for cycloreversion in-between pump-probe cycles is required for complete
reversibility, drastically limiting the effective repetition rate (0.1 Hz in case of ref. [56]).
Furthermore, when using a cw laser for photoreversion, crystal damage due to strain in-
duced by the formed product molecules cannot be prevented as well as in case of a pulsed
synchronized photoreversion, where a significant fraction of the molecules is reverted
only a few 100 ps after excitation or less. [63] Finally, using shorter wavelengths than
≈300 nm, as in case of the reported electron diffraction experiments, has been shown to
induce rapid sample fatigue, [64,83] most likely due to byproduct formation when exciting
remaining closed-ring molecules into high-lying excited states. [277,278] Thus, this prob-
lem is even magnified when dealing with low cycloreversion quantum yields. For these
reasons, the experimental repetition rate and the total number of cycles per crystalline
sample were drastically impeded, limiting the feasible amount of datasets to average over
and thereby the achievable signal-to-noise ratio. Even though these circumstances make
this pioneering study all the more remarkable, an improvement in these regards promises
to significantly enhance the amount of information which can be gathered directly from
the data, without having to rely on, but rather complementing results from theoretical
simulations.
The discussed limitations can be overcome to some extent by additions to the laser sys-
tems to enable the excitation at longer wavelengths in the UV as well as by applying the
synchronized photoreversion experimental scheme in order to avoid crystal strain. How-
ever, the low cycloreversion quantum yield remains an inherent property of the specific
diarylethene derivative and necessitates the use of more suitable systems, at least as long
as single-cycle capabilities of ultrafast electron diffraction setups are not sufficiently de-
veloped. This is the main justification – besides their general relevance in the previously
reported literature – for the choice of diarylethene derivatives in this study. Their cy-
cloreversion quantum yields in solution have been reported to be higher by an order of
magnitude compared to BPTE, and this improvement can be assumed to be similar in
crystal in analogy to other, structurally similar derivatives. [64]

5.2 Experimental Details

5.2.1 Sample preparation

Ethyl-dithienylethene (Et-DTE),11 Butyl-dithienylethene (Bu-DTE),12 and Propyl-difu-
rylethene (Pr-DFE)13 were synthezised by the group of Prof. Masahiro Irie and received
as a crystalline powder.14 Sample solutions for experiments were prepared using acetoni-

111,2-Bis(2-ethyl-1-benzothiophen-3-yl)perfluorocyclopentene.
121,2-Bis(2-butyl-1-benzothiophen-3-yl)perfluorocyclopentene.
131,2-Bis(2-propyl-1-benzofuran-3-yl)perfluorocyclopentene.
14For details on the synthesis of these compounds see refs. [232] and [231].
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trile as a solvent (spectroscopy grade) with concentrations of 2 mM (Et-DTE), 1.5 mM
(Bu-DTE) and 3 mM (Pr-DFE). Millimeter-sized single crystals were grown from n-
hexane solutions of the compounds via slow evaporation of the solvent (see section 2.6).
For the experiments, sufficiently thin crystal slices with thicknesses between 100 nm and
800 nm were obtained by ultramicrotomy (see section 2.6). The static absorption spec-
tra of either forms for all of the utilized derivatives had been reported previously and
are shown in Fig. 5.3. Recorded steady-state absorption spectra from the solutions were
taken for comparison and calculation of the excitation fractions (see section A.2 in the
appendix).15

5.2.2 Transient absorption

Transient absorption spectroscopy measurements were conducted for all three derivatives
in both solution and crystal, using the home-built setup in the respective configurations
(see section 2.4.2). The synchronized photoreversion scheme was applied for the crys-
talline samples due to their thermal irreversibility, using the broadband UV laser source
for excitation and the visible NOPA for reversion. Sample solutions were reverted using
the visible lamp as in case of the protonated spiropyrans (see section 4.3.1). Pump flu-
ences between 1 and 3 mJcm−2 and repetition rates of 20-32 Hz for crystals and 500 Hz
for solutions were used and the suitability of these parameters verified in fluence depen-
dence series (see section A.3 in the appendix). Due to the still limited reversibility of the
crystalline samples, separate scans from different slices, but with the same thickness and
from the same crystal facet, were taken to cover different time ranges with appropriate
time steps.

5.2.3 Electron diffraction

Electron diffraction experiments were carried out using the compact diffractometer de-
scribed in section 2.5.3 (conf. Fig. 2.16). The machine was operated with the Pharos
laser system using its fourth harmonic (257 nm) for electron beam generation, the third
harmonic (343 nm) for excitation and a visible NOPA (580 nm central wavelength) for
synchronized photoreversion. Since sample exchange necessitated venting of the vacuum
chamber, the samples needed to be stable for several days under ultra-high vacuum in
order to reestablish the conditions for stable operation of the electron gun at ≈90 kV. For
this reason, the sample holder was cooled down to temperatures around 250 K using liq-
uid nitrogen.
Time-resolved tests were carried out at pump fluences between 1 and 2 mJcm−2 at a
repetition rate of 31.25 Hz while the photoreversion fluence was varied between 5 and

15The estimated excitation fractions per fluence lie between 0.7 and 1%/(mJcm−2).
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10 mJcm−2 at a repetition rate of 100 Hz.16 The bunch charge of the electron pulses was
determined via the pulse energy of the photocathode beam based on a separate calibration
measurement. For all results discussed in this chapter, bunch charges of 5 fC (3.1·104

electrons) per pulse were used.
Indexing of the diffraction peaks was done based on simulated diffraction patterns from
the reported crystal structures17 using the CrystalMaker [178] software suite (see appendix
for further information on the process).

5.3 Difurylethene Cyclization Dynamics

The cyclization dynamics of the photoexcited antiparallel Pr-DFE conformer are summa-
rized in Fig. 5.5, based on the findings presented in this section. It will be shown that
ring closing proceeds via a single reaction pathway involving an excited-state intermedi-
ate with lifetimes of 500 fs and 300-400 fs in solution and crystal, respectively. Except for
the slight acceleration in crystal, the mechanism was found to be identical in either case.
It was possible to distinguish these dynamics from spectral signatures of the non-reactive
parallel conformer, which will be discussed when revisiting the picture at the end of the
section.

5.3.1 Solution TA

Transient absorption spectra of the 3 mM solution of Propyl-difurylethene in acetonitrile,
photoexcited at 330 nm with a peak fluence of 2.3 mJcm−2, are shown in Fig. 5.6. Im-
mediately after excitation at a pump-probe delay of 100 fs and following the cross-phase-
modulation signal, a broad positive absorption band with a maximum around 550 nm be-
comes visible. Within the following 200 fs, an additional band rises, with a more distinct
maximum around 450 nm. Both of these features decay within the next ≈1 ps and give
rise to a long-lived absorption band with a maximum around 500 nm, readily assigned to
the closed-ring photoproduct. [232] Closer inspection of the data reveals that decay of the
intermediate features involves their shift towards the long-lived band. The few-ps to sub-
ns dynamics are dominated by a residual decay of the initial absorption band. It appears
that the decay at wavelengths above 550 nm occurs more slowly than the decay of the
feature around 450 nm, which will be investigated further in the following section.

16The relatively high peak fluence may raise concerns regarding the peak power. However, the funda-
mental pulse duration of the laser being 170 fs puts these fluences in a reasonably safe range regarding
multi-photon absorption processes (see section 2.4.5).

17The crystallographic files were provided in the respective supporting information sections of [231] and
[232].
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Figure 5.5: Summary of the Pr-DFE cyclization dynamics based on the obtained tran-
sient absorption results. Shown are the dynamics from the excited antiparallel conformer.
Indicated time scales and transition wavelengths refer to the solution data. The qualitative
mechanism in crystal was found to be identical.

Analysis

Fig. 5.7 shows (a) the decay- and (b) the species-associated spectra from a parallel decay
model and a unidirectional sequential model, respectively, applied to the first 100 ps after
excitation. The obtained decay time constants from global analysis were identical to the
corresponding transfer time constants in the sequential model and thus, the DAS and SAS
can be interpreted interchangeably. The first decay component with a time constant of
70 fs describes the decay of the broad excited-state absorption signal, which carries some
residues from the strong CPM signal, as well as the rise of the intermediate absorption
bands with maxima around 450 nm and 600 nm. Notably, the first time constant is on
the order of the estimated instrument-response function of ≈50-100 fs. The second com-
ponent entails the decay of these intermediate features as well as the rise of the product
band with a time constant of 500 fs. An additional decay component was found with a
positive amplitude, a maximum around 550 nm and a decay constant of 3.7 ps, which is
responsible for the aforementioned slower decay of the absorption band above 500 nm.
The long-lived product absorption signal is represented by the fourth component and be-
sides the main band around 500 nm consists of a second, smaller shoulder around 600 nm.
For time delays beyond 100 ps, the latter appears to decay slightly but this process is too
slow to be fit within the measurement window of 1 ns.
As laid out in the beginning of this chapter, it is known from other diarylethene deriva-
tives that solutions of the open-ring forms contain both the reactive antiparallel and the
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Figure 5.6: Transient absorption of photoexcited 1.5 mM Propyl-Difurylethene in ace-
tonitrile. Shown are (a) the TA map for the first 4 ps as well as spectral traces for (b) the
sub-ps and (c) the 400 ps range.

non-reactive parallel conformer. [230] Since excitation of the parallel conformer would thus
manifest in an independent decay, a semi-sequential model was tested, in which a two-
step kinetic chain was superimposed with an additional decay component (see Fig. 5.8).
This resulted in a combination of the two previously applied global fits with the SAS
of the sequential part (species A-C) closely resembling those from the pure sequential
model and having similar time constants. The SAS of the independently decaying species
D on the other hand was nearly identical to the third component from global analysis and
associated with the same decay constant of 3.7 ps. The results of these models will be
discussed in the following section.
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Figure 5.7: (a) Global and (b) target analysis (unidirectional sequential model) of pho-
toexcited Pr-DFE in solution for 100 ps after excitation. The retrieved time constants as
indicated in (a) were identical for both methods.
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Figure 5.8: Semi-sequential global fit of photoexcited Pr-DFE in solution for 100 ps after
excitation. (a) Species-associated spectra and (b) corresponding concentrations. Species
A-C follow a sequential model with a parallel decay of species D. τAB = 70 fs, τBC =
510 fs and τD = 3.7 ps.

Discussion

In analogy to previously reported time-resolved studies on the cyclization dynamics of
structurally similar diarylethenes (see section 5.1.2), the sub-ps dynamics of the present
Propyl-difurylethene derivative are readily interpreted as the rapid formation of an ex-
cited state intermediate species with a time constant of ≈100 fs, which has two absorp-
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tion bands in the visible, one around 440 nm and the other around 600 nm.18 The spectral
shift entailing its formation highlighted in refs. [225] and [83] is also present in this
data. For other derivatives, this intermediate species was shown to be open-ring, but
with the hetero-aryl moieties rotated towards each other in comparison to the open-ring
ground state structure. [56,259,267] While lacking definite proof for the current system, the
structural similarity of the native molecules allows for the preliminary hypothesis that the
present intermediate is also an open-ring isomer in the first singlet excited state (S1). In
the following step with a time constant of ≈500 fs, the wave packet propagates through
a conical intersection into the S0 state, while undergoing closure of the cyclohexadiene
ring. This assignment is made based on the formation of the long-lived absorption band
closely resembling the reported ground-state absorption spectrum of the closed-ring iso-
mer, which exhibits no significant changes on the time scale beyond 1 ps.
The ps-dynamics are more ambiguous than the cyclization dynamics. The SAS from
the pure sequential model suggest that the spectral evolution with a 3.7 ps time constant
mostly involves a hypsochromic shift of the product absorption band and simultaneous
narrowing, which could both be attributed to vibrational cooling and cause the lack of
spectral changes below 500 nm, while a noticeable decay occurs at longer wavelengths.
However, the maximum position of the band does not shift by more than a few nm, failing
to explain the asymmetry of the supposed spectral narrowing.
This observation is in line with the corresponding DAS from global analysis, which does
not have the characteristic sigmoidal shape for a spectral shift but represents an indepen-
dently decaying absorption spectrum with a distinct maximum around 560 nm. While its
baseline could be attributed to the simultaneous shift and narrowing of the main band, the
shape of this feature implies the contribution from an additional species. The indepen-
dence of this process is corroborated by the semi-sequential model, which proves that the
sub-ps dynamics can be treated independently from this decay yielding an almost exact
replica of the third component for the independent species (3.7 ps lifetime). Since there
is no correlated formation of another long-lived absorption band nor a contribution to the
product absorption on this time scale, it can be concluded that this component describes
the relaxation of a different excited-state species without contributing to the cyclization.
The hypothetical internal conversion of the antiparallel conformer would be in contra-
diction to the reported high quantum yields of the latter for related derivatives [64] and
suggests that any contribution from such pathways should be minor. Therefore, the most
plausible assignment of this component is to the photoexcited, non-reactive, parallel con-
former (P), in agreement with various previously reported studies on similar derivatives
(vide supra).
As evident from the constant DAS (or SAS), the absorbance above 575 nm is still non-
zero at 100 ps after excitation, which does not match the steady-state absorption of the

18N.B.: It is possible that the two apparent bands belong to the same transition, if the dip between them
is due to stimulated emission. However, this would have no influence on the interpretation of these signals.
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closed-ring isomer (see Fig. 5.3). A single-wavelength fit of the present data at 600 nm
for the time window between 10 ps and 1 ns, where the aforementioned complications
from earlier spectral shifts no longer play a role, yielded an additional decay component
with a time constant of 110 ps.19 Thus, deactivation of the excited parallel conformer
appears to be biexponential in the present case with time constants of 3.7 ps and 110 ps.
This means that the Franck-Condon state of the P conformer decays into a distribution
of two different excited-state intermediates, since multiple decay channels of the same
species ought to result in a monoexponential behavior.20

As outlined in section 5.1.2, similar independent spectral components with lifetimes on
the order of 100 ps have been reported in time-resolved measurements of dithienylcy-
clopentene derivatives, [237,247] including the structurally similar bis(methylbenzothienyl)-
ethene derivative, [229,262] and assigned to an excited-state of the P conformer. In case of
the latter derivative, the lifetime of this species was found to be 200 ps in acetonitrile. This
decay channel was ascribed to fluorescence, which may also be the dominant relaxation
mechanism in the present case, although this requires verification by direct measurements.
A longer-lived absorbance in this region in analogy to the Me-DTE results observed and
ascribed to intersystem crossing to the T1 state of P by Ishibashi et al. (see ref. [254]) was
not found in the present case.

5.3.2 Crystal TA

Fig. 5.9 shows the transient absorption data obtained from a 700 nm thin single crystal
of the Propyl-difurylethene derivative, excited at 330 nm (peak fluence of 1.6 mJcm−2)
and photoreverted using a visible NOPA with a central wavelength of 530 nm. The spec-
tral region between 490 nm and 560 nm is affected by scattering from the reversion beam
and will be neglected in the following. The data shows high qualitative similarities with
the solution sample, exhibiting an initial rise of a short-lived absorption spectrum within
≈200 fs after excitation, which has a local maximum around 425 nm and increased ab-
sorption in the spectral region around 600 nm. At shorter wavelengths, the signature of
another absorption band is visible, though its maximum appears to lie outside the probe
wavelength range. After 200 fs, these features start to decay and give rise to a long-lived
band in the region where the closed-ring product is known to absorb. Despite the scatter-
ing background, its center can be estimated to lie around 500 nm. This band reaches its
maximum amplitude around 2.5 ps after which point only minor spectral changes occur,
mostly in the region of longer wavelengths.

19Adding another decay component and covering the entire measurement window of 1 ns did not lead
to a reliable convergence of the global fit algorithm. The corresponding signal amplitude of 0.7 mOD was
likely too small in comparison to the other signals.

20An alternative explanation would be the presence of a second non-reactive conformer, as it was reported
for an inverse dithienylethene where a biphasic decay was observed as well. However, so far only the P and
AP conformers have been shown to be stable for any of the derivatives investigated here.
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Figure 5.9: Transient absorption of photoexcited single-crystalline Pr-DFE (700 nm
thickness). Shown are (a) the TA map for the first 5 ps as well as spectral traces for
(b) the sub-ps, (c) the few-ps and (d) the 100 ps range.

Analysis

In Fig. 5.10, the results from global and target analysis for both the 5 ps range and the
100 ps range datasets are depicted. The high similarity to the solution data stated in the
previous section is reflected in the decay- and species-associated spectra as well as the cor-
responding time constants of 0.13 ps and 0.47 ps. The rise of the intermediate spectrum
is visible in the first component and sequential step, respectively, while their subsequent
decay towards the long-lived absorption spectrum is described by the second decay com-
ponent. Due to the limited time window, another component for the spectral evolution
on the few-ps time scale was not possible to fit for this dataset. On the other hand, an
additional decay with a lifetime of 4.7 ps was found for the longer time window, which
predominantly describes a spectral narrowing of the long-lived absorption band with a
small, positive amplitude below 450 nm and above 560 nm as well as a negative amplitude
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Figure 5.10: Global (left column) and target analysis (right column) of photoexcited Pr-
DFE in crystal. Separate fits for the 5 ps range (first row) and the 90 ps range (second row)
were carried out. The lifetimes from global analysis indicated in the figures matched the
time constants from the respective kinetic models.

in the region of the product absorption. This process is likely even more comprehensible
considering the difference in SAS between species C and D. Notably, while there is a
residual decay at longer wavelengths than the main product band, the distinct maximum
found in the analysis of the solution data is missing. Separate single-point fits of kinetic
traces (see Fig. A.24 in the appendix) suggest that the decay of the spectral wings is in-
deed slower at 600 nm (3.3 ps) than at 400 nm (1 ps), although this may be skewed by the
large amplitude of the faster decay component (470 fs) at 400 nm, which according to the
DAS dominates the dynamics at this wavelength.
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Figure 5.11: Schematic representation of the Pr-DFE reaction dynamics in solution. The
left diagram shows the dynamics of the photoexcited antiparallel conformer, which un-
dergoes cyclization via an excited-state intermediate with a lifetime of ≈500 fs. Excited
parallel conformers (right panel) undergo biphasic relaxation from two different excited-
state configurations. Cyclization of the antiparallel conformer was found to be identical
in crystal except for a faster ring-closing time of 300-400 fs.

Discussion

The ring-closing time appears to be slightly faster in crystal than in solution, with a time
constant of ≈300-400 fs.21 It is possible that the confinement in the crystal lattice affects
the molecular configuration in a way that favors cyclization. In particular, the equilibrium
distance between the reactive carbons may be reduced with respect to solution, although
in the latter case, it has not been reported as its measurement is less attainable experimen-
tally.
The main difference between crystal and solution data lies in the separate absorption max-
imum on the longer wavelength edge of the product absorption spectrum, which is present
in solution, but absent in crystal. Even though there is a residual decay around 600 nm
with a time constant of 3.3 ps in case of the crystal, significant narrowing of the product
absorption spectrum is observed on both edges of the spectrum in this time range, which
is most likely the cause of these spectral dynamics. As previously pointed out, the present
single crystals exclusively consist of the antiparallel conformer. Thus, the outcome of
the crystal analysis confirms the conclusion drawn from the solution TA data, that the
separate decay component in the latter case is most likely caused by photoexcitation of
the parallel conformer in solution. This demonstrates how, despite the higher experimen-
tal effort compared to solution, studying the diarylethene dynamics in crystal can aid to
interpret the more ambiguous results from solution by enabling isolation of only one of
multiple possible conformers.

21The time constant from the short-range scan is presumably slightly too large due to the lack of the
intermediate component.
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5.3.3 Summary

The dynamics of photoexcited Propyl-DFE are summarized schematically in Fig. 5.11 for
both conformers present in solution. Excitation of the parallel conformer does not lead
to cyclization and the excited state decays biexponentially with a faster time constant of
3.7 ps and a slower one of 110 ps, which is potentially due to a radiative decay channel.
The excited antiparallel conformer converges towards a local minimum on the S1 PES
within 100 fs to form an excited-state intermediate, from which the closed-ring product is
formed with a time constant of 500 fs. In crystal, where only antiparallel conformers are
present, the same mechanism can be deduced, albeit with a slightly faster cyclization time
constant of 300-400 fs. This observation is remarkable since for other diarylethene sys-
tems studied in the crystalline phase a deceleration of the reaction was observed compared
to solution (vide supra).

5.4 Dithienylethene Cyclization Dynamics

This section deals with the cyclization dynamics of the two dithienylethene derivatives,
investigated by transient absorption spectroscopy in solution and crystal. Due to the
high similarities in the respective datasets, they will be treated conjointly, first discussing
the results from solution, followed by the single crystalline samples and concluded in a
combined interpretation at the end of the section. The key findings are summarized in
Fig. 5.12, showing a schematic of the potential energy surface along the cyclization coor-
dinate for the antiparallel conformers, exemplarily for the case of Ethyl-DTE in crystal. It
will be shown in this section that two distinct ring-closing pathways exist, involving indi-
vidual excited-state intermediates with significantly different lifetimes. Both were found
to be reduced in crystal with respect to solution for either derivative.

5.4.1 Solution TA

Ethyl-Dithienylethene

The transient absorption data from a 2 mM acetonitrile solution of open-ring diethyl-
thienylethene (Et-DTE), photoexcited at 330 nm with a peak fluence of 2.3 mJcm−2, is
shown in Fig. 5.13. The early dynamics qualitatively consist of the same signals as the
ones from Pr-DFE presented in the previous section, but differ regarding the central wave-
lengths and lifetimes. From an initial, broad absorption spectrum, a short-lived positive
signal arises within 500 fs after excitation, with a maximum around 425 nm and a second
peak around 600 nm. The rise of the feature around 425 nm involves a slight blue-shift
within the first 200 fs. Subsequently, these maxima decay, simultaneously to the forma-
tion of a long-lived absorption band, centered around 550 nm, which by comparison to the
reported steady-state absorption can be assigned to the closed-ring photoproduct. While

164



5 Ring-Closing Dynamics of Diarylethenes

Figure 5.12: Summary of the DTE cyclization dynamics (antiparallel conformer). A
qualitatively identical mechanism for both the ethylated and butylated species was de-
duced, both in crystal and solution, via two separate excited-state intermediates. Indicated
lifetimes and transition wavelengths refer to the case of Et-DTE in crystal.

the decay of the maximum at 600 nm is mostly completed within 100 ps, an additional
decay of the absorption band around 425 nm can be observed on the time scale of a few
100 ps as well as a small rise of the product band.

Fig. 5.14 shows the results from global and target analysis of the present data. As is com-
mon when the time constants differ by an order of magnitude or more, identical values
for both models were obtained and the DAS and SAS are thus equivalent. The respec-
tive constant components are readily assigned to the closed-ring product by comparison
to reported steady-state spectra (see Fig. 5.3 or ref. [231]). The first two components are
qualitatively similar to those obtained from Pr-DFE, with the first describing the for-
mation of an intermediate species from the initial excited-state absorption with a time
constant of 140 fs, followed by its decay and formation of the long-lived product band
with a lifetime of 2.2 ps. However, the third intermediate component exhibits significant
differences to the former case. It predominantly encompasses the continued decay of the
absorption band around 425 nm, but also the slight increase in intensity in the product
absorption region as well as a small amplitude decay above ≈625 nm. These observations
together with the significant spectral blue-shift in the data warrant further analysis beyond
the global fit results.
To differentiate between different contributions to the DAS, mainly of the 140 ps compo-
nent, additional kinetic trace fits were carried out at 420 and 600 nm, which are shown in
Fig. 5.15. The initial rise times were found to be 140 ± 4 fs at 420 nm and 160 ± 20 fs
at 600 nm. Deviation from the global analysis time constant in case of the latter can be
explained by the strong influence of the initial CPM signal in this spectral region. The
obtained time constants for the subsequent decays were 2.3 ± 0.1 ps at 420 nm and 1.2 ±
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Figure 5.13: Transient absorption data from photoexcited 1.5 mM Ethyl-Dithienylethene
in acetonitrile. (a) TA map of the first 6 ps, (b) spectral traces of the first 500 fs, (c) spectral
traces up to 1 ns.

0.07 ps in case of 600 nm. While the decay at the latter wavelength was monoexponential,
for the former an additional decay component was found, whose time constant of 130
± 6 ps corresponds to the third component from global analysis. The signal at 600 nm
on the other hand entails an additional slow rise of the product absorption band in that
time domain, which was verified by a separate single-point fit at 550 nm between 10 and
650 ps, yielding a rise time of 130 ± 21 ps (see Fig. 5.15 (c)).
These comparisons indicate that the decay components from global analysis were domi-
nated by the spectral dynamics around 420 nm, which is likely due to the spectral changes
in the region of 600 nm being significantly smaller in amplitude than those around 420 nm.
The shorter time scale at 600 nm compared to the global fit can be explained by the over-
lap with the rising product band, which has a significant contribution in the same spectral
range. These superimposed dynamics result in a continuous shift of the spectral center
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Figure 5.14: Global and target analysis of photoexcited Et-DTE in acetonitrile. (a) decay-
associated spectra with decay constants, (b) species-associated spectra. The rate constants
from target analysis were identical to the decay times from global analysis.

of mass, which was analyzed separately (see Fig. 5.15 (d)). The temporal development
of the centroid between 480 and 690 nm was found to be biexponential in the time delay
range between 0.7 ps and 1 ns, although the second component with a time constant of
370±60 ps may partially be caused by the long-lived decay of the signal around 420 nm,
still having a small contribution between 480 and 500 nm. The faster decay time of
2.1±0.1 ps on the other hand corroborates the time constant of the product band forma-
tion found in global analysis. It remains thus to be discussed whether the bands centered at
580 and 550 nm are indeed associated with two different species as implied by the global
fit or in fact the same species undergoing a dynamic hypsochromic shift upon propagation
on the potential energy surface. Before looking into this question in more detail, the re-
sults from the closely related Bu-DTE will be presented to enable a combined discussion
at the end of the section.

Butyl-Dithienylethene

In Fig. 5.16, the results from transient absorption experiments of the dibutylthienylethene
(Bu-DTE) derivative in solution (1.5 mM, acetonitrile) are depicted (excited at 330 nm,
peak fluence of 2.3 mJcm−2). Overall, the signal intensity appears to be higher at longer
wavelengths.22 Besides this general observation, the relative spectral development during
the first 15 ps after excitation is similar to the ethyl-substituted derivative. The initially
structureless absorption signal evolves within 500 fs after excitation towards a spectrum

22In principle, this could be a systematic error caused by spatial dispersion of the probe and thereby
insufficient pump-probe overlap at shorter wavelengths. However, this was ruled out by measuring different
sample solutions on the same day under similar conditions, in which such an effect was not observed.
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Figure 5.15: Et-DTE solution: Exponential fits of single-point kinetics ((a)-(c)) as well
as (d) the centroid of the main absorption band.

with a local maximum at 450 nm and a global maximum at 600 nm. This intermediate
spectrum subsequently decays with the simultaneous rise of a long-lived absorption band
centered around 550 nm and readily ascribed to the closed-ring isomer. Beyond 15 ps,
only minor developments of the spectrum were observed, entailing a slight increase in
intensity of the product absorption band on the sub-ns scale. Notably, the long-lived band
exhibited non-zero absorbance between 600 and 700 nm, which differs from the steady-
state absorption spectrum of the closed-ring product (see Fig. 5.3 (b)).

Global and target analysis (see Fig. 5.17) quantify these observations with the first compo-
nent (110 fs) consisting of an overall decay of the broad, asymmetric absorption spectrum
as well as the rise of the two absorption peaks around 450 and 600 nm. Spectral evolution
towards the product absorption spectrum is represented by the second component with a
time constant of 3.4 ps. Although visible in the fit residual, the aforementioned sub-ns
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Figure 5.16: Transient absorption data from photoexcited 1.5 mM Butyl-Dithienylethene
in acetonitrile. (a) TA map of the first 5 ps, (b) spectral traces of the first 500 fs, (c) spectral
traces up to 1 ns.

increase in product absorption was not found to be sufficient for an additional component
in the global fit and will be treated separately below.
Single-point exponential fits were carried out at 450 nm and 650 nm in order to avoid
overlap with the product band and are shown in Fig. 5.18 (a). The kinetic trace at 450 nm
consists of a rise with a time constant of 100 ± 10 fs and a subsequent decay (2.3 ±
0.2 ps), while the one at 600 nm exhibits a biexponential decay with time constants of
140 ± 10 fs and 3.6 ± 0.2 ps. The lifetime from global fit is thus dominated by the band
around 600 nm, which is in accordance with its larger amplitude compared to the one
around 450 nm. The centroid of the spectrum between 500 nm and 690 nm describing
the transition from the intermediate spectrum to the product absorption was calculated
and fit as well as the spectral integral in the same region (see Fig. 5.18 (b) and (c)). The
temporal progression of the centroid again showed a biexponential behavior with a fast
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Figure 5.17: Bu-DTE solution TA: (a) Global and (b) target analysis. Lifetimes from
global analysis agreed with the time constants from target analysis.

component of 4.5 ± 0.1 ps and a slow component with a time constant larger than the
measurement window. The integrated intensity in the same spectral region was fit be-
tween 0.5 and 200 ps (omitting the initial ESA decay) with a single exponential function
yielding a decay constant of 3.6 ± 0.2 ps which matched the decay at 600 nm. A separate
fit of the integrated product band (Fig. 5.18 (d)) resulted in a lifetime of 0.6 ± 0.3 ns for
the observed slow rise.

Discussion

The few-ps dynamics of both dibenzothienylethene derivatives show the same qualitative
features and can be discussed conjointly. In either case, a transient spectrum with max-
ima around 450 and 600 nm is rapidly formed with time constants of 140 and 110 fs for
Et-DTE and Bu-DTE, respectively. While the band around 450 nm is more intense than
the other in case of Et-DTE, the inverse is true for Bu-DTE. Global analysis correlates
the decay of both bands and the rise of the long-lived band around 550 nm, ascribed to
the closed-ring isomer, resulting in ring-closing time constants of 2.2 and 3.4 ps, respec-
tively. However, it needs to be discussed whether or not both bands are indeed associated
with the same chemical species. When fitting the kinetic traces at the two maxima of the
transient spectra individually, faster time constants for the red bands (600 and 650 nm)
compared to the blue bands (420 and 450 nm) were obtained. At first glance, this suggests
different dynamics and points towards the involvement of different reaction intermediates.
The proximity of the transient band around 600 nm to the product absorption allows the
hypothesis that the former is in fact a vibrationally hot closed-ring form, which undergoes
vibrational cooling manifesting in a blue-shift towards the equilibrium spectrum on the
few-ps scale. This would be in accordance with previous reports of a rapid cyclization
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Figure 5.18: Bu-DTE solution TA: Kinetic fits of (a) single-wavelength traces, (b) the
centroid of the product absorption and presumed ESA bands, (c) the integral of the same
region in the first 100 ps, (d) the integrated product absorption band on the sub-ns time
scale. Associated decay constants are collated in Tab. 5.3.

pathway for other dithienylethene derivatives (vide supra).
The main hypotheses to be considered are thus (a) the attribution of both transient bands to
a single excited-state intermediate, (b) two individual excited-state species responsible for
the respective bands or (c) one excited-state intermediate (blue band) and a vibrationally
hot ground-state (red band).23 To facilitate finding the most plausible interpretation, the
relevant time constants obtained in the previous analysis are collated in Tab. 5.3.
Consistent correlations between the decay of the blue bands and the hypsochromic shift
of the centroid as well as between the decay of the red bands and the integrals can be

23Hypothesis (a) includes the possibility of a single absorption band with a dip originating in an additional
stimulated emission band, in analogy to the interpretation for Me-DTE by Ishibashi et al. [254]
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Table 5.1: Time scale comparison between different analysis methods. Blue band:
420 nm (Et-DTE) and 450 nm (Bu-DTE). Red band: 600 nm (Et-DTE), 650 nm (Bu-
DTE). Centroid and integral ranges are 500-690 nm and 510-675 nm, respectively. SPK
= single-point kinetic fit.

Method τEt-DTE (ps) τBu-DTE (ps)

Global (blue and red bands) 2.2 3.4

Blue band SPK 2.3 ± 0.1 2.3 ± 0.2

Centroid blue-shift 2.1 ± 0.1 4.5 ± 0.1

Red band SPK 1.2 ± 0.07 3.6 ± 0.2

Integral Decay 1.1 ± 0.1 3.6 ± 0.2

recognized.24 Hypothesis (c) is in contradiction to these correlations because it would
require the shift in centroid position to be correlated with the decay of the red band, and
the integral not to decay but to increase with a time constant similar to the decay of the
blue band.25 Another argument against ascribing the apparent blue-shift of the spectral
centroids for either derivative to relaxation of a single (ground-state) species is their tem-
poral correlation with the decay of the blue bands. Instead, this correlation enables the
attribution of the centroid shift to the growth of the product absorption and the decay of
the excited-state absorption in analogy to various reports in the literature, [83,233,259] as
well as the discussed spiropyran photochromism dynamics.
Excitation of the P conformer should be expected to contribute to the excited-state ab-
sorption and may influence the spectral region around 600 nm more than that of the blue
band, like in case of Pr-DFE,26 which is a possible explanation for the mismatch in time
scales. Thus, there is no definite evidence for the existence of two different excited-state
intermediates (hypothesis (b)) due to the possibility of other causes for the slightly dif-
ferent decay times. The more plausible interpretation of the data in the few-ps regime for
either derivative is therefore a cyclization pathway via a single excited-state intermediate
with lifetimes of ≈2.2 ps for Et-DTE and ≈3.5 ps for Bu-DTE. Furthermore, there is no
indication for a direct cyclization pathway in the sub-ps time domain.
The spectral dynamics of Et-DTE on the time scale of a few hundred picoseconds on

24For Bu-DTE, the blue-shift is not as clearly correlated with the decay of the blue band as in case of
Et-DTE. However, this may be due to the low amplitude of the band.

25For instance, vibrational cooling in case of spironaphthopyran in solution (see section 3.2.2), did not
involve any temporally correlated changes in the band integral, only in the vibrational fine-structure and the
spectral widths.

26N.B.: In contrast to the latter, no characteristic spectral signature of the excited P conformer on this
time-scale was found in the analysis. As was pointed out whilst discussing the dynamics of Pr-DFE, a
comparison between solution and single crystals may help to assess the influence of the parallel conformer.
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the other hand suggest the presence of a second, slower cyclization pathway. While the
long-lived decay of the signal around 420 nm has been reported for Me-DTE with a simi-
lar time constant, it was not attributed to cyclization, but relaxation of the non-reactive P
conformer. [254] However, in case of the present data from Et-DTE, there is a correlation
between this decay and an increase of the absorbance in the region of the product band
(see Fig. 5.14), which was confirmed by independent single-point kinetic fits.
While less obvious due to the lack of a similar decaying signal between 400 and 450 nm,
the slow increase of the product absorption band of Bu-DTE on the sub-ns time scale
(0.5 ns) is analogous to Et-DTE, which implies the existence of a second pathway for this
derivative as well. The fact that there is no second decay component of the blue band
in case of Bu-DTE ought to be due to its overall weaker absorbance and longer lifetime
compared to Et-DTE, leading to it being neglected in the applied fit.27

The residual absorbance above 600 nm for both derivatives needs to be attributed to a
long-lived excited state or metastable ground state due to its absence in the steady-state
spectra of the closed-ring form. For Me-DTE, the same observation was made and the
band was found to decay within a few µs. [254] Further experimental evidence was given
that the band could be ascribed to a long-lived triplet state of the P conformer by means
of µs-time-resolved spectroscopy. Despite lacking these experimental capacities, it is
reasonable to attribute the bands in the present cases analogously, considering the nearly
identical chemical structures of these three derivatives.
Evidently, the butylated derivative exhibits slower ring-closure dynamics compared to the
ethylated one, which in turn are slower than the reported time constant for the methylated
analog. Besides possible effects on the potential energy surface by altering the frequency
of relevant modes, increased steric hindrance due to longer side chains would be a chem-
ically intuitive explanation for a decrease in reaction rates. However, electrocyclization
only takes place if the reactive carbon atoms are already in spatial proximity, in contrast
to the parallel conformers. The change in hybridization of the reactive carbons upon cy-
clization on the other hand changes the geometrical arrangement of their substituents from
trigonal planar to tetrahedral, the speed of which is very likely affected by their respective
mass. Nevertheless, the substituent effect can only be one of many factors, considering
that the Pr-DFE ring-closing reaction was found to be significantly faster than either of
the investigated DTE derivatives, as will be discussed further at the end of this chapter.

27Further evidence for a second cyclization channel can be gained from the spectral dynamics in the
crystalline phase (see section 5.4.2), which exhibit a similar long-lived component. Since only the AP
conformer was present in the investigated crystals not ascribable to the P conformer.
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5.4.2 Crystal TA

Ethyl-Dithienylethene

Fig. 5.19 shows the transient absorption data from 300 nm thin single crystal cuts of the
di(ethylthienyl)ethene derivative, excited at 330 nm (0.8 mJcm−2) and using synchronized
photoreversion with a visible NOPA between 550 nm and 650 nm. The latter region of the
spectra was affected by scattering from the reversion beam. The transient spectrum fol-
lowing excitation consists of two bands, one centered around 400 nm and the other one
covering the entire probe wavelength range above 450 nm. Subsequently, there is a rise
in the spectral region below 450 nm reaching a maximum at ≈ 300 fs after excitation ac-
companied by a bathochromic shift and narrowing of the broader absorption band above
450 nm. Both bands decay within around 100 ps with a simultaneous increase in ab-
sorbance in the region between them.
Additional experiments after improvements to the transient absorption setup were carried
out, but using a different crystal from the same batch. The sample thickness was increased
to 600 nm due to a generally weaker signal from these crystals. Although qualitatively,
the results from both crystals matched, differences in the ratio of the two long-lived bands
were found. In case of the former crystal (crystal A) the band amplitude at 400 and 550 nm
were on a similar level, while the absorbance at 400 nm was found to be higher in case of
the latter (crystal B). However, the data from the second crystal allowed a better resolu-
tion of the sub-ps dynamics as well as a better representation of the long-lived absorption
spectrum due to the improved acquisition routine. Therefore, discussion of global and
target analysis will be based on crystal B.
The DAS and SAS for the time range of 250 ps after excitation are depicted in Fig. 5.20.
The first component (100 fs) describes the rise of the band at 400 nm as well as the red-
shift of the initial absorption signal towards the long-lived signal centered around 550 nm.
The decay of these bands was found to be biexponential, with a fast component of 0.8 ps
and a slower component of 14 ps. The infinite component represents the product absorp-
tion spectrum, with both reported absorption maxima present, [231] but with an apparently
higher amplitude around 425 nm (vide supra).
Since the present data exhibits high similarities obtained for the butyl-substituted deriva-
tive, these analysis results will again be interpreted together with those obtained from
Bu-DTE.

Butyl-Dithienylethene

Transient absorption data from two different single crystals (C and D) of the butyl-substi-
tuted dithienylethene derivative, photoexcited at 330 nm (1.6 mJcm−2 peak fluence) and
probed in the visible, is shown in Fig. 5.21. Although in both cases, synchronized pho-
toreversion with a visible NOPA beam was applied, the data from the 300 nm thin slices
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Figure 5.19: Transient absorption of photoexcited single-crystalline diethylthienylethene
(Et-DTE) from two different crystals (A and B). (a) TA map for the first 5 ps of the data
from crystal A (300 nm thickness), (b) and (c) spectral traces of the data from crystal B
(600 nm thickness).

of crystal C exhibits only little influence from scattered light in the region of 550 nm (see
Fig. 5.21 (a) and (b)). The transient absorption spectrum 100 fs after excitation consists of
three maxima, around 410, 500 and 610 nm, respectively. Within 500 fs after excitation,
the absorption bands around 410 and 600 nm increase, reaching maximum values between
4 and 5 mOD at 500 fs, while the one around 500 nm decays towards an absorbance be-
tween 1 and 2 mOD. Simultaneously, all three bands red-shift towards positions of 410,
525 and 650 nm, respectively, at a time delay of 500 fs. Subsequent equilibration dynam-
ics entail a partial decay of the bands at 410 and 650 nm, while the middle band exhibits
a slight increase.
The data from crystal D on the other hand is affected strongly by a scattering signal
from the photoreversion beam, limiting its usable spectral window to wavelengths below
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Figure 5.20: Et-DTE crystal TA (crystal B): (a) Global and (b) target analaysis (250 ps
window). Time constants from both methods were identical.

550 nm. Thus, the main transient band around 650 nm was not possible to resolve. The
dynamics of the other two bands however are in agreement with the data from crystal C.
Like in case of the ethyl-substituted crystals, the ratio in absorbance appears to be slightly
skewed towards the blue absorption band, and a stronger absorption background between
the features was observed at equilibrium.
The DAS and SAS from global and target analysis of the data from crystal C, covering the
few-ps time domain up to 3 ps, can be found in Fig. 5.22. The first component and step en-
tail the observed absorbance in- and decreases as well as the accompanying red-shifts of
the spectral features in the sub-ps range and have time constants of 130 fs in either case.
Due to the partial decay of the long-lived absorption band, the second component and
species have a finite lifetime, longer than the fit window. The larger measurement window
in case of crystal D enabled a more reliable characterization of this decay, again resulting
in a biexponential behavior, with time constants of 2.6 and 63 ps towards the long-lived
product absorption band (see Fig. 5.22). Despite the difference in covered wavelength
range, the obtained sub-ps dynamics were equivalent for both crystals.

Discussion

As stated above, the spectral dynamics in crystal of both the ethyl- and the butyl-substi-
tuted dithienylethene derivatives exhibit strong resemblances. The reported closed-ring
absorption spectra of the DTE single crystals consist of two absorption bands, one around
420 nm and one between 550 and 600 nm. [231] For the ratio in magnitude between these
two bands, a significant polarization dependence was reported leading to a change in color
when rotating the crystal under polarized light. It has to be borne in mind that for the
transient absorption experiments presented here, linearly polarized probe light was used,
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Figure 5.21: Transient absorption of photoexcited single-crystalline
di(butylthienyl)ethene (Bu-DTE) from two different crystals (C and D) with thick-
nesses of 300 and 600 nm, respectively. (a) and (b) spectral traces of the data from crystal
C, (c) TA map for the first 10 ps of the data from crystal D, (d) spectral traces from crystal
D (250 ps range).

whose polarization was adapted for each sample in order to maximize the absorbance
of the main band around 550 nm. However, since the samples represent approximately
two-dimensional slices of a three-dimensional crystal, the out-of-plane components of
the respective transition dipole moments were inherently fixed, limiting the capability of
this optimization. Therefore, it is to be expected that, if not by chance, both absorption
bands will be present in the equilibrium absorption spectrum.
While ex-situ verification of the product absorption spectrum in the thin crystalline cuts as
opposed to the bulk material was not successful due to a limited signal intensity, accumu-
lation of a thermally stable isomer was verified for sample cuts from the same crystal in
the electron diffraction experiments presented below. Thus, it is reasonable to assign the
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Figure 5.22: Bu-DTE crystal TA: Global and target analysis for the time windows up to
3 ps (crystal C) and 250 ps (crystal D) after excitation. Retrieved time constants from both
methods were identical, respectively.

constant components from global fitting, which consist of both absorption bands, to the
closed-ring species. These considerations together with the results from solution enable
the following interpretation.
The sub-ps dynamics are analogous to the ones in solution, with the rapid formation of an
intermediate spectral species within 100-140 fs. Ring closing involves a biexponential de-
cay of this transient spectrum with time constants of 0.76 and 14 ps in case of Et-DTE and
lifetimes of 2.6 and 63 ps in case of Bu-DTE. The cause of this biexponentiality needs to
be discussed further. The reported near-unity quantum yield of the reaction (vide supra)
implies that all observed spectral dynamics are related to formation of the closed-ring
isomer. Hence, as both contributing DAS have significant amplitudes, corresponding to
a considerable population, both decay processes must involve cyclization. This indicates
that the DAS are associated with different states or species because a decay from one
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Figure 5.23: Crystalline DTE TA: Branched sequential models for both derivatives. Et-
DTE: τAB = 300 fs, τAC = 200 fs, τBD = 750 fs, τCD = 14 ps. Bu-DTE: τAB = 300 fs, τAC
= 280 fs, τBD = 2.6 ps, τCD = 63 ps.

species to another always results in a single exponential decay, regardless of the number
of pathways.28 Thus, the intermediate (spectral) species consists of two distinct, but in
terms of their electronic structure similar chemical species. The interplay between them
is more ambiguous. The applied sequential model treats the shorter-lived species as a
precursor of the longer-lived one, but it is equally feasible to fit the data using a branched
model, in which these two species (B and C) are both formed directly from the Franck-
Condon state (A) before relaxation to the closed-ring isomer (species D, see Fig. 5.23).
Within this model, the decay times of species B and C (attributed to the two cycliza-
tion pathways) were identical to the parallel and unidirectional models, while population
transfer constants from A to B and A to C were found to be 300 and 200 fs for Et-DTE and
300 and 280 fs for Bu-DTE.29 Even though the exact mechanism cannot be determined
based on this analysis alone, the fact that no significant spectral shifts or appearances of
new bands are observed when comparing the SAS of species B and C points towards the
branched model with two spectroscopically similar reaction intermediates.
For Et-DTE in solution, it was possible to resolve the closed-ring product absorption band
more clearly, which facilitated the assignment of the 140 ps component to a parallel cy-
clization pathway. The fact that a biexponential decay of the blue band was reproduced in
the crystal data supports this interpretation as opposed to an alternative relaxation pathway
back to the open-ring isomer or relaxation of the non-reactive conformer. The biexponen-
tiality was also observed for Bu-DTE single crystals, which consolidates the previous

28Confirm the discussion in section 4.3.1 of the Z-E-isomerization dynamics of protonated spiropyrans.
29This is not in contradiction to the results from the other models, since the first step in the unidirectional

model will be a faster rate constant on the order of the sum of the two rate constants in the branched model.
Note that the rate constants are the inverse of the respective time (or decay) constants, predominantly used
in this discussion.
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Figure 5.24: Summary of the deduced reaction mechanism for the investigated
dithienylethene derivatives upon photoexcitation. The diagram on the left shows the cy-
clization dynamics of the antiparallel conformer, representatively for the case of Et-DTE
in crystal. Evidence for dual cyclization pathways was found for both derivatives and both
in crystal and solution. Excitation of the parallel conformer did not directly contribute to
the spectral dynamics, but a long-lived absorption band was observed and assigned to a
triplet state based on previous reports for a related derivative. [254]

hypothesis that the overall band amplitude in the solution experiments was merely too
small to be recognized above noise level. Therefore, it can be concluded that the reaction
mechanisms of both dithienylethenes in solution as well as crystal are indeed identical
except for the time scales.
In turn, drawing the analogy to the solution experiments as well as the reported literature
elucidates the reaction mechanism in crystal to indeed the same (or similar) two excited-
state reaction intermediates. Notably, both cyclization pathways were found to be faster
in crystal than in solution, unlike in previously reported dithienylethenes (see ref. [83]).

5.4.3 Summary

The dynamics of the two photoexcited dithienylethene derivatives discussed in this sec-
tion are summarized in Fig. 5.24, for both the antiparallel and the parallel conformers. In
contrast to the difuryl derivative and in line with previously investigated dithienyl sys-
tems, evidence for a dual cyclization pathway was found involving two reaction interme-
diates with distinct lifetimes (see Tab. 5.2 for an overview of the different lifetimes for
the various cases). Investigating these dynamics in the crystalline phase and comparison
to solution allowed to unambiguously assign the slower reaction pathway to cyclization,
which had previously been assigned to relaxation of the unreactive conformer. Thus, like
in case of Pr-DFE, a synergy between the complementary experiments in crystal and so-
lution enabled the interpretation of one to aid interpretation of the other.
Both pathways were determined to be more rapid in crystal compared to solution. This
acceleration was more notable than in case of Pr-DFE, whose cyclization time in solution
was already deduced to be in the sub-ps range. A comparative discussion between all
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Table 5.2: Lifetimes of the investigated dithienylethene derivatives in crystal and so-
lution. Shown are the time constants τ of the Franck-Condon states (FC) and the two
excited-state intermediates (I1, I2), both of which are associated with cyclization.

Phase Derivative τFC (ps) τI1 (ps) τI2 (ps)

Solution (AcN)
Et-DTE 0.1 2.2 140

Bu-DTE 0.1 3.5 600

Crystal
Et-DTE 0.1 0.8 14

Bu-DTE 0.1 2.6 63

three investigated derivatives will be given in the concluding section at the end of this
chapter.

5.5 Electron Diffraction Experiments

Although the conduction of systematic ultrafast electron diffraction measurements using
one or multiple of the investigated systems exceeded the time frame of this PhD project,
preliminary tests were conducted in order to assess the feasibility and requirements of
such experiments.
Static diffraction patterns from 100 nm thin, single-crystalline slices of each diarylethene
derivative are shown in Fig. 5.25. They are the result of accumulating patterns from multi-
ple electron pulses in succession, resulting in a total number of electrons of 108 electrons
per image. Overall, the diffraction quality of these samples was excellent compared to
other crystals of organic molecules previously tested with the same apparatus and similar
to the quality obtained with SNP samples (see section 3.4).

5.5.1 Photostationary state signal

Since the closed-ring product isomer is thermally stable even at room temperature, it
is feasible to obtain the accumulated electron diffraction patterns of the photostationary
state (PSS) in the same way as for the native crystal. The PSS was prepared by irradiation
with the 343 nm excitation pulses for a time window defined via the electronic shutter
and without the photoreversion beam.30 Thus, this difference gives an indication of the
signal to be expected in a time-resolved electron diffraction measurement after or close

30Strictly speaking, the PSS may not have been reached entirely, as the irradiation time was kept short
(50 excitation pulses) in order to avoid damage to the sample. Qualitatively however, the patterns reflect
the difference between the closed-ring form and the PSS, with a possibly slightly lower differential signal
than in the actual photostationary state.
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(a) Et-DTE (b) Bu-DTE

(c) Pr-DFE

Figure 5.25: Static electron diffraction patterns from 100 nm thin single-crystalline sam-
ples of the three investigated diarylethene derivatives. Patterns labeled with the most
important diffraction indices can be found in the appendix (Fig. A.26).

to reaching equilibrium and serves as an important verification for the feasibility of such
an experiment. The obtained difference patterns are shown in Fig. 5.26 for the respective
derivatives. In order to mitigate the effects of potential beam shifts, most prominently
visible in case of Et-DTE (Fig. 5.26 (a)), the 25 brightest diffraction peaks from both pat-
terns were integrated via an automated peak finding and analysis routine developed by Dr.
Hayes, subsequently subtracted and are displayed alongside the difference patterns.
All three difference patterns show typical signs for a change in molecular structure within
the unit cell with both increases and decreases in diffraction intensities, ascribable to
changes in the respective structure factors.31

After correcting for the overall beam shift, the Et-DTE difference pattern exhibits an in-
tensity decrease of the (202̄) and the complementary (2̄02) peak, while the (080) and
(08̄0) peaks increase in intensity. Less prominent but still distinguishable peak changes

31The fact that in most diffraction peaks, a decrease is observed is due to the increased disorder in the
lattice compared to the crystals consisting solely of the open-ring forms [279].
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(a) Et-DTE (b) Et-DTE, ROI

(c) Bu-DTE (d) Bu-DTE, ROI

(e) Pr-DFE (f) Pr-DFE, ROI

Figure 5.26: PSS difference diffraction patterns of the three derivatives. They were ob-
tained by taking the difference of diffraction patterns after and before UV irradiation of
the samples. Left column: subtracted diffraction patterns, right column: integrated and
subsequently subtracted diffraction peaks (ROI = region of interest). Diffraction indices
are preliminary (see text).
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entail an increase in intensity of several k = 4 and k = -4 peaks.32

The Bu-DTE pattern on the other hand shows only a weak increase of the (020) peak and
its counterpart, but a strong decrease in intensity of the (1̄30), (3̄10) and their respective
complementary peaks.
Pr-DFE represents the pattern with the least ambiguous signs of a permanent structural
change with four distinct diffraction peaks increasing in intensity ((004), (008) and their
counterparts), while the intensity of the others is decreased, most prominently (2̄ 2 10), (2̄
2 10) etc. There is also a notable increase in diffuse scattering background, presumably
due to beginning deterioration of the sample.
These findings render the investigated samples promising candidates for ultrafast diffrac-
tion experiments. However, static investigations have significantly lower requirements
than time-resolved ones, since the excitation process only needs to be carried out a few
times until the PSS has been reached, after which quasi limitless electron beam exposure
can be realized. In a time-resolved experiment, the number of electron pulses per sample
is fundamentally limited by fatigue of the latter. Furthermore, the number of pump-probe
cycles per sample is to be distributed over multiple time points in a scan, including points
before time zero. Lastly, feasible excitation fractions typically do not create populations
equivalent to the photostationary state, even if quantum yields are high.
An estimation how many electrons per time point are required to obtain a signal can be
made based on static diffraction experiments, not dissimilar to the ones presented above,
in which the recorded frames contributing to the accumulated difference pattern are an-
alyzed individually and a point can be defined, beyond which no further improvement is
found due to the signal-to-noise ratio becoming limited by other factors. Such an analysis
was carried out for a few of the DTE crystals and can be found in the appendix (section
A.5.3). The recording of single frames was carried out multiple times with a defined num-
ber of excitation pulses (peak fluence of 1 mJcm−2) between measurements, to provide a
coarse idea of possible improvements by increasing the excitation fraction. To summarize
this analysis, with a 100 keV electron gun like the one utilized in these experiments, a
number of 108-109 electrons per time point should be targeted. Furthermore, only little
improvement was gained by more than a few excitation processes, likely due to the high
quantum yield rapidly leading to populations of the closed-ring isomer on the order of
the photostationary state level. Thus, fluences in the regime of few mJcm−2 ought to be
sufficient for time-resolved experiments.33

32Please note that all indicated indices are based on a first approximation via the commercially avail-
able CrystalMaker suite (vide supra) and thus pending verification by more accurate calculations of the
diffraction patterns. They are used here nonetheless to ease the identification of the observed differential
signals.

33As shown by the transient absorption spectroscopy, fluences up to 4 mJcm−2 are feasible. However,
heating of the TEM mesh by the photoreversion beam, which is not absorbed by the substrate in TA experi-
ments, needs to be taken into account for UED and thus lower fluences (e.g. 2 mJcm−2) are recommended.
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5.5.2 Time-resolved tests and future work

The requirements pointed out in the previous section pose high challenges to be dealt
with and are very likely the reason why, within the limited experimental time frame and
with the available electron diffractometer, it was not possible to obtain a time-resolved
signal above noise level for any of the samples. While it may be possible to achieve
this by simply repeating these experiments under the same conditions or using a higher
excitation density than the estimated 2-4 % in these tests, it is advisable to optimize the
experimental conditions as well. A few insights from the conducted tests can aid to give
a few suggestions for future time-resolved electron diffraction experiments.
As mentioned in the introduction of this thesis, source brightness is a critical factor, which
is reflected in the conducted tests at relatively low bunch charges on the order of 104 elec-
trons per pulse. Thus, a more suitable experimental setup would be (similar to) the RF
electron gun used for the SNP experiments (see sections 2.5.3 and 3.4.1), in which the
problem of space-charge broadening at high electron numbers per pulse is mitigated via
the radiofrequency compression scheme and typically a number of electrons per pulse an
order of magnitude higher is feasible whilst maintaining sub-ps time resolution. Never-
theless, fatigue of the sample demands pump-probe experiments to be carried out over a
multitude of identical samples. The apparatus utilized for the tests in this work required
long evacuation and cooling times, as samples could not be exchanged under vacuum and
cryo conditions. A diffractometer allowing for rapid sample exchange via load-lock sys-
tems would significantly reduce effective down times between experiments and thereby
the overall required time frame.
Another strategy to deal with limited cyclability lies within the use of a streak camera
rather than stepwise pump-probe scans. While the experimental setup becomes more
complicated and additional timing jitters introduce further uncertainties, the advantages
of such a system are evident. Firstly, each excitation cycle can be used for an entire
scan reducing the total number of photocycles significantly and thereby also the number
of samples needed. Secondly, compression of the electron pulse is no longer necessary,
since the temporal resolution no longer directly depends on its duration. The relatively
slow reaction dynamics of the DTE derivatives, especially Bu-DTE, make them less suit-
able for this particular approach. On the other hand, the sub-ps cyclization time of the
propyl-difurylethene derivative as well as the lack of a second, slower pathway match the
capabilities of this experimental approach very well.
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5.6 Concluding discussion

Undertaking an extensive investigation of similar diarylethene derivatives such as the one
presented in this chapter ultimately aims to answer the question how different chemi-
cal substituents affect photochemical reaction dynamics. Chemists have developed intu-
itive predictive models for non-equilibrium behavior inferred from steady-state structures,
which often reliably predict the outcome of the reaction. However, besides not properly
accounting for the quantum nature of molecular compounds,34 these "arrow-pushing ex-
ercises" quickly fail when multiple concurrent influences have to be considered.35

When discussing the likelihood of a chemical reaction to occur, which is usually initi-
ated by the formation of a transition state, steric hindrance by other substituents of the
reactive atoms is often invoked for such predictions or the explanation of reaction yields.
Thus, when comparing the three diarylethene derivatives investigated here, the first intu-
ition would be to expect decreased reaction rates with increasing side-chain length. The
findings of this work, as summarized schematically in Fig. 5.1 at the beginning of this
chapter indicate that this prediction does not hold true. While indeed the cyclization is
slower for Butyl-DTE compared to Ethyl-DTE in both crystal and solution, the Propyl-
DFE derivative whose side chain length lies between the two, is significantly faster than
either DTE. Comparing the cyclization dynamics from a different difurylethene deriva-
tive to reported dithienylethene studies, Khodko et al. stated a similar observation of
an accelerated reaction. [276] Furthermore, when regarding the molecular structure of the
anti-parallel conformer, the substituents are not in the direct way of the reactive carbons.
Thus, the intuitive assertion that steric hindrance will govern the reaction can be ruled out.
The same conclusion was drawn regarding the quantum yield of diarylethenes in crystal
by Kobatake et al. [235] who found the C-C equilibrium distance to be the determining
factor. Indeed, in crystal there is a correlation between the cyclization time and the C-C
distance of the open-ring isomer, with the fastest derivative (Pr-DFE) having the shortest
equilibrium distance.36 However, these distances are not necessarily correlated to the re-
spective antiparallel conformers in solution.
What, if not steric hindrance, are possible reasons for the observed behavior? The most
prominent property of oxygen compared to sulfur hetero-atoms is their increased elec-
tronegativity and thus their effect on the electron density distribution, especially at neigh-

34For instance, as pointed out previously, a reduction in dimensionality is required to explain high effi-
ciencies and fast dynamics of particular reaction pathways in photochemical processes, i.e. the coupling to
a small set of key driving modes of the reactions. This part of the structural dynamics is not accounted for
when trying to deduce dynamics from static structures.

35Even some rules derived from first principles and still being taught today often break down. For the
diarylethenes, the Woodward-Hoffmann rules [280] for electrocyclic reactions predict the outcome of the
reaction correctly, but the proposed one-step mechanism [216] for 6π systems has been shown numerous
times to be inaccurate, as was pointed out e.g. in ref. [224]. Excited-state intermediates have been observed
in many cases, the multitude of which is being extended by the results of this work.

36C-C equilibrium distances in crystal were determined by powder diffraction to be 3.7 Å, 3.9 Å and
4.1 Å for Pr-DFE, Et-DTE and Bu-DTE, respectively [231, 232].
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Table 5.3: Comparison of the three investigated diarylethene derivatives.

Pr-DFE Et-DTE Bu-DTE

Alkyl length (No. of C atoms) 3 2 4

Hetero atom O S S

Cyclization time crystal (ps) 0.3-0.4
0.76 2.6

14 63

Dual pathway? No Yes Yes

Cyc. speed crystal vs. solution Faster Faster Faster

PSS ED difference signal? Yes Yes Yes

boring atoms.37 A reduced electron density around the reactive carbon atoms may favor
their change in hybridization as well as the formation of a bond, which increases the elec-
tron density between them. Furthermore, torsional motions of the moieties which have
been shown to be crucial in the cyclization (vide supra) may be facilitated by "softening"
of the associated bonds due to a reduction in electron density.38 The alkyl-chains on the
other hand are electron-donating, the effect of which increases with chain length. It can
be argued that this effect may be smaller than the effect by the oxygen (or sulfur) het-
eroatoms, but indeed unambiguous predictions are no longer possible.
This highlights the merit of the present systematic, comparative study, elucidating the
effect of different substitutions and which are more significant than others. It was demon-
strated that seemingly minor chemical modifications can lead to notable differences in
dynamics. Nevertheless, it was possible to explain the findings by considering relatively
simple and commonly known substituent effects on aromatic systems. Thus, in the grand
scheme of things the present study represents a step further towards an updated chemical
intuition, accurately accounting for the quantum nature of chemical systems, yet ideally
still allowing to predict, design and control (photo-)chemical reactions.

Although the spectroscopic study reported here is conclusive, it would be beneficial to
complement the results by other experimental or theoretical methods, especially regard-
ing possible involved intermediate species. The very next step lies in the realization of
femtosecond electron diffraction experiments under appropriate conditions and with suffi-

37The term electron-withdrawing, while not inappropriate, is deliberately avoided here because it usually
denotes the effect that substituents have on an aromatic system without being a part of it themselves.

38The benefit of the electron-withdrawing fluorine substituents accelerating the reaction (vide supra) can
be explained in a similar manner.
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cient source brightness to yield reproducible results. As per the findings of this work, it is
possible to create and detect the closed-ring products of all three derivatives by means of
electron diffraction. Furthermore, it was shown that a significantly higher number of pho-
tocycles than in the previous diarylethene UED study can be realized with these particular
derivatives and by appropriate choice of wavelengths for both excitation and photorever-
sion.
Altogether, the results presented in this chapter strongly encourage extensive investi-
gations into the structural dynamics of these derivatives by means of ultrafast electron
diffraction within a suitable time frame. It is highly recommended to implement one
or multiple of the improvements to the utilized experimental setup suggested in section
5.5.2, in order to achieve the best data quality possible and reliably disentangle the struc-
tural dynamics.
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Conclusion

One of the most intriguing aspects of science is that the research is never truly finished.
Oftentimes journal articles may make it seem as though the ultimate truth was unveiled
beyond any doubt in order to prove worthy of publication, while in fact they are part of
an iterative heuristic cycle. On the other hand, all these small steps towards a deeper
scientific understanding do have their own valid results and conclusions. This is reflected
in all three of the projects of which this thesis is comprised, and all of which have led to
conclusive interpretations while immediately pointing towards the next steps to be taken.
For spironaphthopyran (chapter 3), it was possible to settle a scientific dispute regarding
the reaction time scale in solution by discriminating between excited-state, isomerization
and product relaxation dynamics. The latter was found to be influenced by the type of
solvent, which was characterized by careful analysis of the vibrational fine structure in the
product absorption band. Yet, the nature of the specific interaction could only be theorized
on, encouraging further investigation using a larger variety of solvents. Furthermore, the
theoretical calculations being validated by the experimental data suggest the involvement
of C-N and C-O stretch modes as the key modes for internal conversion back to the reac-
tant and the bond-breaking, respectively. Thus, coupling to these modes specifically may
be a means to manipulate the respective quantum yields in a coherent control experiment.
Another essential result from chapter 3 was the observation of the photochromic reac-
tion in the crystalline phase, closely matching the solution dynamics, which is especially
remarkable considering the large structural change. Combined with the results from time-
resolved electron diffraction, it is evident that product formation leads to a distortion in the
crystal lattice. The latter may also explain why the sub-ns dynamics in crystal differ from
solution, most prominently exhibiting a decay of the merocyanine form and the formation
of a meta-stable byproduct. Again, ideas for further investigation into these dynamics can
be suggested immediately. In the UED experiments, the lattice distortion signal was too
strong to recover any signature of the product formation. While this might always be the
case, increasing the excitation fraction to approximately 10-20 % may be a remedy for
this. Since under the given conditions it was not possible to do so without damaging the
sample, test experiments will need to be performed under different conditions, including
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cooling of the sample and active reversion of the product. Synchronized photoreversion
with the first visible pulse arriving shortly after the product formation, e.g. at a time delay
of 20 ps may greatly enhance the achievable excitation fraction by reverting most of the
product before the crystal is permanently damaged ("recovery before destruction"). [63]

The results presented in chapter 4 not only confirmed the proposed acido-photochromic
switching cycles of spiropyran in presence of different types of acids, but extended the
picture by elucidating the reaction dynamics. Besides the lifetimes of excited-states and
product formation, evidence for multiple involved intermediates and their respective life-
times were deduced from the transient absorption data. The complexity of these isomer-
ization reactions compared to the case of non-protonated spiropyran in which case the
planarization is preceded by a bond-breaking step was surprising but emphasized how
seemingly small modifications can alter the dynamics of these reactions. All the more
reason to investigate the associated structural dynamics and driving modes using struc-
tural probes. The long-term goal will be to realize ultrafast diffraction experiments on
both the non-protonated and the protonated forms and compare the planarization from the
protonated Z-isomer to the non-protonated excited-state intermediate with atomic resolu-
tion.
Chapter 5 contains an extensive systematic comparison of three different diarylethene
derivatives in crystal and solution by means of transient absorption. It was shown that
the cyclization times were not primarily governed by the length of the substituents at the
reactive carbons, ruling out steric hindrance as the predominant factor. Instead, the hetero-
atoms in the aryl moieties play a more dominant role, even exhibiting differences regard-
ing the cyclization mechanisms, with dual pathways in case of the di(thienyl)ethenes and
only a single pathway in case of the di(furyl)ethenes. In both crystal and solution, the DFE
derivative showed the fastest ring-closing time (300-400 fs), motivating further research
on this particular subset of diarylethenes. Furthermore, a clear signature of formation of
the closed-ring species was observed in the preliminary electron diffraction experiments.
This strongly encourages further UED studies on these derivatives, since resolving the
structural dynamics should only be a matter of experimental time and optimized condi-
tions.

In the introductory chapter, it was emphasized that a tremendous concerted effort is re-
quired in order to atomically resolve the dynamics of irreversible chemical reactions in
organic materials, despite all the recent accomplishments. It is thus no surprise that the
projects commenced in this work go beyond the scope of a single PhD thesis. The ex-
tensive transient absorption experiments in the dedicated and specifically designed setup
are the first piece of the puzzle that is a comprehensive picture of the photoisomeriza-
tion process of the investigated spiropyrans and diarylethenes and set the basis for future
scientific endeavors.
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Appendix

A.1 Analysis Software

All transient and static absorption spectroscopy data analysis discussed in this thesis was
carried out in Python as part of the developed interactive software package with a graphi-
cal user interface using the tkinter module. For transient absorption, the GUI accesses
a global instance of a main TA analysis class, which contains the transient data itself as
well as methods for loading, averaging, processing and analyzing. The methods itself can
create instances of other classes, most prominently a class for line traces such as spectral,
kinetic or integral traces, and fit classes for line and global fits. A few screenshots of
different subsections of the GUI as well as essential and/or useful code excerpts will be
given in the following.

A.1.1 Global and target analysis

In Fig. A.1, a screenshot of the software page for global and target analysis is shown,
containing selection of the desired model, definition of the fit window, selection of the fit
algorithm and additional parameter constraints, and a few more options for the fit.
The core method of the global and target analysis class calculates the fit matrix fitMat as
well as the concentration vectors Y, which depend on the model and the fit parameters p, as
well as the decay-associated spectra X via matrix inversion. The fit matrix is subsequently
subtracted from the data matrix and returned to the optimization algorithm.

1 class GlobalFit ():

2 #...

3 def calculate_results(self , p):

4 # both used during optimization and to obtain global fit

parameters afterwards

5 #

6 # calculate Y components according to utilized model

7 Y = self.modelObj.fit_function(self.y, p, num_comp = self.

number_of_decays ,

8 sigma = self.sigma)
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Figure A.1: Screenshot of the global fit page from the interactive TAS analysis software.
All fit settings are made on this page of the main window, while the fit results are shown
in a separate window (see Fig. A.2).

9 # calculate X components via matrix inversion

10 try:

11 X = np.dot(np.transpose(self.z), np.linalg.pinv(Y))

12 except Exception as e:

13 try:

14 X = np.dot(self.z, np.linalg.pinv(Y))

15 except Exception as ex:

16 print(e, ex)

17 X = np.zeros ((np.shape(self.z)[1],self.number_of_

species))

18 # exclude invisible components

19 for inv in self._ invisibleComps:

20 X[:,inv] = np.zeros ((np.shape(self.z)[1]))

21 # calculate fit matrix (fitMat) from X and Y for

calculation of residual

22 fitMat = np.dot(np.asarray(X)[:,self._ visibleComps],np.

asarray(Y)[self._ visibleComps ,:])

23 return Y, X, fitMat

24 #...

The optimization process itself is done using the Minimizer class of the lmfit pack-
age. [117] Once the optimization is finished, the results are displayed in a pop-up window
(see Fig. A.2), which also contains further operations, e.g. a Fourier transform of the
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Figure A.2: Results window from global or target analysis (see Fig. A.1) in the TAS
analysis software.

residual, plotting species concentrations or the superposition of individual components to
assess their contribution to the entire fit.
The attribute modelObj of the global fit object is an instance of a separate fit model class,
which manages the applied models, both parallel (global analysis) and kinetic (target anal-
ysis). The fit_function method being called by the global fit object is a wrapper for
the applied temporal models to allow for an easy implementation of additional models.
It contains universal operations and calls the specific model function, directly returning
its result. The two simplest examples for such model functions, i.e. the parallel model
and the unidirectional sequential model functions accept the arguments f (the temporal
function, usually an exponential function), t (the time vector), p (the fit parameters) as
well as the keyword argument num_comp, the number of decay components or species.

1 class FitModels ():

2 #...

3 def _parallel(self , f, t, p, num_comp = 2, ** kwargs):

4 y = np.zeros ((num_comp ,len(t)))

5 for i in range(num_comp):

6 y[i,:] = f(t,p['tau_' + str(i + 1)])

7 return y

8

9

10 def _kineticChain(self , f, t, p, num_comp = 2, inf_comp = None ,

** kwargs):

11 def amplitudes(j,l):
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12 return np.prod([para for para in k[:l]])/np.prod([k[i]

- k[j]

13 for i in range(l + 1) if i != j])

14 # rate constants

15 k, tau = self.convert_tau_k(p)

16 # species one

17 c = [np.array(f(t, p['tau_1']))]

18 #following species

19 for l in range(1,num_comp):

20 comps = [amplitudes(j,l)*f(t, tau[j]) for j in range(l

+ 1)]

21 c.append(np.abs(np.sum(np.array(comps),axis = 0)))

22 return np.array(c)

23 #...

N.B.: the fit parameters are generally contained in a dictionary, to enable being accessed
using a key rather than for instance the position in a list. The fit functions return the
concentration vectors as a list, the order of which is defined in another attribute of the fit
model object.

A.1.2 Trace fits and DLSA

Another in this thesis universally applied utility of the software package is the capability
of line fits for any instance of the trace class, e.g. kinetic traces (see Fig. A.3). Various
exponential fit functions and kinetic models are available, the latter utilizing the same fit
model class as for global fits, but via the more versatile LineFit class. The latter is also the
basis for the dynamic line shape analysis (see Fig. A.4), in which the transient spectra at
the respective time delays are treated as a spectral trace whose ydata is changed for each
time step.

A.2 Steady-State Absorption Spectroscopy

In this section, steady-state absorption spectra not shown in the main text are provided
along with calculated excitation fractions. Absorption spectra in general are obtained by
measuring the transmitted light intensity I through a sample of thickness d as well as the
light intensity I0 through a reference, which is either a cuvette containing the neat solvent
or the blank UVFS substrate in case of solutions and crystalline samples, respectively. The
extinction, here referred to as optical density (OD) as well as the extinction coefficient ε

are obtained from the measurement via the Lambert-Beer law:

I = I0 ·10−εd = I0 ·10−OD (A.1)

219



A Appendix

Figure A.3: Line fit page from the interactive TAS analysis software, showing exponen-
tial fits of kinetic TA traces.

Assuming the extinction to be due solely to absorption, the absorbance (Abs.) plotted in
all spectra is treated as identical to OD.

A.2.1 Excitation fraction calculation

An important estimate for the suitability of the experimental parameters is the excitation
density or equivalently, the fraction of excited molecules η . For an irradiated sample
volume Vs, η can be calculated as the ratio between absorbed photons Nabs and total
number of molecules in the volume NV under the assumption that only one excitation
process per molecule takes place (Nabs = Nexc):

η =
Nexc

NV
=

Nabs

NV
(A.2)

Assuming that attenuation in the sample is entirely due to absorption,1 the number of
absorbed photons can be related to the number of incident photons Nin via the Lambert-

1This assumption is necessary, but not generally valid for single crystals where significant contributions
from reflection and scattering are often present. This is why often only upper limits for the excitation
fraction can be given.
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Figure A.4: Dynamic line-shape analysis window as part of the interactive TAS analysis
software. From this window, the resulting parameter traces in time can be plotted or fit
via the line fit window shown in Fig. A.3.

Beer law (see equation A.1):

Nin = Ntrans +Nabs

Ntrans

Nin
=

I
I0

= 10−OD

=⇒ Nabs = Nin(1−10−OD) (A.3)

with Ntrans being the number of photons transmitted through the sample and OD the opti-
cal density. The number of incident photons is equal to the pulse energy E divided by the
photon energy Ephot . The number of molecules NV in the sample volume can be calcu-
lated in various ways, for instance using the number density of the material ρN , multiplied
by the sample volume Vs. Thus equation A.2 becomes:

η =
Nin(1−10−OD)

NV
(A.4)

=
E

Ephot
· (1−10−OD)

ρN ·Vs
(A.5)
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ρN is equal to the number of atoms Z per unit cell divided by the unit cell volume VUC or,
alternatively, the mass density ρm divided by the particular molecular (or atomic) mass
Mmol .2 Therefore, equation A.4 can be rewritten in two alternative ways, in order to
express it in terms of more commonly used quantities. These include the fluence F and
the sample thickness d (F/d = E/Vs), and either the unit cell parameters or the mass
density:

η =
F ·VUC · (1−10−OD)

Ephot ·d ·Z
=

F ·Mmol · (1−10−OD)

Ephot ·d ·ρm
(A.6)

For solutions, the number density (in cm−3) is equal to the concentration c (in mmol/l)
multiplied by the Avogadro number (NA =6.022·1023 mol−1):

η =
F

Ephot
· 1−10−OD

d · c ·NA
(A.7)

Notably, in the linear excitation regime η is proportional to the fluence and thus, the
excitation fraction can be calculated once, normalized to the fluence (i.e. calculated for
1 mJcm−2), and the values for any specific fluence obtained by simple multiplication.

A.2.2 Protonated spiropyrans excitation fractions

Based on the measured static absorption spectra (Fig. 4.4), the excitation fractions for the
TA of the Z/E-isomerization were calculated using equation A.7. The resulting excitation
fractions for the Z-isomers, excited at 330 nm at a fluence of 1 mJcm−2 were 1.8 % for
both MCH+ and Nitro-MCH+. For the fluences used in the experiments, this corresponds
to excitation fractions of 4 % and 3 %, respectively. For the E-isomers, only the photo-
stationary state (PSS) spectra are known, which is why the concentration in equation A.7
has to be multiplied by the fraction of the E-isomer in the PSS. The latter have been de-
termined for both derivatives by Kortekaas et al. and reported to be 58.9 % for MCH+

and 68.3 % for Nitro-MCH+. Thus, the normalized excitation fractions become 2.1 % and
3.3 %, respectively, and the values for the datasets discussed in the main text 8 % in either
case.

A.2.3 Diarylethene absorption spectra

Since the steady-state absorption spectra for the investigated diarylethene derivatives have
already been reported including those of the closed-ring isomers and the photostationary
state, extensive measurements have not been carried out. Spectra of the open-ring forms
were recorded nonetheless for verification as well as for an estimation of the excitation
fractions in the experiments. The spectra of the open-ring diarylethene derivatives are

2N.B.: Mmol here refers to the actual weight of the molecule or atom in grams, i.e. the molar weight
divided by the Avogadro number.
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shown in Fig. A.5. The calculated excitation fractions, normalized to the fluence are col-
lated in Tab. A.1. Due to the normalization, the values represent the linear coefficients
(units of %/(mJcm−2) for low fluences in the linear excitation regime.
Based on the absorption spectrum for crystalline Bu-DTE,3 the excitation fraction in crys-
tal was estimated as ≈2 %/(mJcm−2)) as an upper limit, neglecting influences from scat-
tering in the absorption data.
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Figure A.5: Steady-state absorption spectra of the open-ring forms of the investigated
diarylethene derivatives. (a) Spectra from all derivatives in solution, (b) spectrum of a
150 nm thin single crystal of Bu-DTE.

Table A.1: Excitation fractions for the three different diarylethenes in solution, calculated
for a fluence of 1 mJcm−2.

320 nm 330 nm 340 nm

Et-DTE 0.93 % 0.81 % 0.99 %

Bu-DTE 1.0 % 0.71 % 0.92 %

Pr-DFE 0.81 % 0.78 % 0.67 %

A.3 Fluence Dependences

As mentioned in section 2.4.5, verification of the applied fluences to lie in the linear exci-
tation regime is crucial and was carried out for all investigated samples. This can be done

3Absorption spectra of the other two derivatives were measured as well, but no usable data was obtained
due to a strong scattering background in the ultraviolet. Since the crystals were grown from the same
powder as the sample solutions were prepared (without any further steps), verification of their identity is
provided via the solution absorption spectra.
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via temporal and spectral integration of a constant signal in solution TA measurements, or
via the first (or first few) singular values, which better accounts for multiple signals with
opposite signs and was preferred in most cases.4 Analysis of this data including linear fits
of the power or fluence dependences was carried out routinely as part of the developed
software package (see Fig. A.6).
In the following, fluence dependence plots are shown for (non-protonated) spironaph-

Figure A.6: Excitation parameter dependence analysis software. An example is shown
for which use of the singular value was preferred due to opposite signs of the signal
instead of integration. The plot on the left shows the window for a selected pump power
(or fluence) and the plot on the left the singular values for the measured fluences including
a linear fit.

thopyran for all utilized solvents (Fig. A.7), both directions of the Z-E-isomerization of
protonated Nitro-BIPS (Fig. A.8), the TA data for photoexcited BIPS in both utilized
acids, i.e. protonated and non-protonated (Fig. A.9) and the three investigated diarylete-
hene derivatives (Fig. A.10).

4Ideally these experiments are to be carried out in crystals as well. However, a limited number of
photocycles per sample area combined with slight variations in signal intensities between samples impeded
the conduction of scientifically meaningful fluence series. Since the absorption cross-sections were not
found to differ significantly between the crystalline and solution samples and circularly polarized pump
pulses were utilized for crystalline samples, the linear excitation regimes determined via solution TA can
be applied to the crystals as well.
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Figure A.7: TA fluence dependence analysis of spironaphthopyran, excited at 266 nm and
probed in the visible for the three different solvents, which were used for the experiments
reported in section 3.2.2.
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Figure A.8: TA fluence dependence analysis of protonated Nitro-BIPS in acetonitrile and
in presence of H2SO4 for both (a) the Z-to-E isomerization and (b) the reverse reaction.
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Figure A.9: TA fluence dependence analysis of BIPS in acetonitrile in presence of (a)
H2SO4 and (b) H3PO4, excited at 330 nm.
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Figure A.10: TA fluence dependence analysis of the three diarylethene derivatives in an
acetonitrile solution, probed in the visible. N.B.: two outliers due to pump power drifts
were excluded in case of Bu-DTE.
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A.4 Transient Absorption Addendum

This section provides further data analysis for the investigated samples as well as in a few
cases complementary data, both of which was not included in the main part of the thesis
for conciseness.

A.4.1 SNP solution

Global fits of the TA from SNP in solution for the entire measured range are depicted
in Fig. A.11. Compared to the shorter fit window (Fig. 3.7), the intermediate component
attributed to product equilibration is better represented, but the faster dynamics are not
characterized as accurately. Since equilibration is described more appropriately by the
line-shape analysis, these fits were not included in the main text, but are shown here.
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Figure A.11: Global fits of photoexcited SNP in the visible range for the entire measure-
ment window of one nanosecond (100 ps in case of acetonitrile).
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Calculated spectral centers of gravity for SNP in all three solvents are plotted along with
the TA data in Fig. A.12, in order to demonstrate the spectral shifts on the sub-100 ps time
scale, confirming the results from the dynamic-line shape analysis.

(a) n-Hexane (b) Ethanol

(c) Acetonitrile

Figure A.12: Spectral centers of gravity (black circles) of photoexcited SNP in (a) hex-
ane, (b) ethanol and (c) acetonitrile, overlayed with the corresponding TA data.

Further results from the DLSA including maps of the fits and the residuals as well as
depiction of the individual components, if not part of the main text, are provided in
Figs. A.13-A.15. In addition, results from the exponential fits of the Gaussian integrals
are collated in Tab. A.2.

Populations of the electronic states from the TD-DFT molecular dynamics simulations of
photoexcited SNP, carried out by Dr. Raison Dsouza, are plotted in Fig. A.16 including
fits using a unidirectional sequential model. The time scales for internal conversion to
S1 (88 fs) and relaxation to the ground state (1.3 ps) agree well with the excited-state
absorption dynamics measured in the solution TA.
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(a) Data (b) Fit

(c) Residual

Figure A.13: Dynamic line shape analysis of SNP in n-hexane.

A.4.2 SNP crystal

In order to demonstrate that a meta-stable state was found in the data from photoexcited
SNP in crystal between approximately 25 and 45 ps, spectral traces from this time window
are depicted in Fig. A.17. They complement the spectral traces from the entire measure-
ment window shown in Fig. 3.15 (d).
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Figure A.14: Dynamic line shape analysis of SNP in acetonitrile.

Table A.2: Exponential fits of Gaussian areas using biexponential functions in case of the
fits using four Gaussians and a single exponential with an offset in case of the ethanol fit
with three Gaussians. In addition to the time constants the exponential amplitudes A are
given for the former case and the offset for the latter.

Hexane Acetonitrile Ethanol

τ [ps] A [cm−1] τ [ps] A [cm−1] τ [ps] A [cm−1]

Area 1
11.5 (r) -4.56 ·103 13.5 (r) -1.77 ·104 11.9 (r) -1.20 ·104

1.05 ·103 7.08 ·103 3.5 ·103 2.8 ·104 inf 1.64 ·104

Area 2
7.37 (r) -7.15 ·103 50.1 (r) -8.81 ·103 63 (d) 7.47 ·103

1.28 ·103 2.07 ·104 400 (d) 5.13 ·103 inf 2.06 ·104
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Figure A.15: Dynamic line shape analysis of SNP in ethanol.
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Figure A.16: SNP molecular dynamics simulation: Electronic state populations and ki-
netic fits using a two-step model. τ1 = 88 fs, τ2 = 1.3 ps.
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Figure A.17: Additional spectral traces from the TA data of photoexcited, crystalline
spironaphthopyran for the time range between 25 and 45 ps.
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A.4.3 Protonated spiropyrans

Additional information on the DLSA results from photoexcited Z-MCH+ (BIPS) and Z-
NMCH+ (Nitro-BIPS) is given in this section. Fig. A.18 and Fig. A.19 show fit and resid-
ual maps of the two different compounds. In addition, the two width parameters of the
utilized Voigt profile (Gaussian parameter σ and Lorentzian parameter γ) for Z-MCH+

are plotted in Fig. A.20. The ratio between them is an indication whether the profile is
more "Gaussian-like" or "Lorentzian-like".
Since in the main text, only the time constants from the applied kinetic models to the
Voigt-profile amplitudes (= integrals) were shown and discussed, the exponential ampli-
tudes (related to the transition dipole moments of the species) are shown in Tabs. A.3 and
A.4 for Z-MCH+ and its nitro-substituted analog, respectively.

(a) (b)

(c)

Figure A.18: Dynamic line shape analysis of photoexcited Z-MCH+: (a) Data range, (b)
fit and (c) residual maps.

The left singular vectors from TA of E-Nitro-MCH+ are shown for the entire measured
range in Fig. A.21, in order to complement the view focusing on the short range depicted
in Fig. 4.19 of the main text (section 4.4.2).
Results from the two kinetic models applied to the TA data from the same sample, but
probed in the UV and discussed in section 4.4.2 are depicted in Fig. A.22 in terms of the
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Table A.3: Amplitudes from the applied kinetic models for the line integrals from DLSA
of photoexcited MCH+.

Species Unidirectional Branched Branched∗ Branched∗∗

B 1.5·105 ± 2.5·104 1.6·105 ± 3·106 2·105 ± 3·105 2·105 ± 1·105

C 3.3·104 ± 4·102 5·104 ± 4·108 0.0 (fixed) 5.7·104 ± 6·102

D 6.5·104 ± 2·102 1.5·104 ± 6·108 4.5·104 ± 3.5·102 0.0 (fixed)

E 1.11·105 ± 4·102 1.12·105 ± 5·102 1.12·105 ± 5·102 1.12·105 ± 5·102

(a) (b)

Figure A.19: Dynamic line shape analysis of photoexcited Z-Nitro-MCH+: Maps of (a)
fit and (b) residual.

species-associated spectra and plots of the species concentrations in time. Chain refers
to a unidirectional sequential model, while in the branched model, the initial species A
reacts to the product C either directly or via the intermediate species B (see eq. 4.3). As
evident from this comparison, both models describe the transient data reasonably well and
the obtained time constants were identical and matched the lifetimes from global analysis
(2.4 ps and 37 ps).
For completeness, global analysis results from BIPS in both an equimolar H3PO4 solution
and a non-acidic one are shown in Fig. A.23. They complement the results from target
analysis (see Fig. 4.26 in section 4.5.2) and matching time constants were obtained.
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Table A.4: Amplitudes (mOD · cm−1) from the kinetic sequential fit of the DLSA line
integrals of photoexcited Z-Nitro-MCH+, corresponding to the transfer time constants in
Tab. 4.2.

Model B C D E

I 1.2·105 ± 6·104 4.4·104 ± 5·102 6.3·105 ± 3·103 –

II 1.4·105 ± 1.6·105 3.1·104 ± 7·103 5.3·104 ± 5·102 4·105 ± 1·106
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Figure A.20: Dynamic line shape analysis of photoexcited Z-MCH+: Parameter traces
for the Gaussian and Lorentzian line width parameters σ and γ , shown for (a) the first
30 ps and (b) the entire fit range.
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Figure A.21: Left singular vectors of the TA data from photoexcited E-Nitro-MCH+.
Shown for the entire measurement range to complement Fig. 4.19.

236



A Appendix

260 280 300 320
wavelength (nm)

2

1

0

1

2

3

 A
bs

. (
m

O
D

)

Species A
Species B
Species C

(a) Chain

0 20 40 60
time delay (ps)

0.0

0.2

0.4

0.6

0.8

co
nc

en
tra

tio
n

Species A
Species B
Species C

(b) Chain

260 280 300 320
wavelength (nm)

2

1

0

1

2

3

 A
bs

. (
m

O
D

)

Species A
Species B
Species C

(c) Branched

0 20 40 60
time delay (ps)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

co
nc

en
tra

tio
n

Species A
Species B
Species C

(d) Branched

Figure A.22: Target analysis of photoexcited E-MCH+, probed in the UV.
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Figure A.23: Global analysis of BIPS in H3PO4 (equimolar) and non-acidic acetonitrile
solutions.
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A.4.4 Diarylethene

Kinetic trace fits of the tail regions of the closed-ring product absorption of Pr-DFE in
crystal are shown in Fig. A.24. Associated decay constants of the exponential fits were
1 ps at 400 nm and 3.3 ps at 600 nm. For further discussion see section 5.3.2.
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Figure A.24: Additional kinetic traces from the TA data of crystalline Pr-DFE including
exponential fits. Decay times were determined as 1 ps at 400 nm and 3.3 ps at 600 nm.

A.5 Electron diffraction

A.5.1 Orientation finding and indexing

In order to facilitate the discussion of changes in individual peaks, coarse and manual
orientation finding using CrystalMaker [178] was carried out using the reported crystallo-
grahic data of the samples and measured diffraction patterns. The results of this are shown
in Fig. A.25 and Fig. A.26 for SNP and the diarylethenes, respectively. Evidently, only
a rough agreement between measurements and simulation was possible to obtain, suf-
fering in some cases from slight mismatches in lattice constants and/or peak intensities.
Besides general shortcomings of the simulation itself, this is likely due to small distor-
tions in the images and in case of Et-DTE and Bu-DTE mismatch in temperature of the
measurements, as the reported data was measured at 123 K in these cases, while the elec-
tron diffraction patterns were recorded at 220-270 K. While for the qualitative purposes in
this thesis, this indexing process is sufficient, more extensive data analysis should include
appropriate simulation and algorithmic orientation finding.

A.5.2 SNP ED addendum

Additional electron diffraction data from single-crystalline spironaphthopyran are pro-
vided in this section. Fig. A.27 shows a comparison between crystals grown via solvent
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Figure A.25: Based on the reported crystallographic data ([174]), simulated patterns (red
circles) using CrystalMaker were overlayed and compared with the measured electron
diffraction images, to obtain a rough agreement.

evaporation and those grown via vapor diffusion. The drastic improvement by using the
latter is imminent. Furthermore, the consistency between sample cuts from the same crys-
tal was significantly better for the crystals grown via vapor diffusion. Overall, this method
proved superior for SNP and is recommended for similar compounds if results from sol-
vent evaporation are not satisfactory.
An example for the time-resolved differential diffraction signal from UED scans of SNP
is shown in terms of the absolute signal difference in region-of-interests determined by a
peak finding algorithm. A non-zero signal can be discerned when comparing later time-
points to earlier ones. The time zero on this axis was determined via a different sample
but appears to be earlier in this case (between -10 and 0 ps).
In order to estimate the reversibility of the sample and check for potential damage, the
total diffraction intensity for individual frames in the time-resolved measurement was in-
spected and plotted in terms of the ROI intensities for the brightest peaks (see Fig. A.29).
After an initial drop of about 3 %, potentially due to heating of the sample or induced
crystal strain, the diffraction intensity remained relatively constant and the drop was only
observed for fresh samples. Cumulative damage of the sample was thus not observed,
which verifies the experimental conditions to be appropriate.

A.5.3 DTE UED frame analysis

In order to estimate the required experimental parameters for a time-resolved electron
diffraction experiment, the following procedure was carried out. Single-shot excitation
of the sample with the 343 nm laser pulse at a fluence of 1 mJcm−2 using optical chop-
pers and a mechanical shutter was realized in manually controlled cycles, between which
static electron diffraction patterns were measured. These patterns were averages of indi-
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(a) Pr-DFE (b) Et-DTE

(c) Bu-DTE

Figure A.26: Coarse indexing of the electron diffraction patterns from the three di-
arylethene derivatives. Based on the reported crystallographic data ([231, 232]), simu-
lated patterns (grey circles) using CrystalMaker were overlayed and compared with the
measured electron diffraction images, to obtain a rough agreement.

vidual frames, each containing the accumulated image of ≈ 7.8·106 electrons.5 Saving
each frame separately allowed for a frame-by-frame accumulation of the patterns for each
consecutive excitation cycle. A region-of-interest (ROI) analysis of the difference be-
tween these patterns and the initial pattern before any excitation was used to estimate
the required number of electrons for averaging (related to the number of accumulated
frames) and the required excitation density (related to the number of accumulated excita-
tion pulses). The total absolute difference diffraction from the ROIs is plotted for Et-DTE
and Bu-DTE in Fig. A.30. In terms of the number of frames, little change occurs after
the first ≈100 frames, giving a rough estimate for how many electrons per time point
are required in the time-resolved experiments (108-109). Of course, more averaging gen-

5The number of electrons was not measured directly, but determined through an electron beam cur-
rent measurement for different photocathode beam pulse energies and a linear interpolation. This enabled
adjusting the number of electrons per pulse via the power of the photocathode beam.
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(a) (b)

Figure A.27: Static diffraction pattern of SNP crystals, grown by (a) solvent evaporation
and (b) vapor diffusion. The latter was adapted from Fig. 3.20 for comparison. The larger
background from the unscattered beam in (a) compared to (b) is an indication for the
drastically improved diffraction quality (Intensity scales were adjusted to the brightest
diffraction peaks for either image).

erally leads to a higher signal-to-noise ratio, but the benefit has to be compared to the
cost, i.e. the limited number of photocycles per sample. Increase of the difference signal
via accumulated excitation pulses is only significant within approximately the first 10 cy-
cles, although the variance between cycles prohibits definite statements. Beyond this, a
decrease in signal can be distinguished, which is likely due to beginning sample deterio-
ration, since the closed-ring product was not reverted but hit with the 343 nm laser beam.
Furthermore, the UV pulses also revert a portion of the closed-ring product, which is why
this is only a coarse estimate for the optimal fluence. It appears however, that fluences in
the few- mJcm−2 regime should be sufficient for the time-resolved experiment.
Like the time-resolved tests, these static measurements were limited by the time frame
of the PhD project and ideally should be extended upon, before the realization of time-
resolved scans, since this type of analysis is comparatively simple and can be carried out
for many more samples within a reasonable time frame.
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(a)

Figure A.28: Total absolute diffraction difference from a time-resolved electron diffrac-
tion scan of SNP.

Figure A.29: Total electron diffraction intensity of a fresh, single-crystalline spironaph-
topyran sample during time-resolved experiments. Within the first ten acquired frames,
an intensity loss of 3 % was observed, before reaching an approximately constant level.
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(a) Et-DTE

(b) Bu-DTE

Figure A.30: Per-frame analysis of static electron diffraction patterns of (a) Et-DTE and
(b) Bu-DTE with accumulated UV excitation. Plotted is the differential diffraction in the
most intense peaks, in which a steady-state difference is known to manifest from static
diffraction patterns and how it improves or stabilizes with increased number of averaged
diffraction patterns and UV excitation cycles.
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A.6 Optical Setups Addendum
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Figure A.31: CPM of the broadband UV laser pulse centered at 330 nm and the visible
supercontinuum probe in the TA setup. (a) TA map, (b) select kinetic traces.
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Figure A.32: Example spectra from the visible NOPA that was used exclusively for pho-
toreversion, shown for three different central wavelengths.
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Figure A.33: Previous version of the transient absorption spectroscopy setup, adapted
from ref. [97], Fig. 3.6 with permission from the author. BS: beam splitter, CC: chopper
controller, PD: photodiode, DL: delay line, VND: variable neutral-density filter, SC: su-
percontinuum, OAP: off-axis parabolic mirror, DDG: digital delay generator, DAQ: data
acquisition unit, F: cut-off filter, L: lens, CM: curved metallic mirror.

A.7 Miscellaneous

A.7.1 Kinetic model derivation

As laid out in section 2.4.6, a general solution for unidirectional sequential models exists
for an arbitrary number of steps (see equation 2.27). For more complex models which
involve parallel pathways, the differential equations (DEq) for the populations have to be
determined and solved for each individual. Fortunately, the general strategy for the solu-
tion of the DEq is similar in all cases, since it is usually a set of first-order linear ordinary
differential equations to be solved. Since population of the initially created species A is
independent from those of all other species, the corresponding is homogeneous and its
solution a simple exponential function. The remaining DEq are inhomogeneous and take
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the general form:
d
dt

y(t)+ f (t) · y(t) = g(t) (A.8)

Differential equations of this form can be solved by the variation of the constant ansatz:

y(t) =
[∫

g(t) · eF(t)dt + const
]
· e−F(t) (A.9)

with F(t) =
∫

f (t)dt and an arbitrary constant const.6 This strategy was used for all
utilized kinetic models in this thesis and will be demonstrated once for a relatively simple
example in the following.
The exemplary model is a simple branched model, in which species A decays into two
different species B and C with rate constants kAB and kAC, each pf these species having
finite lifetimes (rate constants kB and kC):

B

A

C

kB

kAB

kAC

kC

(A.10)

The resulting differential equations for the associated concentrations A, B and C are:

(i)
dA
dt

=−kAB ·A− kAC ·A

(ii)
dB
dt

= kAB ·A− kB ·B

(iii)
dC
dt

= kAB ·A− kC ·C

The solution for (i) is readily obtained as:

A = A0 · e−kA·t (A.11)

wherein A0 is the initial concentration of species A upon excitation and kA = kAB + kAC.
Inserting the solution for A into DEq (ii) and (iii) yields the differential equations to be
solved via variation of the constant (equation A.9). The obtained solution for B(t) is thus:

B(t) = A0
kAB

kB − kA
· e−kAt + const · e−kBt (A.12)

6For the models applied here, f was time independent and its antiderivative F(t) simply equal to f · t.
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The constant can be determined via boundary conditions for t = 0 using the initial con-
centrations A0 and B0:

const = B0 −A0
kAB

kB − kA
(A.13)

While inserting this expression for const into equation A.12 yields the general solution for
B(t), for the applied models A0 and B0 were assumed to be 1 and 0, respectively, meaning
that species A encompasses the entire distribution of the initially created excited-state
population. Under these conditions, the solution for B becomes:

B(t) =
kAB

kB − kA

[
e−kAt − e−kBt

]
(A.14)

Due to the equivalence of DEq (ii) and (iii), the solution for C(t) is readily obtained:

C(t) =
kAC

kC − kA

[
e−kAt − e−kCt

]
(A.15)

Evidently, this is only due to the symmetry of the applied model. For more complex
models, further differential equations have to be solved, but the underlying principle is
always the same for the investigated unimolecular reactions.

A.7.2 Beam size calculation

Assuming a Gaussian intensity profile, the beam diameter at full-width half maximum
(FWHM) can be calculated from the transmission T (I/I0) through a pinhole with radius
r:

FWHM = 2r ·
√

ln(2)
ln
( 1

1−T

) (A.16)

A.7.3 Peak fluence calculation

Important experimental parameters in the study of photochemical reaction dynamics are
the peak fluence and the peak power, since too high values of these quantities can cause
sample damage or induce multi-photon absorption processes, detrimental to both the ex-
periment and data interpretation. Since approximate thresholds for these quantities are
known, calculating and reporting the pump fluences gives an estimate of what are safe
starting parameters. However, since the peak power is less readily obtained (requiring
precise knowledge of the pulse duration), fluence dependences are carried out in addition.
In the following, a way to calculate the peak fluence is laid out briefly and how it can be
related to the peak intensity.7 Although in practice, the beam sizes are to be set in such
a way, that the probed volume is approximately homogeneously irradiated, the spatial in-
tensity profile of the beam is not constant across the sample area and cannot be measured

7The calculation was adopted from ref. [85].
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directly. Instead, the pulse energy is determined routinely via measuring the power at a
known repetition rate. The pulse energy E is related to the fluence as its spatial integral
over the sample plane. Assuming a Gaussian profile of the fluence F(r) with half width
w0 at 1/e2 intensity and peak fluence F0:

F(r) = F0

[
−2
(

r
w0

)2
]

(A.17)

the integral can be solved and rearranged to yield the peak fluence:

F0 = E
2

πw2
0

(A.18)

w0 is proportional to the full width at half maximum (FWHM) by a factor of ≈0.849. The
peak intensity I0 for a pulse with duration ∆t (FWHM) is related to the peak fluence by:

I0 = 2

√
ln2
π

F0

∆t
(A.19)

To give an example with values typical for the discussed experiments, a pump beam with
a pulse energy of 100 nJ (100µW at 1 kHz), a beam diameter of 100µm (FWHM) and a
duration of 100 fs (FWHM) has a peak fluence of 0.88 mJcm−2 and a peak intensity of
8.3 GW.

A.7.4 NOPA phase matching angle calculation

The phase-matching angle θpm for optical parametric amplification in a non-collinear
geometry with (internal) angle α between pump and seed is given by:

θpm(λs,λp,α) = arcsin

[n2
op

n2
p
−1

] 1
2

·

[
n2

op

n2
ep

−1

]− 1
2
 (A.20)

with

np =
λp

λs
nos

[
cos(α)+

√
λ 2

s

λ 2
i

n2
oi

n2
os
− sin2(α)

]
(A.21)

where the indices p, s and i designate pump, signal and idler parameters, o and e the
respective polarisations (ordinary and extraordinary), n is the principal refractive index
and λ the wavelength. [84]
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A.7.5 Electron pulse generation

According to the Schottky effect, [281] application of an external electric field lowers the
effective work function φe of a material with work function φw:

φe = φw −

√
e3Ez

4πε0
(A.22)

with the elementary charge e, the applied electric field Ez and the vacuum permittivity
ε0. For a gold photocathode (φw = 4.83 eV), [282] and an applied voltage of 100 kV at
photocathode distance to the anode of 12 mm, the effective work function is reduced to
φe = 4.72 eV. This puts it in the range where photo-emission using 266 nm or 257 nm
pulses (4.66 eV and 4.82 eV) is feasible.
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