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DEUTSCHES ELEKTRONEN-SYNCHROTRON

Abstract

From Linear to Non-Linear X-ray Spectroscopy on Materials using

SASE-FELs

by Robin Yoël Engel

The key feature of X-ray Free Electron Lasers (XFELs) is their capability to generate

ultrashort and at least partially coherent X-ray pulses with extreme intensity. This ca-

pability holds the promise to revolutionize X-ray physics in a way similar to how lasers

have revolutionized optics, as the non-linear and coherent interactions known from the

optical regime combined with the properties of X-ray radiation could enable techniques

with unprecedented analyzing power. This thesis summarizes several contributions to

the development from linear to non-linear X-ray spectroscopies at XFELs.

To begin with, I address the technical challenge of normalizing the spectral intensity fluc-

tuations of XFEL-radiation by presenting several versions of the split-beam normaliza-

tion scheme. Versions suitable for both monochromatic and broadband measurements,

either in transmission through liquids or metal films or in reflection from bulk-supported

samples are demonstrated and their capabilities and performance are compared.

Moving to non-parametric high-fluence studies, we present a non-linear absorption study

at the nickel L3-edge using a monochromatic split-beam normalization scheme. We in-

terpret the fluence-dependent spectral changes by characterizing the evolution of the

electronic system during interaction with the X-ray pulse using a rate model that quan-

tifies the photon absorption and electronic scattering processes.

Further, we show a similar non-linear absorption experiment that utilizes a broad-

band split-beam normalization scheme. While we observe a comparable evolution of

the electronic system, the broadband incident radiation leads to a strong contribution

of stimulated inelastic scattering that is up to six orders of magnitude stronger than

the spontaneous contribution that is exploited in conventional Resonant Inelastic X-ray

Scattering (RIXS). Finally, we demonstrate sum and difference frequency generation

between core-resonant XFEL-photons with two infrared photons for the first time. The

observed photon-energy dependence of the third-order non-linear susceptibility suggests

an enhancement through coupling between the 1s2p and 1s2s excited states, thus demon-

strating a key capability of wave-mixing spectroscopy methods.

In summary, the presented work contributes to the development of non-linear X-ray

spectroscopy on various fronts, but further developments will be needed to bring X-

ray wave-mixing techniques into their preconceived position to deliver unprecedented

insights into molecular and solid-state dynamics.

https://desy.de/


Zusammenfassung

Die wichtigste Eigenschaft von Röntgen-Freie-Elektronen-Lasern (XFELs) ist ihre Fähig-

keit, ultrakurze und zumindest teilweise kohärente Röntgenpulse mit extrem hoher In-

tensität zu erzeugen. Daraus ergibt sich die Hoffnung, die Methoden der Röntgenphysik

in ähnlicher Weise zu revolutionieren wie man es mit optischen Messmethoden durch

die Einführung des Lasers vermochte, da die aus dem optischen Bereich bekannten

nichtlinearen und kohärenten Wechselwirkungen kombiniert mit den Eigenschaften von

Röngenstrahlung nie dagewesene Messungen ermöglichen könnten. In dieser Doktorar-

beit werden mehrere Beiträge zur Entwicklung von linearer zu nicht-linearer Röntgen-

spektroskopie an XFELs zusammengefasst.

Zunächst behandle ich die technische Herausforderung, die inhärenten spektralen Inten-

sitätsfluktuationen von XFEL-Strahlung zu normalisieren, indem ich verschiedene Re-

alisierungen des Split-Beam Normalisierungsprinzips vorstelle. Die verschiedenen Auf-

bauten benutzen jeweils monochromatische und breitbandige Strahlung und sind jeweils

für Transmissionmessungen durch dünne Filme und für Reflexionsmessungen von mas-

siven Proben konzipiert. Ihre jeweiligen Vor- und Nachteile sowie die erreichte Sensi-

tivität werden verglichen.

Daraufhin stelle ich eine nicht-parametrisch nichtlineare Absorptionsstudie an der Nickel

L3 Absorptionskante vor, für welche ebenfalls monochromatische Split-Beam-Normal-

isierung genutzt wurde. Wir interpretieren die fluenzabhängigen spektralen Veränder-

ungen anhand der Evolution des elektronischen Systems während der Interaktion mit

dem Röntgenpuls durch ein Ratenmodell, das die Absorption von Photonen und die

Raten der elektronischen Streuprozesse quantifiziert.

Des Weiteren zeigen wir ein ähnliches nichtlineares Absorptionsexperiment mit einem

breitbandigem Split-Beam Normalisierungsschema. Während eine vergleichbare Evolu-

tion des elektronischen Systems beobachtet wird, ermöglicht die breitbandig einfallende

Strahlung einen wesentlichen Beitrag von stimulierter inelastischer Streuung, der bis zu

sechs Größenordnungen stärker ist als der spontane Beitrag, welcher in konventionellen

Messungen von Resonanter Inelastischer X-ray Streuung (RIXS) genutzt wird.

Schließlich demonstrieren wir zum ersten Mal Summen- und Differenzfrequenzgener-

ierung zwischen XFEL-Photonen und zwei Infrarotphotonen. Die beobachtete Photonen-

energie-Abhängigkeit der nichtlinearen Suszeptibilität deutet auf eine Verstärkung des

Signals durch die Kopplung zwischen den exzitonischen Konfigurationen 1s2p und 1s2s

hin, was ein wesentliches Alleinstellungsmerkmal von Wellenmischungs-Experimenten

demonstriert.

Zusammenfassend tragen die vorgestellten Arbeiten auf mehreren Wegen zur Forschung

an nichtlinearer Röntgenspektroskopie bei. Allerdings werden weitere Entwicklungen

benötigt um das Potential von Röntgenbasierten Wellenmischungs-Techniken für regel-

mäßige neue Einblicke in die Dynamik von Molekülen und Festkörpern zu umzusetzen.
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Chapter 1

Introduction

The XFEL represents the culmination of three technologies that have each been trans-
formative to the way in which we can observe the world of matter around us:
First, discovered by Konrad Röntgen in 1895 and cause for the first-ever awarded Nobel
prize, X-rays are known in medicine for their ability to look through our opaque bodies.
But the arguably greater impact of X-rays on our society was due to their scientific im-
pact: The short wavelength of X-rays allows them to probe matter down to the atomic
length scale, which helped us to analyze the fundamental structure of matter and the
wondrous molecular mechanisms in our cells. Our digital age was enabled by advances
in the material science of silicon. Material science is particularly fruitful with X-ray
analysis tools since all chemical elements have unique electronic energy levels which can
be specifically targeted by suitable X-ray wavelengths, so that tunable X-ray sources
allow researchers to probe the chemical and structural properties of specific elements
even in complex materials.
Second, the ability to create intense beams of coherent, fundamentally identical pho-
tons via Light Amplification by Stimulated Emission of Radiation (laser) enables us
to manifest the quantum-physical wave-like nature of light in macroscopic observables.
Thus, modern advances in quantum physics would be unthinkable without coherent laser
beams. Lasers also enabled the field of non-linear optics1, where multiple photons in-
teract with matter at the same time and thus modify the interaction of the material
with light. Non-linear processes are not only central to modern laser technology and
drive much of the flexibility and ubiquity of laser sources, but also allow deep physical
insights into the materials in which they occur. Today, lasers are ubiquitous from infor-
mation technology to medicine, enabling countless sensory devices in our everyday lives,
and have been instrumental to many Nobel prizes in physics (at least 1964, 1966, 1981,
1997, 2018, and 2022).
Third, the technology to build particle accelerators that can accelerate electron bunches
to billions of electron volts of kinetic energy and compress them into bunches with high
brilliance. Accelerator technology has been instrumental to particle physics in develop-
ing the standard model, which constitutes our most fundamental understanding of the
universe around us. To compress particle pulses as well as laser pulses to extremely
short bursts as short as a femtosecond, i.e. 10−15 s or the quadrillionths part of a sec-
ond, allows us to make observations on the same timescale. This ”ultra-fast” timescale
reveals the movement of individual electrons around atoms and molecules, which in turn

1The demonstration of the first working laser by Maiman in 1960 [16] was soon followed by the
discovery of second-harmonic generation by Franken et al. (1961) [17].

1
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determines the chemical, electronic, and physical properties of materials.

The XFEL combines these developments by creating femtosecond-long bursts of laser-
like X-ray radiation of freely tunable wavelength with a brightness unmatched by any
other man-made X-ray source. This suggests that XFELs should naturally combine the
transformative aspects of these technologies into new scientific insights. Indeed, XFEL-
based science is already contributing to several of the most urgent scientific needs of
modern civilization: The harvesting of sunlight as renewable energy, the storage of
energy in form of batteries or synthesized fuels or gases generated by heterogeneous
catalysis, as well as new basic components for computing electronics - all these hinge
on our ability to design complex materials to achieve specific pathways for electronic
excitations that lead to the desired chemical reactions or electric currents [18, 19]. In
the one and a half decades since the first XFELs became operational and open to the
scientific community, great advances have been made by exploiting their extreme pulse
energies and the short pulse duration [20, 21]: The intense, focused radiation of XFELs
enabled the study of matter at conditions of extremely high excitation densities which
cannot be reached on earth in steady-state conditions [22–35]. Likewise, pump-probe
experiments where a material system is probed with an XFEL pulse in a stroboscopic
manner at a specific time-delay after exciting it with another (often optical laser) pulse
are routinely performed and provide insight into electronic, magnetic, or chemical dy-
namics triggered by the pump pulse [36–47]. Despite their many merits, these studies
still heavily rely on the principles of linear X-ray spectroscopy methods developed at
synchrotrons, albeit utilizing a pulsed source. Furthermore, many material excitations
can only be driven indirectly by optical pump lasers through the thermal response of the
system, as opposed to a coherence-conserving direct excitation through photon absorp-
tion. In this aspect, the development of XFEL experiments still lags behind the implied
promise of XFEL sources, since their coherence and brilliance in principle allows for
non-linear X-ray spectroscopy methods: Non-linear spectroscopy exploits the effect of
the simultaneous interaction of several photons with a given scattering center so that
the response to each individual photon changes depending on the number and properties
of all the photons involved. While generally more challenging to perform and interpret
than linear spectroscopy, non-linear methods can on the one hand probe some states
which are not accessible with linear spectroscopy due to dipole selection rules [48–50],
and on the other hand probe more specific attributes of a sample, e.g. how certain exci-
tations within the sample couple to each other. Figuratively speaking, each interacting
photon whose properties can be restrained experimentally, provides the experimentalist
an additional handle to constrain and determine the non-linear light-matter interaction
process [51]. Combining such methods with the natural selectivity and localization of
X-rays to electronic core levels is therefore highly attractive, as evidenced for example by
the recently formed WavemiX network with the involvement of about 150 scientists and
accepted or scheduled (long-term) proposals at most XFEL facilities (LCLS, SACLA,
EuXFEL, SwissFEL, Fermi, and FLASH) [52].
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1.1 Research Context

In the following paragraphs, I give a brief outline of the research development from
linear to non-linear X-ray spectroscopy within the last two decades to contextualize the
publications presented in this thesis.

The most straightforward implementation of non-linear X-ray spectroscopy is a high-
fluence study, where the X-ray fluence is increased to the level where individual atoms
may interact with multiple incoming photons. As later parts of the pulse thus find
an already excited sample, the overall interaction becomes non-linearly dependent on
the incident fluence. The first years of user operation of the first X-ray Free-Electron
Lasers (FELs), the Free-electron LASer in Hamburg (FLASH) and the Linac Coherent
Light Source (LCLS), saw a wave of quite successful non-linear X-ray studies that uti-
lized ion time-of-flight spectrometers to investigate the multiple ionizations occurring
upon intense X-ray irradiation of atoms [53, 54], molecules [55–57] and atomic clusters
[58–60]. However, this thesis largely focuses on the study of solid samples, and techniques
based on the detection of ions or electrons are challenging for high-density samples past
a certain fluence because the strongly ionized matter affects the flight paths of charged
particles (space-charge effects) [61, 62]. Thus, non-linear X-ray studies on solids gener-
ally utilize photon-in-photon-out techniques. As spectroscopic methods are concerned,
this suggests studying either the absorption of the incident X-rays or the X-ray emission
due to radiative core-hole decay (fluorescence or inelastic scattering). Because the ab-
sorption of focused FEL-pulses deposits a large amount of energy in the sample within
a timescale that does not allow for significant expansion, the resulting plasma is cre-
ated at the density of the original solid. This exotic state has seen significant research
interest and was studied with much success by analyzing the X-ray emission of such
plasmas [22–25, 28–35]. Other studies focused on the transmission in forward direction
and found that the core-valence transition saturates, leading to induced transparency of
the material [26, 27, 63–70], as well as evidence for multi-photon absorption processes
[24, 25].

Most of these transmission studies investigated the X-rays at discrete, often non-resonant
photon energies, rather than collecting full X-ray Absorption Near-Edge Spectroscopy
(XANES) spectra around a core resonance. One reason for this is likely the experimen-
tal difficulty of collecting high-resolution transmission spectra while working with the
inherent spectral intensity fluctuations of Self Amplified Spontaneous Emission (SASE)
radiation. This is where the work presented in this thesis comes in, starting with an
experimental scheme where the incident beam is split into two parts, one of which is
used to probe the sample and the other to measure the unaltered incident spectrum.
Based on experiences from earlier FEL experiments [71–73], we developed three different
versions of a split-beam normalization scheme, suitable for transmission measurements
through a liquid flat-jet [1], reflection from solid samples [2] and transmission through
thin membranes [4, 8].

We use the reflection spectroscopy setup presented in [3] for a pump-probe experiment,
wherein the transient reflection spectra are used to diagnose the reaction of the electronic
system after absorbing an 800 nm infrared pulse. While one might describe such a pump-
probe experiment overall as a non-linear process because the resulting spectra depend
on the interaction of two separate photon pulses with the sample, care is typically taken
to limit the fluence of the probe pulse to be non-disturbing. This way, the interaction
with the probe pulse is purely linear, and the effects of changing the pump fluence as
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well as the incidence delay between the pump and probe pulse can be disentangled. This
makes pump-probe schemes popular for the study of excited state dynamics at FELs
[20, 21, 36–47, 74]. In the context of the development of non-linear spectroscopy, this
pump-probe study [3] is included primarily to demonstrate the scientific value of the
setup.

With adequate setups for measuring XANES spectra using focused SASE-radiation in
hand, we performed a high-fluence transmission study on thin nickel films, presented
in [4]. In contrast to earlier studies [26, 63–69], we measured continuous spectra of
the nickel L3-edge using varying fluences of monochromatic X-rays, covering over three
orders of magnitude in fluence from mostly undisturbing, linear absorption to highly
non-linear absorption where the excitation density reached several tens of eV per atom.

As XANES spectra encode the distribution of unoccupied electronic states around the
Fermi-edge, this dataset allows for conclusions on the development of the electronic
valence system during the absorption of the X-ray pulse. Rate models have been estab-
lished as a useful phenomenological tool for describing saturable absorption at individual
photon energies [66, 75, 76]. This led us to develop a classical finite-element rate model
to quantify the rates of photon absorption and emission, electron thermalization and
scattering as well as core-hole decays within the sample during interaction with the
X-ray pulse [5]. As this model resolves the energetic distribution of electrons within
the valence band and also accounts for fast photo- and Auger-electrons scattering with
the valence system, it allowed us to reproduce the non-linearities of the spectra mea-
sured and presented in [4] to a large degree. On the one hand, this result is surprising
since, among many other approximations, the model fundamentally operates in a single-
electron picture and thus cannot account for any collective electronic effects or changes
to the ground-state density of states. On the other hand, it is an encouraging result
as it provides a tractable model, at least for the major effects in simple materials, for
a highly non-linear process that is very challenging to capture in more a complete,
quantum-physical description [77, 78].

The high-fluence studies discussed above are dominated by non-parametric effects, wherein
the non-linearity of the overall process arises from the excitation energy that the pulse
deposits in the sample while probing it. And while these studies are certainly crucial
as they enable the understanding of highly excited systems and the excitation dynam-
ics themselves, the greater part of the diagnostic advantages of non-linear spectroscopy
hinted at earlier comes into play with the direct (coherent) interaction between multiple
photons, i.e. in wave-mixing techniques.

As a first step towards X-ray wave-mixing, one may consider stimulated emission, which
duplicates a photon interacting with an atom by drawing on the excitation energy that
the atom absorbed from an earlier photon. Stimulated X-ray emission was identified
early on as a promising tool to amplify the otherwise critically low signal level of RIXS
[79–81]. The first spectroscopic experiments demonstrating stimulated X-ray experi-
ments in this context followed as early as 2013 [82–84].

Technically, stimulated X-ray emission occurs in any high-fluence study such as [4].
However, since monochromatic X-rays were used, only elastic stimulated emission could
occur, so that any signal gain due to stimulated emission was mathematically indistin-
guishable from the transmission gain due to saturation. Only when the bandwidth of
the incident pulse is increased significantly to allow for inelastic stimulated emission,
absorption of the higher-energy part of the pulse can create a population inversion that
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enables detectable amplification of the lower-energy part of the pulse through stimulated
emission. This experiment is presented in [6]. Here, we demonstrated that the detected
stimulated RIXS signal was six orders of magnitude stronger than the spontaneous sig-
nal observed in regular RIXS experiments. The largest part of this enhancement stems
from the directed nature of the stimulated emission, which assumes the divergence of
the stimulating pulse, as opposed to the spontaneous emission which is emitted more
or less isotropically. Nevertheless, the signal still overlaps both in photon energy and in
space with the incident beam, making the method not background-free.

As the next step in complexity one may consider X-ray second harmonic generation [85,
86] and Sum-Frequency Generation (SFG) [87], wherein two incident photons combine
into one.2 A relevant note about these second-order non-linear processes is that they are
constrained to sites in the sample with broken inversion symmetry. This property can
be exploited: As an example, second harmonic generation with photons resonant to the
carbon K-edge has been demonstrated to specifically probe the electronic structure of
the first 1-3 atomic layers of carbon in a graphite sample [86]. Nevertheless, it constitutes
a major limitation to the applicability of the process, as inversion symmetry applies to
a great number of sample systems.

For this reason, Four-Wave Mixing (FWM), a third-order non-linear process, has led to
several very successful modalities in the optical regime [51, 88–93]. While the schemes
vary, one common capability of wave-mixing spectroscopies is that they allow disen-
tangling of how the excitations resonant with the respective waves are coupled within
the material.3 This would be particularly attractive to perform with a mixture of core-
resonances (due to their local and element-specific character) and valence-transitions
(due to their relevance to the material functionality) [80, 94–99]. This however requires
that these methods can be translated to the Extreme Ultraviolet (XUV) and/or X-ray
regime, which has proven a significant challenge to experiment development.

One group of FWM-schemes that have already seen significant experimental success are
transient grating experiments [100–104]. Here, two degenerate XFEL pulses coincide at
an angle so as to interfere on the sample surface, creating an excitation grating that
develops over time and is probed by a delayed third optical pulse. The temporally
varying diffraction from the excitation grating experienced by the probe pulse reveals
the spatio-temporal development of the excitation pattern, which allowed significant
insights into the propagation of acoustic excitations at the mesoscale, the range of many
nanometers and hundreds of femtoseconds (as determined by the wavelengths, pulse
durations and relative angles of the pulses involved). Note that in the common transient
grating scheme, only the two degenerate waves forming the transient grating interfere
coherently, while the third pulse simply diffracts from the excitation pattern they formed,
and no new wavelength of light emerges from the interaction.

That changes in the case of SFG or Difference-Frequency Generation (DFG), which
requires a fully coherent interaction between waves of different photon energy. One
approach on this front is mixing XFEL pulses of different photon energy, which has come
into reach of experiments recently due to the introduction of two-color FEL-operation
schemes, and is seeing first successes in [105–109]. The other important approach is
wave-mixing between XUV or X-ray waves and optical or Infrared (IR) waves. Here, the

2Note that the ordering may be disputable since these processes are second-order non-linear inter-
actions, while stimulated inelastic scattering discussed above can be described as a third-order process
[80].

3The dimensionality of the resulting coupling-plots coined the term multidimensional spectroscopy.
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SFG between one optical and one X-ray wave demonstrated by Glover et al. in diamond
has for several years been the only successful demonstration [87]. Very recently, Gaynor
et al. have shown a coherent mixing between one 33 eV XUV pulse and two IR pulses
in NaCl, achieving a wave-mixing signal separated in angle (but not in photon energy)
and were able to constrain the coherent lifetime of the core-excitonic state [110]. In this
context, we performed a wave-mixing experiment on LiF [7], where we for the first time
observed both SFG and DFG signals between one XUV and two infrared photons from
a solid sample, separated in energy on a spectrometer. A systematic variation of the
incident XUV photon energy revealed a strong dependence of the generated signals on
the core-resonance. Our quantitative interpretation suggests that the excitonic character
of the core-resonance as well as an intermediate valence excitation drastically increased
the third-order susceptibility. This way, the measurement allowed insights about the
colocalization of the 1s2p and 1s2s core-excited states, which could not be probed with
linear spectroscopy due to dipole selection rules.

In summary, I believe that the work presented in this thesis contributes significantly to
the development of non-linear X-ray spectroscopy on various fronts, from the develop-
ment of suitable normalization schemes [1, 2, 8] over the understanding of the relevant
mechanisms in non-linear X-ray absorption around resonances [4, 5] to the exploitation
of stimulated emission [6] and finally XUV-IR-wave-mixing [7]. Nevertheless, further ex-
perimental developments will be needed to establish that X-ray-wave-mixing techniques
can deliver the significant scientific advancement in molecular and solid-state dynamics
that they promise [80, 94–96].



Chapter 2

Fundamental Concepts

This chapter aims to equip a non-specialist reader with the concepts and terminology
required to understand the remainder of this thesis. The chapter starts with an overview
of the working principle and relevant properties of SASE-FELs. Second, the relevant
terminology to describe X-rays propagating through matter is introduced and then ex-
panded to discuss several interaction mechanisms between X-rays and matter. On this
basis, I proceed to provide an overview of core hole spectroscopies in general with an
emphasis on those techniques that are used in the publications presented in this thesis.

2.1 Free-Electron Lasers

While the first X-ray light sources were X-ray tubes, the development of synchrotron
light sources dominated scientific X-ray applications with the need for highly brilliant
X-rays as soon as they became available.

The term brilliance (photons/s/mrad²/mm²/0.1% spectral bandwidth) is a useful char-
acterization of the brightness of a beam for analytic applications. As shown in Figure
2.1 this development advanced over the last 50 years even faster than the development of
the number of transistors on a single microprocessor, which is famously termed Moore’s
Law. XFELs represent the culmination of this development since their extremely short
and bright pulses reach a peak brilliance1 unparalleled by any other man-made X-ray
source. This is enabled by a non-linear gain of X-ray intensity in the undulator section
using a mechanism called SASE.

This section aims to elucidate the generation and characteristics of radiation from SASE
FELs, which are relevant for most measurements presented in this thesis. This section
is based on [114–116] and a lecture on X-ray physics by P.D. Dr. Michael Martins [117].
For a more in-depth discussion of XFEL physics than presented here, see [115, 118–120].

Figure 2.2 shows a schematic Layout of FLASH, the XFEL at which the majority of
the experiments within this thesis were performed. An electron bunch, created via the
photoelectric effect by absorption of an optical laser pulse, is released from a cathode in

1Notably, the peak brilliance refers to the highest momentary value of brilliance. When it comes to
average brilliance over time, synchrotrons can perform similarly or even better than XFELs, since they
typically produce many more pulses per second.

7
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Figure 2.1: Development of X-ray sources compared to microprocessors:
In the last 50 years, the number of transistors per microprocessor has increased by
10 orders of magnitude. In a co-enabling development, the peak brilliance available
from X-ray sources developed in the same time increased by 22 orders of magnitude.
For adequate comparison, the same relative scaling was chosen for both axes. Data

assembled from [111–113].

the Radio Frequency (RF) gun and accelerated in superconducting accelerating modules
towards the undulator section. In between, bunch compressors are inserted to reduce
the electron bunch length to about 100 fs. In the undulator section, the electrons radiate
X-rays as per the SASE process described below. The electrons act as a gain medium to
allow an exponentially growing X-ray intensity, which leads to an even shorter photon
pulse, typically of some tens of femtoseconds in duration. The photon pulse is then
directed through one of the X-ray beamlines to the active experiment.

Figure 2.2: Schematic layout of FLASH. The electron beam is generated at the
RF gun to the left and accelerated to 1250MeV, and then directed in the undulators of
FLASH1 or FLASH2, where the X-ray beams are generated and then used in the Albert
Einstein and Kai Siegbahn experimental halls. Shown is the state before the upgrades
performed in 2022. The components are not to scale; the total length is 315m. Figure

kindly provided by Siegfried Schreiber.
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2.1.1 Synchrotron Radiation

To understand the SASE-process, we must first consider the general functionality of
the magnetic structures where synchrotron radiation is produced, which holds for all
synchrotron sources. These are called insertion devices, but specifically, wigglers or
undulators, depending on their undulator parameter (see below). Let us consider a one-
dimensional electron bunch traveling with a relativistic speed of ve (and a Lorentz-factor
of γ = 1/

√
1− (v2e/c

2)) through an insertion device on the optical axis as schematically
laid out in Figure 2.3.

Figure 2.3: Electrons traveling through an undulator. The electrons enter
the undulator from the left and are forced by the undulator’s magnetic field onto a
sinusoidal path on the yz-plane. This movement causes them to emit electromagnetic
radiation into a cone with the opening angle 2θ. Ew and Bw indicate the electric and

magnetic field vectors of the emitted wave.

The electrons experience the magnetic field of the undulator’s magnets:

Bx(z) = Beffcos

(
2π

λu
z

)
, (2.1)

which can be tuned by varying the undulator gap g, so that the effective magnetic field
becomes

Beff = B0/cosh(
πg

λu
),

where λu is the undulator period. Via the Lorentz force, the electrons are thus forced
by the undulator magnetic field onto a sinusoidal path in the horizontal plane:
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vy =
eBeffλu

2πγm0
sin

(
2π

λu
z

)
(2.2)

=
Kc

γ
sin

(
2π

λu
z

)
(2.3)

K =
eBeffλu

2πm0c
, (2.4)

where vy is the horizontal velocity component and K is called the undulator parameter,
which is characteristic for the type of insertion device: For values of K ≫ 1, the insertion
device is called a wiggler and is usually built with electromagnets and λu > 20 cm, while
for values ofK < 1, it is called an undulator and is usually built with permanent magnets
and λu ∼ 2 cm [116, 117].

The oscillating movement of the electrons causes them to emit dipole radiation. For the
sake of brevity, let us consider a simplified argumentation for this paragraph [114]: In
the electron’s frame of reference, ignoring for a moment that the longitudinal velocity
(vz) of the electrons is not quite constant, the emission happens with a dipole-typical
cos2 (dumbbell) emission character and an emitted wavelength of λ = λu/γ, which is
the wavelength of the undulator’s magnetic field seen from the electron’s perspective.
Seen from the laboratory frame of reference, the relativistic Doppler shift reduces this
wavelength to λ = λu

2γ2 , and the emission character becomes a cone in forward direction

with a half opening angle of θ = 1/γ. In a wiggler, the amplitude of the electron’s
oscillation is so large that these emission cones do not overlap; in an undulator, however,
the overlap is significant, so that the waves emitted by an individual electron emitted
anywhere in the undulator interfere with each other and create coherent radiation within
the bandwidth of constructive interference. As a consequence, the spectral intensity
created in a wiggler increases linearly with the number of periods, while it can rise
quadratically in an undulator.

Since the transverse movement of the electrons necessarily subtracts from their longi-
tudinal velocity vz, their path, which may be perfectly sinusoidal in space, is distorted
in time. Since the emitted spectrum can be described as a Fourier transform of their
oscillation in time, this distortion leads to contributions at higher harmonics of the
fundamental wavelength in the emitted spectrum [116].

If we return to a more thorough analysis and account for the fact that not vz, but γ is
the conserved quantity, as well as allow for radiation deviating at an angle θ from the
optical axis, the resonance condition of the undulator becomes [116]:

λ =
λu

2γ2

(
1 +

K2

2
+ γ2θ2

)
(2.5)

The spectral bandwidth of the undulator radiation is limited by the number of emis-
sion cones from individual electrons that interfere, which corresponds to the number of
undulator periods Nu:

∆λ

λ
=

1

Nu
(2.6)
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2.1.2 Self-Amplified Spontaneous Emission

While even in a storage ring-based synchrotron light source, the individual electrons
in the undulator radiate coherently, different electrons still emit at a random relative
phase. This changes at XFELs because of the SASE process or alternatively due to
seeding2. Both processes imprint a microbunch structure onto the electron bunch and
thus lead to coherence between the emission of the typically ∼ 1010 electrons within the
bunch; as the brightness of coherent radiation scales quadratically instead of linearly
with the number of emitters, XFELs can reach a peak brilliance which is higher than
that of storage rings by about 10 orders of magnitude, as shown in Figure 2.1.

The SASE process begins as the electron bunch enters the first undulator. The initial
distribution of electrons within the bunch is only modulated by random shot noise in the
electron density. This bunch now begins to spontaneously emit photons from anywhere
within the bunch, as described in the section above. The co-evolution of the electron
bunch and the emitted radiation power is qualitatively shown in Figure 2.4, showing a
slow initial growth of radiated power. The emitted radiation propagates forward together
with the electron bunch at the speed of light. The field of this light wave, indicated as
Bw and Ew in Figure 2.3, now causes additional Lorentz forces on the moving electrons.
While a full derivation of the forces involved is beyond the scope of this introduction
and can be found in [114, 115, 118] (in this order of complexity), generally speaking,
the transverse oscillation of the electrons in the additional magnetic field Bw creates a
force depending on the relative phase of the light wave and the undulator period, which
results in the electron density being modulated in z-direction with a periodicity of λ.
This effect is called microbunching. The more pronounced the microbunching structure
of the electron bunch, the greater the coherently emitting fraction of electrons and thus
the emitted radiation power. The analysis of the development of microbunching over
time is not reproduced here but results in the XFEL equation (Eq. 2.7), which shows that
the transfer of energy from the electron bunch to the emitted radiation is proportional
to the already existing field strength Ew. This manifests in the exponential increase
shown in Figure 2.4.

dγ

dt
=

eEwK

2γmc
(cos[(k + ku)z − ωt] + cos[(k − ku)z − ωt]) (2.7)

Here, ku = 2π/λu is the wave vector of the undulator and ω = 2πc/λ = kc is the angular
frequency of the radiation. The exponential gain continues until the electromagnetic
wave has drawn so much energy from the electron bunch that γ is reduced so far that
it no longer fulfills the resonance condition for the original radiation. This causes the
relative phase between the undulator’s magnetic field and the radiation to invert so that
energy begins to flow back from the radiation to the electron bunch, thus ultimately
limiting further growth of the radiation power3. This is called the saturation regime.

2A discussion of seeding schemes is beyond the scope of this thesis. See [121–125] for further infor-
mation.

3A common technique to increase the amount of energy extracted from the bunch is to adjust the
undulator gap with the undulator distance to account for the lost electron energy and sustain the same
resonance condition over a longer distance. This is called undulator tapering and can significantly
increase the ultimate FEL pulse energy.
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Figure 2.4: Microbunching during the FEL gain process. The SASE process be-
gins with spontaneous radiation at the beginning of the undulator, which co-propagates
with the electron bunch and imprints a microbunching modulation with its own wave-
length on the bunch, which increases the coherently radiating fraction of electrons,
thus enabling an exponential growth in radiation power (linear regime) until the elec-
tron kinetic energy is sufficiently reduced so far that the resonance condition no longer
matches the microbunch structure and the energy transfer between electrons and pho-

tons changes direction.

Overall, this makes SASE a non-linear gain process that amplifies the initial shot noise in
the electron bunch by transferring energy from the electron bunch into the electromag-
netic wave [119]. It requires a very low emittance of the electron bunch, which cannot
be sustained in a storage ring, which is why XFELs strictly require linear accelerators to
operate. Even then, under typical experimental conditions, only a part of the electron
bunch in phase space actually contributes to the SASE process, so that electron bunches
on the order of 100-200 fs duration may produce photon pulses on the order of tens of
femtoseconds.

One may draw some parallels to the gain process in optical lasers, where an ensemble of
atoms is prepared in an excited, population-inverted state (corresponding to the accel-
erated electron bunch of the FEL) in a cavity with a resonance condition (corresponding
to the undulator resonance condition), and initial spontaneous emission from individual
atoms is amplified by stimulating coherent emission into the same modes from the re-
maining gain medium. These parallels motivate the term free electron laser, together
with the laser-like properties of the resulting radiation.

Properties of SASE radiation

In the average over many pulses, SASE spectra are ideally Gaussian distributed in both
time and energy, and may be characterized by their envelope pulse duration ∆t and
bandwidth ∆E. These parameters emerge from the phase space volume of the lasing
part of the average electron bunch. Individual SASE pulses develop several modes.
These modes manifest in their structure as ”spikes”, both in the time domain and in the
spectral (photon energy) domain. Figure 2.5 demonstrates this on two pairs of simulated
spectra with different pulse durations.
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Figure 2.5: Examples for SASE pulse structure in the domains of time and
photon energy. Pulses are simulated with the partial coherence method [126]. To
demonstrate the stochastic nature of SASE, each panel shows simulations for two inde-
pendent pulses (solid and transparent lines, respectively). The upper panels show pulses
with a pulse duration of ∆t=10 fs and the lower panels with ∆t=2.5 fs. The bandwidth
(FWHM) was chosen to be ∆E/E = 1%, which is a typical value for FLASH [119].

While the structure of the electric field in the time and energy domain is connected by
the Fourier transform, this relation cannot be trivially exploited for temporal character-
ization because the information about the electric field’s phase is lost in measurements
of intensity. However, some relations can be derived: The individual modes are fully
coherent and bandwidth-limited. This means that generally, the width of spectral and
temporal spikes represents the spectral and temporal coherence of the pulse, respec-
tively. By the Fourier relation, the envelope or average bandwidth is thus proportional
to the inverse coherence time, and the pulse duration is proportional to the inverse
spectral coherence [127]. Based on this principle, analysis of SASE-spectra measured
with sufficient resolution also allows for statistical deductions about the pulse duration
[128–131]4.

An often relevant consideration is the pulse energy delivered either within the entire
SASE pulse or, in cases where a monochromator is used, a specific interval of the spec-
trum. Because SASE is a stochastic process, this pulse energy Wp fluctuates from shot
to shot.

Integrating over the full SASE-spectrum of each shot from an XFEL operating in the
saturation regime, the pulse-to-pulse energy fluctuations tend to approximate a normal
distribution with limited spread in the order of some of tens of percent in deviation from
the mean. However, these fluctuations increase dramatically when considering pulses
that are very narrow either in the time domain (short pulses) or in the spectral domain
(monochromatic pulses), as well as when the XFEL is operated in the linear regime.

4I performed such an analysis for the data-set which lead to our publication with Higley et al. [6].
While this analysis was my main contribution to that paper, the algorithms used were developed and
published before I started my Ph.D. research [130, 131] and are therefore not discussed in this thesis.
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In the extreme case of an XFEL operating in the linear regime and using a narrow-
band monochromator, the pulse energy probability approaches a negative exponential
distribution

p(Wp) = exp

(
− Wp

⟨Wp⟩

)
, (2.8)

where most pulses contain very little energy, but occasional high-energy pulses occur
[120]; ⟨⟩ denotes the ensemble-average.

For many FEL experiments, the quantity of interest manifests in a relationship between
the intensity incident on the sample and the one measured after sample-interaction.
Considering the pulse energy fluctuations of SASE radiation, normalizing the observed
effect only by an average incident intensity becomes viable only when a large number
of pulses are averaged. This makes it useful to measure the (spectral) intensity of every
pulse before it interacts with the sample. Chapter 3.3 discusses this in detail.

For a more detailed discussion of the statistical properties of SASE-radiation, the inter-
ested reader may be referred to [119, 120, 127].

2.2 Light Propagation through Matter

This section establishes fundamental terminology for X-rays traversing through matter,
such as the parameters to quantify absorption and transmission, as well as the refractive
index.

2.2.1 Absorption

In the simplest case, a light wave with an intensity5 I(ω) and an angular frequency ω
traversing a distance x of homogeneous material is absorbed by the material at a rate
proportional to its own intensity. This rate can be characterized by the attenuation
length λA(ω); the resulting differential equation may be solved to describe the atten-
uation of a light wave within a uniform sample after irradiation with an intensity I0,
leading to a simple form of the Lambert-Beer law6:

dI(ω)

dx
= − I(ω)

λA(ω)
⇒ I(x, ω) = I0(ω)e

−x 1
λA(ω) (2.9)

Experimentally, one may observe an intensity of IT after transmission through a sample
of thickness d. In this case, the terms transmittance T (ω), absorbance A(ω), and the
the attenuation length λA(ω) are used later on in this thesis.

T (ω) =
IT (ω)

I0(ω)
= e

− d
λA(ω) , (2.10)

5I here refer to intensity as the number of photons irradiated per unit time and per unit area.
6In its complete form, the Lambert-Beer law also considers the concentrations c of various absorbing

species and their attenuation coefficient ϵ, where in case of a single species ϵc = 1/λ.
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A(ω) = log10
IT (ω)

I0(ω)
λA(ω) =

1

ln (10)

d

A(ω)
(2.11)

In order to relate these macroscopic quantities to individual atoms, we may consider Ng

as the number of atoms in the ground state that the light interacts with while traversing
a unit volume. In this case, we may for the first time in this chapter assign each atom
an absorption cross section σa(ω):

σa(ω) =
1

Ngλ(ω)
(2.12)

2.2.2 Index of Refraction

The index of refraction nr =
√
ϵrµr is a useful parameter to characterize how the prop-

agation of light changes in matter in comparison to the vacuum, and is thus defined in
terms of the relative permittivity ϵr and permeability µr of a material.

There are several notation conventions to denote the real and imaginary parts of the
refractive index: While in visible optics is nr = n+ iκ is frequently used, nr = 1− δ− iβ
is customary in the X-ray regime, owing to the fact that the real part of nr is typically
smaller than unity for X-ray wavelengths. In a description of atoms scattering as dipoles,
the index of refraction can also be expressed in terms of the atomic forward scattering
factor f = f1 + if2, which has been tabulated for most chemical elements by Henke et
al. [132]:

nr = 1− r0
2π

λ2
∑

q

nq(f1q + if2q)

Here, nq is the number density and f1q and f2q form the atomic forward scattering
factors of the element indexed q; r0 is the classical electron radius and λ the wavelength.

An absorption measurement can be used to derive the attenuation length λA, which
relates to the imaginary part of the refractive index with Im(nr) = λ(4πλA)

−1.

Kramers-Kronig Relation

The real and imaginary parts of the refractive index can furthermore be related by
the Kramers-Kronig transform. This transform can be expressed in terms of atomic
scattering factors [133]:

f1 = Z∗ − 2

π
P

∫ ∞

0

xf2
x2 − E2

dx

Here Z∗ is a relativistic correction introduced by Henke et al. [132] and P denotes the
Cauchy principal value. Since this integral is not trivial to evaluate, an algorithm by B.
Watts is used later on in this thesis (specifically in publications [2, 3]) to perform this
transformation [133].
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2.3 Light-Matter Interaction

Let us now also establish a description of how light affects the electronic structure of
materials it is traversing and vice versa. I begin this introduction by describing matter
as an abstract two-level system, which already enables many important insights, such
as the origin of natural linewidths and the balance between absorption and emission
processes. After that, I move to a more precise description of the absorption cross-
section in the form of Fermi’s golden rule and introduce the dipole approximation and
the concept of the oscillator strength as a link between the theoretical description and
experimental observables. Finally, I will introduce the basics of non-linear light-matter
interactions.

2.3.1 Absorption and Emission in a Two-Level System

In a most simple description, we may assume a number of atoms in a vacuum that are
all initially in a ground state g, but also exhibit an excited state f which can be reached
from state g by absorbing a photon with a photon energy of

Ephot = ℏωfg, (2.13)

corresponding to the energy difference between state g and state f , where ℏ is the
reduced Planck’s constant and ωfg is the resonance frequency of the transition. In the
inverse process, the excited atom may also relax back to the ground state by emitting
an equivalent photon. It will do so if the atom is excited and a coherence between
both states is stimulated by another resonant photon. If this stimulating photon is
merely a result of the fluctuating electromagnetic field in a vacuum [134], the process
is referred to as spontaneous emission. If the stimulating photon is the result of a
specific irradiated light field, it is called stimulated emission, and the stimulated photon
will match the exact properties (energy, polarization, and direction of propagation) of
the stimulating photon. This simple model already has profound implications of great
practical relevance, which are qualitatively discussed below.

Even in a perfect vacuum, the excited state will eventually decay spontaneously with a
constant probability. Thus, if we observe the spontaneous decay of an ensemble of excited
atoms, we should expect a rate of spontaneous emission events that is proportional to
the number Nf of excited atoms. This forms again a linear differential equation (eq.
2.14) with the excited state lifetime τSE as a characteristic constant, resulting in an
exponentially decaying time-evolution of the excited state (eq. 2.15)7.

7Real systems can also decay non-radiatively by losing the excitation energy to another particle.
Most relevant in the soft X-ray regime is the Auger decay process, where the excitation energy of a
core excitation accelerates an electron that is consecutively emitted from the atom. This alternative
decay pathway affects the excited state lifetime in the same way as spontaneous emission. Thus, in the
following consideration of the natural line shapes, a more general τ can instead be used to describe the
effective lifetime in order to account for all relevant decay channels, i.e. 1

τ
= 1

τSE
+ 1

τAuger
+ .... [135,

136].
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dNf

dt
= −dNf

τSE
(2.14)

Nf (t) = Nfe
− t

τSE ∝ I(t) (2.15)

Excited State Lifetime and Linewidth

Each event of spontaneous emission results in an emitted photon with an energy corre-
sponding to the excitation energy. However, the exact time at which a given photon was
emitted cannot be known beyond characterizing of the lifetime of the emitting excited
state, so that the uncertainty relation [135, 136] between time and energy in turn limits
the precision with which the energy of the resulting photon can be known. This results
in the natural line width Γ (specified as Full Width Half Maximum (FWHM)) of the
resulting radiation.

Γ = 2ℏ/τSE (2.16)

We can characterize this more precisely by translating the temporal behavior of each
atom shown in eq. 2.15 into the frequency domain using a Fourier transform, which
leads to:

I(t) ∝ e
− t

τSE
F−→ I(ω) ∝ 1

πτSE

1

(1/τSE)2 + ω2
:= g(ω) (2.17)

so that the natural line shape g(ω) emerges, which takes the form of a Lorentz (or
Cauchy) distribution. The Lorentzian line shape is characteristic of homogeneous broad-
ening, where all emitting atoms are affected in the same way.8

Einstein Coefficients

The description of a two-level system was also used by Albert Einstein in his work
”Strahlungs-Emission und -Absorption nach der Quantentheorie” [137], where he con-
nects the rate of spontaneous emission, absorption and stimulated emission in an ensem-
ble of atoms using the thusly named Einstein coefficients Afg, Bgf and Bfg, respectively.
Within the earlier discussed unit volume of atoms (Ng in the ground state, Nf in the
excited state), one may expect a total rate of spontaneous emission events equal to:

W s
fg =

Nf

τSE
= AfgNf (2.18)

In the additional presence of photons with an energy density ρω per unit angular fre-
quency9, we can additionally expect a rate W i

gf of absorption events and a rate W i
fg of

8Real measurements are typically also affected by various additional broadening effects, such as
collisional broadening, where the lifetime of the emitting state is reduced due to collisions with other
molecules, as well as Doppler broadening, where the relative thermal motion of the radiating atoms
broadens the spectral line due to the Doppler effect. Using a Boltzmann distribution for the atom
velocities, this leads to a Gaussian line shape and is referred to as inhomogeneous broadening, since in
this case, each atom radiates at a distinct frequency.

9As discussed in [138], the choice of units can change the relations 2.21 and 2.22.
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stimulated emission events:

W i
gf = Bω

gfρωNg (2.19)

W i
fg = Bω

fgρωNf (2.20)

Under this premise, while treating ρω as constant within the frequency range relevant for
the absorption and emission between levels g and f , Einstein connected these coefficients
by [138]:

Bω
fg =

π2c3

ℏω3
fg

Afg (2.21)

Bω
gf

Bω
fg

=
gf
gg

(2.22)

where gg and gf are the degeneracy factors (i.e. the respective number of equivalent
states) of the two levels. The Einstein coefficients that emerge from this very simple
quantized description can be related back to the absorption cross section σa(ω) [138]
which we introduced based on the phenomenological picture of absorption in the previous
chapter:

σa(ω) = ℏωBω
gfg(ω)/c (2.23)

=
1

2

gf
gg

πc

ωfg
g(ω)Afg (2.24)

Equation 2.22 elegantly demonstrates the symmetry between the resonant processes of
stimulated emission and absorption.
It also implies that in any optical two-level system, even with such high photon densities
that spontaneous decay becomes negligible, the occupation of the final state f cannot
exceed the degeneracy ratio gf/gg and the rate of stimulated emission can only ever
match but never exceed the rate of absorption. At this point, the material appears
effectively transparent - the transition is saturated. Note that the cross section for
absorption (Eq. 2.24) and for stimulated emission only differs in terms of the degeneracy
ratio, which will become relevant in chapter 4 of this thesis.
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Rabi Oscillations

The description given above applies for the limit of incoherent radiation, which applies
well to the studies presented in this thesis due to the small longitudinal/temporal coher-
ence of the SASE-pulses used. When considering the interaction with a coherent field,
the states of a two-level system become coherently coupled by the driving field. This can
lead to an oscillation of the population density between the two fields that is eventually
damped due to dephasing of the excited state10.

For a more detailed quantum physical discussion of the two-level system exposed to a
coherent electromagnetic field and the non-linear optical susceptibility emerging from
this description, I recommend chapter 6 of R.W. Boyd’s book on non-linear optics [51].

10In this context, it is common to refer to the relaxation time of the population, i.e. the excitation
lifetime, as T1 and the relaxation time of the precessing dipole moment as the dephasing time T2.
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2.3.2 Fermi’s Golden Rule

Having characterized the absorption process as a macroscopic phenomenon and then in
terms of the very general picture of a two-level system, we now look at a more complete,
semi-classical description of the absorption process.

Fermi’s golden rule uses a classical description of electromagnetic waves but a quantum-
mechanical description of its perturbation on the wave functions of initial and final states.
Here, I briefly rehearse this rule based on [139]. The rule quantifies the probability Pgf

that an atom irradiated by an electromagnetic wave transitions from an initial ground
state |g⟩ to a final state |f⟩ within a unit of time.

Pgf =
2π

ℏ
∣∣⟨f | V̄ |g⟩

∣∣2 ρf (E) (2.25)

This equation follows from Schrödinger’s Equation when treating the effect of the inci-
dent wave as a harmonic time-dependent first order perturbation to the Hamiltonian.
The term ⟨f | V̄ |g⟩ is referred to as the transition matrix element.

Using the Coulomb gauge so that E = −1
c
∂A
∂t , a plane incident wave can be written in

terms of its vector potential:

A = e
A0

2

(
ei(k·x−ωt) + e−i(k·x−ωt)

)
(2.26)

If we consider the perturbation that such a field will have on the electrons of an atom
with linear momentum operators pi, totaling to p =

∑
i pi, we can write the dominant

term of the time-dependent perturbation as

V (t) =
e

mc
A · p (2.27)

By substituting 2.27 and 2.26 into 2.25, we arrive at the following transition probability
caused by a plain wave:

Pgf =
πe2

2ℏm2c2
A2

0

∣∣∣⟨f | eik·xe · p |g⟩
∣∣∣
2
ρf (E) (2.28)

Note that here only the negative time dependent exponential term e−iωt of 2.26 is con-
sidered as contributing to absorption. The same description can be used with the other
term to describe a stimulated emission into an empty core hole.

|g⟩: Ground state
|f⟩: Final State

ρf (E): Energy-dependent final state density
E(t): Electric field vector
A(t): Vector potential
A0: Vector potential amplitude
e: Unit vector
k: Wave vector
x: Space vector
ω: Radial frequency
e: Electron charge
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2.3.3 The Dipole Approximation

Calculating equation 2.28 is still difficult due to the exponential function in the operator.
Instead, the exponential function can be written as a power series. Neglecting the terms
beyond the first order of this series is referred to as the dipole approximation. This cutoff
is a good approximation if k · r ≪ 1, i.e. 2π|r| ≪ λ.

If we describe electrons in atomic potentials, r is limited to the size of the atom, so that
the dipole approximation yields good results up to wavelengths in the soft and tender
X-ray regimes, where the wavelength begins to be comparable to the localization length
scale of the electrons. With the dipole approximation, equation 2.28 reduces to:

Pgf =
πe2

2ℏm2c2
A2

0 |⟨f | e · p |g⟩|2 ρf (E) (2.29)

This probability can be normalized to the incident flux Fph =
A2

0ω
8πℏc to arrive at the

absorption cross-section:

σAbs(E) =
4π2e2

m2cω
|⟨f | e · p |g⟩|2 ρf (E) (2.30)

2.3.4 Oscillator Strength

Since the cross-section is a function of photon energy, experimental measurements usu-
ally observe an integrated value of σAbs over some range in E. This makes it useful to
describe the intensity of resonances as an integral of the absorption cross-section in form
of the dimensionless optical oscillator strength f , so that:

σAbs =
2π2e2ℏ
mc

df

dE
(2.31)

For transitions between two bound states, it is also called the f-number and can be
described with the derivation above as [139]:

f =
2

mℏω
|⟨f | e · p |g⟩|2 (2.32)
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2.3.5 Non-Linear Light-Matter Interaction

In most optical effects which we encounter on a day-to-day basis, the optical response of
materials is proportional to the strength of the optical fields applied to it; this leads us
to describe it as linear optics. The term non-linear optics thus encapsulates any effect
where the optical response of a material is non-linearly dependent on the driving fields.
This section follows R.W. Boyd [51] and his notation of using the tilde accent to denote
quickly varying quantities.

To describe the non-linear optical response of a material, one considers the strength of
the dipole moment which the electric field of a wave induces per unit volume. This is
characterized as a polarization vector P̃ :

P̃ = ϵ0
∑

n

χ(n)Ẽn ≡
∑

P̃ (n) (2.33)

Expanding P̃ as a power series of order n ∈ N allows a clean distinction between non-
linear effects of different orders, which often occur separately. Each order n can be
assigned a non-linear11 optical susceptibility χ(n), which characterizes effects of order n
and their scaling with the n’th power of the overall electric light field. In a more complete
notation, the non-linear susceptibilities become tensors of rank n + 1, reflecting the
interaction of the light polarization vectors involved, and are functions of all contributing
frequencies. For example, using the indices ijkl to refer to Cartesian field components,
we may characterize the third order polarization for the sum frequency ωm + ωn +
ωo response along i dependent on the electric fields Ẽj(ωm), Ẽk(ωn) and Ẽl(ωo) with
different frequencies and polarizations.

P̃i(ωm + ωn + ωo) = ϵ0
∑

jkl

∑

(mno)

χ
(3)
ijkl(ωm + ωn + ωo, ωm, ωn, ωo)Ẽj(ωm)Ẽk(ωn)Ẽl(ωo)

(2.34)

Note that various frequencies with indices n, m, and o can contribute, but in this case
the sum (ωm +ωn +ωo) is held constant. If we use three specific frequencies for ωn, ωm

and ωo, the sum over (nmo) may be replaced by multiplying with a degeneracy factor
D, representing the number of distinct permutations of the three frequencies.

I choose the example of third order sum frequency generation here, because we observed
this process in [7] between one XUV and two IR photons.

Since this description in terms of a non-linear susceptibility is quite general and phe-
nomenological, it can be derived both from a description of matter as classical anhar-
monic oscillators or from a quantum mechanical density matrix formalism (naturally,
with varying predictive power, depending on the sample system).

11For n > 1, as χ(1) is the linear susceptibility.
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Symmetry

General arguments can be drawn from the spatial symmetry properties of an interacting
medium to show that certain tensor components of the linear and non-linear suscepti-
bility must be zero. This is relevant in crystalline samples (see for example [51] chapter
1.5.11). While a wider discussion of these conditions is beyond the scope of this thesis,
it is important to note that the second-order non-linear response of all centrosymmetric
systems must be zero. This can be shown with a simple argument:
For an induced polarization P̃ , inversion symmetry implies that the sign of the polar-
ization must also change if the sign of the inducing light field is flipped. Applying this
condition for a second order process to equation 2.33 requires:

P̃ = ϵ0χ
(2)Ẽ2 = ϵ0χ

(2)[−Ẽ]2 = −P̃ (2.35)

Obviously, this equation can only be true for values of zero, thus requiring χ(2) = 0

This is a powerful insight, as it means that the observation of any second order non-
linear process is a sign of broken inversion symmetry, which is useful to detect distortions
such as crystallographic defects, excitations or simply material interfaces in normally
centrosymmetric systems12.

Parametric and Nonparametric

The processes described above in terms of real-valued susceptibilities are parametric pro-
cesses, where after the interaction, the material is left in the same state as it was before.
Consequently, the overall photon energy of parametric processes is always conserved.

However, photons in a non-linear process may also lose or gain energy in the material, in
which case one speaks of a nonparametric process. This is, for example, the case when
the transmittance of a material grows with the incident fluence because the transition
responsible for the absorption becomes saturated.

In this thesis, chapter 4 deals primarily with saturation-related nonparametric non-linear
processes with increasing relevance of the parametric process of (resonant) stimulated
emission in chapter 5, while we observe a purely parametric wave-mixing process in
chapter 6.

Momentum Conservation and Phase Matching

A parametric wave mixing process not only requires the conservation of the total photon
energy but also of the total momentum of all photons involved. Consequently, if a new
light wave is generated as the sum of two other waves, its wave vector corresponds to the
geometric sum of the contributing waves, in addition to a possible momentum transfer
into the non-linear material.

As wave-mixing is a fully coherent process, any new waves are generated with a phase
that directly follows from the phases of the generating light waves. Note that the phase

12Note that 11 out of 32 crystallographic point groups are inversion symmetric. These are (in Schoen-
flies notation): S2 (triclinic), C2h (monoclinic), D2h (orthorombic), Th and Oh (both cubic), C4h and
D4h (both tetragonal), S6 and D3d (both trigonal), C6h and D6h (both hexagonal).
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velocity of light in a medium is dependent on the wavelength (dispersion). If a wave-
mixing process occurs within a material over an extended volume, this means that
the relative phase between the involved light waves will normally diverge due to their
different phase velocities, which then prevents the constructive interference or buildup of
any wave-mixing products. In the optical regime, one common solution to this problem is
the use of birefringent materials in which the index of refraction differs depending on the
propagation direction. By carefully controlling the propagation directions of the involved
light fields, the birefringence can be used to counteract the difference between the phase
velocities and thus enable constructive interference of the wave-mixing products over
the entire interaction volume.

2.4 Excitation Response of the Electronic Structure

Having discussed in some detail how light interacts with atomar excitations, this section
discusses some of the consequences of these excitations in a material. With the case
of X-ray absorption in solids in mind, I will first discuss how X-ray induced core hole
excitations decay, and then how this excitation energy ultimately leads to a modified
thermal equilibrium of a material’s electronic and nuclear subsystems.

2.4.1 Core Hole Decay

Most X-ray based processes involve the absorption of an X-ray photon at an electronic
core level, resulting in an unoccupied core state or core hole. As a core-excited state
is energetically unfavorable for the atom, these typically decay on a timescale of a few
femtoseconds [136]. There are two major pathways for this decay: Fluorescence and
the so called Auger or Auger-Meitner process. In the event of a fluorescent decay, an
electron from an energetically higher occupied state fills the core hole and emits the
energy difference in form of a photon. In the event of an Auger-Meitner decay, the hole
is also filled by an electron from a higher state, but in this case, the energy difference
is not radiated in form of a photon, but transferred to another, third electron, which
is consequently emitted from the atom. Figure 2.6 shows both processes schematically.
An Auger-process can be annotated more specifically by noting the atomic shells of the
electrons involved. For example, the process illustrated in Figure 2.6 is a KLM decay,
as the photo-electron originates from the K-shell, the hole is filled from the L-shell and
the Auger-electron is emitted from the M-shell.

An important consideration for X-ray spectroscopy is the probability of a specific core
hole to decay by the respective processes. These relative radiation yields have been
tabulated for most core-excitations [135]. Generally, the total Auger-yield reduces with
atomic number and photon energy in favor of the fluorescence yield. Figure 2.7 repro-
duces the absolute radiative versus non-radiative yields by atomic number, as reported
in [135].

2.4.2 Valence Electron Distribution

The occupation probability of electronic states in the valence system in thermal equilib-
rium is given by the Fermi-Dirac distribution [140].
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Figure 2.6: Fluorescence- and Auger-Meitner-Processes. In the upper half, a
photon shown in green is absorbed in the L-shell. As a consequence, a photo-electron is
emitted and the core hole decays radiatively by emitting an X-ray fluorescence photon
of lower energy (shown in yellow). In the lower half, another photon (shown in purple)
is absorbed by a K-shell electron, thus ejecting it as a photo-electron. This core hole
decays in a KLM Auger-Meitner process: The core hole in the K-shell is replaced by an
electron from the L-shell, which ejects an electron from the M-shell with the remaining

energy as an Auger-electron.

nE(T ) =
1

e(E−µ)/kBT + 1
(2.36)

nE : Occupation probability of a state with energy E
E: Electron energy
T : Temperature of the electronic system
kB: Boltzmann constant
µ: Chemical potential

If an excitation, e.g. due to the absorption of a photon, disturbs this equilibrium by
elevating one or more electrons into higher-energy states, an energy exchange between
the valence electrons eventually reconstitutes a thermal equilibrium distribution13. This
energy exchange is mediated by a multitude of collisions between valence electrons. As
a complex many-body problem, the details of the re-equilibration depend strongly on
the band-structure of the material [141] as well as the particular non-thermal electron
energy distribution. Various approaches have been used to determine the mean free path
or the lifetime between individual electron collisions [142], depending on the energy of
the electrons in question relative to the chemical potential: The first developed model by

13The temperature and chemical potential will change according to the internal energy deposited and
the heat capacity of the electronic system, which follows from the density of electronic states and number
of electrons involved.
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Figure 2.7: Core-hole decay yields as a fraction of K-shell excitations that decay
radiatively via fluorescence and by electron-emission via the Auger-Meitner process;

data from Krause [135].

Bethe (1930) can be used for fast electrons beyond 200 eV [143]. For electron energies
above 50 eV, an ”optical model” was developed based on the free-electron gas model
[144–146]. For even lower energies, it is necessary to refer to experimental measurements
or first-principles calculations (see [141, 142, 147] and the references therein).

2.4.2.1 Two-Temperature Model

When considering fast processes such as the reaction to femtosecond (X-ray) laser pulses,
it becomes relevant to consider the time scale at which a solid returns to a thermal
equilibrium. We find that electron-electron collisions re-establish a thermalization of
the electronic system before the nuclear lattice absorbs a significant fraction of the
excitation energy. This was already observed by Anisimov et al. in the 1970s, who
proposed the so called two-temperature model [148] of two coupled temperatures Te and
Tl for the electrons and lattice respectively, which are coupled by an electron-phonon
coupling parameter G. One can then describe the propagation of excitation energy into
the system in form of the simple differential equations:

Ce(Te)
∂Te

∂t
=

∂

∂x

(
κ
∂Te

∂x

)
−G(Te − Tl) +H (2.37)

Cl(Tl)
∂Tl

∂t
=G(Te − Tl) (2.38)

Ce(Te), Cl(Tl): Electronic and lattice heat capacity
Te, Tl: Electron and lattice temperature

G(Te − Tl): Electron-phonon coupling
κ: Thermal conductivity
H: Source term (due to photon absorption)
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While the model was not directly applied for the research presented in this thesis, it has
proven extraordinarily useful for the interpretation of experiments involving ultrafast
excitations [149, 150]. The general observation that the lattice temperature follows
the electronic temperature usually on a timescale of 100 fs and slower motivated us to
only model the electronic system in the rate model for non-linear X-ray transmission
presented in [5] in chapter 4. The two-temperature model is particularly relevant in
the planning and evaluation of pump-probe experiments, which are discussed in chapter
3.3.3.

2.5 Core Hole Spectroscopy

As alluded to in the introduction, X-rays have several properties that make them ex-
tremely desirable for material science. For the purposes of this thesis, however, the
ability to address electronic core states is most relevant. Below, I will give a brief
overview of some common techniques with varying detail based on their relevance to
this thesis.

As shown in Figure 2.8, the electronic core levels of different chemical elements are
generally well spaced out in binding energy. This allows to separately analyze the role
of specific elements in the determination of electronic properties, even in chemically
complex samples.

Figure 2.8: Core level binding energies of the first 17 elements of the periodic
table are distributed over the soft X-ray regime; disregarding the spin-orbit splitting
of p-levels. Note the logarithmic energy scale. Figure from [151], reproduced with

permission.

Furthermore, the orbitals of core electrons are generally localized around the nucleus.
Therefore, even if a technique based on core hole excitations probes properties of the
valence system, it does so from the local perspective of the core orbital.14

These properties make core hole excitations highly informative for spectroscopic tech-
niques.

Figure 2.9 shows an overview of the X-ray core level spectroscopy methods that feature
in this thesis and are explained in more detail below. I notably omit the description of
photo-electron-based techniques for brevity, but the interested reader may be referred
to [152].

14With perspective, I refer to the symmetry-dependent projection of the core orbital through the dipole
operator onto the valence orbital.
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Figure 2.9: Core level spectroscopy methods in the independent electron picture.
Each involves the absorption of at least one incident photon, pictured coming from the
left, over the Fermi energy EF or even exceeding the ionization potential IP. In X-
ray Emission Spectroscopy (XES) and RIXS, a spontaneously emitted, lower-energy
core-resonant photon is emitted and analyzed. In Stimulated Resonant Inelastic X-ray
Scattering (SRIXS), a second incident photon is duplicated by stimulating a valence-
core transition into the core hole left by the initial absorption. In a SFG-experiment,
two (or more) incident photons mix coherently, driving the initial absorption process
together. This process can be enhanced by intermediate states which are resonant to
either photon. The excitation energy is then emitted in form of an outgoing photon,

thus completing the parametric wave-mixing process. Energy axis not to scale.

Before addressing the individual techniques, I want to address the role of electronic
screening responses, which causes a large part of the difference in results when comparing
different core hole spectroscopies.

2.5.1 Screening Response and the Final State Rule

It is easy to describe electronic excitations in the independent electron picture (or one-
electron picture) which describes individual electrons transitioning between otherwise
rigid energy levels; but this picture is generally wrong. Instead, electronic excitations
are in principle multi-electron processes, as one may notice in the dependence of the
transition probability in Eq. 2.28 on the sum of all electronic momenta p. In the
final configuration, all other electronic states adapt to the new electronic configuration.
Thankfully, it has been shown that at least for simple metals (and less generally for other
systems), good predictions of X-ray spectra can be calculated based on the transition
probability of only a single electron, provided that the transition matrix element is
calculated considering wave functions obtained in the potential of the final state of the
transition [153].

This final-state wave function is affected by the reaction of the electronic system to the
excitation, which attempts to minimize its total energy in the new state. This is called
the screening response and makes a decisive difference when comparing the information
derived from X-ray spectroscopy methods that produce a different final state. One may,
for example, derive differing values for band gaps or binding energies, depending on the
X-ray spectroscopy used, as discussed for example in [154–156]. Figure 2.10 illustrates
this difference by showing the same processes displayed in Figure 2.9, but in terms of
the total energy instead of in terms of independent electrons. On the left, I show a
non-resonant excitation into the continuum, which leaves behind a core-ionized atom.
Through the XES-process, another electron, here we assume it to come from the occupied



Chapter 2. Theory 29

Figure 2.10: Comparison of X-ray methods in the total energy picture,
highlighting the difference in the final state and screening response, between techniques
that excite into the continuum, i.e. ionize the atom, and those that excite into localized
states. The comparison reveals the core-exciton and valence-exciton binding energies in
the different onset of the conduction band (labeled CBE and VBE, respectively). The
unoccupied valence density of states is indicated with a shaded area, while resonant
states are indicated by dashed horizontal lines. The left part is based on Figure 4 of
[154]. The ground state is labeled GS. See the main text for elaboration. Energy axis

not to scale.

valence states, fills the core hole and leaves the atom in a valence-ionized final state. In
the middle, an electron is excited via the X-ray Absorption Spectroscopy (XAS)-process
into an empty valence state, leaving the atom with a localized, i.e. excitonic core exci-
tation. The energy difference to the ionized states is labeled the Core-exciton Binding
Energy (CBE). From there, it can either decay resonantly back to the ground state
(Resonant Elastic X-ray Scattering (REXS)), or the system can fill the core hole by
emitting another photon of lower photon energy (either spontaneously through RIXS or
due to stimulated emission through SRIXS), leaving a localized valence excitation. This
excitation has a lower total energy compared to the valence-ionized state; the difference
is the Valence-exciton Binding Energy (VBE) [154]. Since no electron is strongly delo-
calized during this process, one may call it charge-neutral. On the right, I show a SFG
process involving two low-energy photons. The overall efficiency (susceptibility) of the
process is enhanced if it can exploit resonances with intermediate states, as indicated
by the dotted lines. While the excited state can correspond to that probed by XAS, the
overall process is parametric, i.e. leaves no excitation energy in the system.

2.5.2 X-ray Absorption Spectroscopy

The initial step in all X-ray-based core hole spectroscopies is the absorption of an X-ray
photon, creating a core hole excitation. In XAS, one measures the fraction of photons
that are absorbed by a sample while varying the photon energy.

The energetic structure of the absorption at and shortly above a core hole resonance
effectively probes the locally projected unoccupied density of states just above the Fermi
level. Thus, it can provide element-specific spectroscopic information about the density
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of states, local atomic structure, molecular orientation as well as the nature and orien-
tation of chemical bonds in the sample. In this regime, the method is referred to as
X-ray Absorption Near-Edge Spectroscopy (XANES) or Near-Edge X-ray Absorption
Fine Structure (NEXAFS). The term XANES is mostly synonymous with NEXAFS,
whereas the former is more commonly used in the study of solid samples, while the latter
is used in the context of molecules [139]. Since this work is primarily focused on the
study of solids, I prefer the term XANES here.

At higher photon energies beyond the resonance, the X-rays excite electrons into con-
tinuum states which typically overlap less with the core states, so that the absorption
gradually decreases until the next core level binding energy is reached. However, the
wave functions of electrons emitted into the continuum can scatter from neighboring
atoms and thus interfere with the final state of the absorption process, which modu-
lates the signal measured for the absorption cross-section, in particular just above the
XANES-region. Such measurements are referred to as Extended X-ray Absorption Fine
Structure (EXAFS) and are used to derive the distances of other atoms around the res-
onant scattering center. Since EXAFS is not featured in this work, the interested reader
may be referred to the pertinent literature, e.g. [157].

Excitations above the resonance and into the continuum at the high-energy end of
XANES spectra experience additional broadening, as electrons excited to these states
tend to decay back to the Fermi level as well as to the free core state. This reduced life-
time leads to the so-called final state broadening effect and should be considered when
interpreting or simulating absorption spectra [139].

Circular and Linear Dichroism

As established in section 2.3.2, X-ray absorption occurs in first-order via dipole transi-
tions. This implies on the one hand that dipole selection rules apply, and on the other
hand that the absorption is dependent on the angle between the molecular orbitals
involved and the polarization of the incident light.

In X-ray Magnetic Circular Dichroism (XMCD), this is used to study magnetic materials:
Magnetism occurs from an imbalance in the spin-up and spin-down valence electron
populations. This imbalance can be directly derived from XANES-spectra by comparing
the transition intensity measured from left- and right-handed circular polarized X-rays
using sum rules. See [158, 159] for details.

X-ray Magnetic Linear Dichroism (XMLD) exploits the angular dependence of dipole
transitions to probe the anisotropy of unoccupied valence states around the resonant
atoms via the so-called searchlight effect.15 Such anisotropy may be caused by different
chemical bonds in different directions. Unfortunately, this effect cancels out due to
geometric arguments in the absence of spin order in materials with cubic (or higher)
symmetry. However, charge order caused by an aligned spin system can break this
symmetry sufficiently to induce a difference in the absorption cross-section (in general
due to spin-orbit interaction, but in particular in the presence of multiplet splitting)
depending on the angle of the absorbed light’s linear polarisation with respect to the
crystal axes. This way, XMLD can be used to determine the axis and strength of the

15The term is inspired by the shape of the angular dependence of dipole transitions, which in this case
”searches” for overlap with valence orbitals.
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spin-ordering in ferro- and antiferromagnets. See [139, 159] for details. We performed
such an analysis in [3] on the nickel L2-edge.

2.5.3 X-ray Emission Spectroscopy

Instead of observing the absorption process itself, in XES one analyzes the X-ray fluo-
rescence after ionizing the targeted atom using non-resonant X-rays16.

XES experiments are often performed with hard X-rays with the incident energy well
above a given absorption edge while tuning a spectrometer such that certain X-ray
fluorescence lines can be analyzed in detail. In the XES process, an electron from any
less tightly bound occupied electronic state performs a radiative transition to fill the core
hole. The electron can come from another core level, in which case one can identify the
fluorescence line [132] and even preserve an indirect sensitivity to the valence electronic
system. Alternatively, one may study the decay from occupied valence states, which
are directly dependent on the chemical surrounding [156, 160, 161]. The mathematical
description is analogous to the one described below for RIXS.

2.5.4 Resonant Inelastic X-ray Scattering

Observing the X-ray emission from core hole decays becomes particularly interesting
when the core hole excitation itself is near-resonant and thus leaves the system in a
localized (excitonic) core-excited state. In the RIXS process, the core hole is then filled
by a valence electron, leaving behind a valence excitation.17 In the optical regime, one
would refer to this process as resonant Raman scattering.18 By analyzing the emitted
photon’s properties, such as intensity, photon energy, emission angle, and polarization,
and comparing them to those of the incident photon and the orientation of the sample,
the nature of the excitation left behind in the sample can be determined. The scattering
process is still described by second-order perturbation theory approach introduced by
Kramers, Heisenberg, and Dirac [162, 163]. For the discussion in this thesis, I show the
form of the inelastic scattering cross-section as presented in [6], using the dipole and
rotating wave approximations:

dσRIXS

dΩ(ℏω2)
=
4πℏω1ℏω2α

2
f
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2

R4(npk2 + 1)
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∑
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⟨f | r · e2 |ι⟩ ⟨ι| r · e1 |g⟩
ℏω1 − (Eι − Eg) + iΓι/2

∣∣∣∣∣

2

× L(ℏω1 − ℏω2 − (Ef − Eg))

(2.39)

16As illustrated in section 2.4.1, a core hole relaxes either by radiating a photon or by emitting Auger
electrons. One may instead analyze the electrons produced by Auger-decay of the core hole, but Auger
electron spectroscopy is outside the scope of this thesis; see [81] for details.

17If it instead returns to the ground state, one would speak of Resonant Elastic X-ray Scattering.
18Older literature, e.g. [79], often used the term Resonant X-ray Raman Scattering, but the term

RIXS seems to have caught on for the X-ray regime in recent years.
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The energy density of the involved states is described by Lorentzian distributions, specif-
ically:

L(ℏω1 − ℏω2 − (Ef − Eg)) =
2

πΓf

Γ2
f/4

(ℏω1 − ℏω2 − (Ef − Eg))2 + Γ2
f/4

(2.40)

L: Final state energy density expressed as Lorentzian
(corresponding to ρf (E) in 2.29)

|g⟩: Ground state
|ι⟩: Intermediate state
|f⟩: Final state

Eg, Eι, Ef : Energies of ground, intermediate and final state
Γι,Γf : Lifetimes of intermediate and final state
ω1,ω2: Angular frequencies of incident and emitted waves
λ1,λ2: Wavelengths of incident and emitted waves
e1,e2: Polarization unit vectors of incident and emitted waves

r Sum of electron location vectors
αf : Fine structure constant
R: Radial matrix dipole element
dΩ: Solid angle differential

npk2 : Density of coherent photons in the mode volume of the emitted wave

Note that in the most commonly described case, the emitted photon carries less en-
ergy than the incident photon, so that the measured intensity of inelastic scattering
informs the experimentalist about the capability of the material to accept an additional
excitation with the corresponding energy difference. Thus, like XAS, RIXS can probe
unoccupied electronic states. However, if the material already carries valence-excitations
- be it due to a high temperature or other sources of excitation - it is also possible that
the emitted photon carries a higher energy than the incident photon as it gains the
energy of the corresponding excitation. This is referred to as the ”anti-Stokes” process,
as opposed to the ”Stokes”-type energy-loss process. Thus, anti-Stokes RIXS probes
excitations that are already present in the material.

As opposed to XAS, the final state in RIXS contains only a valence excitation and
is thus not altered by a screening response to a core excitation (compare Figure 2.10).
Furthermore, the achievable energy resolution is not determined by the core-excited state
lifetime, but by the final state lifetime, which is typically longer for valence excitations
and thus allows for greater energy resolution. Since the excitation is produced indirectly
through two dipole transitions, RIXS is furthermore not limited to probe excitations
that can be reached directly through a dipole transition from the ground state. This
makes RIXS sensitive to phonons, plasmons, and magnons, as well as inter-valence and
charge-transfer excitations. It can provide information about the energy, momentum,
and polarization of the relevant excitation while being specific to the chemical element
and even the targeted orbital, all while being bulk sensitive (in comparison to methods
based on electron detection) and requiring only small sample volumes [164].

Despite these plentiful advantages, and although the process is in principle understood
since the 1920s, RIXS has only risen in popularity as a spectroscopic technique in the
last few decades. This is because RIXS is a very photon-hungry technique - that is, it
requires a substantial incident photon flux to detect a statistically relevant number of
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inelastically scattered photons in reasonable time and achieve a good resolution in energy,
ideally at several scattering angles in order to map out the momentum dependence of
the observed excitations. Only the development of 2nd and 3rd generation synchrotrons
with many orders of magnitude in brilliance increase (see chapter 2.1) has made RIXS
studies feasible in practice. The photon-hunger of RIXS has two major reasons: First,
especially in the soft X-ray regime, a large fraction of core holes decays via Auger-Meitner
decay, thus limiting the overall cross-section of the RIXS process. Second, the inelastic
scattering signal is emitted mostly isotropically, and covering a large solid angle to collect
a high fraction of this radiation is technically challenging. A typical RIXS spectrometer
might only cover a fraction of 10−4 of the total solid angle [9]. Thus, even with modern
X-ray sources and equipment, integration times in the range of hours are still common
for single RIXS spectra. This motivates the perspective to amplify RIXS signal level
via stimulated emission, which is discussed in the next section. For a more in-depth
discussion of RIXS, see [79, 81, 164].

Stimulated Resonant Inelastic X-ray Scattering

The ordinary RIXS experiment detects photons from spontaneous core hole decay. How-
ever, the transition from the intermediate to the final state can alternatively be stimu-
lated by a suitable photon. This is expressed in equation 2.39 by the (npk2 + 1) term.
Here, the +1 represents the rate of spontaneous radiative decay, which can be described
as stimulated emission triggered by a photon from vacuum fluctuations. As mentioned
earlier, this contribution is usually isotropic. However, in the presence of a real coherent
photon density npk2 , the differential cross-section in the corresponding direction can be
dramatically enhanced. This is not only useful because stimulated emission can out-
compete the otherwise dominant Auger-Meitner-process [165] so as to utilize a greater
fraction of core-excitations, but also because the created emission is focused into a par-
ticular direction, which mitigates the problem of limited spectrometer acceptance angles
[9].19 This prospect inspired significant theoretical and experimental efforts to study
RIXS-related processes exploiting stimulated emission [81–84, 98, 168–171].

2.5.5 X-ray-Optical Wave-Mixing

While stimulated X-ray emission works with two core-resonant photons, the direct mix-
ing with low-energy photons is similarly attractive. Sum-Frequency Generation (SFG)
and Difference-Frequency Generation (DFG) involving X-rays has been envisioned for
X-rays as early as the 1970s [172–174]. The same advantages of wave-mixing that apply
in the optical regime (see section 2.3.5) hold in the X-ray regime. Notable are the ability
to probe states that are inaccessible in linear spectroscopy due to dipole selection rules
and the possibility to use second-order processes that are limited to sites with broken
inversion symmetry. Further, the capability to correlate how excitations couple to each
other by scanning the process efficiency as a function of all involved wavelengths becomes
particularly attractive to probe the localization of valence excitations (which respond to
optical frequencies) around the sites of particular nuclei (which can be targeted by X-
rays resonant to their respective core levels). Unlike SRIXS it is also possible to design

19Over an extended core-excited volume, such stimulated emission may even amplify itself (amplified
spontaneous emission), which has not only been proposed for spectroscopic application [82], but also
allowed for the creation of core-level lasing [166, 167].
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SFG and DFG experiments such that the signal can be separated in photon energy and
in emission angle, thus allowing a background-free detection.

A special type of DFG, the down-conversion of X-rays into one optical and one lower-
energy X-ray photon [172, 173, 175] was demonstrated recently for the first time [176]
as a method of probing valence charge distributions. Inversely, SFG between one optical
photon and one hard X-ray photon has first been demonstrated in a solid by Glover et
al. [87] in diamond, while the first SFG and DFG between two IR and one XUV photon
is demonstrated later on in this thesis [7] in LiF. Gaynor et al. also demonstrated mixing
between one XUV and two IR photons, albeit in a configuration where the two IR pho-
ton energies negated each other, so that no sum- or difference-frequency was generated,
but the momentum conservation allowed a spatially separated background-free detec-
tion [110]. Even these tentative proof-of-principle experiments revealed information on
valence charge distribution [87, 175, 176], excited state coherence times [110] and the
localization of excited states which cannot be addressed with linear spectroscopy [7].

2.5.6 X-ray Coherent Raman Scattering

As an example of an advanced X-ray wave-mixing scheme that promises deep insights
but has not yet been demonstrated experimentally, I present the FWM-scheme X-ray
Coherent Raman Scattering (XCRS), proposed originally by S. Tanaka and S. Mukamel
in 2002 [94] and illustrated in Figure 2.11. As discussed above, one attraction of X-ray-
optical wave-mixing schemes is the ability to probe the localization of valence excitations.
However, the individual transitions involved in X-ray-optical wave-mixing are still lim-
ited by dipole selection rules. Even more importantly, in an SFG-scheme as we present it
in [7], the valence transition is probed in the presence of the core-exciton, which severely
limits the use case of the derived information.

Figure 2.11: The X-ray coherent Raman scattering process proposed by Tanaka
and Mukamel in 2002 [94] in both the independent electron picture (left) and the
total energy picture (right). A core excitation of atom A is initiated by a first pulse
of frequency ω1 and converted into a specific localized valence excitation as the core
hole is filled through a SRIXS-like process, stimulated by a wave of frequency ω2.
This excitation then evolves for a duration ∆t and possibly delocalizes over a distance
∆x, thus reaching atom B. The evolved valence excitation is then probed by a third
irradiated pulse of frequency ω3, which is resonant to a core level of atom B, coupling
that core level to the valence excitation, which can thus contribute to the emission of

the fourth wave with frequency ω4 = ω1 − ω2 + ω3. Energy axes not to scale.
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In contrast, XCRS utilizes a SRIXS-like process to create a very specific valence exci-
tation of interest in form of an induced polarization. Because this excitation is created
by the coherent mixing of two core-resonant X-rays, one can control all its relevant pa-
rameters: its localization around the resonant element (atom A), its excitation energy
(ω1−ω2), its momentum (k1−k2) and even its phase are determined. This excitation is
then left to propagate for a variable duration before it is probed using a third incident
X-ray pulse of frequency ω3 that is resonant to a core level of atom B. Depending on how
much of the excitation’s coherence (the expected value of the dipole moment) reached
the second atom, this can induce the coherent emission of a signal wave with frequency
ω4 = (ω1 − ω2) + ω3. Overall, the susceptibility |χ3| (compare eq. 2.34) measured with
this process precisely characterizes the energy transfer between atoms A and B. Tanaka
and Mukamel even recommend utilizing heterodyne detection in order to derive the full
complex value of χ3. Consequently, widespread availability of such a method could be
revolutionary to our understanding of, e.g. the transfer of excitations from color-centers
to ligands of complex bio-molecules. Nevertheless, XCRS is only one of the promising
FWM-processes that have been proposed for the X-ray regime, differing in the inter-
action sequence and phase matching conditions of the input beams [95–97, 100–104,
108–110, 177, 178].





Chapter 3

Methods for X-ray Absorption
Spectroscopy

With the conceptual aspects of X-ray absorption spectroscopy introduced above, this
chapter discusses experimental schemes. I open in section 3.1 with a brief overview of how
the X-ray absorption cross-section may be measured in general to contextualize why we
chose transmission and reflection measurements for the studies presented in this thesis.
Sequentially in section 3.2 I illustrate the need for a normalization scheme for XAS
measurements with SASE-XFELs and provide a brief overview of the three variations
of the split-beam normalization scheme that are relevant in this thesis in section 3.3.
In sections 3.3.1 and 3.3.2, two of these schemes are treated in detail within respective
technical publications contained in this chapter. Finally, section 3.3.3 discusses the
application of a split-beam normalization scheme in a pump-probe experiment.

3.1 Different Methods to Measure X-ray Absorption

Experimentally, the absorption of X-rays can be measured in various ways. Each method
measures an observable that is dependent on the X-ray absorption cross-section. The
common observables through which X-ray absorption is measured are:

• Electron yield: Measures electrons emitted from the sample.

• Drain current: Measures electrons flowing back into the sample.

• Fluorescence yield: Measures the fluorescence from radiative core-hole decays.

• Transmission: Measures the photons transmitted through the sample.

• Reflection: Measures the photons reflected from the sample.

Each of these methods has unique advantages and limitations. To select a suitable
method, one should consider the effective depth of the sample that is probed, the
achievable signal-to-noise and signal-to-background ratios, and how reliably one may
reconstruct the dependence of the selected observable on the absorption probability at
the atoms of interest.

37



Chapter 3. X-ray spectroscopy 38

A prime consideration concerns the penetration depth of X-rays versus that of free elec-
trons: While electrons typically penetrate solids only to a few layers of atoms or single
nanometers [142], soft X-rays penetrate on the order of a hundred nanometers [132].
This makes photon-based detection more sensitive to the bulk of a sample than electron
yield or drain current measurements. As discussed above, all electrons with binding
energies lower than the photon energy contribute to non-resonant absorption, which
constitutes a background signal for most absorption measurements. If the interesting
sample sites are only present in a part of the probed volume, the background is pro-
portionally higher. In such cases, one may consider a background-free method such as
Partial Electron Yield (PEY) or Partial Fluorescence Yield (PFY). Measurements in
transmission constitute the most direct measure of the absorption coefficient, which can
be directly derived from the measured absorbance (see chapter 2) without additional
considerations of limited bulk-sensitivity, the reflection process, self-absorption effects
[74], or electron/fluorescence yields. Its main limitation is the requirement for thin films
since in the soft X-ray regime, relevant attenuation lengths are typically in the range of
tens to hundreds of nanometers. To achieve a good Signal-to-Noise Ratio (SNR), the
sample thickness should be similar to the attenuation length of the sample. Such thin
samples are not always feasible to manufacture in the first place, especially in monocrys-
talline form and/or in specific (crystal) orientations; unsupported films are also more
susceptible to beam damage than solid samples.

Measuring the X-ray reflectivity alleviates this problem and also provides an additional
degree of freedom to the experiment, as the reflection angle can be chosen to vary the
reflected intensity or even the penetration depth into the sample. However, reflectivity
measurements are very sensitive to surface morphology. In addition to that, the reflec-
tivity is strongly polarization dependent and changes with both the imaginary and real
part of the refractive index, as dictated by the Fresnel equations [179]. As we demon-
strate in [2], at certain angles the reflection spectra can greatly resemble the X-ray
absorption spectrum (measured at a synchrotron as drain current). Even so, quantita-
tively treating reflectivity spectra as equivalent to absorption spectra produces incorrect
results, as a recent publication on this topic stresses [180]. Correctly treated, however,
transmission and reflection measurements deliver in principle the same information con-
tent since the real and imaginary parts of the refractive index are rigorously linked by
the Kramers-Kronig transformation (see section 2.2.2). In [3], this transformation was
performed in order to relate the XMLD effect visible in the measured reflection spectra
to previously published XANES spectra. The necessity of this mathematical detour
can be perceived as a disadvantage from the perspective of an experimentalist who is
interested in a straightforward measurement of the XANES spectrum. But, although
it is beyond the scope of this thesis, it is worth acknowledging that measurements at
grazing angles of the reflectivity and the fluorescence or electron yield can deliver rich
additional information, especially a greatly increased sensitivity to the sample surface
and the capability to analyze the depth-profile of layered materials [181–183].

Monitoring the total electron or photon yield from core-hole decay processes can be
realized by positioning a photodiode (detecting electrons and/or photons) near the ab-
sorbing sample or measuring the current flowing into the sample to counterbalance elec-
tron loss from Auger-decays and the photo-electric effect (drain current measurement,
which is similar to electron yield). These methods generally deliver good count rates
with limited experimental complexity. However, the measured signal can be affected by
reabsorption-effects [74], which are in turn a function of the angle- and photon-energy
dependent penetration depths of the incident and emitted X-rays, both from the targeted
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chemical element and from other constituents of the sample (e.g. the solvent). Thus,
the real absorption cross-section of the targeted element is not always straightforward
to disentangle from the measured spectra, especially when dealing with dilute samples
[184, 185].

To remedy this issue, a spectrometer may be used to limit the accepted energy range of
detected electrons or photons, which can greatly reduce or eliminate the background from
other emission lines at the cost of reduced overall signal intensity. Such measurements
are referred to as Partial Electron Yield (PEY) or Partial Fluorescence Yield (PFY) in
contrast to Total Electron Yield (TEY) and Total Fluorescence Yield (TFY), respec-
tively. Ideally, the spectrometer constrains the observation to a specific decay channel,
i.e. Auger or fluorescence line originating only from resonant absorption at the core elec-
trons of interest1. However, soft X-ray spectrometers utilize mechanically ruled gratings
at grazing incidences, which limits the technically achievable covered solid angle to val-
ues around 10−4 of the full solid angle or less [82]. In contrast, small photo-diodes can
be placed close to the sample and thus cover much greater solid angles. Electron spec-
trometers can be used with a positive voltage relative to the sample to greatly increase
the collection efficiency. However, the resulting electric fields are not always acceptable,
as they may interfere with the behavior of some samples.

Electron yield and drain current measurements further require an electrically conductive
sample, substrate, and sample holder to prevent the buildup of charge in the sample.
This becomes even more challenging in the context of pulsed sources such as XFELs,
where drain current measurements have to account for the electrical capacitance of
the sample environment, while electron-yield-based methods suffer from so-called space
charge effects [61, 62], where Coulomb interaction changes the energy distribution of
electrons both on the sample surface and on the way between sample and detector. This
effect is highly dependent on both the fluence and the temporal characteristics of the
pulse and thus complicates any photoemission-based measurements at intense pulsed
X-ray sources. This is the main reason why XAS at XFELs is mostly measured via
fluorescence yield, in transmission, or in reflection. In the publications presented in this
thesis, either of the latter two options was chosen as the higher signal levels and more
straightforward interpretation were preferred over the possibility of background rejection
in PFY.

1In the case of observing a specific Auger decay channel, [139] speaks of Auger Electron Yield (AEY)
in contrast to PEY, where only low energy electrons are rejected.
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3.2 The Necessity for Normalization

As discussed previously, a key value of X-ray absorption spectroscopy is its capability to
specifically address certain chemical elements within the sample. The targeted element
may be present in the sample in relatively small quantities, which reduces the achievable
signal level. Further, most studies covering material dynamics require recording many
spectra in quick succession in order to map out dependencies on various experimental
parameters which may only manifest in minor spectral changes. All this means that
despite the high brilliance of FEL-sources, an economical use of the available photons in
order to minimize the statistical measurement uncertainty is imperative. This challenge
is aggravated by the stochastic nature of SASE pulses that causes strong spectral inten-
sity fluctuations (see chapter 2.1.2). As we show in [2] (see section 3.3.1.1), relying on
the long-term average stability of the incident SASE-radiation leads to a greater uncer-
tainty in the measured reflectivity or transmittance by about one order of magnitude.
These circumstances make it highly advantageous to measure the incident intensity with
the same priority as the transmitted intensity.

Gas Monitor Detectors (GMDs) can measure the energy of XFEL pulses and are imple-
mented in most XFEL beamlines [186, 187]. However, these cannot resolve the SASE
spectrum, so that a second GMD downstream of a monochromator is required for useful
normalization in high-resolution spectroscopy. For the measurements presented in this
thesis, the relevant photon energies range from around 400 eV (N K-edge) to around
875 eV (Ni L2-edge). At FLASH, these photon energies can only be reached by the
3rd harmonic radiation of the XFEL, which is about two orders of magnitude weaker
than the fundamental. This precludes the use of a GMD, even if one were installed
downstream of the monochromator of the Plane Grating Monochromator (PG) beam-
line, as GMDs cannot disentangle the intensity of the 3rd harmonic radiation from the
fundamental. It also exacerbates the requirement to make the best use of the available
photons to achieve sensitive measurements.
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3.3 Split-Beam Normalization for SASE-Based X-ray Ab-
sorption

This leads to the concept of split-beam normalization. All experiments discussed in
this thesis except [7] fundamentally measure spectral X-ray absorption at an XFEL
and make use of a split-beam normalization scheme to compensate for the fluctuating
spectral intensity of SASE XFELs. The defining characteristic is splitting the XFEL
beam into two parts: one signal beam which probes the sample, and one reference
beam which is measured to characterize the incident spectral intensity. This approach
offers the key advantage that both beams can be measured on the same area detector,
usually a Charge Coupled Device (CCD). This also precludes any possible differences
in the measurement of the incident and transmitted intensities due to using separate
detectors.

A conventional approach to achieve a signal and reference beam is the use of Split-
and-Delay-Units (SDUs), which are implemented in many XFEL beamlines around the
world [188–194]. These typically split the beam into two parts by reflecting one half
off a mirror’s trailing edge and steering both beams back onto a similar path with
several additional mirrors. While this enables the introduction of a delay or path-
length difference, this aspect is unimportant when they are used for normalization. The
measurements presented in [6] (see chapter 5.1) made effective use of such an SDU [188]
for beam-splitting. However, the beam-splitting ratio achieved in this way is sensitive
to the beam pointing and exact shape of the pulse wavefront, which in turn exhibits
a pulse-to-pulse jitter. This constitutes an additional, potentially systematic source of
measurement error which depends on the XFEL stability and is difficult to quantify.

An alternative solution is to split the beam wavefront into near-identical copies using a
diffraction grating. As a periodic structure, the intensity ratio between the diffraction
orders of a grating is not sensitive to beam pointing or wavefront instabilities, but in
principle only to the grating design and the wavelength used. In fact, such a diffractive
structure can be freely designed to achieve more complex modifications of the wavefront.
Such specially designed diffraction structures are generally referred to as zone plates.2

In one of the experiments presented here [4], we used a particular type of transmission
zone plate design that achieves beam-splitting and focusing in a single optical element,
resulting in two or three foci with a fixed intensity ratio [196]. In [4], we used the
additional focusing of the transmission zone plate to achieve very small foci on the order
of one µm2, in order to enter the fluence-regime of many mJ/cm2 required for non-linear
absorption. Furthermore, the increased beam divergence introduced by the zone plate
focusing spreads the signal of each beam over a larger area, i.e. a greater number of
pixels on the area detector. The greater number of pixels increases the overall number
of photons that can be measured in each beam without saturating the detector and
therefore improves the achievable SNR [197]. Our experiment on non-linear absorption
[4] was performed at the Spectroscopy and Coherent Scattering (SCS) beamline of the
European X-ray Free Electron Laser (EXFEL) and constitutes the first implementation
of this setup at this particular beamline (it was in fact the first user experiment of SCS),
and it has since been improved to become a routine setup. Later on (but not discussed in
this thesis), I took part in further successful measurements with this setup, investigating

2The Fresnel zone plate structure acts similar to a lens and is particularly well known. See, for
example, [195].
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the spin dynamics of nickel [11], and we published a characterization of this setup in its
matured state in [8].

Figure 3.1: Split-beam normalization setups at SCS, PG2 and FL24. In each
setup, a diffractive structure splits the XFEL beam into a reference beam and a signal
beam that are measured by the same detector. While the SCS-setup and the PG2-
setup both use a monochromator beamline and measure the transmission of a sample,
the FL24-setup measures the reflectivity and employs the spectrometer of the MUlti-
dimensional Spectroscopy and Inelastic X-ray scattering (MUSIX) endstation behind

the sample.

In contrast, the setups at FLASH at the beamlines PG2 and FL24, that are discussed in
this chapter, use a simple linear transmission grating. Figure 3.1 directly compares all
three setups and thus enables a discussion of their relative advantages and disadvantages.

3.3.1 Monochromatic Split-Beam XANES at PG2

At PG2, the grating was inserted into the beamline between the monochromator grating
and the exit slit of the monochromator, splitting the beam orthogonally to the dispersion
direction of the monochromator. The two beams were then steered individually by the
mirrors of an SDU [189] and directed through the monochromator exit slit and over the
beamline focusing mirrors into the sample environment, which in this case contained a
liquid flat-jet sample. One advantage of this configuration is that the setup makes use
of the PG2 beamline monochromator [198] with minimal requirements to the sample
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environment. The spectral resolution can in principle reach that of the monochromator.
The focusing mirrors of the beamline are configured to image the exit slit, where the
dispersion of the monochromator is separated in space, onto the interaction point with
the sample. Consequently, an opened exit slit illuminates the sample with a ”rainbow”.
However, the beam divergence implies that this image of the exit slit appears blurred by
about 0.53 eV at the position of the CCD, which was about 1m behind the sample3. This
means that the PG2 setup in principle allows for either monochromatic measurements
with a narrow exit slit to reach a very good spectral resolution limited only by the
monochromator, or parallel measurements with an open exit slit, where the spectral
resolution is limited by the out-of-focus blurring at the CCD position4.

In the following publication, Shot noise limited soft x-ray absorption spectroscopy in
solution at a SASE-FEL using a transmission grating beam splitter, we demonstrate the
capability to measure high-resolution XANES spectra in transmission, targeting dilute
molecules in ethanol solution; we utilize a split-beam referencing scheme in combination
with a liquid flat-jet sample configuration at the PG2-beamline and reach a sensitivity
limited by the fundamental photon shot-noise. Although we planned to use a narrow
exit slit, it ultimately needed to be opened to 200µm (permitting a bandwidth of 0.8 eV)
for reasons explained in the paper below. We also demonstrate the utility of enhancing
the effective average SASE-bandwidth by chirping the central electron energy over the
bunch train, which enables the acquisition of spectra in a wider energy window without
tuning of the XFEL. Finally, we discuss the perspective of dramatically increasing the
usable photon flux in this configuration, so as to further push the sensitivity of the
setup and enable pump-probe XANES spectroscopy on even lower concentrations of
solvated molecules. The publication is reproduced from [1], with the permission of AIP
Publishing and in accordance with the Creative Commons Attribution 4.0 license under
which the article was published.

3The blurring can be mathematically described as a convolution with a flat-top function. In the
given case, I achieved the best reconstruction of the signal shape on the CCD using a Gaussian with
σ=40 meV for the point-spread function of the monochromator, convolved with a flat-top function of
800 meV for the partially opened exit slit and another convolution with a flat-top of 530 meV for the
out-of-focus position.

4This was also demonstrated in earlier work at the PG2 beamline [73]. As these measurements used a
solid transmission sample (a Gd2O3 film) which could be inserted in the beamline directly, the detection
was done via a Ce:YAG screen directly at the exit slit position, so out-of-focus blurring was no issue.
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ABSTRACT

X-ray absorption near-edge structure (XANES) spectroscopy provides element specificity and is a powerful experimental method to probe
local unoccupied electronic structures. In the soft x-ray regime, it is especially well suited for the study of 3d-metals and light elements such
as nitrogen. Recent developments in vacuum-compatible liquid flat jets have facilitated soft x-ray transmission spectroscopy on molecules in
solution, providing information on valence charge distributions of heteroatoms and metal centers. Here, we demonstrate XANES spectros-
copy of molecules in solution at the nitrogen K-edge, performed at FLASH, the Free-Electron Laser (FEL) in Hamburg. A split-beam
referencing scheme optimally characterizes the strong shot-to-shot fluctuations intrinsic to the process of self-amplified spontaneous
emission on which most FELs are based. Due to this normalization, a sensitivity of 1% relative transmission change is achieved, limited by
fundamental photon shot noise. The effective FEL bandwidth is increased by streaking the electron energy over the FEL pulse train to
measure a wider spectral window without changing FEL parameters. We propose modifications to the experimental setup with the potential
of improving the instrument sensitivity by two orders of magnitude, thereby exploiting the high peak fluence of FELs to enable
unprecedented sensitivity for femtosecond XANES spectroscopy on liquids in the soft x-ray spectral region.

VC 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/4.0000049

I. INTRODUCTION

X-ray absorption near-edge structure (XANES) spectroscopy is
one of the most common methods of x-ray spectroscopy, providing
detailed information on local electronic structures: the position and
magnitude of spectral features reports on oxidation states, spin config-
urations, and chemical bonds with element selectivity for light ele-
ments such as carbon, nitrogen, and oxygen as well as the important
3d transition metals.1 For the latter elements, the absorption lines in
the soft x-ray regime are typically tenfold narrower than those in the

hard x-ray regime, which enhances the spectral information content.2

Generally, the photochemistry of organic compounds and transition-
metal complexes is of great interest for a variety of fields in chemistry
and materials science, some examples being light harvesting in artifi-
cial photosynthesis and sensitizers for photovoltaic cells.3–5 Many
important chemical processes occur in solution, where soft XANES
spectroscopy can be used to specifically investigate the state and evolu-
tion of the electronic configuration and, thus, the molecular bonds
involving a targeted element (ideally a light element or 3d transition
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metal) within the liquid phase. However, the solute typically consti-
tutes only a small fraction of the sample (� 10�3) compared to the
large fraction of solvent molecules. Solvent absorption in the soft x-ray
range is substantial and must be addressed both experimentally and in
the data analysis, which is especially challenging at sources like free-
electron lasers (FELs), where the strongly fluctuating incident flux also
needs to be accounted for. The very short absorption lengths
(1–10lm) severely limit the absolute amount of solute molecules that
can be probed by the x-rays and require correspondingly thin samples
in transmission measurements.

Early synchrotron-based static and time-resolved soft x-ray
transmission studies in solution were conducted on stationary liquid
targets6–10 (with the time resolution being typically around 100 ps, at
slicing sources reaching below 200 fs). The development of stable,
micron-thin, free-flowing liquid sheets (flat jets) in vacuum11 has
enabled a more general application of time-resolved soft x-ray absorp-
tion spectroscopy in transmission.12–17 Recently, split single nozzles
and gas dynamic nozzles have also been used to create such flat
jets.18,19 The flow speeds of several 10 m/s (i.e., several 10 lm=ls) in
these jets enable pump–probe experiments up toMHz repetition rates.

In this publication, we demonstrate the application of an
advanced normalization scheme to soft x-ray spectroscopy in liquid
solutions. We show transmission spectra of acetonitrile (ACN) and 4-
aminoazobenzene (AAB) around the nitrogen K-edge, recorded from
a micrometer thin free-flowing liquid sheet at the free-electron laser in
Hamburg (FLASH) using a transmission grating-based beam-splitting
scheme for shot-to-shot normalization. We demonstrate 95.4% confi-
dence intervals (CIs) of 65 mOD (about 61% relative transmission
change, see Fig. 3) within an acquisition time of 90min. The referenc-
ing scheme reduced the noise level of our measurement setup to the
fundamental limit of photon counting statistical noise. We further lay
out potential improvements to the optical setup, which will increase
the effective photon flux by up to four orders of magnitude, thus
increasing the shot-noise limit on sensitivity by about two orders of
magnitude for a similar measurement duration. With these improve-
ments, we expect that such experiments at soft x-ray FELs with super-
conducting accelerators will enable unique sensitivity for ultrafast
absorption studies.

II. EXPERIMENTAL

The measurements are performed at FLASH, producing x-ray
bursts every 100ms, each consisting of 400 pulses at a spacing of 1 ls.
The beam path is defined through two apertures of 1mm diameter
into the second branch of the plane-grating monochromator beamline
PG2.20,21 The setup at the beam line is sketched in Fig. 1. The mono-
chromator disperses the beam in the vertical direction and is tuned to
the third-harmonic radiation with photon energies of around 400 eV,
resonant to the K-edge absorption of nitrogen. During the measure-
ments, the central transmitted photon energy of the monochromator
is constantly scanned from 392.0 eV to 402.5 eV. The dispersed beam
is directed onto a low line-density free-standing gold grating with a
period of 11.3lm, a thickness of 140nm, a width of 300lm, and a
height of 4mm, accepting the full height of the dispersed beam. This
grating splits the FEL beam horizontally, with the zeroth diffraction
order containing about 25% of the photons and two identical first
orders containing about 10% of the photons each.22 The optics of the
split-and-delay unit (SDU), permanently installed at the beam line,23

are used to separate the different orders, block the zeroth order beam,
and steer the first-order beams (signal and reference) through the
beam line. The photon energy is selected by the exit slit of the beam
line (set to 200lm, transmitting an energy bandwidth of about
0.8 eV), and the beams are refocused onto the liquid flat jet in the
experimental chamber. The operating conditions of the jet are as pre-
viously reported.14 One of the beams transmits centrally through the
main leaf of the liquid flat jet, while the other bypasses the jet as a ref-
erence beam. Both beams are separated in the sample plane by about
1.7mm. After transmission through a 200nm thin aluminum filter for
separating the jet chamber vacuum from the detector and blocking
optical photons, both beams hit a charge-coupled device (CCD model
ANDOR Ikon L936) cooled to about 210K and installed about 1 m
behind the sample. The detector is configured to read out the
(13.5lm)2 square pixels with a binning of two by eight in the vertical

FIG. 1. Experimental setup at the plane-grating monochromator beam line at
FLASH. The incident beam is vertically dispersed by a reflection grating. A low line-
density transmission grating splits the beam horizontally. A split-and-delay unit
steers signal and reference beams toward the CCD detector, while only the signal
beam interacts with the jet. The preprocessed detector image shows the first dif-
fraction orders of the transmission grating (which constitute signal and reference
beams) as well as weak contributions from the third orders that are partially clipped
by apertures in the beam line. The black projections are drawn from an average
image. Red boxes display the highly correlated regions used for normalization.
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and horizontal directions, respectively, generating images of 290� 90
pixels. The pixel readout rate is set to 1MHz, resulting in a usable
frame rate of 3.3Hz. The number of FEL bursts is accordingly reduced
with a mechanical chopper.24 Each image read from the detector is
accumulated over all 400 pulses in a burst. The CCD did not exceed
12% saturation. An averaged dark image is subtracted from each raw
image. To enable a finer selection of regions of interest (ROI), the
number of pixels is enhanced by cubic interpolation while conserving
the value of the intensity integral. Due to the CCD being positioned
behind the beamline focus, the exit slit image exhibits a curved distor-
tion, which was characterized by a second-order polynomial fit to the
exit slit shadow and corrected for by shifting columns of the image
along the nondispersive direction such that the exit slit appears as a
straight line, as visible in the corrected CCD image in Fig. 1. The rou-
tinely usable spectral range for such measurements is given by the FEL
photon energy bandwidth. FELs operated in the based on Self-
Amplified Spontaneous Emission (SASE) typically produce average
bandwidths on the order of 1%,25 which are often narrower than the
spectral range of interest. In order to change the central energy of
FLASH1 (which uses fixed gap undulators), it is necessary to change
the electron energy and, accordingly, the electron optics in the acceler-
ator. Unfortunately, this often results in slight alterations of the photon
beam path that can produce systematic deviations in the spectrum.
Such artifacts are avoided by introducing a constant chirp into the
electron energy across the burst, which produces a systematic shift of
central photon energy evolving from the first to the last pulse in the
train. This doubles the usable photon energy range for the experiment.
In addition, the chirped bunch train provides a relatively flat intensity
distribution across a large part of the photon energy window, as shown
in Fig. 2(a). A direct measurement of the average photon energy varia-
tion across the burst is displayed in Fig. 2(b), where an acquisition
from an online spectrometer26 equipped with the MHz line-detector
KALYPSO27 is shown.

As a first assessment of this setup, XANES measurements
are performed on 1 M ACN and 40mM AAB ethanol solutions [see
Figs. 3(a) and 3(b)]. Strong outliers in the intensity ratio ascribed to
short-lived disturbances of the liquid jet are dropped from the analysis.
The remaining images are sorted into bins corresponding to 120meV
for ACN or 240meV intervals for the AAB solution. The recorded ACN
spectrum is compared with a synchrotron spectrum, recorded from an
11.3 M solution in water as total fluorescence yield mode at the U41-
PGM beam line of BESSY II with an energy resolution of 230meV.
Spectra are calibrated to the ACN resonance (1 s to 2 p�) at 399.5 eV.

The split-beam referencing scheme works on the assumption
that the signal and reference beams are identical in all aspects except
for the interaction of the signal beam with the liquid jet. To properly
extract correlated intensities of the two beams, the ROIs had to be
carefully selected: a rotational misalignment of the fixed beam-
splitting grating with respect to the dispersion direction of the mono-
chromator resulted in different parts of the FEL spectrum reaching the
CCD. To mitigate this issue, the monochromator exit slit was widened
to 200lm, transmitting a spectral window of 0.8 eV. Although this
compromises the energy resolution of the acquired spectra, the disper-
sion preserved on the CCD retained a resolution of around 0.5 eV,
dominated by the out-of-focus blurring effect. More importantly, the
widened exit slit allowed for certain regions on the CCD to detect the
same part of the original FEL spectrum despite the misalignment of

the beam splitting grating. Thus, the energy shift between the signal
and reference beams could be compensated by proper selection of ade-
quately small ROIs on the CCD, albeit at the cost of omitting roughly
87% of detected photons. The Pearson correlation coefficient (CC)
between beam intensities was chosen as a measure to judge the quality
of ROI selection. Near perfect correlations between 0.97 and 0.99 are
reached over the flat regions of the spectra. The height of the ROIs is
kept narrow at six pixels, while positions and the common width of
the ROIs are optimized for the highest CC. The ROIs are selected suffi-
ciently wide to cover the small position variations due to the chroma-
ticity of the beam-splitting grating. A result is shown in Fig. 1. From
the optimization, we determine a rotational misalignment of the
beam-splitting grating of 0.8�. This correlation analysis works best on
regions of flat spectral transmission, as variations of the sample
absorption reduce the correlation29 between the signal and the refer-
ence. Therefore, the algorithm excludes images containing absorption
peaks, namely, monochromator settings from 398.75 eV to 400.25 eV
for ACN and from 377.3 eV to 398.7 eV for AAB. Images from outside
the central range of the FEL bandwidth (393 eV–401 eV) are also
excluded. A slow fluctuation in the background signal is drawn from

FIG. 2. (a) Intensity distribution of the reference beam during the acquisition of the
spectrum of 4-aminoazobenzene shown in Fig. 3. The overall distribution is broad-
ened in comparison to the single pulse FEL spectrum due to the energy chirp over
the bunch train. The average FEL spectrum is shown as a line, and the standard
deviation is shaded. (b) The photon pulse-resolved spectra of a single bunch train,
measured using the KALYPSO detector, demonstrating the chirp of the central
photon energy across the bunch train. The dashed line indicates where the single
pulse spectrum in (a) was extracted. Systematic gain variations of the detector
have been corrected for, but artifacts from inhomogeneities of the used phosphor
screen are still visible.
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an equally sized ROI within the dark region of the CCD, averaged
over 30 consecutive images, and subtracted from all intensities.

The transmittance in each interval of the spectrum,

T ¼ hIsigi=hIref i; (1)

is then calculated as the ratio of averaged signal and reference intensi-
ties; absorbance A is the negative decadic logarithm of the
transmittance,

A ¼ �log10 Tð Þ: (2)

Finally, the absorbance of the ethanol solvent is subtracted, as calculated
from the Center for x-Ray Optics (CXRO) database28 using the room
temperature density of ethanol and the average jet thickness that best
fits the baseline of the spectrum (1.79lm for the ACN measurement
and 1.71lm for AAB). The ACN measurement consists of two, the
AAB measurement of three combined datasets, for each of which the
ROI optimization is performed individually. Error bars represent 95.4%
confidence intervals (CI) for the expectation value of absorbance.

Since the intensities of the signal and the reference are strongly
correlated, their statistical uncertainties (corresponding to 68.3% CI),

rsig ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Isig � hIsigi
� �2D E.

N2
samples

r
; (3)

and rref (calculated correspondingly) are propagated with consider-
ation of the covariance rIsig Iref of both intensities for each bin, following
the study by Tellinghuisen30 and the pertinent literature as

rT ¼
hIsigi
hIref i

����
����
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rsig

hIsigi

� �2

þ
rref

hIref i

� �2

�
2rIsig Iref

hIsigihIref i

s
: (4)

Figure 3(c) compares the measured relative statistical fluctuations
rT=T of the transmittance with the fluctuations that should be
expected theoretically from a purely shot-noise limited process. The
uncertainty of the absorbance A is

rA ¼
rT

Tlnð10Þ

����
����; (5)

which is doubled to attain the 95.4% CI.
Based on pixel-value histograms of the resulting images, the

CCD reads an average of 31 (62) analogs to digital units per 400 eV
photon. Between central photon energies of 396 eV and 400 eV, we,
thus, measure an effectively usable photon flux of 2.7 �103 photons
per second in the reference beam ROI. Figure 3(c) shows that the
determined experimental error is only slightly above the theoretical
expectation for pure shot noise from the same number of photons.
The measurements presented here are recorded within 1.5 h, mainly
limited by the stability of the liquid jet conditions.

III. DISCUSSION

XANES spectra of molecules and colloidal nanoparticles in solu-
tion are accessible either directly in transmission or by observing the
partial or total fluorescence yield (PFY and TFY, respectively).
Transmission and TFY detection modes are experimentally much sim-
pler to implement as they do not require a spectrally resolved detection
scheme. However, transmission measurements in solution determine
sample absorption on a background of relatively large nonresonant
solvent absorption, requiring thin liquid sheets and a precise normali-
zation to the incident flux. In the case of TFY, the background from
solvent fluorescence often dominates the overall signal. Still, TFY
detection of XANES spectra in solution has been employed although
this choice of detection scheme can lead to erroneous interpretations
of the resulting spectra because solvent and sample fluorescence are
competing processes that cannot be spectrally discriminated in this
measurement mode.31–34 Therefore, TFY detection requires specific
conditions, e.g., the solute absorption edges residing far below those of
the solvent.35 On the other hand, partial fluorescence yield is a better
measure of x-ray absorption; however, it is experimentally far more
challenging, as it requires spectrally resolved detection that is selective
to the elemental fluorescence of interest.36 Laser-driven high-harmonic
generation (HHG) sources can provide time resolution in the femto-
second range and below,47–50 but the relatively low spectral photon
flux at short wavelengths (<4 nm) still makes such XANES studies in
solution challenging, albeit these sources hold great future potential.37

Free-electron lasers can, in principle, supply a much higher flux.
However, most FELs are based on self-amplified spontaneous emission

FIG. 3. (a) Nitrogen K-edge transmission spectra of 1 M acetonitrile (ACN) and
40 mM 4-aminoazobenzene (AAB) in ethanol solution. A rescaled reference spec-
trum of 11.3 M ACN in water recorded at an undulator beamline of BESSY II with a
resolution of 230 meV is shown for comparison. The ACN spectrum is calculated
from 7600 images recorded within 46min, and the AAB spectrum from 17 500
images is recorded over 88 min. The colored areas around the spectra mark the
boundaries of 95.4% confidence intervals (CI) of the spectral absorbance. The
absorbance values of 1.79lm and 1.71lm of ethanol as computed based on the
CXRO database28 were subtracted from the ACN and AAB spectra, respectively.
(b) Zoom in of the AAB spectrum. (c) The relative statistical uncertainty of the AAB
measurement (68.3% CI of the transmittance divided by the transmittance) com-
pared with the photon shot noise limit, i.e., the geometrically added square root of
the estimated number of photons in both beams.
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(SASE), intrinsically displaying strong spectral intensity fluctuations.
These fluctuations have so far hampered quantitative soft XANES
spectroscopy at these light sources, with only a few time-resolved stud-
ies published measuring partial and total fluorescence yield.35,36,38–40

The challenge to correctly normalize such fluctuations across a large
dynamic range becomes especially severe for absorption measure-
ments in transmission mode on dilute samples. Thus, recording solute
spectra of millimolar concentrations on a background of 20–50 molar
solvent density requires a high instrument sensitivity and, in turn, an
excellent normalization to the incident flux. So far, no method of
intensity normalization could be established as a standard in x-ray
absorption measurements at FELs. Some facilities use Gas Monitor
Detectors (GMDs)41,42 to measure the intensity fluctuations behind a
monochromator. However, GMDs typically have a pulse-to-pulse
accuracy of around 10% and struggle with the low pulse energy after a
monochromator, which precludes their use for monochromatic third-
harmonic radiation at FLASH. This challenge leads to the presented
normalization scheme using a transmission grating beam splitter, uti-
lizing a single CCD detector for incident and transmitted intensities.
As this method can enable very high sensitivity, versions of it have
been demonstrated at SPring-8 Angstrom Compact free electron
LAser (SACLA)43,44 Linac Coherent Light Source (LCLS),45 and
FLASH,22,46 showing considerably improved normalization of SASE
fluctuations compared to previous normalization schemes.
Implementing the same principle of split-beam normalization, we pre-
sent the acquisition of XANES spectra from femtosecond FEL pulses
with a sensitivity limited by photon counting statistics in the soft x-ray
range on a liquid sample. High monochromatic x-ray flux in femtosec-
ond pulses is currently only found at FELs and is especially beneficial
in time-dependent studies of specific XANES features. We estimate an
output of 7� 109 photons/s/0.1% bandwidth in the third harmonic at
400 eV produced by FLASH during this experiment based on the
specified transmission of the beamline, monochromator, beam-
splitting grating, and SDU. However, the number of detected photons
is still low in comparison to other FEL measurements since this experi-
ment utilized the third-harmonic radiation and mirrors that are opti-
mized for the extreme ultraviolet wavelength range. For future studies,
the soft x-ray monochromator beamline at FLASH 2 (under construc-
tion) offers higher flux and better beamline transmission for the third-
harmonic radiation. The additional mirrors of the SDU used for indi-
vidual beam steering and the alignment issue discussed above further
attenuated the flux by nearly three orders of magnitude. The spectral
flux that we could include in our analysis in this work reaches 5:5�
103 photons/s/eV due to the high repetition rate compared to other
FEL studies. Some of these losses can be avoided in future studies as
discussed below, with a potential increase by three to four orders of
magnitude. Directly comparable published measurements were per-
formed at HHG sources, which generally reach a much lower mono-
chromatic flux: modern HHG setups can achieve tens of detected
photons per second per eV, e.g., 14 photons/s/eV near the N K-edge
in the study by Kleine et al.37 The spectral flux used by Obara et al.44

around the iron K-edge at 7.2 keV amounted to about 2:6� 104 pho-
tons/s/eV. On solid samples, Schlotter et al.45 report on average
6:4� 106 photons/s at the O K-edge, well in line with our work after
the proposed improvements. For lower temporal resolutions, syn-
chrotron studies offer a viable alternative with substantially more
flux. Fondell et al.12 report 2:0� 109 photons/s/eV in a train of

pulses of tens of picoseconds duration at the N K-edge at the BESSY
II storage ring.

Many studies37,43,44,46 further exploit a dispersive acquisition
scheme. Here, instead of scanning a monochromator and measuring
the absorption for each step, the full spectrum of the source is dis-
persed onto a spatially resolving detector. Such an acquisition scheme
can constitute an optimized parallel measurement utilizing the entire
source bandwidth. If, as in this setup, beamline optics are used to dis-
perse the beam and the sample is placed downstream, the sample is
illuminated by a rainbow-like line focus, which necessarily couples
spatial inhomogeneities into the spectrum. In the case of a liquid flat
jet, the thickness often systematically varies in the vertical direction,19

requiring appropriate corrections. On the other hand, dispersion
downstream of the sample46 allows for a small focus using the entire
source bandwidth on the sample, provided that the sample can with-
stand the fluence of the full beam. Such a method then requires that
one dimension of the detector is used for spectral resolution, so that
the number of illuminated pixels per energy bin is substantially
reduced. Thus, any detector inhomogeneities, nonlinearities, and digi-
tization noise are not averaged out as well as in a monochromatic
scanning scheme, where substantially larger areas of the detector
can be utilized for each energy step. Building on the setup presented in
Fig. 1, we propose the following adaptions for time-resolved future
measurements to increase the detected flux and, thus, sensitivity:

First, we have already constructed a mount for the beam splitting
grating, which allows fine-tuning the rotation angle, so that complica-
tions due to slight misalignments can be avoided in future measure-
ments at FLASH. Furthermore, the transmission of the split-and-delay
unit is optimized for longer wavelengths, but at the N K-edge, only 1%
of the photons is transmitted. Thus, we will optimize the beam split-
ting grating design to directly generate the ideal beam separation in
the sample plane, such that the use of the split-and-delay unit for
beam steering is not required, resulting in two orders of magnitude
higher effective flux. An additional step to maximize the effective pho-
ton flux can be taken by fully opening the exit slit of the monochroma-
tor and, thus, transitioning to a dispersive measurement. While this
might amplify possible detector inhomogeneities and requires a nor-
malization of varying sample thicknesses as discussed above, this
imaging scheme would result in another order of magnitude increase
in detected photon flux and provides a means to correct for slow drifts
of the liquid jet thickness over time, which are, otherwise, likely to
become the next significant source of error in long measurements with
drastically reduced shot noise. Altogether, these improvements can
increase the effective photon flux by up to four orders of magnitude,
yielding more than 107 detected photons per second in the reference
beam. Similar quality spectra, as shown in Fig. 3, could ideally be
recorded within approximately one second instead of more than one
hour. For an hour-long measurement, the shot-noise limit on the
sensitivity (scaling with the square root of the flux) would improve by
a factor between 30 and 100 and, thus, reach less than 6100 lOD.

IV. CONCLUSION

In a setup designed for future time-resolved pump probe experi-
ments, we measured x-ray absorption spectra of molecules in ethanol
solution. We used the third-harmonic radiation of a SASE FEL and
implemented a split-beam referencing scheme similar to those demon-
strated at FELs in the hard x-ray regime and solid samples22,43,45,46 to
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compensate for intensity fluctuations, reaching 95.4% confidence
intervals of 65 mOD at the N K-edge. The sensitivity is close to the
photon shot noise limit of this experiment. By introducing FELs to
soft x-ray XANES spectroscopy on molecules in solution, the pre-
sented measurements are about eight times more sensitive than those
previously achieved in femtosecond XANES on liquid solutions at this
photon energy using an HHG source.37 In the presented measure-
ments, with the sensitivity down to rT=T ’ 0:5, % relative transmis-
sion change (see Fig. 2) is comparable to the noise ratio of 0.26%
achieved in a comparable setup in the hard x-ray regime.43

An alignment error and the use of the split-and-delay unit for
beam steering reduced the effective photon flux. In order to better
exploit the high photon flux of FLASH, we suggest an advanced con-
figuration that fully omits both the SDU and the exit slit, thus gaining
three to four orders of magnitude in intensity. As a consequence, we
see the potential for acquiring spectra with mOD sensitivity within
seconds, while the shot-noise limit on the 95.4% confidence intervals
could be reduced to less than 6100 lOD within one hour. This con-
stitutes an important step to enable measurements on the photoin-
duced dynamics of increasingly larger, less soluble molecules on the
femtosecond timescale.
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49A. D. Smith, T. Balči�unas, Y.-P. Chang, C. Schmidt, K. Zinchenko, F. B. Nunes,
E. Rossi, V. Svoboda, Z. Yin, J.-P. Wolf, and H. J. W€orner, J. Phys. Chem. Lett.
11, 1981 (2020).

50L. Barreau, A. D. Ross, S. Garg, P. M. Kraus, D. M. Neumark, and Stephen R.
Leone, Sci. Rep. 10, 5773 (2020).

Structural Dynamics ARTICLE scitation.org/journal/sdy

Struct. Dyn. 8, 014303 (2021); doi: 10.1063/4.0000049 8, 014303-7

VC Author(s) 2021



Chapter 3. X-ray spectroscopy 52

3.3.2 Broadband Reflection Spectroscopy at FL24

While we could demonstrate in the publication above [1] that the normalization per-
formed ideally, which means that the measurement uncertainty was dominated by the
photon shot noise, the usable flux which ultimately contributed to the measurement
was relatively small with about 2.7×103 photons/s. In contrast to the monochromatic
configuration, a parallel measurement greatly increases the effectively usable flux, as the
full SASE bandwidth can contribute to the measurement at once. This was implemented
in the setup at FL24, which is described in the second publication in this chapter [2]
and implemented for pump-probe measurements in the third [3].

The first significant difference of this setup to the ones at PG2 and SCS is that the
sample sees the entire SASE-spectrum at once. Instead of extracting a small part of
the spectrum upstream of the sample, the full spectrum is analyzed downstream of the
sample using the spectrometer of the MUSIX endstation [9]. This allows for a parallel
acquisition and makes the use of a monochromator beamline unnecessary. The lack of
a monochromator also implies a greater, broadband flux on the sample, which for the
case of linear spectroscopy mostly affects considerations of the damage threshold, but
becomes highly relevant in non-linear spectroscopy, as is discussed at length in the next
chapter.

The other significant difference is the reflection configuration: Instead of transmitting
one of the beams through a sample film, both beams were reflected from a sample
film on a thick substrate. While in principle, the MUSIX endstation would also enable
measurements in transmission, the reflection geometry was chosen for two major reasons
(compare discussion above): First, a sample on a thick substrate is significantly more
robust than a transmission film, as a locally deposited heat load can be transported away
through more material, and a thin film carries the additional risk of tearing. Second,
the direct XFEL beam being directed into the spectrometer necessitates careful control
of the beam divergence and fluence, as beam damage to either the spectrometer grating
or the CCD must be avoided under any circumstances. Adjusting the angle of reflection
from the sample offers a straightforward method to tune the intensity impinging on the
grating and CCD.

In a transmission setup, the reference beam can pass by the sample or be transmitted
through an equivalent substrate, so that it provides a direct measure of the incident
intensity. A consequence of combining a split-beam referencing scheme with a reflectivity
geometry is that the reference beam must also be reflected somehow, and thus necessarily
is also subjected to some reflection spectrum. For this reason, we initially attempted
in [2] to use a second piece of material5 next to the sample to reflect the reference
beam from. However, a separate piece proved very challenging to install sufficiently
co-planar with the sample to align both beams through the spectrometer. This led us
to the configuration where both beams were reflected from the same sample, which was
much easier to align reliably. As a downside, such a normalization cannot be used to
normalize the absolute value of the absorbance, but only the difference between the
signal and reference beams, which is the difference between the ground-state spectrum
and the optically pumped spectrum. This turns out unproblematic for pump-probe
measurements, where the difference between the ground-state and photo-excited spectra
is precisely the quantity of interest. The ground-state spectrum can then either be

5Specifically MgO, which we selected because it also formed the sample substrate and has a relatively
featureless spectrum near the Ni L-edges that we aimed to investigate.
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measured at a synchrotron or in a longer FEL-measurement without normalization by
relying on a constant long-term average of the SASE intensity. We demonstrate both
below [2].

However, not being able to normalize in terms of absolute absorbance also affects the
description of the measurement uncertainty, which both publications ([1, 2]) therefore
discuss in different terms. To facilitate the comparison, I want to illustrate this difference
in the following.

3.3.2.1 Comparing Measures of Uncertainty

Since the reference beam in the PG2-setup is a direct measure of the incident intensity,
I was able to specify the relative error of the transmission measurement directly in the
bottom panel of Figure 3.2, which reproduces Figure 3 of the publication [1]. In the
FL24-setup, the discussion of measurement uncertainty is instead done in terms of the
Fraction of Variance Unexplained (FVU), which is simply

FV U = 1− ρcc, (3.1)

where ρcc is the Pearson correlation coefficient, plotted in the top panel of Figure 3.2.
In this case, ρcc describes how well the reflectivity measured by both beams is correlated
over repeated measurements (details in the publication itself [2]). To provide further
context and relate both the error discussions, in Figure 3.2 I show a breakdown of the
error analysis of both publications, using the spectrum of 4-AminoAzoBenzene (AAB)
recorded with the PG2-setup as example data.

Figure 3.2: Comparing different measures of uncertainty using the example of
the AAB spectrum shown in Figure 3 from [1].

The various measures of relative uncertainty shown in the main panel of Figure 3.2 are
discussed below in the order shown in the legend, top to bottom. First, I show the
relative fluctuations in the measured intensity of signal and reference (blue and orange
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dotted). This fluctuation constitutes the measurement uncertainty when a spectrum is
measured by a single beam without normalization, but instead relying on the stability
of the incident intensity in the long-term average.

At this point, it is worth briefly discussing that there are two obvious ways that one may
compute the absorption spectrum when given a number of signal and reference intensity
measurements for each photon energy. One may either compute the transmission (sig-
nal/reference ratio) for each shot and then compute the average transmittance, or one
may first average all signal and reference intensities respectively, and then compute the
ratio from these two averages. Both procedures deliver similar, but different results. I
found in the analysis for [1] that the latter procedure delivers more reliable results; the
comparison of the two procedures is also discussed in [8] with the same conclusion.

Under this procedure, the measurement uncertainty in terms of relative transmission is
calculated according to Eq. 4 in [1], which I repeat here for the reader’s convenience
(brackets ⟨⟩ denote the mean over the ensemble):

σT =

∣∣∣∣
⟨Isig⟩
⟨Iref ⟩

∣∣∣∣

√(
σsig
⟨Isig⟩

)2

+

(
σref
⟨Iref ⟩

)2

−
2σIsigIref

⟨Isig⟩ ⟨Iref ⟩
(3.2)

Its values are shown in Figure 3 of [1] and here in Figure 3.2, relative to the absolute
transmission (purple line with dots and shaded region representing 95.4% Confidence
Interval (CI)). This calculation accounts for the fluctuations of the two measured in-
tensities. Here, the fact that they fluctuate together greatly reduces the uncertainty of
the measurement, which is described by the covariance term in Eq. 3.2. Note that the
covariance σIref Isig is the un-normalized form of the correlation coefficient:

ρcc =
σIref Isig
σIrefσIsig

(3.3)

I also show the same estimate of uncertainty of the transmission calculated without the
covariance term (purple dotted line) to emphasize the importance of considering the
correlation between both intensity measurements. The correlation must be evaluated
for every bin in the spectrum and is also shown in the top panel of Figure 3.2. Finally,
I show the product of the FVU and the transmission T (yellow line), which behaves
very similarly to the measurement uncertainty of T . While this does not demonstrate
a rigorous relationship between the two quantities, it makes intuitive sense that the
unexplained fraction of the measurement variation multiplied with the transmission is
closely related to the relative uncertainty with which the transmission can be determined.

In the following publication, Parallel Broadband Femtosecond Reflection Spectroscopy
at a Soft X-Ray Free-Electron Laser, we demonstrate the capability to record high-
resolution X-ray reflectivity spectra utilizing the entire SASE-bandwidth of the XFEL
using a split-beam normalization setup. We show that the split-beam normalization
setup reduced the measurement uncertainty by about one order of magnitude and dis-
cuss how the reflectivity spectra can be utilized as a more practicable alternative to
transmission spectra. Finally, we discuss the development of measurement uncertainty
with acquisition times in the context of pump-probe studies with this setup. The pub-
lication is reproduced from [2], in accordance with the Creative Commons Attribution
4.0 license under which the article was published.
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Featured Application: Exploiting the full flux and temporal resolution of SASE-FELs for highly
sensitive X-ray absorption measurements.

Abstract: X-ray absorption spectroscopy (XAS) and the directly linked X-ray reflectivity near
absorption edges yield a wealth of specific information on the electronic structure around the
resonantly addressed element. Observing the dynamic response of complex materials to optical
excitations in pump–probe experiments requires high sensitivity to small changes in the spectra which
in turn necessitates the brilliance of free electron laser (FEL) pulses. However, due to the fluctuating
spectral content of pulses generated by self-amplified spontaneous emission (SASE), FEL experiments
often struggle to reach the full sensitivity and time-resolution that FELs can in principle enable.
Here, we implement a setup which solves two common challenges in this type of spectroscopy
using FELs: First, we achieve a high spectral resolution by using a spectrometer downstream of
the sample instead of a monochromator upstream of the sample. Thus, the full FEL bandwidth
contributes to the measurement at the same time, and the FEL pulse duration is not elongated by a
monochromator. Second, the FEL beam is divided into identical copies by a transmission grating
beam splitter so that two spectra from separate spots on the sample (or from the sample and known
reference) can be recorded in-parallel with the same spectrometer, enabling a spectrally resolved
intensity normalization of pulse fluctuations in pump–probe scenarios. We analyze the capabilities of
this setup around the oxygen K- and nickel L-edges recorded with third harmonic radiation of the free
electron laser in Hamburg (FLASH), demonstrating the capability for pump–probe measurements
with sensitivity to reflectivity changes on the per mill level.

Appl. Sci. 2020, 10, 6947; doi:10.3390/app10196947 www.mdpi.com/journal/applsci
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1. Introduction

X-ray absorption spectroscopy (XAS) is a common method for characterizing materials in a variety
of fields due to its fundamental simplicity, flexibility and element-specificity. Tuning to absorption
edges allows probing the unoccupied electronic states localized around specific elements. Although
experimentally more challenging, this information content is especially high at the absorption edges
in the soft X-ray regime [1], since core hole lifetimes are longer and spectral features sharper than
at higher photon energies. In a pump–probe experiment with sufficiently short pulses, e.g., in free
electron lasers (FELs), transient XAS can be used to track changes of the electronic structure during
chemical reactions and phase transitions on the femtosecond (fs) to picosecond (ps) scale [2–4].

XAS measures the spectral absorption coefficient, i.e., the imaginary part of the index of refraction.
Measurements in specular reflectivity additionally measure the real part of the refractive index,
which is rigorously connected with the imaginary part, through the Kramers–Kronig transform [5].
Thus, the same spectroscopic information is transported [6]. The most straightforward method of
measuring XAS is in transmission by monitoring the intensity of an incident and the transmitted
monochromatic beam as a function of photon energy. However, short absorption lengths in the
soft X-ray regime necessitate sub-µm thin samples, which can be a prohibitive limitation in terms
of properties and manufacturability of the sample. Therefore, XAS is often performed indirectly,
by observing either electron yield or drain current resulting from the photoelectric effect or the
fluorescence yield. Each of these methods has advantages and disadvantages. Broadly speaking,
electron-based methods constitute a powerful approach but limit the obtained information to the
surface region and suffer from space-charge and capacitance effects when implemented with intense
pulsed sources. Fluorescence based methods are free of such charge effects but struggle from low
signal levels in the soft X-ray regime, as the Auger process is dominant and suppresses radiative
decay. Furthermore, additional selection rules constraining fluorescent decay as well as competing
fluorescence channels can lead to deviations in the spectra that can only be fully interpreted and
disentangled [7–9] after spectral analysis of the isotropically emitted fluorescence from the sample,
using a spectrometer. As in the soft X-ray regime, spectrometers operate with gratings at grazing
incidence angles, such spectrometers exhibit small solid acceptance angles, strongly reducing the
overall detected signal. Therefore, although a multitude of these methods are applied with great
success at synchrotron sources, performing XAS studies at FEL facilities [2,10,11] remains challenging.
Another challenge particular to FELs, is the stochastic nature of radiation from the self-amplified
spontaneous emission (SASE) process on which most FELs rely (except those that implement seeding).
The X-ray pulses produced by the SASE process exhibit a number of Fourier-limited modes of random
intensity, which are randomly distributed within overall pulse durations typically on the order of
50 fs and a spectral bandwidth of typically 0.5–1% [12]. Using a monochromator to gain higher
spectral resolution enhances the strong intensity fluctuations of the resulting beam and discards a
significant part of the incoming flux. For XAS measurements, this means that the incident flux cannot
be approximated as constant, but must be measured with the same fidelity, sensitivity and dynamic
range as the signal. Furthermore, monochromators can significantly elongate the FEL pulse duration
due to grating induced pulse-front tilting, which scales with the number of illuminated grating lines
and is thus especially severe (up to a picosecond) at very high spectral resolutions.

Here, we demonstrate the use of a transmission grating beam-splitter to split the FEL into
practically identical signal and reference beams, both of which are analyzed in-parallel with the
same spectrometer after interaction with the sample. Thus, both FEL fluctuations, as well as possible
nonlinearities in the detector are exactly reproduced in both signals and can thus be renormalized.
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Unlike comparable schemes with monochromatic beams [13–16], our method places the grating
for spectral analysis after the sample interaction, so that the full SASE bandwidth contributes to the
measurement. For a given FEL fluence on the sample, measuring the collimated specular reflection as
opposed to isotropic fluorescence provides much stronger signals. The signal intensity can even be
tuned by adjusting the angle of incidence to optimally exploit the detector dynamic range, since varying
the angle will generally alter the spectral shape but not change the spectroscopic information. Here,
we analyze the sensitivity of this experimental scheme for spectral (e.g., pump-induced) changes by
evaluating pairs of simultaneously recorded reflectivity spectra of NiO at the oxygen K- and nickel
L2,3-edges, respectively.

2. Experimental Design

A simplified schematic of the setup is shown in Figure 1. Measurements were performed with
the MUSIX experimental end station [17] at the FL24 beam line of the free-electron laser in Hamburg
(FLASH). The FEL was tuned to generate third harmonic radiation around the oxygen K- and nickel
L2,3-edges (from 506 eV to 566 eV and 842 eV to 887 eV, respectively), producing bursts of 40 pulses
with 10µs spacing within the burst and 10 bursts per second. Before the beam line, the beam is defined
by two apertures: 5 mm apertures are used at the O K-edge and 2 mm apertures at the Ni L-edges.
Then, the average FEL pulse energy was monitored using the signal from an X-ray gas monitor detector
(XGMD) [18], after which the fundamental radiation was suppressed by a 13 meter long gas attenuator
unit containing 9.7 × 10−2 mbar of neon (O K-edge) or 1.7 × 10−2 mbar of krypton (Ni L-edges) in
addition to two Si membrane filters of 401 nm and 200 nm thickness.
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Figure 1. Schematic setup Experimental setup at the FL24 beam line of the free electron laser in
Hamburg (FLASH) (left) and exemplary detector images (right). The free electron laser (FEL) beam is
initially transmitted through a beam splitting grating, optimized for high intensity in the first diffraction
orders. The zeroth and one of the first diffraction orders are then focused onto the sample with a
vertical focal size of about 35µm at a grazing incidence of 11.5 ◦. The specular reflection of both
beams is directed onto the variable line spacing diffraction grating of the spectrometer and dispersed
onto a charge-coupled device (CCD). Since the spectrometer disperses both beams orthogonally to
the beam separation, the two beams yield separate spectra on the detector. The green and red lines
mark the regions of interest in which spectral intensity is integrated and correspond to the spectra in
Figure 2a. 1208 single images are averaged while the undulators are scanned across the O K-edge with
both beams on the NiO sample. The average image shows the spectral structure within the scanned
spectral interval.
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Figure 2. Reflectivity spectra pairs (red and green) recorded in-parallel at FLASH including the
spectrally resolved fraction of variance unexplained (FVU) between the FEL spectra. Reflectivity (blue)
and drain current (orange) spectra recorded at a synchrotron are given for comparison. The FEL
spectra, each pair acquired within 4 minutes, are normalized so that their relative intensity is conserved.
A constant shift in photon energy is applied to match the calibration of the synchrotron spectra.
Reference spectra are recorded from the same samples at the beam line PM3 of BESSY II. (a) Oxygen
K-edge. Additional structure from water residue on the surface contributes additional intensity, mostly
to the high energy side (>545 eV) of the spectra since the samples were exposed to air before both FEL
and synchrotron measurements. (b) Ni L3-and L2-edges.

The beam is then split horizontally by a transmission grating of 3.8 mm height and 0.9 mm width,
optimized to produce similar intensity in the zeroth and first diffraction orders: It is made from a
Si-membrane of 1.1 µm thickness with rectangular grooves of 960 nm depth and 7.9 µm period at
50% aspect ratio. The zeroth and first diffraction orders are each directed onto the sample, focused
by bendable mirrors to a spot of about 35 µm height and 80 µm width, at a grazing angle θ of 11.5◦.
The specular reflections of both beams are analyzed by the spectrometer of the MUSIX endstation [17],
consisting of a variable line spacing grating and an in-vacuum charge-coupled device (CCD) (GreatEyes
Model GE-VAC 2048 2048). The 13.5 µm square pixels of the CCD were read out with an ADC clocked
with 3 MHz in high gain mode and 16 pixel binning orthogonal to the spectral axis to increase the
frame rate and decrease noise while preserving the spectral resolution. This resulted in a framerate
of 5 Hz. The FEL, producing bursts of 10 Hz, was chopped accordingly, so that each detector image
represented an average over one burst of 40 pulses. The photon energy dispersion on the CCD was
measured as 10.73 pixel/eV at the O K-edge and 7.8 pixel/eV at the Ni L-edges.

Samples consisted of epitaxial NiO films of 40 nm thickness, grown on MgO(001) substrates.
A 2 nm thick MgO underlayer was deposited by radio frequency magnetron sputtering in 3 mTorr
argon at a temperature below 100 ◦C followed by a NiO layer that was deposited at 700 ◦C in an
Ar (90%)/O2 (10%) gas mixture at a pressure of 3 mTorr and was then annealed in-situ at the same
temperature (700 ◦C) for 15 min in the same Ar-O2 gas mixture.

To acquire spectra within a wider window than the 0.5–1% natural bandwidth of the FEL, the
photon energy is scanned in steps of 0.75 eV by varying the undulator gap. As datasets include
multiple scans over the desired range, data taken at the same undulator settings are averaged in the
data analysis. Two spectra are extracted from each image by integration along the non-dispersive
direction of the CCD within manually selected regions of interest such as indicated in Figure 1. Before
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computing the average spectrum, each single-image spectrum was cropped to the range deviating less
than 1 % from the FEL photon energy set-point, as no significant intensity is found outside this window.

3. Results and Discussion

To understand the benefits of acquiring two spectra in-parallel, we consider the measured
spectral intensity on the detector S(ω), which depends on the photon frequency ω for each beam,
to be proportional to the spectral reflectivity R(ω) of the sample, the diffraction efficiency O of the
beam-splitting grating in the zeroth or first order and the spectral intensity I(ω) of the FEL:

S1(ω) ∝ R1(ω)O1I(ω)S2(ω) ∝ R2(ω)O0I(ω) (1)

It is apparent that the measured spectrum S(ω) of a single beam can be used to measure the
reflected spectrum R(ω), if the FEL intensity I(ω) is either known or constant. If many pulses are
averaged, SASE fluctuations average out, but potential slow drifts of the average pulse energy remain.
Since the third harmonic radiation intensity scales roughly with the square of the fundamental [17],
slow fluctuations are mitigated by normalizing each spectrum with the square intensity measured
by the XGMD which monitors the fundamental radiation of the FEL further upstream. This leads
to the FEL spectra shown in Figure 2a,b, each pair was measured in-parallel using 105 SASE pulses
within four minutes. Synchrotron spectra of reflectivity and drain current recorded on the same
sample with a similar angle of incidence (θ = 11◦ for the O K-edge, θ = 12◦ for the Ni L2,3-edges) are
shown for comparison and demonstrate a good agreement to the FEL spectra. The FEL-reflectivity
spectra recorded at these angles reproduce the relevant structures of the drain current absorption
spectra. We ascribe the minor differences to sample inhomogeneity and the difference of the incident
angle. Especially the O K-edge spectra also show signs of surface contamination with water (especially
the structure above 545 eV), as the sample was exposed to air both before and between FEL and
synchrotron measurements. In the following, we analyze how accurate changes in one spectrum due to
FEL fluctuations can be used to measure the changes in the other spectrum. Our main motivation for
recording two spectra in-parallel is to exploit one of them as a spectrally resolved intensity reference in
a pump–probe scenario. In this case, a crucial parameter is the precision with which (pump-induced)
changes in one spectrum may be determined from the other. The fraction of fluctuation that cannot
be explained from the variations in the reference spectrum is quantified by the so-called fraction of
variance unexplained (FVU). The FVU for a set of N pairs of spectra equal unity minus the coefficient
of determination r2 between both spectra, which is in this case, the square of the Pearson correlation
coefficient r:

r(ω) =

∑N
i=1

(
Si

1(ω) − S1(ω)
)(

Si
2(ω) − S2(ω)

)

√∑N
i=1

(
Si

1(ω) − S1(ω)
)2

√∑N
i=1

(
Si

2(ω) − S2(ω)
)2

(2)

FVU = 1− r2 (3)

Here, S denotes the average spectrum over the set. We find that minor alignment imperfections
and pointing drifts can lead to a small offset along the dispersive direction of the detector between two
simultaneously recorded spectra. Similar to previous work [15], this offset is determined by shifting
the reference spectrum along the dispersive axis (see Appendix A for details) such that the logarithmic
FVU, integrated over the entire spectrum, is minimized. The offset is determined in this way for every
measurement (each in the order of several minutes) separately, yielding a shift between one and three
pixels, i.e., some tens of µm on the CCD detector. The optimized spectrally resolved FVU is shown in
Figure 2 and reproduces the structure of the spectrum as it scales inversely with the reflected intensity.
The scaling of the FVU with intensity is shown in Figure 3a and is compared to a simulation of the
FVU which may be expected from of a Poisson-distributed noise process, scaling with the square
root of the intensity like a photon shot noise (orange), and an additional normally-distributed noise
process with constant variance like readout noise (green). Since the fast readout of the CCD prevented
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a calibration of the sensitivity from single-photon incidences, the number of photons per detector
count was estimated based on the assumption that the noise level at high intensities is dominated by
photon shot noise, as was found in a similar setup before [15]. This assumption is supported by the
scaling behavior shown in Figure 3a and is in rough agreement with the manufacturer specifications of
the CCD.
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Figure 3. Evaluations of the setup sensitivity: (a) The fraction of variance unexplained, (FVU, see
Equation 3) between the two FEL-spectra shown in Figure 2b plotted against intensity, given as an
estimated number of detected photons within a given spectral interval. We show experimental data
points (blue) along with a simulation that accounts for photon shot noise only (orange), as well as
additionally including a Gaussian readout noise contribution (green). (b) Uncertainty to spectral
changes, such as pump–probe effects, considering two methods of acquisition. The plot shows the
uncertainty of the average ratio between intensities at the Ni L3-edge (orange) and 1 eV beyond the
edge (green, each within a 245 meV window), measured with the FEL photon energy at the L3-edge.
The uncertainty for parallel acquisition (crosses) considers the correlation between the two intensities
and thus, yields an order of magnitude lower uncertainties for this measurement mode. The consecutive
acquisition uncertainty (circles) is calculated from the same data, assuming no correlation between the
intensity fluctuations.

Figure 3b further illustrates the uncertainty with which the ratio between the reflectivity probed
by both beams may be determined with increasing acquisition time. This uncertainty is the precision
with which pump–probe changes in one spectrum could be detected. To this purpose, the undulators
are tuned to the Ni L3-edge. Without scanning the undulators, the ratio between the intensities in
both spectra was evaluated. Two exemplary regions in the spectra were analyzed: First, a 245 meV
region around the L3-edge peak at 857 eV (corresponding to two rows on the detector). Second,
an equally sized window from the same dataset was evaluated 1 eV above the peak, where the
detected intensity was lower by about a factor of nine on average, due to both the lower reflectivity
and the FEL being tuned to the L3-edge. The plot shows the relative uncertainty with which the
ratio may be determined for increasingly larger subsets of CCD images, randomly drawn (without
replacing) from an 80-min measurement. Two different measures for the uncertainty are shown: First,
the uncertainty regarding the parallel acquisition, which considers that the correlation between the two
intensities reduces the uncertainty for the estimator of the mean. This error propagation was discussed
previously [15] and is reiterated in Appendix B. Second, the error is calculated under the assumption
that the fluctuations of both intensities are uncorrelated, which would be the case if the spectra had
been recorded consecutively instead of in-parallel.
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4. Conclusions

As demonstrated in Figure 3b, the acquisition of two spectra in-parallel merits about one order
of magnitude of sensitivity compared to consecutive acquisition. Spectral changes can be monitored
within the entire FEL bandwidth at the same time. The sensitivity in the middle of the FEL spectrum
reaches a 10−3 relative reflectivity change within about 10 min of acquisition for a 245 meV window.
The reflectivity spectra acquired in this way reproduce the features of conventional X-ray absorption
spectra, so that equivalent information may be gained by pump–probe experiments in reflectivity.
As the spectrometer grating analyzes the full reflected beams after sample interaction, the temporal
resolution is not diminished by monochromatization. This makes the presented setup ideally suited
for time resolved XAS and reflectivity studies in FELs.
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Appendix A

Shifting spectra with sub-pixel accuracy was achieved by resampling the spectrum with a
100-fold frequency using the resample function of the python library scipy [19]. A Gaussian window
function with a width of half the number of points in the original spectrum was applied to suppress
high-frequency components arising in the oversampling process. The oversampled spectra were
then shifted by an integer number of points, such that the logarithmic FVU is minimized. Finally,
the spectrum is resampled back to the original spectral axis using the same resample function.

Appendix B

The uncertainty of the expectation value of the ratio between two spectral intensities which were
measured in-parallel, i.e., not independent of each other, can be propagated as follows.

σT =

∣∣∣∣∣
〈I2〉
〈I1〉

∣∣∣∣∣

√
(
σ2

〈I2〉
)2
+

(
σ1

〈I1〉
)2

− 2 σI2I1

〈I2〉〈I1〉

Here, σ1 and σ2 represent the uncertainty of the expectation value (i.e., the standard deviation
divided by the square root of the number of measurements) for the intensities I1 and I2 and σI2I1 is the
covariance between both. Brackets 〈 〉 denote the ensemble mean value.
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3.3.3 The Pump-Probe Scheme

Pump-probe-schemes are very common and fruitfully employed at XFELs to study dy-
namics of samples on a femto- to picosecond time scale [20, 21, 36–47, 199]. A first
electromagnetic pulse (which can have photon energies anywhere from terahertz radia-
tion to X-rays) is used to excite the sample, and a second XFEL pulse is used to probe
its momentary state at a fixed time-delay after the excitation occurred. The fluence
of the probe pulse should be limited to avoid non-parametric non-linear absorption, so
that the measured effects can be fully attributed to the influence of the pump. Further,
the total absorbed fluence of pump and probe together must be weighed against the
repetition rate of the experiment to ensure that the system fully returns to the ground
state between pulse pairs. The time resolution of such an experiment is determined
by the convolution of the two temporal pulse profiles in addition to the pulse-to-pulse
fluctuations in the relative arrival time of the pulses (temporal jitter).6 Given a suffi-
ciently high temporal resolution, such studies make it possible to disentangle electronic
excitations from those that involve nuclear motion by analyzing the time scale on which
the excitation appears after the initial absorption.

3.3.3.1 Broadband Split-Beam Normalization in a Pump-Probe Experiment

The third and final publication in this chapter is a study exploiting the above-described
setup at FL24 using MUSIX for a pump-probe experiment. In contrast to the previous
two technical publications, the subject of the following study, Ultrafast manipulation of
the NiO antiferromagnetic order via sub-gap optical excitation, is the response of NiO
to excitation by an infrared pulse. We observed optically induced changes in the X-
ray reflectivity spectrum at the nickel L2,3- and oxygen K-edges. As discussed in the
publication below, we found evidence that the optical excitation couples strongly to the
antiferromagnetic spin system and likely occurs via transient mid-gap states. Subse-
quently, we observe a temperature rise of the spin system, which reaches a thermalized
state after about 400 fs; at this point the XMLD lineshape at the L2-edge matched (via
the aforementioned transformation using Fresnel and Kramers-Kronig relations) spectra
from published literature that were recorded at 65± 5K above room temperature. We
further observed an oscillation of the upper band edge in the O K-edge spectra with a
frequency of about 1THz, corresponding to an out-of-plane magnon mode in NiO; the
appearance of the magnon in the O K-edge spectrum is interpreted with the help of
first-principles calculations, relating the magnonic spin precession to an oscillating shift
in the O 2p states which define the upper band edge.

Given the topic of this chapter, I want to highlight a technical aspect that is only
briefly discussed in the paper below: In the online analysis during the pump-probe
measurements for this study, we made the observation that the two spectra acquired in
parallel over time were in fact not perfectly matched, and - even worse - changed slightly
over time. We connected the reason for this drift tentatively to sample inhomogeneity
in connection with beam-pointing drifts as well as the possibility of a slow buildup of
sample damage from the optical laser. Either way, a time-dependence of one or both
reflection spectra makes the normalization methods described above ineffective or at the
very least, imprecise.

6More precisely, the uncertainty with which the relative arrival times are known or measured is what
contributes to the temporal resolution.
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This leads us to extend the normalization scheme to account for slow changes in the
reflectivity of both beams. This requires a comparison of the reflectivity seen by both
beams when both are undisturbed by the optical laser. Thus, we blocked every fourth
shot of the pump laser using a mechanical shutter. The resulting data set contains four
measured intensities for each photon energy and each relative delay between optical and
X-ray laser: The intensities of signal- and reference-beams from events where the pump
laser was off, Ipump off

sig and Ipump off
ref as well as from those events when the pump laser

was on, Ipump on
sig and Ipump on

ref . The ratio of the ”laser off”-intensities can be used to
disentangle the reflectivity ratio of the ”laser on”-intensities between changes caused by
optical pumping and changes caused by sample inhomogeneity. Ultimately, we evaluated
both the reflectivity ratio (in Figure 3 of the paper)

RR =
Ipump on
sig

Ipump on
ref

Ipump off
ref

Ipump off
sig

, (3.4)

as well as the reflectivity difference (in Figures 2, 5, 6, and 8 of the paper)

∆R = Ipump on
sig − Ipump on

ref

Ipump off
sig

Ipump off
ref

. (3.5)

The following publication is reproduced from [3] in accordance with the Creative Com-
mons Attribution 3.0 Unported license under which the article was published originally.
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Wide-band-gap insulators such as NiO offer the exciting prospect of coherently

manipulating electronic correlations with strong optical fields. Contrary to metals where

rapid dephasing of optical excitation via electronic processes occurs, the sub-gap

excitation in charge-transfer insulators has been shown to couple to low-energy

bosonic excitations. However, it is currently unknown if the bosonic dressing field is

composed of phonons or magnons. Here we use the prototypical charge-transfer

insulator NiO to demonstrate that 1.5 eV sub-gap optical excitation leads to

a renormalised NiO band-gap in combination with a significant reduction of the

antiferromagnetic order. We employ element-specific X-ray reflectivity at the FLASH

free-electron laser to demonstrate the reduction of the upper band-edge at the O 1s–

2p core–valence resonance (K-edge) whereas the antiferromagnetic order is probed via

X-ray magnetic linear dichroism (XMLD) at the Ni 2p–3d resonance (L2-edge).

Comparing the transient XMLD spectral line shape to ground-state measurements

allows us to extract a spin temperature rise of 65 � 5 K for time delays longer than 400

fs while at earlier times a non-equilibrium spin state is formed. We identify transient

mid-gap states being formed during the first 200 fs accompanied by a band-gap
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reduction lasting at least up to the maximum measured time delay of 2.4 ps. Electronic

structure calculations indicate that magnon excitations significantly contribute to the

reduction of the NiO band gap.

1 Introduction

Antiferromagnets (AFMs) have gained increasing interest and attention in both
fundamental research and technological development. Since AFMs have zero net
magnetization in their ground state, they are robust against external magnetic
elds and have the promising potential to facilitate spintronic devices with
ultrahigh speeds in the THz range.1,2 Despite intense experimental studies and
theoretical modelling efforts that have been dedicated to the coupling mecha-
nisms between charge, spin and lattice degrees of freedom, the important
interaction pathways remain elusive.

Owing to the development of ultrafast optical laser and free-electron laser
(FEL) radiation sources that improve the temporal resolution even towards the
few-femtosecond regime and the development of computing algorithms, scholars
in this eld have been able to unambiguously detect and model the complex
dynamics in strongly correlated materials. With scattering techniques, using
electrons,3 X-ray photons4 or neutrons,5 one can investigate the ordering of the
lattice or the AFM order. The diffraction signal of multiple-integer Bragg peaks is
assigned to the structural re-arrangement, while the multiples of half-integer
peaks are assigned to the magnetic ordering.6 With spectroscopic techniques, one
can study the electronic congurations with element specicity7–9 and spin exci-
tations in magnetic systems.10

Nickel oxide (NiO), as a prototype AFM, is a good candidate for studies in
strongly correlated materials due to its well separated intra-gap states,11 large spin
density5,12,13 and a high Néel temperature (TN � 523 K).7,14,15 Above TN, NiO has
a rock-salt structure (point group Fm�3m) with a lattice constant of 4.176 Å. Below
TN, the Ni2+ spins are ferromagnetically aligned along h11�2i directions within
the (111) plane, and adjacent (111) planes are coupled antiferromagnetically,
which composes two sublattice AFM systems. Due to exchange striction, the AFM
ordering of the spins induces a small contraction along the h111i direction,
resulting in a rhombohedral distortion of the crystalline structure. This distortion
induces a reduction of the crystallographic symmetry from point group Fm�3m of
the cubic structure to point group C2/m of the rhombohedral structure. Since
there are four energetically degenerate h111i directions, the distortion can occur
along any of the four equivalent directions. This results in four types of twin-
domains (T-domain). For each T-domain, there are three possible spin orienta-
tions (S-domain). In total, there can be 12 orientational domains in NiO crystals.

In various static measurements, the typical X-ray magnetic linear dichroic
(XMLD) line shape, which is directly linked to the long-range ordering in AFMs,
has been observed in NiO by varying the temperature,7 the experimental geom-
etry7,16 or measuring XMLD from different AFM domains in microscopy.17,18 There
have also been a large number of time-resolved measurements carried out in NiO
in order to disentangle the coupling between different degrees of freedom. With
time-resolved optical measurements, oscillations with THz frequencies have been
observed and assigned to magnon excitation.14,19,20 In a recent experiment,
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researchers have investigated the lattice dynamics of NiO using femtosecond
electron diffraction,3 and the origin of the rhombohedral lattice distortion was
assigned to the weakening of the AFM order. However, there is so far no direct
evidence of a laser-induced change in the AFM order driven by femtosecond laser
pulses in time-resolved magnetic diffraction measurements.6

In this article, we report the investigation of the ultrafast manipulation of the
AFM order in NiO lms via sub-gap optical excitation. Using time-resolved reso-
nant X-ray reectivity, we observe XMLD line shape changes at the nickel L2-edge,
i.e., for 2p1/2–3d transitions, and band gap renormalisation at the oxygen K-edge
(1s–2p transitions). By comparing with static XMLD measurements at different
temperatures,7 we determine the laser-induced temperature change of the spin
system to be 65 � 5 K. In order to explain the band gap renormalisation observed
at the oxygen K-edge, we use rst principles calculations to investigate the
inuence of magnetic excitations on the band structure with the density-func-
tional theory + Hubbard U formalism.

2 Methods
2.1 Sample preparation and characterization

NiO(001) crystalline lms were used as our samples. The NiO lms were epitax-
ially grown with surface normal along the [001] direction on a single crystal
MgO(001) substrate. The MgO substrate was polished on both sides. A 2 nm thick
MgO underlayer was rst deposited by radio frequency magnetron sputtering in 3
mTorr argon at a temperature below 100 �C. The NiO layer was then deposited at
700 �C in a gas mixture of Ar(90%)/O2(10%) at a pressure of 3 mTorr and was
annealed in situ for 15 min with the same temperature and gas mixture condition.
The thickness of the NiO lm was 40 nm.

The ground-state electronic and magnetic structure of NiO crystalline lms
was characterised by performing X-ray absorption spectroscopy (XAS) measure-
ments in drain current mode at the PM3 beamline at the BESSY II electron storage
ring operated by Helmholtz-Zentrum Berlin.21 Static XAS spectra were acquired
for various incidence angles at room temperature.

The previous optical measurements of NiO,22,23 show a variation in the optical
absorption coefficient. Therefore, optical spectroscopy measurements were
carried out prior to the time-resolved X-ray reectivity experiment in order to
evaluate the optical absorption properties of the NiO lm during the optical
pump–X-ray probe experiments, as shown in Fig. 1. The symbols in Fig. 1 repre-
sent the measured optical absorption between 450 nm and 1450 nm, and the
dashed lines represent the calculated absorption for a 40 nm NiO lm using the
tabulated absorption coefficient.22,23 The sharp drop at 860 nm in the experi-
mental data is due to the change of photodetector in the optical measurements.
From experimental data one can see two absorption bands that are centred at 720
nm and 1150 nm. The peak position of these two absorption bands is close to the
values reported in previous work.22–24 The origin of these two absorption bands
has been assigned to the crystal-eld d–d transitions.25,26 We note that the dashed
red line is truncated at 500 nm because the short wavelength limit reported in ref.
23 is 500 nm. Overall, the absorption bands shown in the experimental data
indicate the good quality of our sample.
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2.2 Time-resolved X-ray reectivity measurements at grazing angles

The time-resolved X-ray reectivity experiments were carried out using the MUSIX
end-station at beamline FL24 at the free-electron laser, FLASH, in Hamburg.27,28

Experiments were carried out in reection geometry as illustrated in Fig. 2(a). The
NiO lm was excited by a femtosecond laser pulse with a central wavelength
around 800 nm and a pulse duration of 50 fs. The temporal evolution of the X-ray
reectivity following laser excitation was probed at both the oxygen K-edge and
the nickel L2,3-edges. The angle between the incident pump and the probe beams
was 0.75�, i.e. nearly collinear.

Fig. 2 (a) Schematic of experimental set-up for time-resolved X-ray reflectivity
measurements. The inset shows two representative CCD images for measurements with
fixed undulator gap (UG) and scanning UG. (b) Static X-ray reflectivity spectrum of NiO at
the nickel L2,3-edges. The inset shows the enlarged spectrum at the nickel L2-edge. (c)
Pump-induced difference in the X-ray reflectivity spectrum for time delays longer than
400 fs.

Fig. 1 The optical absorption of the NiO film with a thickness of 40 nm at wavelengths
between 450 nm and 1450 nm. The circles represent the experimental data obtained from
visible-infrared spectroscopy measurements. The sharp drop at 860 nm is due to the
change of photodetector in the measurement. The dashed black and red lines denote the
calculated optical absorption using the reported absorption coefficient in ref. 22 and 23,
respectively.
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FLASH was operated in a 10 Hz burst mode with each burst consisting of 40 X-
ray pulses. The FEL was tuned for the third harmonic radiation to reach the
oxygen K-edge and the nickel L2,3-edges. Reectivity spectra were recorded
utilizing a split-beam normalisation scheme.28 As illustrated in Fig. 2(a), the FEL
probe beam propagated through a beam splitting grating and was horizontally
split such that the zeroth and rst diffraction orders hit the sample. The zeroth
order beam overlapped both spatially and temporally with the optical pump beam
to record the transient X-ray reectivity. The zeroth and rst diffraction orders
were separated by 3 mm on the sample, ensuring that the rst diffraction order of
the FEL beam had no overlap with the optical laser beam and could be used to
normalise uctuations of the FEL spectral intensity stemming from the self-
amplied spontaneous emission (SASE) process. X-ray energy resolution was
obtained by directing both the zeroth and rst diffraction orders onto a down-
stream spectrometer grating and consecutively, a CCD camera. The dispersion of
the spectrometer was calibrated and found to be 0.33 eV per pixel. To measure
reectivity spectra around the absorption edges, the photon energy was scanned
in steps of 0.5 eV at the fundamental wavelength by varying the undulator gap,
which corresponds to 1.5 eV at the third harmonic in the time-resolved X-ray
reectivity measurement. As each FEL spectrum covers a bandwidth of about 1%
of the total photon energy, this ensures a seamless spectrum of the scanned
range. In reection geometry, by varying the angle of incidence, one can access
different parts of the Brillouin zone. The size of the X-ray beam was 50 mm � 75
mm. The X-ray angle of incidence was set to 7.23� at the nickel L2,3-edges and 9.00�

at the oxygen K-edge in order to access a similar q-range in reciprocal space and
match the X-ray penetration depth with the sample thickness. The X-ray pene-
tration depth is 50 nm at the oxygen K-edge and 60 nm at the nickel L2,3-edges.29

The transferred wave-vector q was 0.85 nm�1 at oxygen K-edge and 1.09 nm�1 at
the nickel L2,3-edges, which corresponds to 0.06 and 0.07 reciprocal lattice units,
respectively. Therefore, the q-range lies close to the G point of the Brillouin zone.
Fig. 2(b) shows a static X-ray reectivity spectrum of NiO at the nickel L2,3-edges,
and the enlarged nickel L2-edge is displayed in the inset.

The size of the optical pump beam was characterised both by imaging a virtual
focus on an equivalent plane and by a knife-edge measurement. The size of the
pump beamwas (270� 10) mm� (257� 2) mm. The incident pump uence was 60
mJ cm�2 and 75mJ cm�2 due to the different angles of incidence at the nickel L2,3-
edges and the oxygen K-edge, respectively. Fig. 2(c) shows the pump-induced
change of the X-ray reectivity spectrum at the nickel L3- and L2-edges averaged
over time delays between 400 fs and 2.4 ps. We will describe in the following
Section 2.3 the data analysis procedure and involved uncertainties. The temporal
resolution and pump–probe temporal overlap were characterised at regular
intervals during the measurements by probing the transient optical reectivity
change of a GaAs single crystal induced by the FEL pulse.30 The temporal reso-
lution was found to be 300 � 100 fs full-width half-maximum (FWHM), which
mainly arises from the jitter between the pump and probe pulses. The temporal
resolution evaluated from the GaAs single crystal is overestimated because the
measurements at the oxygen K-edge reveal dynamics faster than 300 fs. Therefore,
the GaAs single crystal was mainly used to monitor the temporal overlap, i.e., time
zero. During the experiments, the delay between the optical laser and the FEL was
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varied by a delay stage in the optical path. The delay was scanned across a 3 ps
time window in steps of 100 fs.

2.3 Data analysis for the normalisation of the SASE FEL uctuations and slow
dris

In order to quantitatively extract the laser-induced reectivity changes from
spectra acquired at SASE FELs in an unambiguous manner, one needs to account
for the shot-to-shot uctuations in spectral intensity caused by the SASE process.
Since the measured reectivity spectrum is proportional to the product of the FEL
spectrum, the spectral reectivity of the sample, and the efficiency of the
diffraction grating, the direct measure of the laser-induced reectivity change is
the ratio of the measured spectra without and with laser excitation. To compen-
sate for the slow dris between the spectra acquired with and without laser
excitation, spectral changes observed from the signal sample spot, which is illu-
minated by both the optical laser beam and the FEL beam, are normalised by the
changes observed from the reference sample spot illuminated only by the FEL
beam. The normalised ratio eventually gives the real pump–probe effect.

Fig. 3(a) and (b) show the X-ray reectivity spectra at the nickel L2,3-edges,
respectively. The dashed black and the solid red lines represent the spectra
acquired without and with laser excitation, respectively. From the comparison in
Fig. 3(a) and (b), one can directly see that the change at the nickel L3-edge is
signicantly smaller than at the nickel L2-edge. To quantify the relative change
induced by the optical laser, we calculated the ratio of the spectra with and
without laser excitation. Fig. 3(c) and (d) show the ratio plots as a function of delay
and photon energy at the nickel L2,3-edges, respectively. In Fig. 3(c) and (d), it can
be seen that the laser-induced change at the nickel L2-edge is less noisy than that
at the nickel L3-edge. Therefore, in the results and discussion about the nickel L-
edge measurements, we will focus mainly on the nickel L2-edge.

Fig. 3 (a and b) X-ray reflectivity spectra of NiO at the nickel L2,3-edges. The dashed black
and solid red lines represent the spectra acquired at time delays longer than 400 fs without
and with laser excitation, respectively. (c and d) The ratio map as a function of delay and
photon energy at the nickel L2,3-edges.
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3 Results and discussion

In this section we present time-resolved measurements at the O K-edge and Ni
L2,3-edges that probe O 1s–2p and Ni 2p–3d core–valence excitations, respectively.
These orbitally resolved measurements enable us to extract information about the
temporal evolution of the band-gap renormalisation and the modication of the
AFM order, respectively. We will nally present amodel that relates the changes of
the upper band-edge, composed of O 2p and Ni 4s orbitals, to canted AFM
moments that typically occur during magnon excitation. We start the section by
describing the measured X-ray reectivity spectra and relating them to XAS
measurements via Kramers–Kronig analysis.

3.1 Comparison of X-ray reectivity and XAS spectral line shape

Fig. 2(b) shows a Ni L-edge reectivity spectrum obtained without laser excitation.
The spectral line shape compares well with literature measurements on similar
NiO/MgO(001) samples.7,28,31 The dominant feature is a sharp peak at the Ni L3-
edge and a double-peak structure at the Ni L2-edge. We note that the width of the
sharp L3-edge peak is limited by the energy resolution of the down-stream spec-
trometer grating. As mentioned above, the energy resolution of the spectrometer
grating was 0.33 eV per pixel and the corresponding energy step size can be seen
from the at top of the L3-peak. In the following we focus mainly on the L2-edge
since (i) the spectral features are broader and, therefore, contain a sufficient
amount of energy steps, and (ii) XMLD measurements have mainly been done
using the double-peak structure that gives rise to a characteristic derivative-like
XMLD line shape.7 Since XMLD measurements are typically performed in
absorption, we performed ground-state reference XAS measurements monitoring
the sample drain current for various grazing incidence angles between 7–26�, as
shown in Fig. 4(a). In all the XAS spectra, one can see the crystal eld induced
peak splitting at the nickel L2-edge whose energy positions compare well with the
shoulder at 873.3 eV and the main peak at 874.5 eV observed in the reectivity
spectra. However, the respective peak intensities differ for XAS and reectivity.
While the XAS spectra correspond to the imaginary part of the X-ray dielectric
constant, both imaginary and real parts of the X-ray dielectric constant contribute
to the reectivity. In principle, the real part of the dielectric constant can be
computed from the imaginary part using Kramers–Kronig transformation, and
consequently, the X-ray reectivity spectra can be calculated using Fresnel's
equation for a specic polarization.31

The XAS spectra in Fig. 4(a) show the typical line shape variations that are
expected for L2-edge XMLD of NiO/MgO(001).7 As the incidence angle increases,
the intensity of the second peak decreases gradually. The dip between the two
peaks slightly shis towards higher photon energy as the incident angle
increases. There is also a red shi of the slope on the right side of the second peak
along with increasing incident angles. To calculate the X-ray reectivity spectrum,
we chose the XAS spectrum at a grazing angle of 7� in Fig. 4(a), as it is the closest
angle to the one in our time-resolved reectivity measurement at FLASH. We
follow ref. 31 to calculate the reectivity spectrum. Briey, (i) use the XAS spec-
trum as the input to calculate the extinction coefficient k, which is the imaginary
part of the complex refractive index; (ii) compute the real part n of the complex
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refractive index from the imaginary part k using Kramers–Kronig transformation;
(iii) calculate the reectivity R using the Fresnel equation for p-polarized light,
which is the polarisation in our reectivity experiment. The Kramers–Kronig
transformation is performed using Maclaurin's formula.32,33 This results in
similar line shapes of the X-ray dielectric constant compared to the reported
values in ref. 31. However, their magnitude was rescaled to the literature values to
take the different detection efficiency into account. Fig. 4(b) and (c) show the
imaginary and real parts of the X-ray dielectric constant, respectively. From the
comparison in Fig. 4(d), one can see reasonable agreement between the measured
(blue symbols) and the calculated (red line) X-ray reectivity spectra. The lower
intensity in the measured reectivity around 878 eV can occur due to lower ux
from the FEL since this energy is close to the end of the scan range.

3.2 Temporal evolution of AFM order visualised at the nickel L2-edge

The double-peak multiplet structure of the nickel L2-edge has been used exten-
sively to probe the NiO AFM order in thermal equilibrium. The interplay between
AFM order, crystalline eld effects and spin–orbit coupling gives rise to a char-
acteristic XMLD line shape depending on the alignment of the X-ray polarisation
and the AFM moment orientation.7,16,17 In static measurements, the sign of the
XMLD line shape can be reversed due to the angle between the X-ray polarisation
and the crystal orientation16 or the subtraction of the X-ray signal between
different AFM domains.17 Here we describe the rst NiO XMLD measurement in
the time-domain caused by pump-induced changes to the AFM order.

Fig. 4 (a) Static XAS spectra measured at the nickel L2-edge at different grazing angles.
Each XAS spectrum was normalised to the first peak at 873.3 eV. (b) The imaginary part of
the dielectric constant, which was calculated using the XAS spectrum at a grazing angle of
7�. (c) The real part of the dielectric constant, whichwas calculated from the imaginary part
in (b) using Kramers–Kronig transformation. (d) Comparison of the experimental X-ray
reflectivity spectrummeasured at FLASH (blue symbols) and the calculated reflectivity (red
line).
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Fig. 5(a) shows the static Ni L2-edge X-ray reectivity of NiO. The difference in
reectivity between laser on and laser off is shown in Fig. 5(b) for two time-delay
regions, averaged for the rst 400 fs (orange line) and between 400 fs and 2.4 ps
(cyan line). The difference reectivity spectra as a function of time delay and
photon energy are shown as a colour map in Fig. 5(c). From Fig. 5(b), one can see
that the spectral difference line shape evolves with time delay. Aer 400 fs the
displayed difference spectra in Fig. 5(b) are essentially indistinguishable from
what is expected for XMLD in thermal equilibrium.7,16,17 Moreover, the observed
positive–negative spectral difference line shape with increasing photon energy
demonstrates that a reduction of AFM order takes place.7 Interestingly, the
spectral difference line shape is very different for the rst 400 fs. It is charac-
terised by a positive peak at lower photon energy and a negligible negative tail for
the high photon-energy multiplet peak. This is an indication of a non-thermal
state of the laser-excited spin system, which means the spin system has not
reached a local thermal equilibrium. Around 400 fs the difference spectrum
changes its line shape which remains unaltered aerwards, as can be clearly seen
in the difference map of Fig. 5(c). This implies that the system reaches a local
metastable equilibrium aer 400 fs. It is conceivable that the XMLD line shape
during the rst 400 fs is also inuenced by electronic excitations that could alter
the effective local crystalline eld experienced by the nickel ions. Crystalline eld
changes in monolayer thin NiO lms have been reported to lead to changes in the
L2 multiplet peaks different from XMLD.34

Since the spin system reaches a local equilibrium aer 400 fs, it is of interest to
evaluate the temperature change of the spin system. It has been observed that the
temperature dependence of the ratio between the two multiplets peaks at the
nickel L2-edge follows a Brillouin–Langevin function.7 We observe a 7% change in
the cyan XMLD spectrum of Fig. 5(b). This implies that we can use a linear
approximation to evaluate the spin-temperature-change of the system.We convert
the L2 multiplet peak ratio measured in reectivity to absorption as outlined in
Section 3.1 and use the measured temperature dependence in ref. 7 to obtain an

Fig. 5 (a) The static X-ray reflectivity spectrum at the nickel L2-edge. (b) The difference
spectra of the X-ray reflectivity with laser and without laser at transient time (0# t < 400 fs,
orange line) and at longer delays (t $ 400 fs, cyan line). (c) The map of the difference
spectra as a function of delay and photon energy.
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effective spin temperature increase of 65 � 5 K, relative to the room temperature
starting condition before optical excitation. The uncertainty is estimated from the
photon statistics.

This observation of a signicant reduction of the AFM order in NiO thin lms
is surprising especially since a negligible change was reported in a bulk sensitive
magnetic scattering experiment performed under very similar excitation condi-
tions.6 In the following we discuss if optical excitation can indeed deposit enough
energy to drive a comparable temperature increase. We evaluated the absorption
coefficient of our NiO lm at 800 nm to be around 1860 cm�1. The refractive index
of NiO at the excitation wavelength is 2.35 and the reection of the sample is
about 20% for p-polarized light.35 Using the Beer–Lambert law and the magnetic
specic heat of NiO,36 we estimated the maximum temperature rise of the spin
system to be �150 K. This represents an upper limit since the magnetic specic
heat increases rapidly as the temperature approaches TN.36 We alternatively
estimated the lattice temperature rise base on a previous ultrafast electron
diffraction measurement.3 Assuming that at the slightly higher pump photon
energy used in ref. 3 the optical absorption is of at least similar strength, we can
extrapolate the measured lattice temperature in ref. 3 to �85 K given our pump
uence. We note that in ref. 3 no optical absorption data for the measured sample
was available and the available literature data provided an insufficient heat
deposition leading the authors in ref. 3 to conclude that two-photon above-gap
excitation was the actual driving force. However, our lower photon energy would
require three-photon events for above-gap absorption. We can conclude that the
enhanced optical absorption in thin NiO lms is sufficient to explain our
observed level of AFM order reduction.

3.3 Band gap renormalisation visualised at the oxygen K-edge

Fig. 6 displays the results of transient reectivity spectra measured at the oxygen
K-edge. We focus on the lowest photon energy feature as this is the one that
dened the upper gap-edge. However, we corroborated in static measurements
that our samples display the typical three-peak structure between 525 eV and 545
eV expected for NiO.37–39 Fig. 6(a) shows the static X-ray reectivity as a reference
for the map of the difference spectra between laser on and laser off in Fig. 6(b).
The pre-edge dip at 531.5 eV in Fig. 6(a) is related to the reection geometry,
which can also be seen from the calculated spectrum in Fig. 4(d). The evolution of
the difference spectra shown in Fig. 6(b) is plotted using a temporal binning of
200 fs to improve the signal-to-noise ratio (SNR). The positive signal region cen-
tred around 532 eV in Fig. 6(b) is an indication of a red-shi (z60 meV) of the
oxygen K-edge. The amount of the red-shi will be discussed in detail in the next
section in combination with rst-principles modelling.

The most prominent feature visible in the difference map of Fig. 6(b) is clearly
the red-shied absorption edge, indicated by the red intensity increase near 532
eV photon energy and a broader blue decrease above the edge (533–534 eV). A gap
reduction following sub-gap optical excitation has been observed in the charge-
transfer insulator, La2CuO4,40 and it is tempting to relate our observation to the
same effect. However, strictly speaking we observe in the present experiment only
the red-shied upper gap-edge while a lower gap-edge shi would have to be
assessed e.g. in complementary time-resolved photoemission experiments. The
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gap renormalisation in ref. 40 was assigned to the coupling of optical excitation to
a bosonic eld, although it remained unclear if this is composed of phonons or
magnons. A possible magnetic origin of the red-shied NiO upper gap-edge
becomes apparent when we analyse the observed oscillations visible in Fig. 6(b).

The oscillation of the positive difference signal centred around 532 eV is
compatible with a period of �1 ps, which corresponds to a frequency of �1 THz.
This frequency is close to the eigenfrequency of the out-of-plane magnon mode,
which has been extensively studied in both optical and THz spectroscopy
measurements.14,19,41–49 There are two magnon eigenmodes: in-plane and out-of-
plane modes. For the in-plane mode, the AFM vector between two adjacent
ferromagnetic planes is modulated along the ½110� direction, which lies in the
(111) plane. For the out-of-plane mode, the modulation of the AFM vector is along
the [111] direction, which is perpendicular to the ferromagnetic plane.20 Due to
the large magnetic anisotropy along the easy axis (i.e. [111] direction), the out-of-
plane mode has a much higher eigenfrequency than the in-plane mode. Both of
these two magnon modes are excitable by ultrashort optical laser pulses and have
been detected at around 0.14 THz (ref. 20 and 46) and 1.07 THz (ref. 20, 42, 45–47
and 49) for the in-plane mode and the out-of-plane mode, respectively. The mode
also displays a temperature dependence with a frequency reduction as the Néel
temperature is approached.14,42,49 We note that also the observed phase of the
oscillation in Fig. 6(b) matches that reported for the out-of-plane magnonmode.20

Fig. 6(c) shows the oxygen K-edge difference reectivity signal up to 900 fs with
50 fs step size. The measurements were performed at a xed undulator gap cor-
responding to a nominal photon energy of 533 eV. The displayed photon energy
region therefore represents the full bandwidth of the undulator emission. The
line shape of the X-ray reectivity (not shown) is similar to the one displayed in
Fig. 6(a), however, the best SNR is obtained for the undulator maximum (533 eV).

Fig. 6 (a) The static X-ray reflectivity spectrum at the oxygen K-edge. (b) The map of the
difference spectra of the X-ray reflectivity with laser and without laser as a function of
delay and photon energy. (c) The map of laser-induced difference in X-ray reflectivity as
a function of delay and photon energy at a fixed undulator gap. The delay step size is 50 fs.
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Fig. 6(c) shows, with a much better time resolution than Fig. 6(b), that the red-
shi of the upper gap-edge is preceded by the appearance of transient states
much further into the band-gap. The temporal duration of such transient mid-gap
states seems to essentially be determined our temporal resolution, i.e. the optical
and FEL pulse durations and the jitter between them. This reects to some degree
earlier measurements at pump photon energies off-resonant to any d–d transi-
tions in the NiO band-gap.9 It is conceivable that the appearance of transient mid-
gap states are a consequence of the strong optical driving eld. However, with off-
resonance excitation no signicant lasting band-gap renormalisation was
observed.9 The red-shi of the upper gap-edge is therefore likely a consequence of
the energetic proximity of our excitation frequency to d–d transitions that may
facilitate the coupling to spin excitations.50

3.4 A simple model for the band gap renormalisation in NiO

With the evidence of the laser-induced XMLD line shape changes at the nickel L2-
edge (Section 3.2) and the observation of the 1 THz magnon oscillation in the NiO
upper gap-edge red-shi (Section 3.3), it is of interest to investigate how changes
in the spin orientation inuence the band gap in NiO. Therefore, we performed
rst-principles calculations of the NiO band structure with different canting
angles of the Ni2+ spins, to mimic various spin temperatures. The super-exchange
and correlation in the calculations were taken into account using local density
approximation together with an on-site Hubbard U term in the Hamiltonian.
Although dynamical correlations have been pointed out to be important for NiO,
we adopt for simplicity here the LDA+U formalism, that is based on single
determinant states. A detailed description of the theoretical modelling can be
found in ref. 9. The canting angles at different temperatures were derived from
the reduction of the magnetic moment of the Ni2+ spins.15

Fig. 7(a) shows the band structure calculated with Ni2+ spins oriented along the
½112�� directions. The conduction band is composed of essentially dispersionless
bands of Ni 3d character and dispersive bands consisting of hybridised O 2p and
Ni 4s states. The upper gap-edge is composed of the latter and is marked by the
light blue shaded rectangular in Fig. 7(a). The green and orange dots in Fig. 7(a)
represent the experimental q values probed in our time-resolved X-ray reectivity
measurements. Fig. 7(b) shows the inuence of canted magnetic moments on
adjacent Ni atoms along the [111] direction on the dispersive band near the upper
gap-edge. The chosen spin canting pattern is that of the 1 THz magnon mode20

(see Fig. 7(c)). Initially degenerate bands are split in energy once the spins are
canted. This splitting increases as the canting angle becomes larger. The band
shiing downwards in energy at the G point [000] of the Brillouin zone reduces the
NiO band gap as probed by the oxygen K-edge. Although the band structure in
Fig. 7 was calculated for frozen magnetic moments, it is straightforward to see
that for oscillating spins the upper gap-edge position would also be modulated by
the magnon frequency.

In the following we quantify the redshi of the upper gap-edge and separate
the coherent oscillatory part from an incoherent redshi. Fig. 8(a) compares the
measured ground-state X-ray reectivity spectrum (solid line) to the redshied
experimental spectra for 60 (blue dashed line) and 80 meV (red dashed line)
shis. In addition to the redshi, we also observe experimentally a 5% reduction
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to the spectral peak intensity likely related to the blueshi of some initially
degenerate bands as seen in Fig. 7(b). This results in good agreement with the
experiment for a redshi of 80� 10 meV at 0.6 ps time delay (see Fig. 8(b)) and 60
� 10 meV at 1.0 ps time delay (see Fig. 8(c)). We note that for increasing photon
energy the agreement becomes less good, possibly due to the inuence of the
additional O K-edge spectral peaks neglected here. From Fig. 6(b) one can see that
the positive signal around 532 eV is composed of an overall intensity increase and

Fig. 7 (a) First-principles calculations of the NiO band structure along two high symmetry
lines:9 [010] and [110]. The green and orange dots along the [010] direction denote the
experimental wavevectors that were probed in the time-resolved X-ray reflectivity
measurement. (b) Zoom-in view of the band structuremarked within the light blue shaded
rectangle in (a). The band structure was calculated for different canting angles of the Ni2+

spins. (c) Illustration of the canting angle of the Ni2+ spins in the NiO unit cell that was
employed in the calculations. The canting angle is defined as the angle between the Ni2+

spins and the plane that is spanned by ½112�� and [111] directions. The spin canting pattern is
the same as the out-of-plane mode in ref. 20. The Ni2+ and the O2� ions are shown with
green and orange spheres, respectively.

Fig. 8 (a) The black line represents the static X-ray reflectivity spectrum acquired at
FLASH. The dashed red and blue lines represent the shifted spectra by 80 meV and 60
meV, respectively. (b) Comparison of the experimental difference spectrum at 0.6 ps after
laser excitation and the calculated spectrum that is obtained by subtracting the black line
from the dashed red line in (a). (c) Comparison between the experimental data at 1.0 ps
after laser excitation and calculated difference spectrum; that is the subtraction of the
black line and the dashed blue line in (a).
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an oscillatory intensity variation. The overall intensity increase corresponds to an
incoherent redshi of 70 meV. The amplitude of the coherent oscillatory redshi
related to the 1 THz magnon mode is approximately 10 meV. Using the calcula-
tions in Fig. 7(b) we can estimate the corresponding magnon precession angle to
�2.5�. We note that the reduction of AFM due to such large spin precession
amplitude would amount to about 28% of the spin temperature increase we
observed in Section 3.2.

4 Conclusions

In conclusion, we performed time-resolved resonant X-ray reectivity measure-
ments in NiO following femtosecond 1.5 eV sub-gap excitation. The temporal
evolution of the X-ray reectivity spectra was monitored at the Ni L2-edge and the
O K-edge to probe the dynamics of the AFM order and the band gap renormali-
sation, respectively.

At the Ni L2-edge, we observed laser-induced XMLD spectral line shape for time
delays longer than �400 fs aer laser excitation. By comparing the transient
XMLD spectra with temperature-dependent ground-state measurements, we
extracted a spin temperature rise of 65 � 5 K. The transient XMLD line shape
demonstrates a signicant reduction of the AFM order in NiO. The change of the
spin temperature is consistent with what is expected from optical absorption
measurements. At the O K-edge, we observed the red-shi of the upper band gap
edge across the measured time delay range up to 2.4 ps. This upper gap-edge
renormalisation is accompanied by a coherent oscillation with�1 THz frequency.
During the optical driving eld we nd evidence for the formation of transient
mid-gap states that were also observed previously for optical frequencies off-
resonant to d–d excitations.9

We nally discuss a ground-state model of coupling Ni spin precession to the
electronic band-structure. Using rst-principles calculations, we nd that the O
2p dispersive states forming the upper gap-edge shi in energy as the Ni magnetic
moments precess as given by the 1 THz magnon mode. This even allows us to
model the observed O K-edge measurements.

The high-quality X-ray spectroscopy measurements presented here have
become possible due to the implementation of a multiple X-ray beams experi-
mental setup that enables us to signicantly reduce the intensity and photon-
energy uctuations inherent to SASE FELs. This opens up new possibilities to
investigate the ultrafast dynamics of electronic structure and the magnetic
ordering phenomena across a wide range of materials.
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J. Söderström, L. Kjellsson, D. Turenne, R. Y. Engel, M. Beye, J. Lu,
A. H. Reid, W. Schlotter, G. Coslovich, M. Hoffmann, G. Kolesov,

Paper Faraday Discussions

This journal is © The Royal Society of Chemistry 2022 Faraday Discuss.

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

5 
Fe

br
ua

ry
 2

02
2.

 D
ow

nl
oa

de
d 

on
 7

/7
/2

02
2 

5:
49

:4
6 

PM
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.

View Article Online
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Chapter 4

Non-Linear X-ray Absorption
Spectroscopy

By definition, non-linear light-matter interaction scales with the higher powers (≥ 2) of
the applied light field, and thus requires significant intensities to become relevant next to
the leading linear term of Eq. 2.33. Consequently, it is fundamental to the development
of non-linear X-ray spectroscopy to understand the interaction of high X-ray fluences
with relevant materials in detail.

Due to the high pulse energy and short overall pulse duration (tens of fs), the absorption
of focused XFEL-pulses leads to extreme excitations of the electronic system. Such
excitations of matter by XFEL radiation into highly ionized plasma-states has been
studied for various material systems from atoms [53, 54] over molecules [55–57] to atomic
clusters [58–60] and solids [22–25, 28–35] by analyzing the X-ray emission and ion-time-
of-flight spectra of the plasma.

This chapter is in particular concerned with the transmission of high-fluence X-rays
through solids, where the non-linearities are primarily caused by non-parametric effects:
The fluence-dependence of the overall pulse absorption emerges because, over the entire
duration of the pulse, the X-rays act simultaneously as a pump that excites the material,
and as a probe that is sensitive to the electronic system. In addition, the electronic
system reacts with its own dynamics to the X-ray excitation on the same femtosecond
time scale, which also affects the further interaction with the X-ray pulse.

Earlier studies of X-ray transmission through metals found that the core-valence tran-
sition saturates, leading to induced transparency of the material, also referred to as
saturable absorption [26, 27, 63, 64, 66–70]. While these studies were mostly limited
to transmission measurements either at specific photon energies or spectra at one or
two fluences, in the publication below, we recorded a set of XANES spectra of the Ni
L3-edge from a range over more than three orders of magnitude in fluence. We observed
not only a fluence-dependent increase of transmission (saturation) on and beyond the
resonance, but also a decrease of transmission before the resonance onset, as well as a
red-shift of the absorption peak of 0.9±0.1 eV.

Due to the sensitivity of XANES to the unoccupied distribution of electronic valence
states, this gives us insights into the distribution of the valence electrons. Based on the
information gained through the fluence-dependence of the spectra, we model the history

83
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of the material’s electronic system dynamics within the time window of interaction with
the XFEL pulse.

To this purpose we constructed a rate model, which we describe in detail in the second
publication enclosed in this chapter, A Rate Model of Electron Populations for Non-
linear High-Fluence X-ray Absorption Near-Edge Spectra. The term rate model, in
this context, implies a finite-element simulation implementing differential equations that
quantify rates with which the relevant physical processes occur, in order to iteratively
reconstruct the temporal development of the electronic state and X-ray photon density
in time and space, tracked for each volume-element (voxel) of the sample. This type of
phenomenological model operates in terms of volume-averaged, non-quantized properties
and rates, which is fundamentally different to e.g. Monte-Carlo simulations, where a
large set of individual particle interactions is computed and finally averaged to derive
macroscopic results.

Simpler implementations of rate models that involve only three states1 have been suc-
cessfully utilized to characterize saturated absorption at specific photon-energies [66,
75]. In order to extend such a model to resolve the transmission behavior around an
absorption edge, it proved necessary to fully resolve the non-thermal energy distribu-
tion of valence electrons for each simulated voxel, which implies tracking a much larger
number of electronic states [76]. We further constructed the equation system such that
all state differentials are assembled as a sum of rates of the relevant physical processes.

In contrast to, e.g. time-dependent density functional theory, this allows a rather
straightforward interpretation of how various parameters of the experiment or the ma-
terial manifest in the predicted spectra, which we demonstrate in form of a brief pa-
rameter study. We find that, despite utilizing multiple approximations in the interest
of simplicity and computational tractability, our model reproduces the majority of the
observed fluence-dependent changes in the measured non-linear XANES spectra. Thus,
our model provides a relatively simple, largely quantitative understanding of the tempo-
ral evolution of the system and the processes responsible for spectral changes, making it
a valuable tool in the planning and interpretation of future high-fluence and non-linear
X-ray studies.

At the danger of repeating some contents of chapter 2 and the upcoming papers, I will
for the reader’s convenience briefly list the relevant processes considered in the rate
model in advance:

• Resonant absorption and stimulated emission refer to radiative transitions
between the resonant core level (in case of the presented measurements, the 2p3/2
electrons) and the valence system. Since both processes use the same interaction
cross-section with photons, they can be described with the same rate equation
which changes sign depending on the difference in relative population between
core level and resonant valence state.

• Non-resonant absorption refers to absorption at electrons other than the res-
onant core level. Such an absorption event creates high-energy photo-electrons
which later scatter with the valence electron system.

1(These usually represent a ground state, a core-excited state and an intermediate/valence-excited
state.
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• Core-hole decay in the soft X-ray regime occurs predominantly via Auger-
Meitner decay (see section 2.6), which also leads to the emission of high-energy
electrons. The radiative decay channel (fluorescence) is neglected in our model due
to its small yield compared to the Auger process, which is further reduced when
stimulated emission becomes relevant as an additional competing decay channel.

• Scattering of photo- and Auger-electrons with other electrons ultimately leads
to many low-energy valence excitations, as each high-energy electron triggers a
cascade of secondary electron scattering events. This complex many-body problem
is represented in our model by a much-simplified description of electron energy re-
distribution.

• Thermalization describes the tendency of the system to return to an equilibrium
state in accordance with its current internal energy. This process is mediated by a
multitude of low-energy scattering processes. Since coupling to the nuclear lattice
typically occurs on a time-scale that is slower than the typical XFEL pulse duration
(see section 2.4.2.1), we limit our description to the isolated electronic system.

With this introduction, I present the following two publications back-to-back, including
the supplemental material to [4], which covers the extensive data analysis effort that
was required to compile the non-linear spectra and associate reliable fluence-values with
each XFEL-shot.

The following publications are reproduced from [4] and [5] in accordance with the Cre-
ative Commons Attribution-ShareAlike 4.0 International license under which the articles
are published.
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The pulse intensity from X-ray free-electron lasers (FELs) can create extreme excitation densities
in solids, entering the regime of non-linear X-ray-matter interactions. We show L3-edge absorption
spectra of metallic nickel thin films with fluences entering a regime where several X-ray photons are
incident per absorption cross-section. Main features of the observed non-linear spectral changes are
described with a predictive rate model for electron population dynamics during the pulse, utilizing
a fixed density of states and tabulated ground-state properties.

The modern understanding of complex solid materials
relies on appropriate approximations to the unabridged
quantum mechanical description of the full, correlated
many-body problem. To assess the predictive power of
theoretical models and the selected approximations, de-
tailed experimental studies far away from known territory

are especially insightful. Absorbing the high power densi-
ties available from an X-ray free-electron laser (FEL) in a
solid metal generates a very unusual state of warm dense
matter far from equilibrium: Individual electronic exci-
tations reach up to hundreds of eV and excitation levels
average out to many eV per atom [1–9]. As the absorp-
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tion of an intense X-ray pulse depends on the changes it
drives in the electronic system [10–16], a single-pulse non-
linear absorption measurement can be used to investigate
its evolution on the timescale of the pulse duration.

We present fluence-dependent X-ray absorption spec-
tra recorded with monochromatic X-rays on metallic
nickel thin films around the nickel 2p3/2 (L3) edge, re-
vealing a changing valence electron system around the
Fermi level as a consequence of the high excitation den-
sities from fluences up to 60 J/cm2 (corresponding to
2×1015 W/cm2).

The electronic processes that ensue after the absorp-
tion of photons at core levels trigger a complex dynami-
cal process that is challenging to treat in purely ab-initio
simulations [17–21]. Here, we take an alternative ap-
proach and develop a simple rate equation model that
provides an intuitive understanding of the relevant pro-
cesses [22]. The resulting picture of the evolution of elec-
tronic populations within a fixed ground-state density of
states successfully describes the largest part of the non-
linear changes in the spectra. This corroborates the dom-
inant impact of electron redistribution from the strong
non-equilibrium state towards a thermalized electronic
system. Some of the observed changes, especially in the
close vicinity of the resonance, deviate from the predic-
tions of the rate model and call for more evolved theo-
ries. Here, our work provides a benchmark to identify
observations of advanced physical processes and effects.
While this letter discusses the experiment and resulting
insights, we lay out the framework of the model in detail
in a separate publication [22].

Additionally, our straightforward picture of intense
core-resonant X-ray pulse interaction with the valence
system of a 3dmetal lays a solid knowledge-based founda-
tion for the planning and interpretation of non-linear X-
ray spectroscopy experiments at FELs; in particular, the
relevance of electronic scattering processes observed here
is expected to affect methods relying on stimulated emis-
sion from core excitations and X-ray or X-ray/optical
wave-mixing [23–38].

X-ray absorption spectra of the nickel 2p3/2 (L3) edge
were recorded at the Spectroscopy and Coherent Scatter-
ing Instrument (SCS) of the European XFEL [40].

The XAS spectra were measured by continuously scan-
ning the SASE3 monochromator [41] (synchronized with
the undulator gap) back-and-forth many times in the
range 846-856 eV. The photon bandwidth was about 420
meV and the FEL pulse duration on the sample was
about 30 fs FWHM. The overall beam intensity was con-
trolled using a gas attenuator filled with nitrogen and
monitored using an X-ray gas-monitor (XGM) down-
stream of the monochromator [42, 43].

For X-ray absorption measurements at FELs based
on Self-Amplified Spontaneous Emission (SASE), beam-
splitting schemes can deliver optimal normalization of
SASE-fluctuations [44–46]. Here, a focusing and beam-
splitting zone plate also creates the required tight fo-
cusing to achieve extreme fluences. Figure 1 shows the

FIG. 1. (a&b) Sketch of absorption at different flu-
ences. The unoccupied states determine the XAS spectrum
as they are probed by core-resonant photons. (a) In the low-
fluence case (blue unoccupied states and resulting spectrum),
the electronic system mostly remains in the ground state. (b)
In the high-fluence case (yellow unoccupied states and spec-
trum), later parts of the X-ray pulse probe a hot electronic
system and experience spectral bleaching at the probed pho-
ton energy.
Setup for non-linear XAS (c) The split-beam-
normalization scheme uses a special zone plate [39], which
generates two adjacent beam foci for transmission through
the sample and a reference membrane before the beams im-
pinge on the detector.

schematic experimental layout.

The zone plate combines an off-axis Fresnel structure
for focusing and a line grating for beam-splitting in a
single optical element [39]. It thus produces two µm-
sized, identical foci in the sample plane, 1.9mm apart,
originating from the first-order diffraction of the zone
plate, as well as the positive and negative first orders of
the line grating.

The sample has a square support of 25mm size, con-
taining Si3N4 membrane windows (orange in Figure 1)
of 0.5mm size and 200 nm thickness with a distance of
2mm between adjacent windows. Every second pair of
rows (blue in Figure 1) was additionally coated with a
20 nm sample layer of polycrystalline metallic Ni by sput-
ter deposition, on top of a 2 nm bonding layer of Ta; a
2 nm Pt capping layer prevents oxidation during sample-
handling.

The sample frame was positioned such that one zone
plate focus impinged on a nickel-coated membrane, while
the other hit a bare silicon-nitride membrane. Thus,
the difference in transmission of both beams can be at-
tributed solely to the nickel film.

The detector was a fast readout-speed charge-coupled
device (FastCCD) with high dynamic range, enabling
10Hz read-out and increasing the fluence range available
to the experiment [47–49]. Due to the unstable detec-
tor temperature, significant retroactive calibration of the
detector was necessary (see supplement). To prevent de-
tector saturation, an additional aluminum filter of about
13µm thickness was used between sample and detector
for measurements with the unattenuated beam.

During these high-intensity measurements, sample and
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FIG. 2. Fluence-dependent NiL3-edge spectra, mea-
sured (top) and simulated (bottom). The fluence of
events contributing to each spectrum is given in the legend
in terms of mean and standard deviation. Dashed simulated
spectra do not have a corresponding measurement. The re-
gions of interest from which absorbance changes shown in pan-
els b), d), and e) of Figure 3 were quantified are shaded and
labeled (I), (II), and (III), respectively. The error bars are
shown for the measured spectra and represent the 95% con-
fidence intervals for each bin of 102 meV width; solid lines of
the measured spectra are smoothed using a Savitzky-Golay
filter using windows of 21 bins and 4th-order polynomials.
The experimental spectra are vertically offset by 100 mOD.

reference films were locally damaged by intense individ-
ual FEL shots. Thus, the FEL was operated in single-
shot mode at 10Hz repetition rate, and the sample was
scanned through the beam continuously at 0.5mm · s−1,
resulting in 10 shots per membrane window.

The shot craters in the reference membranes were later
analyzed with scanning electron microscopy (SEM) to
determine the effective focal size at specific photon ener-
gies. The resulting spot sizes were used to calibrate ray-
tracing calculations which delivered the photon-energy-
dependent spot size, ranging from 0.4µm2 to about
3µm2 (see supplement for details on the spot size de-
termination).

Figure 2 shows the spectra for the nickel L3-edge next
to simulated spectra for increasing X-ray fluence over
more than 3 orders or magnitude, from 0.03 to 60 J/cm2.
Each measured point represents an average of several
FEL shots, sorted by X-ray fluence and photon energy.
The varying statistical uncertainty is a result of the pulse
intensity fluctuations of monochromatized SASE radia-
tion [50] in combination with photon energy-dependent
spot sizes (see supplement for details on the shot sorting).

We observe four main fluence-dependent effects, which

we quantify and compare to the simulated results in Fig-
ure 3: a) a red-shift of the absorption peak of up to
0.9±0.1 eV in the rising flank; b) an increase of the pre-
edge absorbance, as the rising edge of the absorption peak
shifts and broadens; c) a reduced peak absorbance and
d), e) a reduced post-edge absorbance. The integration
regions from which the effects b), d) and e) are derived,
are highlighted in Figure 2 as (I), (II) and (III), respec-
tively. The shift of the absorption edge is quantified by
the photon energy at which the absorbance reaches half
of the peak value; its uncertainty is propagated from the
statistical uncertainty of the absorption peak measure-
ment.

Before we analyze these observations in detail, let us
quickly paraphrase our modeling approach [22]: In con-
trast to earlier rate models [12, 51], we describe the evo-
lution of the electronic system with an energy-resolved
population of the valence band. Tracking the full non-
thermal population history proved crucial to describe the
non-linear absorption changes near and around the Fermi
level. As coupling between electrons and phonons in met-
als is typically not yet important on the timescale of 30 fs
[52–54] and we do not account for collective electron cor-
relation effects, we test the approximation that the Den-
sity of States (DoS) remains unchanged within the pulse
duration.

Transition rates between electronic states are deter-
mined by scaling ground state rates with the populations
of initial and final states. The relevant process rates are
compiled into differentials of electronic populations and
photon density in space and time and implemented in a
finite-element simulation to derive the electron popula-
tion history and ultimately the X-ray transmission of a
three-dimensional sample.

The model implements the processes of resonant ab-
sorption from the 2p3/2 core level and non-resonant ab-
sorption from other (mostly valence) electrons. Stim-
ulated emission is described as a time-inverted reso-
nant absorption process. Electronic thermalization is
modeled with a bulk timescale τth (essentially quanti-
fying electron-electron scattering) that moves the non-
thermal valence electron distribution towards a target
Fermi-Dirac distribution that corresponds to the mo-
mentary internal energy and population of the valence
band. Finally, scattering cascades initiated by fast
Auger-electrons and photo-electrons from non-resonant
absorption are parameterized by another scattering time
τscatt.

With this simple description of the underlying pro-
cesses, we provide a microscopic picture of the electronic
system and its interaction with resonant X-rays as a
complementary approach to more complex calculations
[20, 21].

Solely considering the population dynamics of the
electronic system, the simulation already achieves good
agreement with the experimental data across more than
three orders of magnitude in fluence. This is particularly
remarkable since nearly all input parameters are experi-
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FIG. 3. Comparison of spectral effects between simu-
lation (blue lines) and experiment (orange lines with error
bars). The shift of absorption edge in panel a) represents the
photon energy at which the half-maximum of the absorption
peak is reached. The absorbance changes in panels b), d) and
e) are integrated from the gray shaded regions in Figure 2,
while panel c) shows the global maximum of the spectrum.

mental parameters or well-known ground-state properties
of the material, such as density, electronic configuration,
and ground-state spectrum. Only the valence thermaliza-
tion time τth and electron scattering time τscatt were var-
ied to achieve the best match to the experimental results.
The found value τth = 6 fs compares well to recent esti-
mates for excitations on this energy scale [33, 38, 55, 56].

The time constant τscatt = 1.5 fs characterizes the sec-
ondary electron scattering cascade which transfers energy
(and population) from fast electrons to (unoccupied) va-
lence states. The constant summarizes many individual
electron scattering events and compares to the tabulated
time between individual collisions in ground-state nickel
of roughly 100 attoseconds [57].

Figure 4 shows an example of a simulated valence band
population history, specifically from the uppermost 4 Å
thick layer of the sample, excited with a Gaussian pulse
profile centered around t = 0 with 30 fs FWHM dura-
tion and 30 J/cm2 fluence. While panel a) shows the
calculated DoS as used by the simulation and published
in [58, 59], the colormap in b) shows the occupation of
these states over time. Panel c) shows the number of
electrons per atom in the valence band below and above
the Fermi level (blue solid and dashed curves, respec-
tively) as well as the average number of core holes and
the number of free electrons over time. Even though the
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FIG. 4. Evolution of electronic populations (simula-
tion) in a single voxel at the sample surface for a pulse of
858.3 eV, with a pulse energy of 30 J/cm2. Panel a) shows
the total DoS used as an input for the simulation. Panel b)
shows the energy-resolved (relative to the Fermi energy) occu-
pation of the valence band over time. The population (in elec-
trons/atom/eV) is the product of the DoS and the occupation.
The thermalized valence occupation lags a few femtoseconds
behind the current chemical potential µ; the temperature T
of the valence system rises rapidly, ultimately reaching up
to 25 eV. The bleaching of valence states (highlighted with
a blue dotted ellipse) is visible as a high non-thermal popu-
lation at the resonant photon energy around 7 eV above the
Fermi level. Panel c) shows the number of core holes and free
electrons over time, as well as the number of electrons in the
valence system below and above the Fermi energy.

direct interaction with the photons creates core holes via
resonant absorption and free electrons via non-resonant
absorption, the excitation energy of both processes is so
quickly transferred to the valence electrons that only the
valence electron distribution ever deviates strongly from
the ground state. By the end of the pulse in this exam-
ple, more than half of the 3d valence electrons are excited
to valence states above the Fermi level, while the high-
est instantaneous number of core holes was only about
one per 100 atoms, as shown in Figure 4 c). Due to the
small-bandwidth excitation, the core- and resonant va-
lence states operate like a two-level system. Since the
number of resonant valence states is small in comparison
to the number of core electrons, the resonant absorption
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process saturates due to occupied valence states long be-
fore the core level is depleted. A heated Fermi-Dirac dis-
tribution further contributes to the occupation of states
above the Fermi level.

Since in our experiment, the same monochromatic
pulse excites and probes the sample, the situation is dif-
ferent for energies below the edge: absorption only rises
after non-resonant absorption has led to sufficient elec-
tronic heating until the tail of the hot hole distribution
reaches the probed energy. Only then, additional reso-
nant absorption begins to occur and accelerates further
electronic heating and in turn additional pre-edge ab-
sorption. Since this process occurs exponentially faster
near the absorption edge, it contributes significantly to
the observed spectral red-shift (see Figure 3 a) and b)).

Another cause of the observed edge shift is the shift of
the chemical potential µ, which strongly depends on the
exact shape of the DoS and is shown in Figure 4 b) as
a green line. Initially, µ increases with absorbed fluence,
as thermally excited electrons from the 3d states must
spread out in energy to the lower DoS above the Fermi
level. With rising electronic temperature, the high DoS
of the 3d states becomes less relevant and the chemical
potential drops again as expected in regular metals. A
similar evolution of the chemical potential and electronic
temperature was predicted for optically excited nickel by
previous experiments and calculations [4, 60–62].

A significant deviation between model and experiment
can be observed at the resonance peak itself, where the
simulated electron dynamics lead us to expect a much
stronger saturation effect than observed experimentally
(Figure 3 c)). This underestimation may be related to
a fluence-dependent decrease of the excited state life-
time and consequent energetic broadening of the reso-
nant core-valence transition, which is not considered in
our model. While it is unsurprising to find additional
resonant effects in the resonance peak itself, the lack of
any significant saturation around 852 eV (Figure 3 d)) is
even more surprising. Both disagreements point to ad-
ditional physical effects and call for more sophisticated
models.

We speculatively propose mechanisms which could
contribute to these disagreements: The transition ma-
trix elements could get modified at higher excitation den-
sities, especially around the resonance, while we model
the absorption only based on the ground-state spectrum.
An energy dependence of the electron-electron scattering
cross-section could allow for particularly fast scattering
of electrons with certain energies, counteracting the sat-
uration. Furthermore, a collective, correlated response
of the electronic system could modify the DoS or the
transitions even on the fast time scale of the FEL pulse
duration [63]. Despite these remaining discrepancies, the
main aspects of the spectral changes are covered in our
very simple population dynamics model.

We want to point out that substantially smaller spec-
tral red-shifts were observed before in nickel after exci-
tation with optical lasers, albeit at three orders of mag-

nitude lower excitation fluence. These required qualita-
tively different interpretations [56, 63–65], where the ex-
planation for time-dependent changes included a variable
DoS, calculated using (Time-Dependent) Density Func-
tional Theory (TD)DFT; this dependency is overshad-
owed in our high-fluence study by the effects of electron
population dynamics.

To summarize, we interpret the fluence-dependent
near-edge X-ray absorption spectra of the nickel 2p3/2
core level at X-ray fluences of up to 60 J/cm2. We pro-
pose a rate-equation model, describing the various ex-
citation and decay processes that connect core- and va-
lence electronic states using differential equations based
on scaling of known ground-state properties with the
evolving electron populations. For the measured spec-
tra of metallic nickel, the model successfully predicts the
increase of absorption before and its decrease beyond the
resonance, as well as the observed shift of the absorp-
tion peak over more than three orders of magnitude in
fluence.

It therefore allows us to identify the most important
processes responsible for spectral changes: Heating of va-
lence electrons due to secondary electron cascades from
Auger electrons, as well as electrons emitted from the
valence band due to non-resonant absorption, appeared
particularly relevant. Furthermore, saturation appears
dominated to by the heated valence states rather than
the core holes.

This study provides the fingerprints of how strong X-
ray fluences may alter the electronic system and thus the
spectra in studies, where the X-ray pulses were originally
assumed to be non-disturbing. It becomes clear that a
complete modeling of high-fluence spectra needs to build
upon dominant population dynamics and requires special
treatment around resonances. This provides an excellent
benchmark for sophisticated theories. Our results also
apply to the resonant regime which is particularly inter-
esting for pioneering non-linear X-ray studies.
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Supplementary Information for: Electron Population Dynamics Dominate
Non-linearities in X-ray Absorption Near-Edge Spectra from Focused FEL Pulses

DATA ACQUISITION

The experimental X-ray absorption spectra presented
here were collected in the scope of a community pro-
posal as the first user-beamtime at the SCS instrument.
The intensities of the two beams generated by the beam-
splitting zone plate were recorded using a FastCCD de-
tector [1] with 1920×960 pixels of 30×30µm2. The in-
tensities of both beams were integrated over a Region Of
Interest (ROI) corresponding to 350×350 pixels each to
retrieve the signal and reference intensities for each FEL
shot. The high beam divergence due to the zone plate
focusing distributed the signal on a 4mm wide square on
the detector 1m downstream of the sample, thus greatly
decreasing the fluence incident per detector area in or-
der to avoid detector saturation. The gas-attenuator was
filled with varying low pressure of nitrogen gas to regulate
the transmission through the beamline to the required
fluence. We refer to low-intensity spectra if the fluence
was consistently below the sample damage threshold and
the full measurement could be recorded on a single spot,
without scanning the sample.

For measuring high-intensity spectra, the fluence of-
ten exceeded the material damage threshold, creating
shot craters and sometimes causing larger fractures in the
support membrane. For measurements at these fluences,
the sample holder was scanned at a speed of 0.5mms−1.
Therefore, only about 50% of all FEL shots were trans-
mitted through the windows; in the other cases, one or
both beams were blocked or clipped by the frame. The
membranes were arranged on the frame in a periodic pat-
tern of two rows of sample and two rows of reference
membranes with a distance of 1mm between rows. This
ensured that the two FEL foci always impinged on one
row of sample and one reference membranes; a third row
was unused in between. Therefore, every time the cur-
rently scanned rows were incremented, the upper beam
would switch from probing reference membranes to prob-
ing sample membranes or vice versa, while the opposite
holds for the lower beam. To prevent detector saturation,
an additional aluminum filter of about 13µm thickness
was installed in front of the detector during these mea-
surements.

DETECTOR CALIBRATION

The temperature of the FastCCD rose consistently dur-
ing operation and required cool-down periods in between
measurements, leading to the temperature varying be-
tween -27 ◦C and -5 ◦C not only over time during the

measurement, but also spatially over the detector area.
The detector dark signal, as well as the gain coefficients
for the three gain settings between which the detec-
tor pixels switch automatically, depend on the detec-
tor temperature. This made it necessary to reconstruct
a temperature-dependent gain calibration. The three
temperature-dependent background levels were drawn
from dark images collected at various temperatures for
each gain setting; the gain coefficients for each setting
were drawn from a statistical analysis of the observed
gain switching thresholds, such that the calibrated his-
togram of pixel intensities becomes continuous over all
three gain levels. While the calibration accounts for
the temperature measured using a temperature sensor
on the detector, spatial variations over the detector area
remain. The primary effect of this temperature variation
was a varying background signal, following a spatial ex-
ponential distribution between the detector center and
rim, with a higher baseline near the detector center. To
account for this, an estimated background signal was de-
rived from the measurements themselves: For a running
average of 100 images, the illuminated area was cut out
and interpolated using fits to the background level in the
non-illuminated area. This additional background vari-
ation was then integrated into the gain calibration de-
scribed above. Furthermore, a mask of hot and dark pix-
els with irregular behavior was generated from separate
measurements and the respective pixels were excluded
from the analysis. Despite these corrections, the detector
inhomogeneities constitute a significant part of measure-
ment uncertainty in the presented spectra. In particular,
the uneven warming of the two detector halves on which
the upper and lower beam respectively impinged has the
potential of introducing systematic uncertainties. Thus,
the shot-sorting algorithm described below was applied
separately for all rows where the sample was in the upper
beam and the reference in the lower and then to all rows
where the orientation was reversed. Fortunately, differ-
ences between the temperature of both detector hemi-
spheres affect the two equally sized groups of data (sam-
ple up and sample down) with equal and opposite magni-
tude. Therefore, possible systematic deviations are elim-
inated in the average over both groups and instead con-
tribute to the statistical uncertainty which is represented
in the error shown in Figure 2 of the manuscript.

EVENT CLASSIFICATION

Furthermore, whenever the sample or reference mem-
brane was torn due to a particularly intense shot, sub-
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sequent shots sometimes impinged on the torn rim of
the sample, possibly at an angle to the membrane sur-
face, or did not hit any sample material at all. Shots
affected in this way were not always trivial to identify
from any single measurement parameter, which lead to
the following procedure to identify and exclude faulty
FEL shots: First, the detector image in the ROI around
one beam was compared to an extended ROI around the
other beam using a normalized two-dimensional cross-
correlation algorithm. For this, the images were first
smoothed by convolution with a Gaussian kernel to re-
move the influence of the rough surface structure of
the aluminum filter before applying the cross-correlation
function, both algorithms implemented in the scikit-
image [2] package. This procedure yields a correlation
coefficient and a displacement vector. The correlation
coefficient was used as an indicator that both beams were
transmitted through a window without significant differ-
ences in the wavefront.

Since data-acquisition of the motor encoder for the po-
sition transverse to the scanning direction was dysfunc-
tional, the real path of the beam over the sample frame
was reconstructed by combining knowledge of the beam
position along the scanning direction and the manual
notes in the laboratory book with the correlation coeffi-
cients between both beams on the detector. In the later
analysis of the damaged samples, this allowed associating
specific shot craters scrutinized with SEM-microscopy to
specific FEL shots.

From the FEL shots which hit sample windows ac-
cording to this reconstruction, outliers were dropped if
either the correlation coefficient dropped below 85% or
the displacement vector deviated by a significant margin
(manually calibrated for each measurement setting) from
the expected beam-splitting. Likewise, extreme outliers
in the ratio of reference to sample intensity were also
dropped at this stage. These criteria proved to be largely
redundant as they mostly agree with each other on which
events to exclude. Using all of these criteria, events where
either or both beams are blocked or clipped can be ex-
cluded reliably. In Figure 1, the thus excluded points are
shown in gray. Each dot represents one FEL shot; its
y-position is the logarithmic ratio between sample and
reference intensity; the x-position is the photon energy
setting of the monochromator, while the gray-scale en-
codes the Pearson correlation coefficient Ccorr of the two
regions of interest.

From the distribution of the remaining events, shown
in color, it is obvious that further classification is needed.
This is because shots onto a damaged or missing mem-
brane can produce spots with good correlation and the
expected displacement vector. These can only be distin-
guished by the fact that the apparent optical density de-
viates unreasonably from the expected value at the given
photon energy. However, this transmission ratio is also
the quantity of interest for the final spectrum. To disen-

tangle events affected by prior sample damage from true
measurements, an iterative approach using a Bayesian
Gaussian mixture model was utilized: To start, an initial
guess for a spectrum is computed using the events that
passed filter conditions described above and shown as a
green line in Figure 1. Then, for each FEL shot, the devi-
ation of the logarithmic ratio between sample and refer-
ence intensity from the initially guessed spectrum is com-
puted. This allows for generating a histogram of these
absorbance deviations from the initial guess. Assuming a
good guess of the initial spectrum, one may expect that
the “good” FEL shots are normally distributed around
zero deviation, while shots affected by various sources of
uncertainty are distributed with some other distribution,
dependent on the type of uncertainty. Thus, the his-
togram is fitted with four Gaussian distributions which
are used as prior probability distributions, the first of
which corresponds to “good” FEL shots. Then, the pos-
terior probability of belonging to the category of “good”
shots is computed for each FEL shot. These posterior
probabilities are used as statistical weights to compute
an improved guess of the measured spectrum. This im-
proved guess was convoluted with a Gaussian kernel to
prevent over-fitting before using it as a new initial guess
for the Gaussian mixture model. The spectrum is con-
sidered converged when the average change per iteration
anywhere in the spectrum is less than 5µOD. This pro-
cedure converges (if at all) within a few (between 3 and
20) iterations to a solution that is robust even against
a strong variation of the initial guess. In Figure 1, the
thus analyzed shots are shown in colors encoding the final
posterior probability Pok, indicating the estimate of the
model about the validity of each shot. The final guess of
the average spectrum is shown as an orange line.

This final procedure rejects outliers purely based on
their deviation from the expected value, which requires
further justification: In this case, the procedure should
return valid results under the condition that all valid FEL
shots at a certain photon energy measure a transmission
value within a single continuous range. The width of
the distribution is resulting from a combination of non-
linear changes and measurement noise. This condition
must be fulfilled in the present case as long as the fluence-
dependent transmission curve of the sample is continuous
and a continuous range of pulse energies is contained in
the data set (which is the case for SASE fluctuations).
Apart from this logic, the rejected outliers do not appear
systematic, further supporting the applicability of the
algorithm.

DETERMINATION OF THE EFFECTIVE SPOT
SIZE

The zone plate has a size of (1mm)2 and combines
a focusing Fresnel zone plate, off-axis by 0.55mm with
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FIG. 1. Sorting of FEL-shots. Gray points represent
events which were excluded based on rigid criteria, mainly
their correlation coefficient Ccorr. Colored points were ana-
lyzed using the iterative GMM optimization. The colorbar
shows the estimated posterior probability Pok that a given
shot cleanly probed an unperturbed sample. The green and
orange solid lines represent the initial and final average spec-
trum estimated by the GMM, respectively.

250mm focal length (at 860 eV) with a line grating with
379.4 nm pitch in a single optical element. Details on
the zone plate can be found in [3]. While the monochro-
mator was scanned between 846 eV and 856 eV, the ef-
fective size of the foci on the sample changed due to the
wavelength dependency of the zone plate diffraction. The
photon energy-dependent focal size of the zone plate foci
was calculated by ray optics calculations based on the
beamline settings [4]. Uncertainties in the exact beam
path parameters along the beamline were accounted for
by matching the ray optics calculations to effective spot
size estimates derived from analyzing the shot craters on
the used samples using a simplified form of the procedure
laid out in [5, 6]. Since a full intensity profile could not
be measured from the shot craters, the concept of the
effective area of the focal size is used. This area connects
the peak fluence F0 with the overall pulse energy Epulse,
i.e.

Aeff =
Epulse

F0
, (1)

and it can be defined for an arbitrary spot profile.
To characterize the effective focal size, the reference

membranes were analyzed using scanning electron mi-
croscopy (SEM). Figure 2 shows two SEM images: one
overview image of an entire membrane one example of
a high-resolution image of a single imprint. Such high-
resolution images were taken of 85 selected spots which
were associated with the corresponding FEL photon di-
agnostics data by matching the reconstructed movement
of the sample stage to the pattern of imprints on the
sample. The reference membranes were chosen for the

imprint analysis since their X-ray absorbance can be con-
sidered constant for the scanned photon energies.

Since the zone plate is a diffractive element, its prop-
erties such as focal length are energy-dependent. Fur-
thermore, the fluence-dependent spectra presented in this
paper are combined from measurements at two distinct
object distances of 250.84mm and 252.14mm.

FIG. 2. SEM images of the used samples The top image
shows a stitched overview image of a nickel film window. One
can see rows of FEL imprints as well as the tearing of the
membrane. The bottom image shows a single FEL imprint in
a SiN reference membrane.

Thus, the SEM images were grouped into six groups
(see table I) by focal length and photon energy of the as-
sociated shot, and the total damaged or ablated surface
area was determined for each shot. For each group, the
minimum FEL pulse energy at which damage is observed
on the reference membranes was determined by a Liu’s
plot [7] as shown in Figure 3: The ablated area was plot-
ted over the logarithm of the shot energy and a linear
fit was applied to the shots with less than 1µm2 ablated
area to determine the pulse energy damage threshold.
Following the concept outlined in [5], the pulse energy of
all shots was then normalized using this damage thresh-
old to derive the normalized fluence level f(S) as a func-
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FIG. 3. Spot size characterization. a) Liu’s plot to determine the pulse energy damage thresholds. b) Normalized pulse
energy plot to determine the effective area. The legend differentiates the spot groups corresponding to table I with colors valid
for all three panels. c) Area of FEL foci, comparing the effective area measurements (dots and error bars) to the ray tracing
results (line plots) for two focal distances. For groups (2) and (3) no error estimate could be calculated (see text).

Group Object distance (mm) Photon energy (eV) Pulse energy threshold (µJ) Effective area (µm2)
1 252.14 850.7 0.308 0.584
2 252.14 847.0 3.374 0.957
3 252.14 854.8 1.712 0.981
4 252.14 851.9 0.482 0.383
5 250.84 850.7 2.733 1.618
6 250.84 847.0 0.807 0.567

TABLE I. Results of the spot size characterization. The object distance refers to the distance between sample and zone
plate. Pulse energies are shown as measured at the XGM without accounting for the efficiency of the zone plate (about 9 %)
and the transmission of the beamline KB-mirrors (about 80 %). The effective area of groups 2 and 3 is under-determined (see
text).

tion of the ablated area S. If the spot size were Gaussian,
the function f(S) should be a simple negative exponen-
tial, and the effective area would correspond to the value
of S where f(S) equals 1/e, which is indicated in Figure 3
b) as a horizontal dotted line. For the given non-Gaussian
case, the function f(S) was fitted with a modified expo-

nential f(S) = e(−aSb), yielding for each group of shots
fit parameters a and b and their unceratinties σa and σb.
The effective area is then calculated as the integral of
f(S). For the estimate of the uncertainty shown as error
bars of Figure 3 c), the integral was also evaluated for
a + σa and b + σb as well as a − σa and b − σb. Groups
(2) and (3) each contained only a single FEL shot with
visible damage. While this does allow for an estimate of
the damage threshold (compare Figure 3 a)), the function
f(S) shown in b) is barely determined by fitting only to
the normalization point and a single further point. Thus,
no mathematical uncertainty estimate can be given and
resulting points (2) and (3) shown without error bars in
Figure 3 c) should be considered as tentative estimates.
The ray optics calculation tracks the beams in the verti-
cal and horizontal planes. The focus area was calculated
from the ray optics calculations assuming an elliptical
beam shape. It revealed a slightly astigmatic focus on the
sample, due to the beamline optics using separate hori-

zontal and vertical focusing, thus illuminating the zone
plate with slightly non-uniform beam divergence. The
separate location of horizontal and vertical foci leads to
the two minima visible in Figure 3. Based on the mea-
surements, a minimal beam-waist radius of 80 nm was
imposed on the ray tracing calculations, accounting for
imperfections in beam quality and optics.
The fluences for the high-fluence spectra shown in this
paper are calculated based on the pulse energy measured
by the XGM behind the monochromator, multiplied with
the efficiency of the focusing optics (80%) [8] and zone
plate (9%) and divided by the effective area derived with
the presented ray optics calculations. Since the XGM
was calibrated for high pulse energies, the fluences for
the low-fluence spectra are based on the reference inten-
sities measured on the CCD and calibrated to be consis-
tent with the reference intensities measured for the high-
fluence data, accounting for the calculated transmission
of the aluminum filter.
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[3] F. Döring, B. Rösner, M. Langer, A. Kubec, A. Kleib-
ert, J. Raabe, C. A. F. Vaz, M. Lebugle, and C. David,
Multifocus off-axis zone plates for x-ray free-electron laser
experiments, Optica 7, 1007 (2020).

[4] L. L. Guyader, Boz calculator, https://rtd.xfel.eu/

docs/bozcalc/en/latest/ (2022).
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Absorbing a focused, femtosecond X-ray pulse from a Free-Electron Laser (FEL) can lead to
extreme electronic excitations in solids. This excitation drives changes of the electronic system over
the course of the pulse duration and the overall absorption of the pulse becomes fluence-dependent.
Thus, fluence-dependent non-linear X-ray Absorption Near Edge Spectroscopy (XANES) is sensitive
to the valence excitation dynamics around the Fermi level on the few-femtosecond timescale. Here
we present a simplified rate model based on well-established physical mechanisms to describe the
evolution of the electronic system.

We construct temporal and spatial differentials for the processes of resonant absorption, stimu-
lated emission, non-resonant absorption, Auger decay, valence band thermalization and scattering
cascades of free electrons.

The phenomenological rate model approach provides a direct understanding how each physical
process contributes to the fluence-dependent changes observed in XANES measurements. Without
accounting for fluence-dependent changes to the density of states, the model shows good agreement
with experimental results on metallic nickel over more than three orders of magnitude in fluence,
establishing electron redistribution as the main driver of non-linear absorption changes at high
fluences. Although in the closest vicinity of the resonance, more complex approaches are necessary
to describe remaining discrepancies of the fluence-dependence changes, the demonstrated capability
to describe spectral changes up to extreme fluences yields fundamental insights into the complex
dynamics after intense core excitation and provides an important tool for the design and evaluation
of future FEL experiments, in particular for the development of non-linear X-ray spectroscopy.

I. INTRODUCTION

Translating non-linear spectroscopy methods that are
well established in the longer wavelength ranges [1–3]
to the X-ray regime is particularly attractive, since the
strong localization of transitions involving core electrons
as well as element-specific absorption edges promise addi-
tional selectivity to these already potent analytical tools
[4–22]. A prerequisite for non-linear X-ray spectroscopy
is a high density of X-ray photons, such as those found in
the tightly focused X-ray radiation from a Free-Electron
Laser (FEL). The absorption of such pulses drastically
modifies the electronic structure of any investigated ma-
terial, even on the timescale of femtosecond-short pulses.
Absorption around material resonances directly probes
transitions between the core-levels and states around the
Fermi level and is thus sensitive to the electron dynam-
ics in the valence band of materials. Electronic structure
changes in this region affect the degree of absorption ex-
perienced by later parts of the same pulse and the fluence-
dependent absorption can be used to derive information
on the excited state and its evolution [15, 23–30].

Several models have been put forward to describe as-
pects of this interplay between photon absorption and
electronic system [15, 25, 29–31]. Away from material
resonances, fluence-dependent X-ray absorption has been
successfully modeled using rate models in three-level sys-
tems [25, 31] modeling a ground, core-excited and inter-
mediate valence excited state. When probing the valence
bands around material resonances however, three popu-

lation parameters representing the state of the material
at a given point in time become insufficient to represent
the non-thermal electron energy distribution around the
Fermi level in an extended solid that is relevant for the
rates of excitation and relaxation. This makes rate mod-
els using only three levels unsuitable to model non-linear
absorption near resonances.

In this work, we present an expanded rate model to de-
scribe the evolution of the electronic system in terms of
an energy-resolved population of the valence band within
a constant Density of States (DoS). The valence electrons
are heated through energy transfer from the scattering of
free electrons from Auger decays and non-resonant ab-
sorption. The model uses material parameters known
or calculated for the ground-state and scales these pa-
rameters in accordance with changes in electronic pop-
ulations. Only the time constants for the valence band
thermalization and the scattering cascades of free elec-
trons are treated as free parameters. We present cal-
culations matching measurements of X-ray absorption
spectra recorded with monochromatic X-rays in trans-
mission through metallic nickel foils around the nickel
2p3/2 (L3) edge [32]; our model reproduces the main
fluence-dependent changes in the measured spectra over
more than three orders of magnitude. While the mea-
surements are discussed in detail in a separate publica-
tion [32], this paper illustrates the framework of the rate
model and strives to provide an intuitive understanding
of the mechanisms that drive non-linear changes.

The following text is structured as follows. In section
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(II), we give a qualitative overview of the rate model:
Section IIA describes the algorithm and approximations
made in the interest of computational viability, Section
II B outlines the mathematical formulation for the rates
of all relevant processes, which are then assembled into
differentials of the photon and electron populations in
section IIC. Section IID elaborates on relevant input pa-
rameters. Finally, we discuss the use and implications of
our model in section III.

II. THE RATE MODEL

We describe the propagation of X-ray photons through
the sample as well as the dynamics of electron popula-
tions within the sample using a set of ordinary differential
equations. These rate equations describe the evolution
of photon and electron densities and are assembled from
terms that each describe a specific physical process. The
rate of each process is based on ground-state rates, scaled
with the appropriate fractional occupation (the number
of electrons divided by the number of states). Each pro-
cess rate is described in detail in section II B. Such scaling
inherently prevents any state from exceeding its physi-
cally meaningful population (between zero and the num-
ber of available states) and also enforces that the number
of electrons in the sample is conserved over the simulated
time.

The model allows for an arbitrary number of incident
resonant photon energies Ei, for each of which a Gaus-
sian temporal profile of incident intensity is assumed. For
the presented calculations, only a single resonant pho-
ton energy was used, representing measurements with
monochromatic X-rays. Incident photons are the only
source of energy flow into the system, and all energy
eventually contributes to the thermal energy of the va-
lence system.

Figure 1 schematically summarizes the modeling of the
electronic system: The electron populations RC and RV

describe the total number of electrons bound in the core
and valence system, respectively, for a single atom in
the sample. Their values are limited by the number of
available states, MC and MV . In the presented exam-
ple on the nickel L3-edge spectra, the ground-state pop-
ulations are RC = 4, representing the 2p3/2-electrons
and RV = 10, representing electrons from the 3d and
4s states. Electrons in intermediate shells (in the given
example the 3p and 3s electrons) contribute to the non-
resonant absorption but are not explicitly simulated. We
describe the electronic population of the valence system
in an energy-resolved manner, splitting it up into a dis-
crete number of densities ρj , where j represents the index
along the valence energy axis. The number of available
states mj for each energy bin in the valence system is de-
rived from the calculated ground-state DoS [33, 34] up to
30 eV above the Fermi level EF . Beyond this value, the
free electron gas model is used to calculate the density
of states [35]. We set the energy cutoff of the energy-

FIG. 1. Photon-, electron- and energy-densities and
their interactions. A photon density Nphot drives reso-
nant interactions between the core electrons RC and specific
valence electrons ρj . It also drives non-resonant excitations
from the entire valence electron system RV =

∑
j ρj to free

electrons Rfree, which have a total energy of Efree. Auger de-
cays transfer electrons from the valence system to both core
states and free electrons; scattering cascades transfer elec-
trons and energy from the free states to the valence system;
thermalization drives the valence system towards a thermal-
ized Fermi-Dirac distribution. MC ,MV and mj represent the
number of available states and are pictured as bars to repre-
sent the energy bins of the numerical calculation.

resolved valence band at 800 eV above the Fermi level.
All electrons with even higher energies, such as photo-
electrons created via non-resonant absorption and Auger-
electrons from the decay of core-holes, are described in a
separate pool of electrons Rfree without energy resolu-
tion, although the total energy in this pool is tracked by
the parameter Efree.

Within our model, the DoS does not change over time
since the DoS is dominated by the atomic lattice po-
tentials and thus mainly affected by nuclear motion [36].
Since the coupling of electronic excitations to nuclear mo-
tion is much slower than the purely electronic dynamics,
observations that are temporally confined to the duration
of a single FEL pulse (on the order of tens of femtosec-
onds) are usually dominated by electronic processes.
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A. Algorithm

In contrast to a Monte-Carlo approach, where inter-
action pathways of many individual particles are com-
puted and averaged, our rate model describes processes
in terms of non-quantized, average quantities (densities)
in a finite-element analysis.

The problem is formulated as an idealized X-ray pulse,
Gaussian in time and space, traveling at the speed of light
through a three-dimensional sample. The photon density
interacts non-linearly with the sample. Each voxel of the
sample is characterized by a complex electronic state as
described above and in Figure 1, which itself evolves in
time after excitation. To make this problem tractable,
we apply additional key approximations that allow for a
drastic reduction of the computational effort that would
come with a naive implementation of this problem in a
four-dimensional (three spatial dimensions and time) fi-
nite elements algorithm: First, we describe electronic ex-
citations as strictly localized and neglect their propaga-
tion; instead, only photons propagate through the sam-
ple, and only in forward direction1. Considering that
a sample of 20 nm thickness is traversed by light in less
than 100 as, the propagation of photons is calculated as if
it happened instantaneous in between the time-steps per-
formed to depict the evolution of the electronic system.
This de-coupling of dimensional dependence effectively
simplifies the problem into two sets of separately solv-
able, one-dimensional initial value problems: the photon
propagation in space and the electronic evolution in time.

To solve these, we formulate the time-differential of
all electronic states (see section IIC), depending on the
photon density incident at a certain time. The temporal
evolution is solved using the fourth-order Runge-Kutta
method with adaptive time-stepping based on a fifth-
order local approximation [38]. In the meantime, when-
ever a time-differential is computed, the current incident
photon density is first propagated through the sample
using the explicit fourth-order Runge-Kutta method (in
space) to retrieve the photon density at each depth of the
sample.

This way, the time-dependent transmission for a Gaus-
sian temporal pulse profile is calculated for a range of
different overall pulse energies incident per sample area.
This treatment yet neglects the transversal profile of the
beam. Because the absorption is non-linearly dependent
on the incident fluence, the transmission of a transver-
sally inhomogeneous beam must be integrated over a
specific spot profile with spatially varying transmission.
Here, a two-dimensional Gaussian profile of the FEL spot
is then accounted for by integrating the transmitted in-
tensity based on previously calculated fluence-dependent
transmission. The Figures 2, 3, 4 and 5 in the following

1 We neglect spontaneous X-ray emission, which would constitute
up to 0.9% of nickel L3 core-hole decays [37].

section show intermediate results from simulations calcu-
lated for a specific fluence, as opposed to integrating over
the transmission in a Gaussian spot-profile. With these
simplifications, the overall computational complexity is
drastically reduced.

B. Processes

The following describes the rates at which the physical
processes occur for each atom. For a better overview, we
introduce the processes as individual terms and assem-
ble them into differential equations in the next section.
In principle, each process is described using an absorp-
tion length or lifetime which is known from ground-state
measurements and then scaled linearly with the chang-
ing electron populations with respect to the ground state.
The normalization is such that the ground-state rate is
reproduced for an undisturbed electron system and the
rate vanishes when the corresponding transition cannot
happen due to a lack of electrons or holes. We use the
indices j and i to refer to specific energies, where the in-
dex i is used for photon energies of X-rays and the index
j for the energy of electronic states in the valence band.

1. Resonant interaction

The resonant interaction describes both resonant ab-
sorption (core-valence transitions) and stimulated emis-
sion (valence-core transitions) as a single process. It is
calculated for each energy Ej in the valence system that
is resonant with a given photon energy Ei.

P res
j =

(
RC

MC
− ρj

mj

)
Ni

λres
i

δij

λres
i : Resonant absorption length
RC : Number of core electrons
MC : Number of core states
ρj : Valence electrons at Ej

mj : Valence states at Ej

Ni: Number of photons per nm2 at Ei

δij : Kronecker-delta

The first terms (in brackets) represent the difference
in the occupation of core states RC/MC and resonant
valence states ρj/mj . The dominance of absorption over
stimulated emission or vice-versa is determined solely by
this difference, as they represent an optically driven two-
level system in the incoherent limit. If the core level pop-
ulation is smaller than the valence population, the reso-
nant interaction process becomes negative, representing
the dominance of stimulated emission. The second term
on the right is the number of irradiated photons divided
by the penetration length. The Kronecker delta ensures
that only photons and electrons in corresponding energy
bins interact.
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2. Non-Resonant absorption

The non-resonant absorption summarizes photon ab-
sorption from other electronic states than the resonant
core-level, especially from the valence electrons. Photon
densities Ni at all incident energies reduce each popula-
tion ρj .

P non−res
i,j =

ρj
R0

V

Ni

λnon−res

λnon−res: Non-resonant absorption length
R0

V : Total number of valence electrons
in the ground state

The interaction is normalized by the total valence band
population in the ground state R0

V , so that the sum of
the first term over all j becomes unity if all ρj = ρ0j
(since R0

V ≡ ∑
j ρ

0
j ). The second term represents the

non-resonant absorption in the ground state as can be ex-
perimentally determined sufficiently before the resonance
in the spectrum.

FIG. 2. Instantaneous transmission (including resonant
and non-resonant absorption) over time for a pulse at 857.5 eV
with a pulse energy of 30 J/cm2 (blue line, left axis), as well
as the temporal profile of the incident photon density (orange
dots, right axis).

This treatment does not explicitly differentiate the
non-resonant absorption from core energy levels other
than the one treated by RC . In the given example with
photons resonant to the nickel 2p-absorption, the 3s and
3p core electrons only contribute to a minority of the
non-resonant absorption events. In this model, we choose
for simplicity to scale this contribution together with the
non-resonant scattering from the valence electrons.

An exemplary incidence profile and the resulting trans-
mission over time are shown in Figure 2.

3. Auger decay

The model explicitly treats Auger decays that involve
one core-hole and two electrons from the valence band.

The rate at which an electron in density ρj would decay
via an Auger process is calculated as:

PAuger
j = (MC −RC)

ρj
R0

V

RV

R0
V

1

τC

τC : Core-hole lifetime
RV : Total number of valence electrons

The first factor (in brackets) is the number of unoccupied
core states, i.e. core-holes. The second factor describes
the relative population of electrons at the energy Ej and
the third term is the relative population of the entire
valence band to which the electron could transfer its en-
ergy. The latter two are normalized by the respective
ground state population. The last term is the decay rate
in the ground state, where τC represents the ground-state
lifetime of a single core-hole. Altogether, this describes
Auger decays as interactions between two valence elec-
trons, one emitted and one filling the 2p3/2 core-hole. In
reality, some fraction of Auger decays will emit electrons
from the 3s or 3p core levels instead, followed by further
Auger processes which emit electrons with the remaining
energy of the original core-hole. These are not treated
separately in our description, since the indirect decay is,
on the one hand, a minority contribution and on the other
hand, ultimately results in the same energy transfer to
the valence band, albeit with a slightly longer time delay
due to the intermediate steps.

4. Free-electron scattering

Inspired by earlier approaches to a simplified solution
of the Boltzmann equation [39], we approximate the scat-
tering rates of electrons in terms of characteristic time
constants τscatt and τth for the free electrons and valence
electrons, respectively.
The lifetime of free electrons τscatt represents the in-

verse rate at which free electrons RFree scatter and decay
to the valence system. While this parameter is ultimately
empirical, it depicts a cascade of individual scattering
events between electrons. In such a cascade, each free
electron eventually transfers all its kinetic energy to the
valence system.

P scatt = RFree
1

τscatt

τscatt: Free electron scattering time constant
RFree: Number of free electrons

5. Electron thermalization

Similarly, τth characterizes the time with which the va-
lence system approaches an internal thermal equilibrium.

P therm
j = [rj(T, µ)− ρj ]

1

τth
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τth: Valence thermalization time constant
T : Equivalent electronic temperature
µ: Chemical potential

To this end, the chemical potential and equivalent elec-
tronic temperature are calculated in each time-step based
on the current internal energy U and number of valence
electrons RV . The Fermi distribution for the calculated
chemical potential and temperature then yields a momen-
tary target electron distribution rj(T, µ), which is ap-
proached with the electron thermalization constant τth.

rj(T, µ) = mj
1

e(Ej−µ)/kBT + 1

U =
∑

j

ρjEj/
∑

j

ρj

RV =
∑

j

ρj

U : Total energy of the valence system
RV : Current total population of the valence system

rj(T, µ): Electron density expected for
a fully thermalized valence system

kB : Boltzmann constant

While the calculation of rj from T and µ is straightfor-
ward, determining T and µ from U and RV is an inverse
problem. This is solved by iterative optimization using
the Levenberg-Marquardt method2.
Note that, because by definition both electron densities:
the momentary ρj and the thermalized goal distribu-
tion rj hold the same amount of electrons and internal
energy, the sum over the valence band of all electron-
distributing thermalization rates is always zero and the
change in overall energy is also zero, i.e.

∑
j P

therm
j = 0

and
∑

j EjP
therm
j = 0.

Figure 3 shows how the temperature (given as an en-
ergy kBT in units of eV) and the chemical potential
develop over time for a high fluence of 30 J/cm2. Al-
though reaching higher temperatures, these results are
in agreement with studies treating the nickel valence sys-
tem heated with optical lasers [40, 41].

C. Differentials

From these process terms, we can assemble the time-
differential of the various pools of electrons, photons, and
energy. Because the simulation conserves the number

2 First, the Levenberg-Marquardt root-finding algorithm is applied
with a maximum of 400 iterations. If the required residual is still
exceeded, the algorithm switches to least-squares optimization to
refine the root-finding result. This combination proved a good
compromise between computation speed and stability in regions
with small gradients in the loss function.

FIG. 3. Temperature and chemical potential over time
for a pulse at 857.5 eV with a pulse energy of 30 J/cm2. The
solid line represents the properties at the sample surface and
the thin lines represent the deeper layers that are exposed
to less X-ray fluence, as indicated by arrows and increasing
transparency.

of electrons in the sample, in the sum over all j, ev-
ery process term describing electronic transitions appears
equally often with positive and negative sign, represent-
ing a transition of electrons from one state to another.
For example, the term for Auger decay appears twice
with a negative sign in the valence electron differential,
and each once with a positive sign in the differential for
core- and free electrons.

1. Valence electrons

dρj
dt

= P res
i=j

−
∑

i

P non−res
i,j

− PAuger
j −

∑
j ρjP

Auger
j

RV

+ P therm
j

+
hj

HV
P scatt + Pred

(−ρj
RV

+
hj

HV

)

hj : Number of valence holes, hj = mj − ρj
HV : Total number of valence holes, HV =

∑
j hj

Pred: Electron re-distribution rate due to
scattering cascades from free electrons

The valence system interacts via all modeled processes,
therefore we comment on the equation above line by line.
The resonant absorption rate P res

j changes the valence
electron densities ρj at all incident photon energies Ei
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where i = j. Via non-resonant absorption, incident pho-
ton energies Ei can remove electrons from ρj . The third
line shows the primary and secondary Auger electrons.
Note that in the sum over all energies Ej , terms 3 and
4 each remove one electron from the valence band for
each Auger process occurring. The thermalization term
in line four drives electrons towards the thermal distribu-
tion based on the current internal energy and population
of the valence band, without changing the total valence
occupation, as discussed in section II B 5. The last line
describes the effect of electron scattering. The first term
represents electrons from the free electron pool that are
re-joining the valence system into a random unoccupied
state hj .

The second term describes the electron redistribution
inside the valence system in order to take up the energy
released by the re-joining electron. This redistribution is
calculated as a function of the rate of electronic scatter-
ing P scatt and represents the effect of electronic scatter-
ing cascades. In such a cascade, a number of electrons
is moved from occupied states ρj to unoccupied states
hj . The total rate of electrons redistributed in this time
step through scattering Pred is given by the ratio of the
energy that needs to be taken up by the valence system
to the energy that the valence system can additionally
accommodate.

Pred =
Sscatt − Sjoining

Uh − Ue

The denominator of Pred represents the energy that can
maximally be redistributed to the valence system as the
difference between the energy that could be contained in
the unoccupied states

Uh =

∑
j hjEj

HV

and the one already contained in the occupied states

Ue =

∑
j ρjEj

RV
.

The numerator is given by the difference between the
rates at which energy is released from the free electron
energy pool

Sscatt = P scattEfree

Rfree

and the rate at which energy is gained in the valence sys-
tem due to the formerly free electrons occupying random
unoccupied valence states:

Sjoining =
∑

j

hj

HV
P scattEj

Figure 4 shows an example for the development of the
valence system within a single voxel at the sample sur-
face, exposed to a pulse of 30 J/cm2 fluence, resonant to
states 7 eV above EF .

40 20 0 20 40
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(e
V
)
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0.0 0.2 0.4 0.6 0.8 1.0
Valence band occupation

FIG. 4. Density of states. Panel a) shows the total DoS
as used by the algorithm. Panel b) shows the relative pop-
ulation of the valence band over time at the sample surface
for a pulse of 857.5 eV with a pulse energy of 30 J/cm2. The
non-thermal saturation of the valence states (sometimes called
spectral bleaching or hole burning) is clearly visible at the
resonant energy 7 eV above EF and highlighted with a blue
ellipse. Apart from that, the shifting and broadening of the
thermalizing valence distribution is apparent, together with
the rising electronic temperature T and shifting chemical po-
tential µ. The valence thermalization time is evident here in
the visible lag of the thermalizing valence occupation behind
the chemical potential.

2. Core electrons

dRC

dt
= −

∑

i,j

P res
i,j +

∑

j

PAuger
j

The population of core electrons is reduced (or in-
creased, depending on the sign of P res

i,j ) by resonant tran-
sitions of all incident photon energies Ei to states at all
energies ρj (although this contribution is only non-zero at
i = j), and is increased by Auger decay from electrons of
all energies j in the valence system. Note that the spon-
taneous emission channel is neglected in our model as it is
designed for soft X-ray energies where Auger emission ac-
counts for most core-hole decays (here specifically, 99.1%
of the nickel L3 core-hole decays [37, 42]). In another
concession to the specific experiment simulated here, we
further neglect fast electrons leaving the sample, since the
electron mean free path is much shorter than the sample
thickness (about 1.3 nm [43] compared to a 20 nm thick
sample). While a loss process for free electrons would
be trivial to implement, the total number of electrons in
the system being strictly constant over time is a valuable
indicator for the self-consistency of the calculation.
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3. Free electrons

dRFree

dt
=
∑

i,j

P non−res
i,j +

∑

j

PAuger
j − P scatt

Unbound or free electrons are generated by non-
resonant absorption from all incident photon energies Ei

as well as Auger-decays from all energies in the valence
band. The population is reduced by the free electron
scattering rate P scatt.

4. Photon absorption and emission

dNi

dz
= −P res

i=j −
∑

j

P non−res
i,j

The number of photons is reduced or increased by res-
onant interaction and reduced by non-resonant absorp-
tion. Note that this is a purely spatial differential that
depicts the instantaneous transmission of a certain num-
ber of photons through the entire sample in each time-
step.

5. Energy of free electrons

dEFree

dt
=
∑

i,j

P non−res
i,j (EF + Ei − Ej)

+

(∑
j Ej(ρj − PAuger

j )
∑

j(ρj − PAuger
j )

+ EF

)∑

j

PAuger
j

− P scattEFree

RFree

EF : Energy of the Fermi level

Because photons can ”kick out” electrons from arbitrary
states in the valence system, it becomes necessary to
track the total kinetic energy of the free electrons, even
though the distribution of energy among these electrons
is not tracked. The rate of energy transfer to the free
electron bath is described as the sum of non-resonant
absorption and Auger decays, each multiplied by their
respective energies (first and second line, respectively).
The energy of the secondary Auger electrons is calcu-
lated as the average energy of all electrons other than
the primary Auger electrons, as those drop to the core
level. Finally, each electron that leaves RFree reduces the
energy of the bath by the average energy, which is EFree

RFree
.

Explicitly tracking this energy also enables us to
demonstrate the conservation of energy within the sim-
ulation; since there is no channel that allows energy to

leave the sample, the energy held in the electronic sub-
systems matches that of the absorbed photons at all
times. Figure 5 shows the internal energy of the elec-
tronic subsystems over time, integrated over an area of
1 nm2 and the full 20 nm thickness of the sample. The
comparison of the energy in various sub-systems demon-
strates how quickly the energy of the photon pulse is
transferred to valence excitations. Furthermore, observ-
ing the energy conservation has proven to be an invalu-
able tool to select sufficiently fine binning in time, space
and energy, as it is particularly sensitive to the accumu-
lation of numerical errors. For example, the calculation
for the homogeneous illumination with 30 J/cm2 shows
a cumulative error in energy of 0.35%. This is in con-
trast to the electron conservation, which is strictly kept
to machine precision level due to the symmetric way the
process terms are arranged to form the time differentials.

FIG. 5. Energy in the sample system over time for a
pulse at 857.5 eV, integrated over the full 20 nm thickness of
the sample and a 1 nm2 area illuminated with a fluence of
30 J/cm2. The absorbed energy is calculated from the dif-
ference between incident and transmitted photons, while the
total energy is a sum of the energy held in the electronic sub-
systems of core-holes, free electrons, and valence excitation.
Due to the fast process rates in comparison to the pulse du-
ration, the energy held in core excitations and free electrons
remains small, which is why a 10 times scaled curve is also
shown.

D. Parameters

There are four categories of parameters: First, resolu-
tion parameters for the number of steps in time, space,
and energy are chosen as a compromise between cal-
culation time and numerical error; second, experimen-
tal parameters such as the pulse duration, peak fluence,
and bandwidth of the interacting photons reflect exper-
imental conditions; third, ground-state properties such
as the atomic density and number of states and elec-
trons, as well as Auger-decay limited core-hole lifetime
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are drawn from published literature, while the resonant
and non-resonant absorption lengths are derived from
the ground-state spectrum as described below. Fourth,
the model-inherent phenomenological parameters are the
valence thermalization time τth and electron scattering
time τscatt, which are varied to achieve the best match
to the experimental results. A list of the relevant param-
eters and the chosen values for the present calculations,
selected to match the experiment presented in [32], is
shown in the appendix Table I.

The parameterization of several ground-state proper-
ties deserves further comment. Firstly, the DoS (moti-
vated at the start of this section) was subdivided into
bins mj of varying size, favoring a fine resolution for the
bound states. The size of the energy bin that is reso-
nantly coupled to the core level by the incident photons
is chosen such that it represents the interaction band-
width of the photons. The interaction bandwidth is cal-
culated as the convolution of the bandwidth of incident
photons (i.e. the resolution of the experiment) and the
natural line width of the core excitation. We further ac-
count for the final state broadening of excitations into less
tightly bound states by enlarging the interaction band-
width by 0.1 eV per eV above the Fermi level. Further-
more, the resonant and non-resonant absorption lengths
are derived from the ground-state spectrum. We treat
the non-resonant absorption length as constant, i.e. inde-
pendent of photon energy, and derive it from the pre-edge
absorption level. The transition matrix element of a core-
valence transition exhibits a resonant enhancement close
to the absorption edge, which translates into an energy
dependence of the resonant absorption length. Above the
Fermi level, where the DoS is unoccupied in the ground
state, the resonant absorption length is encoded in the
ground-state absorption spectrum. As the transition ma-
trix element from the core level to states below the Fermi
level is experimentally not straightforward to access, we
use the approximation that the energy-dependence of
the transition matrix element is symmetric around the
Fermi energy. To derive the resonant absorption length,
the non-resonant absorption level is subtracted from the
spectrum and line broadening is accounted for by de-
convolution with a pseudo-Voigt-profile of 50% Gaussian
and Lorentzian share and a width of 640meV Full-Width
Half-Maximum (FWHM), representing 420meV broad-
ening from the experimental resolution and 480meV from
the core-hole lifetime [42]. The deconvolved resonant ab-
sorption spectrum above the Fermi level is then mirrored
around the Fermi energy and the discontinuity within
320meV around it is reconstructed with cubic interpo-
lation. This results in the mirrored resonant absorption
spectrum shown in Figure 6, which is used as the resonant
absorption length parameter λres

i . Note that the results
of simulated spectra were finally re-convolved with the
same pseudo-Voigt-profile to simulate the same experi-
ment.

FIG. 6. Derivation of absorption lengths as input
parameters, reconstructed from a measured ground-state
spectrum (blue line). The non-resonant absorption level (blue
dots) was determined from the pre-edge region. The measured
resonant absorption length was deconvolved with the exper-
imental resolution (orange dashes) and mirrored around the
rising edge to retrieve a symmetric resonant absorption length
around the resonance (green dot-dashed line). See main text
for details.

III. DISCUSSION

A. Parameter Study

In Figure 7 we show the measured non-linear X-ray
absorption spectra labeled (I) presented and discussed in
[32] together with sets of simulated spectra computed for
different sets of parameters.

The first set of simulated spectra (also presented in
[32]) represents the best match with the experimental
conditions and the parameters shown in table I and is
labeled (II), while the consecutive sets, labeled (III) to
(VI), demonstrate how the results change when individ-
ual parameters are modified. We present this set of sim-
ulations to showcase how our model may be used to un-
derstand the relation between the non-linear changes and
various parameters. To fit the experimental results, how-
ever, only the parameters τth and τscatt are treated as
unknowns, while all other parameters are known experi-
mental or ground-state parameters.

In the best matching simulation (II), the experimental
observations of a red-shifted rising edge, increased pre-
edge absorption, as well as reduced absorption at and be-
yond the absorption peak, are reproduced. However, the
saturation effect at the resonance is over-estimated and
the lack of measured saturation around 852 eV cannot
be explained by our model. See [32] for a more detailed
discussion of these deviations.
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FIG. 7. Fluence-dependent Ni L3-edge spectra, simu-
lated with different parameters and compared to the
measurements presented in [32] For the spectra (III) to
(VI), one parameter was varied with respect to the best batch
(II). Each set of spectra is offset by another 250 mOD as indi-
cated by the horizontal lines. The error bars of the experimen-
tal data represent the 95% confidence intervals for each bin
of 102 meV width; the solid lines represent smoothed spectra
using a Savitzky-Golay filter using windows of 21 bins and
4th-order polynomials. The average fluence of events con-
tributing to each spectrum is given in the legend. Dashed
simulated spectra do not have a corresponding measurement.

The next simulation (III) was performed without non-
resonant absorption. While this eliminates the pre-edge
absorption rise, some shift of the absorption onset is
still predicted within the original peak, while the spectra
above the resonance onset behave similarly to the best-
matching simulation.

With simulations (IV) and (V), we demonstrate the ef-
fect of prolonging the thermalization time or shortening

the pulse duration by a factor of ten, respectively. Both
have the similar effect of strongly reducing the peak shift
and a moderate decrease of saturation beyond the reso-
nance.
Finally, we show non-linear spectra (VI) where the free

electron scattering process was eliminated (τscatt = ∞).
This prevents the majority of the excitation energy from
entering the valence system and thus drastically reduces
valence heating. This causes the pre-edge absorption
rise and rising edge shift to vanish nearly entirely, and
absorption-decrease due to saturation at and above the
resonance is also strongly reduced. These differences un-
derscore the importance of electronic scattering cascades
to these phenomena.
While an extensive study of the correlations between

the various model parameters and the observed effects
is beyond the scope of this work, this brief parameter
study allows an interpretation of how red-shift and pre-
edge absorption rise occur: Let us consider a case where
the incident photon energy is slightly below the absorp-
tion edge. Initially, only non-resonant absorption trans-
fers energy to the sample, specifically by creating free
electrons in form of photo-electrons. This energy is then
transferred to the valence band due to electronic scatter-
ing cascades, where it causes many small, non-thermal
excitations. These are homogeneously distributed over
all valence energies and thus only lead to a small increase
in pre-edge absorption (see the simulation with slow ther-
malization). However, this distribution of excitations de-
velops towards the shape of a Fermi distribution over
time, specifically with the thermalization time constant.
If the pulses are long in comparison to the thermaliza-
tion time, a significant number of states below the Fermi
level becomes available for core-valence transitions dur-
ing the pulse duration. This causes the observed increase
in pre-edge absorption. Once the first empty valence
states become available at the current photon energy, res-
onant absorption begins to occur in addition to the non-
resonant absorption. The additional resonant absorption
leads to more free electrons from Auger-decay, which in
the same way as the photo-electrons further contribute
to secondary electron scattering and thermalization. Be-
cause thermalization mostly creates free states just be-
low the Fermi level, this process of self-enhancing rise of
overall absorption manifests in a fluence-dependent shift
of the rising edge to lower energies.

B. Limitations and Potential

As demonstrated in the parameter study above, this
kind of analysis can provide a straightforward interpre-
tation of how non-linear changes to the absorption spec-
trum emerge, and what each change says about the de-
velopment of the electronic populations.
While the model already demonstrates good agreement

with experimental results [32], below we discuss the lim-
itations of our approach and possibilities for expanding
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or refining it.
In the model as described here, the DoS is not only as-

sumed constant but also does not differentiate between
spin-up and spin-down states, although we are treating a
magnetic material. Splitting up the DoS in spin-up and
spin-down states would allow for the inclusion of angu-
lar momentum conservation and transfer in the various
scattering rates.

For thin samples where the electron mean free path
becomes similar to the layer thickness, a loss process for
free electrons should be introduced to account for elec-
trons leaving the sample.

Fluorescent decay should be accounted for when mov-
ing to harder X-rays [37]. While introducing the decay
channel itself would be simple, accurately accounting for
reabsorption may be less straightforward, since the model
only propagates light in one direction.

Furthermore, the thermalization time τth is used in
this work as a global fitting parameter, although electron
thermalization times have been suggested to depend on
electronic temperature [44]. Since the electronic temper-
ature and target distribution are calculated every time-
step, an arbitrary dependence could be easily introduced,
albeit with the necessity of additional fitting parameters.

The DoS is dominated by the crystal lattice, which
is typically stable on the sub-100 fs timescale. How-
ever, recent Time-Dependent Density Functional The-
ory (TDDFT) calculations show that electronic processes
(i.e. sub 100 fs) can also lead to modifications of the
DoS via spin-orbit coupling modeled by introducing an
onsite Hubbard correlation U to the mean-field Hamil-
tonian [45]. Since the rate model approach is generally
not suited to calculate the DoS, incorporating modifi-
cations to the DoS would require a close interplay of
the rate model with (TD)DFT calculations, leading to
an ultimately much more complex approach reminiscent
of models developed for the study of radiation-induced
damage mechanisms [46, 47].

Furthermore, we derive the interaction bandwidth (the
valence energy range to which core states can be res-
onantly coupled by incident photons) as a convolution
of instrumental resolution and the lifetime of the core
excitation, i.e. the Auger lifetime. The final state life-
time broadening of excitations into continuum states is
described as a continuous broadening of 0.1 eV per eV
above the Fermi energy [48]. It is however reasonable to
expect that the final state lifetime is further shortened at
higher fluences, due to increased rates of both electronic
scattering and stimulated emission; the latter would be
particularly relevant at the resonance peak. Such further
broadening would cause more valence states to be avail-
able for resonant interaction and reduce the observed sat-
uration effect while increasing the number of core-holes
that may be created by high fluences3. Accounting for

3 When considering only resonant absorption, the core level, and

a fluence-dependent broadening of the interaction band-
width in a refined rate model might help to remedy the
overestimation of the saturation effect at the absorption
peak in the presented calculations.
Another candidate for further refinement is an energy

dependence of the electronic scattering rates. The pre-
sented model uses fixed rates for thermalization and scat-
tering cascades, which both act on all valence states indis-
criminately. This description would be especially inade-
quate when applied without modifications to a bandgap
material. An advanced model could describe both the
thermalization rate of the valence band and the energy
of excitations from scattering cascades in an energy-
resolved manner4.
While such refinements may seem attractive, a core

strength of the rate model approach is its relative sim-
plicity and computational tractability, as well as the
use of known ground-state parameters, which supports a
straightforward physical interpretation. It is ultimately a
mostly classical, phenomenological model which offers a
complementary approach to ab-initio calculations. Every
added complexity should therefore be weighed against
its relevance, as a simpler model facilitates a meaningful
interpretation and avoids introducing ambiguity in the
results due to correlations between redundant input pa-
rameters.
Since the model operates on widely applicable princi-

ples, we expect that it may be applied to a wide range of
materials with some predictive power, while the limita-
tions described above apply. The results will especially
deviate from observations wherever multi-particle effects,
such as electron correlations or quasiparticles become rel-
evant.
As presented, the model enables an understanding of

the electronic population history under strong X-ray flu-
ences and characterization of the resulting non-linear ab-
sorption near a core resonance. Non-linear absorption
studies like the one analyzed here [32] allow one to char-
acterize the excitation dynamics of the electronic system
under study. Furthermore, consideration of these dynam-
ics is, due to the extreme fluences required, particularly
relevant for methods in the emerging field of non-linear
X-ray spectroscopy [4–21].

IV. CONCLUSION

In this work, we propose a model of differential rate
equations describing the various excitation and decay

resonant valence states constitute a classic two-level system. In
the extreme fluence limit, the relative populations of such a sys-
tem are given by the state degeneracy ratio, i.e. the ratio between
the number of involved core and valence states.

4 It might be non-trivial to normalize this energy dependence such
that the electronic scattering processes do not violate the con-
servation of energy.
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processes that connect core- and valence electronic states
to quantitatively describe the non-linear changes to X-ray
absorption around a core resonance that occur when em-
ploying increasingly high FEL pulse energies. We present
the framework of the model in detail, applying it to the
case of recently measured non-linear absorption spectra
of nickel films at the L3 edge, recorded with monochro-
matic X-rays [32].

We demonstrate how the rate model reaches good
agreement with the experimental results while disentan-
gling the contributions of the relevant physical processes:
resonant and non-resonant absorption, Auger decay, elec-
tron thermalization, and electronic scattering cascades.
Our rate model contains numerous simplifications in or-
der to approximate the result of complex interactions
between many particles in terms of average transition
rates. Nevertheless, the resulting description enables a
quantitative understanding of the evolution of the sys-
tem and the processes responsible for spectral changes.
In the presented calculations, the most relevant effect is
valence system heating due to secondary electron cas-
cades from free electrons. Our results allow quantifying
the absorbance changes caused by fundamental electron
population dynamics, which are crucial to disentangle
from collective quantum effects studied with currently
evolving non-linear X-ray spectroscopy techniques.
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Appendix A: Run-Time and Code Availability

Using adequate multiprocessing on a single node of a
computing cluster allows computation of non-linear spec-
tra such as presented here within many minutes to sev-
eral hours, depending on the required number of steps in

space, time, and energy. The simulation code is publicly
available [49].

Appendix B: Parameter table

Symbol Code Description Unit Value
Nz Nsteps z Steps in sample depth - 50
NEj N j Steps in energies considered in valence system - 90
NEi N points E Number of photon energies / points in the spectrum - 69

-
N local fluences

to calculate
Number of fixed fluences that are directly simulated - 30

- N pulse energies Number of final pulse energies with a Gaussian spot profile - 20
- Nsteps r Number of steps in the radial integration of the Gaussian spot - 100
dtmin timestep min Minimum allowed time-step fs 0.15
- Energy axis max Maximum energy in the valence system eV 800
- Energy axis fine until Finer sampling for energies lower than this eV 30
- Energy axis min Valence band origin eV -10
- DoS band origin Energy minimum from where to use the loaded DOS eV -10
- DoS band dd end Energy maximum from where to use the loaded DOS eV 30
σtj tdur sig Rms pulse duration of photons fs 13
Ei E i Photon energy of incident photons eV 848-856
I0 I 0 Number of photons irradiated photons nm−2 0 − 1.4e4
NEi N photens Number of different photon energies irradiated - 1
T0 temperature Initial sample temperature K 300
σBW interaction bandwidth Bandwidth of resonant interaction at Ej eV 0.638
τscatt tau scattering Scattering time of free electrons fs 1.5
τth tau th Thermalization time of non-thermal valence states fs 6
- DoS shapefile Filename of the total DOS from DFT-calculation - from [33]
Z Z Total sample thickness nm 20
ρ atomic density Atomic density atoms nm−3 91.4
R0

V valence GS occupation Valence electrons per atom in the ground state states atom−1 10
MC core states Core electrons/states per atom in the L3 core level states atom−1 4
Ef E f Fermi level; used as zero for energy axes of Ej and Ei eV 850.5
τC tau core hole core-hole lifetime, from [42] fs 1.4
λnon−res lambd nonres Absorption length due to non-resonant absorption nm 248
λres
Ej lambd res Ej Absorption length due to resonant absorption nm 20-83

TABLE I: Parameters for the presented simulation results. The first
block lists parameters that define the resolution of the simulation, the
second block shows experimental conditions, the third phenomenologi-
cal fitting parameters and the last block contains physical ground-state
properties of the sample.

[1] R. W. Boyd, Nonlinear optics, 3rd ed. (Academic press,
2008).
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jkova, P. Heimann, L. Juha, M. Jurek, F. Y. Khat-
tak, A. R. Khorsand, D. Klinger, M. Kozlova, T. Laar-
mann, H. J. Lee, R. W. Lee, K.-H. Meiwes-Broer,
P. Mercere, W. J. Murphy, A. Przystawik, R. Redmer,
H. Reinholz, D. Riley, G. Röpke, F. Rosmej, K. Saksl,
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J. Stöhr, Stimulated resonant inelastic x-ray scattering
in a solid, Communications Physics 5, 1 (2022).

[31] K. Hatada and A. Di Cicco, Modeling saturable absorp-
tion for ultra short x-ray pulses, Journal of Electron Spec-
troscopy and Related Phenomena 196, 177 (2014).

[32] R. Y. Engel and et al, High-fluence changes to resonant
nonlinear x-ray absorption spectra are dominated by elec-
tron dynamics, Jointly submitted to Phys. Rev. Lett.
(2022).

[33] K. Persson, Materials data on Ni (sg:225) by materials
project (2016).

[34] A. Jain, S. P. Ong, G. Hautier, W. Chen, W. D. Richards,
S. Dacek, S. Cholia, D. Gunter, D. Skinner, G. Ceder,
and K. a. Persson, The Materials Project: A materials
genome approach to accelerating materials innovation,
APL Materials 1, 011002 (2013).

[35] G. O. Williams and M. Fajardo, Collisional ioniza-
tion and recombination in degenerate plasmas beyond
the free-electron-gas approximation, Phys. Rev. E 102,
063204 (2020).

[36] J. Chen, D. Tzou, and J. Beraun, A semiclassical two-
temperature model for ultrafast laser heating, Interna-
tional Journal of Heat and Mass Transfer 49, 307 (2006).

[37] M. O. Krause, Atomic radiative and radiationless yields
for k and l shells, Journal of Physical and Chemical Ref-
erence Data 8, 307 (1979).

[38] P. Virtanen, R. Gommers, T. E. Oliphant, M. Haber-
land, T. Reddy, D. Cournapeau, E. Burovski, P. Pe-
terson, W. Weckesser, J. Bright, S. J. van der Walt,
M. Brett, J. Wilson, K. J. Millman, N. Mayorov, A. R. J.
Nelson, E. Jones, R. Kern, E. Larson, C. J. Carey, İ. Po-
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Chapter 5

Stimulated Resonant Inelastic
X-ray Scattering

Experimentally, the following work is very similar to the measurements performed at
SCS presented above, as it is also based on a non-linear absorption measurement at the
L3-edge of a 3d-metal1. The most relevant distinction between the two experiments is the
incident photon bandwith: While the study above used monochromatic radiation, the
experiment described in the following uses the full SASE-bandwidth and a broadband
normalization scheme similar to that presented in chapter 3.3.2.2.

This difference is much more impactful in non-linear measurements than in linear XANES:
In linear XANES one would measure the exact same spectrum, regardless if it was mea-
sured with a parallel acquisition as in the FL24&MUSIX-setup [2] or using a monochro-
mator as in the PG2 or SCS setups [1, 8]. In non-linear XANES, the wider bandwidth
of the pulse not only makes a higher overall fluence available, but the electrons excited
through resonant absorption are also distributed over a broader range of the valence
density of states. The greater number of resonant valence states also changes the state
degeneracy ratio between core- and valence-states (compare chapter 2.3.1), which pro-
portionally increases the number of core holes in the transparent limit of full saturation.
The term saturation evokes the mental image that absorption events cannot occur be-
cause the upper states are equally occupied as lower states. However, the more accurate
description (which yields the same predictions for a macroscopic sample) is that a num-
ber of absorption events is balanced out by an equal number of stimulated emission
events at the same energy (compare Eq. 2.22). Compared to the linear absorption spec-
trum, we refer to the non-linear excess in transmission due to elastic stimulated emission
as stimulated REXS.

A broad incident spectrum additionally enables the analog inelastic process (SRIXS) to
occur, where a core electron is excited into one valence state and an electron from a
different valence state is stimulated to repopulate the core hole.2

1The sample was a multilayer structure of cobalt (the sample) and palladium (as a buffer material)
in 25 layer pairs of 1 nm and 0.7 nm, respectively.

2Higley et al. only label the inelastic scattering with energy loss as stimulated RIXS. In my opinion,
there is no reason to assume that the corresponding process with energy gain does not occur, albeit as
a minority channel and difficult to disentangle from the observed stimulated REXS signal.
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In the following study, the stimulated gain in transmission due to the RIXS and REXS
processes is disentangled. In addition, as in our study on nickel, redistribution of hot
electrons caused by scattering cascades from Auger- and photo-electrons was identified
as a major non-linear feature.

The results were interpreted using two models: On the one hand, a three-level Maxwell-
Bloch model is used to estimate the overall stimulated inelastic scattering efficiency. This
model is conceptually similar to earlier three-level rate models [75] in that it describes
propagation through a sample that is described as a one-dimensional ”slab” of atoms that
are in turn characterized by a ground, core-excited, and valence-excited state. In contrast
to the rate models, which work strictly in the incoherent limit and are solved through
iterative integration of the differential equations, the Maxwell-Bloch model operates in a
semi-classical picture of time-dependent material polarization in connection with a time-
evolution matrix describing the temporal evolution of the sample (see [200] for details).
On the other hand, the Kramers-Heisenberg-Dirac description of the stimulated elastic
and inelastic scattering cross-section is formulated, as I have introduced it in chapter
2.5.4 to quantify the observed signal in dependence of the coherent fraction of the SASE
pulses.

The study found that the achieved SRIXS signal was six orders of magnitude larger
than the (conventional) spontaneous RIXS signal. The largest part of this enhance-
ment, about four to five orders of magnitude, is due to the angular enhancement, i.e.
the fact that the SRIXS signal is focused forward as opposed to the isotropically emitted
spontaneous RIXS signal. Despite this promising result, the effect of electron redistri-
bution, which was also modeled in the previous chapter, is found to be deleterious to
the measurement of SRIXS, as the features of both effects overlap in the spectra and
must be disentangled in the analysis.

The following publication is reproduced from [6], in accordance with the Creative Com-
mons Attribution 4.0 International license under which the article is published.

I include this study due to its high relevance in the context of this thesis, although my
own contribution was limited to performing a pulse-duration analysis of the spectra,
using algorithms presented in my earlier work [130, 131].
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When materials are exposed to X-ray pulses with sufficiently high intensity, various nonlinear

effects can occur. The most fundamental one consists of stimulated electronic decays after

resonant absorption of X-rays. Such stimulated decays enhance the number of emitted

photons and the emission direction is confined to that of the stimulating incident photons

which clone themselves in the process. Here we report the observation of stimulated reso-

nant elastic (REXS) and inelastic (RIXS) X-ray scattering near the cobalt L3 edge in solid Co/

Pd multilayer samples. We observe an enhancement of order 106 of the stimulated over the

conventional spontaneous RIXS signal into the small acceptance angle of the RIXS spectro-

meter. We also find that in solids both stimulated REXS and RIXS spectra contain con-

tributions from inelastic electron scattering processes, even for ultrashort 5 fs pulses.

Our results reveal the potential and caveats of the development of stimulated RIXS in

condensed matter.
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E lastic and inelastic X-ray scattering have long provided
detailed information on the static atomic arrangement in
solids and the associated fundamental electronic, magnetic

and lattice excitations. In recent years, conventional X-ray
Thomson scattering has been increasingly supplemented by
resonant elastic (REXS) and inelastic (RIXS) X-ray scattering
which offer enhanced cross sections as well as atomic and
bonding specificity. RIXS has been used to study the low-energy
excitations in atoms and molecules1, in chemisorption systems2

and the momentum-dependent charge and spin excitations in
solids3,4. REXS has been mostly utilized for diffractive imaging of
the nanoscale charge5 and spin6 distributions in solids.

REXS and RIXS processes involve excitations of atomic core
electrons into unfilled localized electronic valence states. The reso-
nant x-ray absorption (XAS) step is followed by so-called sponta-
neous electronic decays resulting in the creation of photons or
Auger electrons. The radiative (photon) and non-radiative (Auger)
spontaneous decay probabilities are linked through the fluorescence
yield which to a good approximation is an atomic core shell specific
tabulated quantity7. Resonant X-ray scattering in the form of REXS
and RIXS consists of two consecutive and linked absorption and
emission processes. In the widely used Kramers-Heisenberg-Dirac
(KHD) perturbation description of X-ray/matter interactions,
absorption and emission, alone, are first order processes, while the
link of the two processes in REXS and RIXS requires a second order
perturbation treatment1,4. All first and spontaneous second order
processes scale linearly with the incident intensity.

Of all X-ray processes, resonant absorption has the largest
cross section. The spontaneous emission probability of a photon
in the decay step is typically considerably smaller than that of an
Auger electron in the soft X-ray range. This together with the
random spontaneous emission direction of the photons causes a
great reduction in the number of photons detected within the
small solid angle of a spectrometer. For example, in L-edge RIXS
measurements of the important 3d transition metal atoms, the
photon emission probability given by the fluorescence yield, is of
order Yf= 10−3–10−2 of the Auger decay probability7 and the
solid angle of acceptance of state-of-the-art RIXS spectrometers is
of order 10−5 of 4π steradians8. Thus the measured spontaneous
RIXS signal is typically of order of a single photon for about 107

photons absorbed by a sample9.
The development of RIXS, which has the advantage over

optical techniques of atomic specificity, has greatly benefitted
from the increased brightness of modern synchrotron radiation
sources which offer an incident photon flux within a bandwidth
of 100 meV of order 1013 photons. Remarkably, however, even at
such intensities, the photon degeneracy parameter, defined as the
number of photons npk in the same polarization mode p and
wavevector (direction) mode k, is still less than 110. This means
that when an absorption event is triggered by an incident photon,
there is no second photon available to influence, i.e. stimulate, the
decay. This dilemma has only been overcome by the advent of
X-ray Free Electron Lasers (XFELs) where individual pulses may
contain coherent spikes (modes) of large degeneracy
parameters10,11.

The benefit of X-ray stimulation may be seen by writing the
RIXS emission cross section per atom, σRIXS, in KHD perturba-
tion theory in a simplified “two-step” or “direct” RIXS form1,4

(see Methods) as,

dσRIXS
dΩ

¼ 1
4π

ΓX
ΓX þ ΓA|fflfflfflffl{zfflfflfflffl}

Yf

1þ npk
� �

σXAS ð1Þ

Here dΩ is the solid acceptance angle of the spectrometer, ΓX/ℏ
the dipolar X-ray emission rate, ΓA/ℏ the Auger electron emission

rate, Yf the fluorescence yield per atom7, and σXAS the spontaneous
resonant absorption cross section per atom. The well-known factor
1+ npk, introduced by Dirac12, distinguishes the spontaneous decay
probability induced by 1 virtual photon in the zero-point quantum
vacuum and the stimulated decay probability driven by npk real
photons in the polarization mode p and wavevector mode k con-
tained in the mode volume Vpk= λ3ℏω/Δpk, where Δpk is the
incident energy bandwidth. In the time-independent KHD theory,
the stimulation rate depends on the incident bandwidth Δpk.

In the stimulation process, incident photons in a mode pk drive
atomic decays and the emitted photons preserve the energy,
polarization and direction of the driving photons, first pointed
out by Einstein in 191713 in the derivation of Planck’s formula for
the black body spectrum. Stimulation has two beneficial effects. If
k is aligned with the acceptance cone dΩ of the spectrometer, the
spontaneous RIXS cross section is directionally enhanced by
4π/dΩ ≃ 105. In addition, the small spontaneous fluorescent yield
Yf ≤ 10−2 is increased by the driving action of the stimulating
photons.

The KHD perturbation formula (1) ignores changes in occu-
pation of the electronic states during absorption and emission
and its linear scaling with photon number breaks down for large
npk14,15. Proper treatment by use of the time-dependent optical
Bloch equations or the related Maxwell-Bloch theory16, shows
that at large values of npk > 103 the stimulated fluorescence yield
saturates at Yf npk→ 1/2. The stimulated RIXS cross section
therefore saturates at about half of the spontaneous absorption
cross section, σRIXS→ σXAS/2. The maximum enhancement of
stimulated over spontaneous RIXS consist of a dominant solid
angle contribution of 4π/dΩ≃ 105 and a smaller “photon num-
ber” increase given by 1/(2Yf) which in practice is of order
50–500.

Pioneering studies with XFELs have utilized the large photon
degeneracy parameter to create a large number of core holes, and
the spontaneously emitted photons may then amplify by stimu-
lation as they propagate in the sample, a process called amplified
spontaneous emission (ASE)17–21. The direct or “impulsive” sti-
mulation of the elastic REXS channel by a strong incident beam
has also been observed in a thin film sample22,23. A stimulated
inelastic RIXS signal has so far been detected only for atomic gas
samples24 while similar studies for molecules remained
inconclusive25. In related studies molecular products resulting
from stimulated RIXS have been observed instead of the scattered
X-rays themselves26,27.

In condensed matter, stimulated RIXS processes have not yet
been demonstrated. This is mainly due to the increased com-
plexity of electronic processes in solids, in particular the effect of
inelastic cascading of photoelectrons and Auger electrons18,28,29.
By use of XFEL-generated X-ray pulses centered around a strong
XAS resonance of a solid sample, we here specifically address the
interplay between pure photon driven, i.e. stimulated, valence to
core transitions and intra-valence electron reshuffling effects due
to inelastic scattering of photoelectrons and Auger electrons. This
is accomplished by use of a transmission geometry through a thin
film Co/Pd multilayer sample where the transmitted spectrum
near the Co L3 XAS resonance is measured as a function of the
incident intensity and energy distributions of 5 fs and 25 fs Full-
Width-at-Half-Maximum (FWHM) pulses. A split pulse scheme
is used for accurate pulse structure normalization. We observe the
interplay between three different non-linear effects. The expected
stimulated photon scattering enhancements in REXS and RIXS
are accompanied by spectral changes due to inelastic scattering of
the primary photo- and Auger-electrons. The latter effect leads to
an electron redistribution near the Fermi energy that modifies
the pure photon based stimulated REXS and RIXS spectra. The
relative size of the three effects is quantified by use of a simple

ARTICLE COMMUNICATIONS PHYSICS | https://doi.org/10.1038/s42005-022-00857-8

2 COMMUNICATIONS PHYSICS |            (2022) 5:83 | https://doi.org/10.1038/s42005-022-00857-8 | www.nature.com/commsphys



rigid density of states model for the studied Co/Pd sample which
is in agreement with experiment. At our highest incident inten-
sities of ≃300mJ per cm2 per fs, the spontaneous RIXS signal is
found to be enhanced by a factor of ≃106 for both 5 fs and 25 fs
(FWHM) pulse lengths, close to the theoretical limit. Both sti-
mulated gains are accompanied, however, by inelastic electron
scattering which distorts the stimulated REXS and RIXS spectra
due to changes in the valence band occupation near the Fermi
energy. Their onset has previously been observed at lower
intensities by detailed fluence-dependent XAS studies29. These
secondary electron scattering effects are observed even for X-ray
pulse lengths of 5 fs, indicating that their timescale is comparable
to the “atomic clock” timescale set by the lifetime of the Co 2p
core hole (1.5 fs).

Results and discussion
Experimental details. In order to reduce complexity, we study
RIXS in a transmission geometry through a thin Co/Pd multilayer
film, and detect the transmitted intensity in the forward scattering

direction (momentum transfer q≃ 0) with an energy resolving
grating spectrometer, as illustrated in Fig. 1a.

We used 5 fs and 25 fs (FWHM) linearly polarized X-ray pulses
(see methods) produced through self-amplified spontaneous
emission (SASE) at the Linac Coherent Light Source (LCLS)11.
The pulses were directed to the Atomic Molecular and Optical
station30 where they were split into two similar intensity pulses by
a mirror with a sharp edge31. Both split pulses came to a focus
near a Si chip containing 100 nm thick silicon nitride membrane
windows. Half of the membranes had Co/Pd magnetic multilayers
deposited on top of the SiN.

The multilayers were sputter deposited32 and had the metal
layer sequence Ta(1.5)/Pd(3)/[Co(1)Pd(0.7)]x25/Pd(2), where
the thicknesses in parentheses are in nm. One of the X-ray
pulses passed through a membrane with the multilayer on top,
while the other passed through a bare SiN membrane, acting as
a reference as shown in Fig. 1a. The relative transmitted
intensity through the sample had an energy-independent
constant background, mostly due to Pd, which reduced the
sample transmission to 55% of that through the bare SiN
reference samples. The X-rays emerging from the membranes
in the forward direction were detected at separate positions of a
spectrometer with ≈1000 resolving power (see Methods). As
shown in Fig. 1b, the photon energy content of the two X-ray
beams was very similar, which enabled accurate normalization
of our nonlinear X-ray transmission spectra, overcoming
difficulties of earlier studies25.

The individual pulses contained coherent spikes as shown in
Fig. 1b and their central X-ray photon energy was nominally set
to 778 eV corresponding to the Co L3 resonance energy. As
shown in the figure, the central pulse energy and spike structure
varied pulse-to-pulse. The X-ray fluence onto the Co/Pd multi-
layers ranged from 0.1 through 9500 mJ per cm2 (see Methods).
When the X-ray fluence exceeded about 50 mJ per cm2, the
sample was damaged after the pulse through aftereffects of atomic
diffusion or even explosion. Samples were therefore replaced
every few X-ray shots and only the transmission spectrum of the
first shot on each sample was analyzed. At low fluence (<10 mJ
per cm2), spectra were recorded at the full 120 Hz repetition rate
of LCLS for about five minutes and the samples were then
replaced.

As shown in Fig. 1b, the incident pulses always contained
photons at the resonant Co L3 absorption energy of E0≃ 778 eV
to produce Co 2p3/2 core holes. At low incident fluence, the
transmitted spectrum is completely dominated by the dominant
XAS intensity loss near E0, corresponding to the well-known
strong XAS resonance29. Since in XAS, electrons are excited from
Co 2p3/2 core electrons to empty 3d valence states above the
Fermi level EF, this energy corresponds to the inflection point
onset of the XAS resonance and serves as a natural demarcation
line of the RIXS intensity below EF and the XAS and REXS
intensities above EF.

The conventional spontaneous RIXS intensity from the
sample is emitted into a 4π solid angle and is weak due to the
Co fluorescence yield of only Yf= 8 × 10−3 7. At low incident
fluence, RIXS emission at energies below E0 into the forward
direction of our spectrometer is therefore completely negligible
relative to the large XAS response. At high incident fluence,
absorption above E0 will decrease due to stimulated REXS in the
forward direction15,23, resulting in transmission increase at the
resonant XAS energy. If the strong incident pulse also contains
photons at energies below E0, the small spontaneous RIXS
emission probability of Yf= 8 × 10−3 into 4π will be replaced by
stimulated RIXS emission into the forward direction dΩ/(4π)
(see Eq. 1), i.e. directly into the spectrometer. Then the
stimulated RIXS increase into the spectrometer acceptance cone
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Fig. 1 Experimental setup. a Simplified schematic of the experimental
setup, which was also used in Chen et al.23. Linearly polarized Self-
Amplified Spontaneous Emission (SASE) X-ray pulses are produced by an
X-ray free electron laser. The X-ray pulses are split into two components
with an X-ray beam splitter. One of the resultant X-ray beams passes
through a blank SiN membrane while the other passes through a membrane
with a Co/Pd magnetic multilayer. The beams emerging from the
membranes in the forward direction are measured with a grating-based
spectrometer which uses a Charge-Coupled Device (CCD) for photon
detection. b Examples of single-shot spectra for a 25 fs pulse, recorded
when the membranes and Co/Pd multilayers were removed from the X-ray
paths. The spectra recorded from each beam align very well, demonstrating
our ability to normalize the Co/Pd multilayer spectra by the bare
membrane reference spectra.
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may be of order 106–107 so that it may become directly visible
below E0 on the same intensity scale as the reduced XAS
intensity above E0. This is the key to observing non-linear
effects across the entire spectral energy range, containing both
the XAS (REXS) and RIXS signatures in our experimental
arrangement.

Experimental results. Figure 2 summarizes our experimental
results. Of interest is the change in transmission through Co/Pd
as a function of different incident pulse lengths, fluences and
photon energy distributions. In practice, the incident intensity
distributions have to overlap with the Co XAS resonance since
any resonant non-linear response originates from the created Co
2p3/2 core holes.

Figure 2 (a) shows low fluence spontaneous RIXS (gray curve)
and XAS (black) spectra recorded with synchrotron radiation.
The RIXS spectrum is that of Co metal, taken from Nilsson
et al.33 and black curve is the polarization averaged XAS spectrum
of our Co/Pd sample. It was recorded in the conventional
synchrotron transmission geometry with the monochromator
spectral resolution matched to our spectrometer in Fig. 1a. Any
background below the Co absorption edge corresponding to 55%
non-resonant absorption has been subtracted. We will refer to the
shown spectra, scaled to the same unit peak value, as the
spontaneous Co L3 XAS and RIXS spectra. Also shown as a red

curve is the corresponding spontaneous resonant transmission
spectrum given by

Itransð_ωÞ ¼ I0e
�σXASρad ð2Þ

where ρa= 91 atoms per nm3 is the atomic number density of Co
and d= 25 nm the total Co thickness. In our case, the
transmission at the Co L3 resonance is 32%.

Figure 2b illustrates the extraction of the transmission
difference spectra to obtain the nonlinear relative to the
spontaneous response. The dashed gray line is the reference
transmission spectrum of a 25 fs pulse of 9490 mJ per cm2

fluence, which after beam splitting was transmitted through the
SiN window. Its intensity was adjusted by a factor of 0.55,
accounting for the non-resonant constant absorption of the Co/
Pd sample. The red curve is the calculated spontaneous (low
fluence) transmission spectrum through the Co/Pd sample for the
reference pulse intensity and distribution, obtained by multi-
plying the red curve in (a) by the reference pulse transmission
spectrum. The blue curve is the transmission spectrum measured
for the indicated pulse length and high fluence. The shaded areas
highlight the nonlinear changes in transmission, with light-blue
areas indicating nonlinear transmission gain and red areas
nonlinear transmission loss.

The experimental transmission difference spectra obtained
with the procedure of Fig. 2b are shown in c–h for 5 fs and 25 fs
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Fig. 2 Summary of experimental results. a Comparison of the scaled spontaneous Co L3 Resonant Inelastic X-ray Scattering spectrum (RIXS, gray) for Co
metal33 and the Co/Pd X-Ray Absorption Spectrum (XAS, black), both recorded at synchrotron light sources (low fluence limit). The red spectrum is the
transmission version of the XAS spectrum. b Example of data extraction and normalization. The dashed gray line is the reference spectrum of a 25 fs pulse
of 9490mJ per cm2 fluence transmitted through the SiN window, multiplied by 0.55 to account for the constant non-resonant absorption of the Co/Pd
sample. The blue curve is the measured transmission spectrum through the Co/Pd sample at the stated high fluence. The red curve is the spontaneous
(low fluence) transmission spectrum, obtained by multiplying the red spectrum in (a) by the dashed-gray reference spectrum. Light blue shaded areas
indicate non-linear gain and red areas non-linear loss. (c–h) show as dashed lines the reference spectra transmitted through the SiN for 5 fs and 25 fs
pulses for different pulse shapes and fluences. The associated transmission difference spectra are shown as solid black lines. They were obtained by
subtraction of the spontaneous low-fluence spectra from the non-linear high-fluence spectra for the respective transmission curves. The shading of areas
corresponds to the procedure (blue minus red curves) illustrated in (b). Each spectrum is an average of many shots. The centers of three regions with non-
linear response are denoted by dashed vertical lines and labeled α, β and γ.
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X-ray pulses for different incident fluences and associated energy
distributions of the pulses. The shown data for both 5 fs and 25 fs
pulses correspond to multiple shots that were binned by the XFEL
electron beam energy which is strongly correlated with the central
photon energy of the X-ray pulses34. For each case, the dashed
gray curves are the reference pulse spectra, scaled by 0.5 to
emphasize the difference spectra shown as a solid black line. They
represent the difference in transmission of Co/Pd for the
respective pulse shapes and fluences and the low-fluence
spontaneous transmission.

Figure 2c, d show the quality of our normalization procedure.
At low fluences the calculated spontaneous transmission curves,
obtained by multiplying the red curve in (a) with the pulse
transmission function, are identical within noise with the
measured transmission curves. In all high fluence cases, shown
in Fig. 2e, f, g and h, the nonlinear response is negligible outside
the Co L3 resonance region and exists only in the three regions
indicated by vertical dashed lines, labeled in the figure. The
central and bottom rows, respectively, show incident intensity
distributions for 5 fs and 25 fs pulses, centered at similar central
energy positions.

In the high-fluence spectra in Fig. 2e, f, g and h, the feature γ
around the XAS peak position at 778 eV appears prominently as a
transmission gain (blue) in all difference spectra. In contrast, the
nonlinear features α and β show different behavior when the
incident fluence distribution is shifted. As shown in Fig. 2g, h, the α
feature disappears and the β feature becomes stronger when the
incident distribution shifts to higher energy.

Assignment of non-linear features. We assign the lowest energy
feature α, which is about 3.5 eV below the XAS peak, to stimu-
lated RIXS. The feature is present only when there is sufficient
incident intensity at its position, as shown in Fig. 2e and f. Since
feature γ occurs at the XAS resonance position, we assign it
partially to stimulated REXS, as suggested previously22,23. The
blue shading of the stimulated RIXS and REXS intensities reveals
a nonlinear increase in transmission. Since the RIXS and XAS
intensities differ in practice by about six to seven orders of
magnitude, the visibility of a RIXS signal reveals a large increase
upon stimulation. As expected, the feature is absent when the
incident pulse contains no photons at position α as in the bottom
row of the figure.

Both stimulated REXS and RIXS spectral enhancements,
however, are distorted by the presence of a third channel, seen
as feature β. It is assigned to intra-valence band electron
redistribution caused by secondary inelastic scattering of photo-
and Auger electrons. This channel has previously been observed
by detailed lower fluence XAS and X-ray magnetic circular
dichroism studies29. In a solid, especially a metal, electron
reshuffling around the Fermi energy, EF, may occur through
electron excitations from below to above the Fermi energy
(electron hole pairs). Upon deposition of sufficient energy by
incident X-rays, such electron redistribution mimics a very high
temperature Fermi-Dirac distribution over energies of 2 eV from
the Fermi level29. Because of electron conservation, the decrease
in electron population below EF is accompanied by an increase in
electron occupation above EF. This adds to the stimulated REXS
and RIXS channels in opposite ways.

Stimulated REXS and increased electron population above EF
both reduce resonant absorption and increase transmission (blue
shading). In stimulated REXS, the core electron excited into
empty 3d states above EF is driven back into the core hole by
stimulating photons, leading to a net loss of absorption15,22.
Similarly, when valence electrons are excited across the Fermi
level into empty 3d states through electron scattering, the

absorption to these states is quenched. Both effects contribute
similarly to the nonlinear response.

On the other hand, stimulated RIXS is due to 3d valence
electrons from filled states below EF that are driven into core
holes by stimulating photons. This makes the RIXS intensity
observable through stimulation in the forward direction as a
transmission increase. In the presence of electron excitations to
states above EF, their loss in the filled states below EF quenches
stimulated RIXS from this energy region. Hence the two effects
partially compensate each other. This explains previous difficul-
ties of observing stimulated RIXS in solids.

Quantitative model for the observed effects. The observed
nonlinear effects can be accounted for by treating transition
between core and valence states by a simple rigid density of states
band model. Such a treatment is possible because of the local
character of core hole excitations on Co atoms in the Co layers.
The most important valence electrons in the nonlinear REXS/
RIXS processes involve the Co 3d valence electrons owing to the
dominance of atom-specific 2p3/2↔ 3d transitions. In equili-
brium, the 3d band is filled with electrons below the Fermi level
EF while states above EF are empty. In analogy to the description
of molecular orbitals35, we shall denote filled electron states as 3d
and empty states or holes as 3d*.

When Co atoms are excited through X-ray absorption, the final
XAS core hole state is the intermediate state in REXS/RIXS. In
our rigid band model the XAS process corresponds to 2p3/2→ 3d*

transitions. In the REXS process, the excited electron transiently
resides in the 3d* states before it decays back into the core hole.
The spontaneous REXS process is incoherent since the decay is
stochastically driven by the quantum mechanical zero point (ZP)
field. The stimulated REXS process, in contrast, consists of a
coherent up-down process driven by the concerted action of two
or more photons between the initial and final states, which are the
same. The RIXS process also starts with a 2p3/2→ 3d* XAS
excitation to empty 3d* states. It is then followed by a 3d→ 2p3/2
decay from filled valence states. The spontaneous RIXS decay is
again driven by the ZP field while stimulated RIXS is driven by
real photons and can therefore be enhanced.

The average lifetime of the intermediate Co core hole state is
known to be τΓ≃ 1.5 fs corresponding to a natural emission line
width (FHHM) of Γ= ΓX+ ΓA= ℏ/τΓ= 0.43 eV36. In contrast to
optical transitions, the X-ray emission line width Γ is not
determined by the dipolar width ΓX alone but contains a “ghost”
contribution ΓA due to Auger decays. In the low fluence limit, the
Auger decay process in Co atoms has a much larger probability,
expressed by the small X-ray fluorescence yield Yf≃ ΓX/ΓA which
is only 8 × 10−3 7. This leads to the small spontaneous RIXS cross
section relative to the XAS cross section as expressed by (1).

During an X-ray pulse of low incident fluence, the excitation of
a specific Co atom in Co/Pd is not influenced by possible
excitations of other Co atoms owing to the low probability of two
or more Co atoms getting excited during the duration of a pulse.
At high incident fluence, a significant fraction of all Co atoms in
the sample gets excited during a pulse and for our impulsive
stimulation geometry the broad energy bandwidth SASE pulses
themselves can stimulate REXS and RIXS decays into the core
holes. In addition, ASE can occur along the propagation
path17–21. For our thin film samples, the ASE effect is quite
weak in the forward direction because of the small Co thickness
of 25 nm.

While ASE is expected to be weak for a thin film, another
stronger indirect non-linear process can exist. It is triggered by
primary photoelectrons and Auger electrons that multiply by
inelastic scattering in random directions in the sample. At high
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incident fluence, the amplifying cascading effect is strong enough
to create significant electron-hole excitations in the Co/Pd valence
band. Whether this effect is observed depends on the relative
timescale of the valence electron redistribution and the temporal
width of the X-ray pulse. In Co/Pd the transfer of energy from the
primary photo- and Auger-electrons to the entire valence electron
sea proceeds in a cascade that ends up in an electron
redistribution within a time of ≈10 fs29. Since this time is
comparable to our pulse lengths such effects are expected to play

a role. In addition, since the hot electron reservoir has not yet
equilibrated with the lattice, an electron rearrangement has an
extended energy range of about 2 eV around the Fermi level29.

Our identification of three dominant non-linear effects, namely
stimulated REXS and RIXS and electron redistribution, may be
used to quantitatively simulate the experimentally observed
nonlinear transmission effects. We utilize the same procedure
used to derive the experimental nonlinear spectra shown in Fig. 2.
We can reference the assumed size and shape of the three
nonlinear channels to the resonant X-ray absorption cross section
which determines the sample transmission according to Eq. 2.
The measured nonlinear transmission spectrum is then simply
given by the change of the spontaneous transmission spectrum by
the three nonlinear contributions.

In Fig. 3a we show the assumed spontaneous RIXS (gray), XAS
(black) and transmission (red) spectra. The RIXS spectrum has
been arbitrarily scaled to unit peak height. Also shown are the
relative energy distributions and sizes of the three nonlinear
contributions, assumed to represent those at the highest incident
fluences in Fig. 2. We assume that the stimulated RIXS (magenta)
and REXS (blue) contributions have the shape of the spontaneous
spectra in (a) and have the same size of 18% of the resonant XAS
peak value and area. The electron redistribution (green) is
modeled by the difference of two Fermi-Dirac distributions that
mimics previous experimental results29. It has a peak value of
20% of the resonant XAS value and 8% of the integrated XAS
area.

Depending on the energy distribution of the incident pulse, the
three nonlinear contributions will contribute with different
shapes and intensities. This is shown for two pulse distributions
in Fig. 3b, c, modelled to reflect the two 25 fs high-fluence cases in
Fig. 2f and h. When the incident distribution covers both the
REXS and RIXS regions, all three nonlinear channels contribute
and the resulting nonlinear transmission change is shown as a
black line in Fig. 3b. When the RIXS energy region is
inadequately covered, only the other two nonlinear channels
contribute, as shown in Fig. 3c. Finally, we show in Fig. 3d the
change of the spontaneous transmission spectrum in (a), shown
again in red, by adding to it the three nonlinear contributions in
Fig. 3b. The total nonlinear transmission spectrum (black)
exhibits strong nonlinear effects whose spectral distortions are
indicated by arrows.

Of particular interest is that now the stimulated RIXS
spectrum, although, partly obscured by electron redistribution,
appears on the same scale as the XAS effect. This arises from a
stimulated amplification by a factor of order 106 relative to the
spontaneous RIXS intensity (see sections Comparison of Experi-
ment with Maxwell-Bloch RIXS Simulations and Comparison of
Experiment with Kramers-Heisenberg-Dirac RIXS Theory). The
close quantitative agreement of our simulations with experi-
mental results for corresponding incident pulse distributions is
underscored by their direct comparison on the same vertical
scales in Fig. 4.

The good quantitative agreement of theory and experiment
allows us to determine the increase in stimulated over
spontaneous RIXS for an incident intensity of about 300 mJ per
cm2 per fs. At this value, the size of the stimulated RIXS intensity
has a value of 18% of the spontaneous XAS intensity. We also find
that the stimulated RIXS and REXS intensities are the same in our
model. In the following we compare these values with calculations
for the stimulated RIXS rate.

Comparison of experiment with Maxwell-Bloch RIXS Simula-
tions. In Fig. 5a we show the two RIXS intensities for the highest
fluence 5 fs and 25 fs pulses, deduced from the experimental data
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Resonant Elastic X-ray Scattering (REXS, blue). The sizes of the nonlinear
contributions are referenced to the unit value of the XAS peak. b Assumed
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with help of our simulation model, in a logarithmic intensity
versus fluence plot. The measured RIXS intensities, indicated by
magenta (5 fs) and green (25 fs) filled circles, are referenced to the
spontaneously absorbed intensity indicated by a black horizontal
line of unit value. Another horizontal line indicates the fluores-
cence yield of Yf= 8 × 10−3 7, which corresponds to the sponta-
neous RIXS signal emitted into 4π, most of which is not seen by
the detector.

As indicated by the horizontal gray line through the data points,
the stimulated RIXS intensity is about 20% of the absorbed
intensity, corresponding to a factor of about 20 increase in decay
probability relative to the fluorescence yield, as indicated. More
importantly, we also show a shaded gray band at the bottom that
indicates the small fraction of the spontaneous RIXS signal typically
seen by a detector with an angular acceptance of order
10−5−10−4 8. The gain advantage of stimulated RIXS predomi-
nantly arises from the solid angle enhancement rather than the
factor 20 increase in decay probability. In fact, the stimulated decay
probability will saturate at a maximum increase of a factor of 50
relative to fluorescence yield when at higher incident fluence
absorption and emission equilibrate.

Also shown in Fig. 5a as magenta and green lines are the
stimulated RIXS intensity increases predicted by the Maxwell-Bloch
(MB) theory16 in conjunction with a statistical description of the
SASE XFEL pulses37,38, discussed in Methods below. The statistical
approach, which complicates data analysis, has typically been
employed for the description of non-linear phenomena studied with
SASE based XFELS39. The stimulated RIXS rate is again normalized
to the spontaneous absorption rate, so that the theory reveals the
expected linear increase with the number of stimulating photons
per created core hole. At the highest fluence, the MB rate reveals a
deviation from linearity due to saturated absorption. The theory is
seen to underestimate the experimentally observed values by a
factor of about 5.

In Fig. 5b we have recast the experimental results shown in (a)
in terms of incident intensity, given by the fluence divided by the
pulse length. The experimental data points then nearly merge and
for an incident intensity of ≃300 mJ per cm2 per fs we find a

stimulated RIXS intensity of about 20%, indicated by the
horizontal gray line. This value corresponds to the total
stimulated RIXS contribution shown as a magenta distribution
curve in Fig. 3a. It is difficult to extract from the experimental
data, alone, since it is partially hidden by the electron
rearrangement intensity.

The additional blue line in Fig. 5b represents the description of
stimulated RIXS by the KHD approximation given by (1) in
conjunction with a simple model of the SASE pulses which we
discuss next.

Comparison of experiment with Kramers-Heisenberg-Dirac
RIXS Theory. In the RIXS literature which covers experiments
ranging from molecules, polymers and chemisorption systems to
solids with weak and strong valence correlations and solids in high
pressure environments, the RIXS process is typically described in the
KHD second order perturbation formalism1–4. It is outlined in
Methods with emphasis on its simplification leading to (1). The
essence of this “two-step” or “direct RIXS” simplification is the
neglect of interference effects in the intermediate core hole state.
This is typically a good approximation for solids1,4 while for free
molecules, interference paths through vibrational intermediate states
need to be included, leading mostly to relative intensity changes of
the vibrational peaks1,40. The KHD perturbation approach is valid
only as long as the stimulated rate increases linearly with npk and
does not saturate. This condition is fulfilled over most of the fluence
range as shown by the MB curves in Fig. 5a, with small changes due
to saturation appearing only at the highest fluences.

The complete KHD theory expressed by Eq. 6 in Methods,
distinguishes between exciting and stimulating photons. This
distinction is absent in (1) since we normalize the RIXS to the
XAS cross section, i.e. the system has already been “pumped”
through absorption. The number of photons npk in (1) refers to
those available in the mode pk to “dump” excited electrons back
into the core hole through stimulation. Photons in the same mode
are coherent and contained in the mode volume Vpk= λ3ℏω/Δpk,
composed of the minimum lateral coherence area A= λ2 and
longitudinal coherence length ℓ= λ ℏω/Δpk

10. Since XFEL pulses
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are laterally coherent, only the longitudinal or temporal
coherence is important in the present study.

Our impulsive stimulation geometry and the small energy
separation Eb � Ea ’ 2 eV allows us to adopt a particular
convenient description of the incident SASE pulses which
circumvents statistical modelling. Both pump and dump photons
may be viewed as being contained in individual coherent and
therefore transform limited spikes of temporal FWHM τ= 0.5 –
1 fs within the SASE pulses. When transformed into the energy
domain, a flat-top temporal spike is converted into a sinc2 shaped
energy distribution with the FWHM of the distributions related
by τΔpk= 0.886h, where h= 4.14 fs eV is Planck’s constant.
Because of the large energy width of several eV, REXS and RIXS
can then be described by the average number of photons in

individual temporal spikes which each cover a broad energy range
that contains the absorption and emission regions. This allows us
to express npk in terms of the average spike intensity Ipk which
may be approximated as the incident fluence divided by the total
temporal pulse length. This leads to the relation,

npk ¼
1
c
λ3

Δpk
Ipk ð3Þ

For our geometry, the incident photons propagate into the
forward direction so that the RIXS cross section per atom
measured by the detector may be written as,

σRIXS ¼
dΩdet

4π
Yf σXAS|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

spontaneous

þ npk Yf σXAS|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
stimulated

ð4Þ

This formulation clearly shows the advantage of stimulated RIXS.
The absence of the factor dΩdet=4π in the stimulated case allows
the finite-acceptance-angle detector to see a gain as soon as
npk > dΩdet=4π. This fact is expressed in Fig. 5a by the stimulated
gain exceeding the shaded gray region representing the relative
spontaneous detection rate.

The stimulated gain calculated with the KHD theory assuming
Δpk= 8 eV in (3) is shown as a function of incident intensity by a
blue line in Fig. 5b. There is agreement with the experimental
data. The agreement may be more realistically understood as
follows. Equation 4 tacitly assumes that the RIXS response of all
atoms in the sample is the same. It does not account for the actual
attenuation of the incident intensity as it propagates through the
sample. In a proper treatment, the stimulated response of a
sample of finite thickness d should be described by the
propagation of the stimulated linear response of thin slices of
thicknesses much less than one X-ray absorption length (about
20 nm in our case). Since the incident intensity falls by a total
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factor of about 3 through our total Co thickness of 25 nm, our
neglect of propagation overestimates the stimulated response by
about a factor of 2. One may more realistically understand the
good agreement of the blue line in Fig. 5b with experiment by an
effective energy width Δpk= 4 eV or half of the assumed value.
This increases npk according to (3) by a factor of 2 which is
compensated a factor of 2 due to the neglected reduction of pulse
propagation.

The stimulated REXS channel. Our modelling of the experi-
mental results in Fig. 3 also provided information on the stimulated
REXS channel, which at an incident intensity of ≃300mJ per cm2

per fs was found to have the same intensity as the stimulated RIXS
contribution according to Fig. 3a. The reason for the same con-
tributions of stimulated REXS and RIXS in our case is derived in
Methods. There we also discuss different formulations of stimulated
REXS, in particular, the semi-classical existence of a coherent
enhancement factor introduced in15. The equivalence of our present
fully quantum mechanical treatment with the semi-classical one
used in Chen et al.23 for the same Co/Pd samples is illustrated in
Fig. 6.

In Fig. 6a we have replotted the simulated transmission
spectrum of Fig. 3d corresponding to an incident intensity of
≃300 mJ per cm2 per fs, with the spontaneous and nonlinear peak
transmissions indicated by dashed red and blue horizontal lines.
Their values agree with those given in Fig. 3a of Chen et al.23

which is reproduced in Fig. 6b. In both cases, the spontaneous
transmission of 32% is found to change to about 62% through
nonlinear effects.

Conclusions
Our studies show that both REXS and RIXS channels may be sig-
nificantly enhanced by stimulation, also in solids. The most
important enhancement comes from the direction-preserving nat-
ure of stimulated decays. This leads to angular enhancement factors
for stimulated over spontaneous RIXS of order 104–105 due to the
small acceptance angle of typical spectrometer. Relative to this
number, the gain in stimulation-enhanced decay probability over
the spontaneous fluorescence yield is relatively small. For the case of
the Co L3 resonance, we observe about a 20 fold gain in the photon
driven decay probability. This compares to the maximum possible
enhancement of a factor of about 50, limited by saturation or
equilibration of the absorption and emission channels.

As pointed out previously39, present RIXS experiments are
complicated by the statistical SASE structure of XFEL pulses. Our
statistical modelling of the pulses in conjunction with the
Maxwell-Bloch theory underestimates the observed stimulated
RIXS intensity by about a factor of 5. Statistical modelling is
expected to yield better average fluence values for longer SASE
pulses than used here, because of the greater number of coherent
spikes. We also carried out MB calculations in the extreme two
color limit, where for each pump photon at the absorption
resonance, suitable dump photons at the emission energy were
available. For the same incident X-ray intensity, this predicted a
stimulated RIXS curve for the 25 fs SASE pulses that was more
than a factor of five higher than the MB curve shown in Fig. 5.

The results of the simpler Kramers-Heisenberg-Dirac theory in
conjunction with the assumption that the RIXS process is driven
by individual SASE spikes whose short temporal duration pro-
vides the required bandwidth to cover both absorption and
emission energies, was found to give good agreement with
experiment. Since the energy losses probed with RIXS in solids
are typically limited to a few eV, a beam consisting of a single few
hundred attosecond spike26,41 may be a convenient source for
future RIXS studies.

Our results have substantial implications for future RIXS and
nonlinear X-ray investigations of solids because of the identified
third nonlinear channel, caused by inelastic scattering of photo-
and Auger electrons. The resulting valence electron redistribution
effects distort the stimulated REXS and RIXS spectra due to
overlapping spectral changes. For stimulated RIXS to become a
robust technique for the study of low lying excitations in solids,
future studies must find a way to mitigate this deleterious effect.

Methods
Adjustment and determination of X-ray fluence. The X-ray fluence at the Co/Pd
multilayers was adjusted by changing the attenuation of a nitrogen gas attenuator42

before the Co/Pd multilayers as well as changing the spot size at the Co/Pd mul-
tilayers. The pulse energy at the Co/Pd multilayers was determined from the X-ray
pulse energy measured with a gas detector42. The X-ray transmission efficiency
from the gas detectors to the Co/Pd multilayers was estimated to be 10 percent. The
X-ray spot size at the Co/Pd multilayers was measured through pinhole scans,
giving a size of either 15 by 15 μm, or 20 by 150 μm, depending on the setting of the
X-ray focusing mirrors.

Characterization of X-ray pulse duration. The average duration of X-ray pulses
produced by LCLS in different modes was estimated using two different methods. The
methods are complementary in that the first sets an upper limit on average pulse
duration while the second sets a lower limit. In the first method, an X-band Trans-
verse Deflecting Cavity measured the energy and temporal distribution of electrons in
electron bunches after those bunches were used in the production of X-rays. The
intensity profile of X-ray pulses was then derived from the time-resolved energy
changes due to the XFEL lasing on the measured electron bunch43. This confirmed
the 25 fs FWHM duration of the longer pulses and set an upper limit of 10 fs on the
duration of the shorter pulses. In the second method, averaged pulse durations were
estimated from the statistical correlation of X-ray spectra44,45. For the same operating
modes as used for collecting data on the Co/Pd multilayers, we recorded spectra using
the spectrometer of the Soft X-Ray Materials Science beamline46. For robustness of
this analysis method, we limited the analysis to X-ray pulses where the central elec-
tron energy of the electron bunch generating the X-ray pulse was within the middle 10
percent of observed values. This gave a lower limit of 4.7 fs on the duration of the
shorter pulses and 8.5 fs on that of the longer pulses.

Retrieval of X-ray spectra. Spectra were obtained from spectrometer CCD images
by selecting the relevant region on the imaging detector and projecting along the
axis of photon energy dispersion. The photon energy was calibrated by adjusting
the coefficients of a linear relationship between spectrometer pixel position and
photon energy such that a low fluence absorption spectrum measured at LCLS
agreed with that measured on the same sample at beamline 13.3 at the Stanford
Synchrotron Radiation Lightsource.

Kramers-Heisenberg-Dirac theory of RIXS. The KHD expression (1) arises in
second order perturbation theory which gives the double differential resonant
scattering rate as,

Wscat
a!b

dΩ2 dð_ω2Þ
¼ c np1k1

Vp1k1|fflffl{zfflffl}
Φ1

dσscata!b

dΩ2 dð_ω2Þ ð5Þ

where Φ1 is the incident photon flux expressed by the photon degeneracy para-
meter, defined as the number of photons np1k1 that are emitted from the mode

volume Vp1k1
¼ λ3_ω1=Δp1k1

with the speed of light c. In the dipole and rotating
wave approximations, the double differential RIXS resonant cross section is
expressed by1,

dσRIXSa!b

dΩ2 dð_ω2Þ
¼ 4π2_ω1_ω2 α

2
f

λ22
R4 np2k2 þ 1

� �

´ ∑
ω2 ≤ω1

b
∑
c

bh ĵr � ϵ�p2 cj i ch ĵr � ϵp1 aj i
_ω1 � Eca þ iΓc=2

����
����2

´ Lð_ω1 � _ω2 � EbaÞ

ð6Þ

where Eij ¼ Ei � E j denotes the energy difference between two electronic states i
and j, and

Lð_ω1 � _ω2 � EbaÞ ¼
2
πΓb

Γ2b=4

_ω1 � _ω2 � Eba

� �2 þ Γ2b=4
ð7Þ

describes the final state Lorentzian energy distribution of unit integrated area and
FWHM Γb. Its argument _ω1 � _ω2 � Eba links it to the Raman effect in optical
spectroscopy. This expression is valid for negligible instrumental linewidth
contributions.
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In (6), αf≃ 1/137 is the fine structure constant and R the radial 2p→ 3d dipole
matrix element, which is assumed to be the same for all transitions linking the core
and valence manifolds. The remaining polarization dependent transition double
matrix element depends on the angular momentum degeneracy of the core and
valence states. The state aj i is the initial electronic ground state of energy Ea and
the states cj i are the intermediate core hole states through which the system passes
to the final state bj i of energy Eb . In RIXS, bj i is another excited electronic state
lying above the ground state by a relatively small energy separation Eba ¼ Eb � Ea .
This energy difference extends from meV for vibrationally excited states to several
eV for electronic excited states. The normalized Lorentzian of unit integrated area
assures strict energy conservation between the initial state aj i and final state bj i
which does not involve the intermediate states cj i.

The direct RIXS differential cross section is obtained by eliminating
intermediate state interference effects by taking the sum over intermediate states c
out of the squared absolute value in (6) and rewriting the expression in the three
state RIXS form,

dσdirRIXS
dΩ2 dð_ω2 Þ ¼

λ21
2π3 np2k2 þ 1

� �
∑
b
∑
c

´
8π2_ω1αf

λ21
R2j ch j r̂ � ϵp1

�
aj ij2|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

absorption: Γp1ac

1
Γ2c

ðΓc=2Þ2
_ω1�Ecað Þ2þðΓc=2Þ2

´
8π2_ω2αf

λ22
R2 hbjð̂r � ϵ�p2 Þjci

��� ���2|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
emission: Γp2cb

1
Γb

ðΓb=2Þ2
_ω2�Ecbð Þ2þðΓb=2Þ2

ð8Þ

where the underbrackets define dipolar transition energy widths of the excitation
(Γp1ac ) and decay (Γp2cb ) processes, specified below.

The direct double differential RIXS cross section contains two decay lifetime
widths, those of the core hole intermediate state Γc and that of the final state Γb. The
intermediate state width is given by Γc= Γ= ΓX+ ΓA in (1). We can eliminate the
final state width by integrating over all emission energies ℏω2 to obtain the compact
expression,

dσdirRIXS

dΩ2
¼ 1

4π
ð1þ npkÞ

Γp2cb
Γ

λ21
π

Γp1ac
Γ

ðΓ=2Þ2
ð_ω1�EcaÞ2þðΓ=2Þ2|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

σp1XAS

ð9Þ

If we average the emission rate over polarization, we obtain ΓX ¼ hΓp2cb i ¼ 1
3∑p2

Γ
p2
cb

which is the radiative emission width that determines the fluorescence yield Yf. If
we similarly replace the XAS cross section by its polarization averaged value
σXAS ¼ 1

3∑p1
σ
p1
XAS, we obtain our desired expression (1) or

dσdirRIXS

dΩ2
¼ 1

4π
ΓX

Γ
ð1þ npkÞ σXAS ð10Þ

When the spontaneous (npk= 0) RIXS cross section is integrated over emission
energies and angles, we see that it becomes the absorption cross section times the
fluorescence yield, as required by energy conservation.

For the Co L edge the absorption and emission widths Γp1ac and Γ
p2
cb in (8),

averaged over polarization, need to be evaluated by considering the angular
momentum degeneracies of the ground state aj i and final (XAS) or intermediate
(RIXS) state cj i. This consists of counting the electron and hole states per spin that
contribute to a given transition, since the dipole operator conserves spin. Denoting
the angular momenta for the core states as c and valence states as L, in Co metal
there are Nh= 2.53d* holes in the 2(2L+ 1)= 10 total states and Ne= 7.5
electrons6. The XAS and RIXS dipole transition widths are then obtained by taking
the common prefactor in (8) to be

A ¼ 8π2_ωαf
λ2

R2 ¼ 10meV ð11Þ

This yields for the L= 2→ c= 1 emission dipole matrix element

ΓX ¼ A
LNe

3ð2Lþ 1Þð2cþ 1Þ ¼ 3:3meV ð12Þ

and with the value Γ= 430 meV36 gives the literature fluorescence yield of7

Y f ¼
ΓX

Γ
¼ 7:7 ´ 10�3 ð13Þ

Similarly we obtain for the c= 1→ L= 2 absorption matrix element

ΓXAS ¼ A
LNh

3ð2Lþ 1Þ ¼ 3:3meV ð14Þ

which happens to be same as ΓX since the difference in the angular momentum and
electron/hole occupation factors cancel each other. The absorption matrix element
for the L3 transition, only, is a factor of 2/3 smaller. The so obtained value, which is
self consistent with the literature values of Γ and Yf, is about a factor of 2 larger
than that obtained by curve-fitting of the L3 XAS resonance in Stöhr and Scherz15.

Kramers-Heisenberg-Dirac theory of REXS. Expression (6) also describes REXS
with bj i ¼ aj i and ℏω= ℏω1= ℏω2. Since the final state is the ground state with
infinitely long lifetime or infinitely narrow linewidth, the Lorentzian is replaced by
a Dirac δ-function of the same unit integrated area, which accounts for energy
conservation. While in spontaneous REXS, photons are emitted into random
directions, stimulated REXS preserves the direction and polarization, k= k1= k2
and p= p1= p2, so that

σstimREXS

dΩ
¼ 4π2ð_ωÞ2 α2f

λ2
R4 npk

´ ∑
c

jhcĵr � ϵpjaij2
_ω � Eca þ iΓc=2

�����
�����
2

δð_ω � EcaÞ
ð15Þ

For a single intermediate state the stimulated REXS cross section is related to the
XAS cross section according to,

σstimREXS

dΩ
¼ npk

4πΓ
8π2 _ωαf

λ2
R2 jhaĵr � ϵpjcij2|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Γpca

´ 4π_ωαf R2jhcĵr � ϵpjaij2
Γ=2

ð_ω� EcaÞ2 þ Γ2=4|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
σpXAS

ð16Þ

where Γpca ¼ Γpac ¼ ΓXAS expresses a coherent up-down process determined by the
XAS matrix element (14). We therefore have,

ΓstimREXS ¼ ΓXAS ¼ ΓRIXS ð17Þ
This accounts for the same stimulated RIXS and REXS contributions in our model
in Fig. 3 (a).

Finally, we need to comment on the agreement between the change of the nonlinear
transmission shown in Fig. 6a and b. Our present formulation of the stimulated REXS
cross section (16) leads to the intensity change in Fig. 6a. It is calculated by use of the
matrix element for the Co L3 resonance ΓXAS= (2/3) × 3.3= 2.2meV. This corresponds
to the assumption that the Co L3 XAS cross section written in the theoretical atomic
form of (9) as

σXAS ¼
λ2

π

ΓXAS
Γ

ðΓ=2Þ2
ð_ω� EcaÞ2 þ ðΓ=2Þ2 ð18Þ

has a peak value of λ2ΓXAS/(πΓ)= 41.7Mb per atom, concentrated within the natural
linewidth of Γ= 430meV. In contrast, the intensity change in Fig. 6b, adopted from
Chen et al.23, was calculated in a solid state model, where the peak cross section was
taken as the experimental Co metal value of 6.25Mb, which is smaller due to
broadening of the 3d valence orbitals by band-structure effects15. In the solid state
model, the lower peak cross section is compensated by an increased collective atomic
response, expressed by a forward scattering coherence factor Gcoh= λ2Na/(4πA)15. The
two formulations give similar results and are linked according to,

npkΓ
atom
XAS ’ nΓ GcohΓ

solid
XAS ð19Þ

Here npk is the degeneracy parameter or number of photons in the mode coherence
volume Vpk= λ3ℏω/Δpk, while nΓ is the number of photons in an atom specific volume,
defined through the natural decay linewidth Γ as VΓ= λ3ℏω/(2π2Γ). The photon
numbers are just renormalized to different volumes as nΓℏω/VΓ= npkℏω/Vpk

15. This
may be viewed as an atomic conversion of the incident photons of mode bandwidth
Δpk, into photons emitted with the natural decay linewidth Γ=Δpk/(2π2).

Three-Level Maxwell-Bloch theory. We used a one-dimensional three level
Maxwell-Bloch model to estimate the strength of stimulated resonant inelastic
X-ray scattering (see16 for an overview of this and related models). Multilevel
Maxwell-Bloch models have been successfully used to describe the propagation of
light through a variety of media that can be adequately treated as discrete, few-level
systems, including the propagation of strong resonant X-ray pulses through atomic
and molecular gases25,47.

We follow16 for our calculations. We write the amplitudes of the X-ray electric
field as the real part of a slowly varying envelope, Eðz; tÞ times a rapidly oscillating
phase factor (Eq. 21.3 of16),

Eðz; tÞ ¼ Re Eðz; tÞeiðkz�ωtÞ� 	
; ð20Þ

where Re ½x� denotes the real part of x, k is the X-ray wavenumber, z is propagation
distance, ω is the X-ray angular frequency and t is time. The material polarization
(which is determined from the material state, as described below) is written in the
same manner

Pðz; tÞ ¼ Re Pðz; tÞeiðkz�ωtÞ� 	
; ð21Þ

where Pðz; tÞ is the polarization envelope. Making the slowly varying envelope
approximation and the change of variables

Z ¼ z; T ¼ t � z=v ð22Þ

ARTICLE COMMUNICATIONS PHYSICS | https://doi.org/10.1038/s42005-022-00857-8

10 COMMUNICATIONS PHYSICS |            (2022) 5:83 | https://doi.org/10.1038/s42005-022-00857-8 | www.nature.com/commsphys



gives an equation for the evolution of the envelope of the X-ray electric field16

∂

∂Z
EðZ;TÞ ¼ i

ω

2cϵ0
PðZ;TÞ: ð23Þ

Assuming the material polarization does not depend strongly on Z, we can
integrate this equation to get an approximate expression for the field of the X-ray
pulse exiting the sample (where the sample extends from Z= 0 to l),

Eðl;TÞ ¼ Eð0;TÞ þ i
ωl
2cϵ0

Pð0;TÞ: ð24Þ

As our sample has only a thickness of about one x-ray absorption length at the
peak of the Co L3 absorption resonance, this approximation will be good to within
a factor of 2.

Now we describe how we calculate the evolution of the Co/Pd material state. For
this, we model the Co/Pd as a slab of discrete three-level atoms. The slab has the same
thickness as our samples and the same density of three-level atoms as density of Co
atoms in the actual samples. The three levels represent a ground state with energy
E1= 0 eV, a core-excited state with energy E2= 778 eV (coinciding with the peak of
the Co L3 resonance) and a valence-excited state with energy E3= 2 eV (coinciding
with a typical 3d excitation energy). The dipolar coupling between the ground state
and the core-excited state is d12. The dipolar coupling between the core-excited state
and the valence-excited state is d23. We chose the dipolar couplings in accordance
with the linear X-ray absorption cross sections of our samples, as described at the end
of this section. We let ρnm(t) denote the element in the nth row and mth column of
the density matrix in the basis of eigenstates of the three-level atom in the absence of
an applied X-ray field. From Equation 16.107 of16, we define a rotating coordinate
representation of the density matrix through

ρnmðtÞ ¼ snmðtÞeiξmðtÞ�ξnðtÞ: ð25Þ
Here, ξi(t) are arbitrary phase factors chosen to be convenient for the problem to be
solved. We choose these according to Eq. 13.14 of16 with a single X-ray pulse acting to
both excite and stimulate decay,

_ξ1ðtÞ ¼ 0; _ξ2ðtÞ ¼ ωt; _ξ3ðtÞ ¼ 0; ð26Þ
where ω is the angular frequency of the applied X-ray field and ℏ is Planck’s constant
divided by 2π. From Eqs. 13.8, 13.27 and 13.29 of16, we have a matrix which describes
the time evolution of the system,

W ¼ 1
2

0 Ω�
P 0

ΩP 2ΔP ΩS

0 Ω�
S 2ΔR

2
64

3
75; ð27Þ

with the complex, time-dependent Rabi frequencies defined as

ΩP ¼ �d12E=_; ð28Þ
and

ΩS ¼ �d23E=_: ð29Þ
The detunings are

ΔP ¼ E2 � E1 � _ω ¼ 0; ð30Þ
and

ΔR ¼ E3 � E1: ð31Þ
The evolution of the density matrix elements is given by Eq. 16.116 of16,

d
dt
sm0m ¼� i∑

n
Wm0nðtÞsnmðtÞ � sm0nðtÞWnmðtÞ
� 	

� ∑
nn0

Γm0mn0nsn0nðtÞ;
ð32Þ

where Γ is a tensor chosen to phenomenologically model Auger decay. The entries of
Γ are

Γ2222 ¼ �Γ1122 ¼ ΓA; ð33Þ

Γ1212 ¼ Γ2121 ¼ Γ2323 ¼ Γ3232 ¼
ΓA
2
; ð34Þ

and zero otherwise. Once we have calculated s(t) for a particular time, we calculate the
envelope of the material polarization for that time from Eq. (21.94) of16

PðtÞ ¼ 2N d12s21ðtÞ þ d32s23ðtÞ
� �

: ð35Þ
We note that our choice of ΓA is a bit different from earlier gas phase

modeling47. In our model, each atom is returned to the ground state after Auger
decay instead of being transferred to a different state that interacts with X-rays
differently. This reflects the fact that the energy of a core hole is rapidly transferred
to valence electrons over a wide spatial range in our system and most electrons
remain in the sample29. The impact of the valence electron changes are beyond the
scope of our model, however.

We chose the dipole matrix element to correspond to the peak atomic L3 XAS
cross section of σXAS= 41.7 Mb per atom as used for the KHD case. Using Eqs.

(2.9.8) and (2.5.18) of14, along with the definition of the absorption cross section as
the extinction coefficient divided by the atomic density, we obtain a formula for the
absorption cross section at the peak of the resonance,

σðω0Þ ¼
2πc2γsp
ω2
0γ

; ð36Þ

where c is the speed of light, ω0 is the angular frequency at the center of the
resonance, γ= Γ/(2ℏ) is half of the angular frequency FWHM of the absorption
resonance, and γsp is a parameter proportional to the square of the dipole matrix
element. In particular, γsp is given by Eq. (2.5.11) of14 as

γsp ¼
e2ω3

0 d
2
12

6πϵ0_c3
; ð37Þ

where ϵ0 is the permittivity of free space, and e is the charge of an electron.
Combining these gives

d12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3σðω0Þγϵ0_c

ω0e2

s
¼ 6:1 ´ 10�12m: ð38Þ

The dipole matrix element between the model core and valence excited states was
set to d23= d12 as discussed earlier.

We now have the necessary equations to solve for the field of an X-ray pulse
exiting a sample. We used the method of38 to generate simulated SASE pulses with
4 eV bandwidth and either 5 or 25 fs pulse durations. For each pulse duration, we
simulated the interaction of the X-ray pulses with 20 different randomly generated
SASE pulses and averaged the results. We assume the sample starts in the ground state,

sð0Þ ¼
1 0 0

0 0 0

0 0 0

2
64

3
75: ð39Þ

Next, we use Eq. (32) to solve for the evolution of the sample, then Eq. (35) to calculate
the polarization as a function of time. Finally, we calculate the X-ray field exiting the
sample from Eq. (24). The spectra of X-rays incident and exiting a sample is obtained
from these time domain quantities by taking a Fourier transform. From these spectra,
we extracted the stimulated inelastic scattering efficiencies shown in Fig. 5.

Data availability
The datasets generated and analysed during the current study are available from the
corresponding authors on reasonable request.

Code availability
The code used for simulations and analysis are available from the corresponding authors
on reasonable request.
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Chapter 6

XUV-Optical Wave mixing

The non-linearity observed in the monochromatic absorption study presented in chapter
4 was largely non-parametric, i.e. the non-linearity of the interaction was caused by
the electronic changes induced during the X-ray pulse, not by coherent multi-photon
interactions. The broadband absorption study presented in chapter 5 observed the same
effects, but additionally demonstrated the wave-mixing process of SRIXS, wherein stim-
ulated emission removes the largest part of the core-excitation energy from the sample.
However, the buildup of valence excitations over the duration of the pulse is still prob-
lematic in two ways: First, the signal of the thermalizing valence electron distribution
overlaps with and thus distorts the measured SRIXS spectra. Second, the studied ma-
terial is excited into (and at least partially probed in) a state of warm-dense matter,
which severely limits the efficacy of this implementation of SRIXS for any material sci-
ence questions that call for measurements at low temperatures. These problems can
in principle be avoided by moving to fully parametric wave-mixing processes, which in-
herently return the material to the ground state. Prime candidates are the third-order
processes (four-wave-mixing) as the lowest-order class of processes that do not vanish
due to symmetry reasons in inversion-symmetric materials.

As discussed in chapter 2, parametric wave-mixing like SFG and DFG can, depending
on the pulse-sequence and phase matching conditions, deliver spectroscopic information
about virtually all types of material excitations, and perhaps equally important, they
can be used to unravel the coupling strength between them, and in turn their colocal-
ization, i.e. the overlap of their wave-functions. The theorized method of XCRS, which
I introduced in section 2.5.6, impressively demonstrates this use-case, but requires three
independent core-resonant waves, which is still beyond current technical capabilities.

An attractive and more easily realizable alternative is therefore the sum- and difference-
frequency between one core-resonant XFEL photon and two lower-energy photons pro-
duced by conventional lasers. This process is experimentally demonstrated for the first
time by us, as presented in the publication below. In this case, we find that the third-
order non-linear susceptibility is enhanced due to the colocalization of the resonant 1s2p
core-excitation with the 1s2s core-excitation.
Overall, we demonstrate a background-free experiment (signal separation in photon en-
ergy) that delivers on two of the major promised capabilities of core-resonant FWM
techniques: Firstly to probe the colocalization of excited states around the resonant
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atom, and secondly the sensitivity to ”dark” excited states, as the 1s2s Li+ configura-
tion cannot be reached from the (1s)2 ground-state through single-photon absorption
due to dipole selection rules.

The following publication is reproduced from [7], in accordance with the Creative Com-
mons Attribution-NonCommercial license under which the article is published.
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Probing electron and hole colocalization by  
resonant four-wave mixing spectroscopy in the  
extreme ultraviolet
Horst Rottke1*, Robin Y. Engel2,3, Daniel Schick1, Jan O. Schunck2,3, Piter S. Miedema2,  
Martin C. Borchert1, Marion Kuhlmann2, Nagitha Ekanayake2, Siarhei Dziarzhytski2, 
Günter Brenner2, Ulrich Eichmann1, Clemens von Korff Schmising1, Martin Beye2,3, Stefan Eisebitt1,4*

Extending nonlinear spectroscopic techniques into the x-ray domain promises unique insight into photoexcited 
charge dynamics, which are of fundamental and applied interest. We report on the observation of a third-order 
nonlinear process in lithium fluoride (LiF) at a free-electron laser. Exploring the yield of four-wave mixing (FWM) 
in resonance with transitions to strongly localized core exciton states versus delocalized Bloch states, we find 
resonant FWM to be a sensitive probe for the degree of charge localization: Substantial sum- and difference- 
frequency generation is observed exclusively when in a one- or three-photon resonance with a LiF core exciton, with 
a dipole forbidden transition affecting details of the nonlinear response. Our reflective geometry–based approach to 
detect FWM signals enables the study of a wide variety of condensed matter sample systems, provides atomic 
selectivity via resonant transitions, and can be easily scaled to shorter wavelengths at free-electron x-ray lasers.

INTRODUCTION
Nonlinear wave mixing in the optical spectral range is a cornerstone 
of nonlinear optics. It has been used extensively for the generation 
of coherent light at otherwise inaccessible wavelengths, for the 
analysis of optical properties of materials, and, using ultrashort 
light pulses, to explore the evolution of optical excitations in time. 
Free-electron lasers (FELs) have opened the opportunity to apply 
these nonlinear techniques in the extreme ultraviolet (XUV) up to 
the x-ray spectral ranges. One promise of these approaches is that at 
sufficiently short wavelengths and pulse duration, electronic exci-
tations may be followed on an atomic length and time scale. More-
over, XUV radiation makes it possible operate in resonance with core 
levels, providing element specificity and spectroscopic information 
with little lifetime broadening.

So far, however, there have been few studies on nonlinear 
processes in solids involving XUV or x-ray beams. Parametric down 
conversion, a second-order nonlinear process, aimed at probing 
valence-electron charge densities and the optical response of crys-
tals with atomic resolution (1–3). With similar aims, second-order 
x-ray and optical sum-frequency mixing, essentially being optically 
modulated x-ray diffraction, has first been observed using FEL and 
long-wavelength optical laser radiation (4). Proof-of-principle ex-
periments demonstrating second harmonic generation of x-rays in 
solids and interface sensitivity of second-order nonlinear processes 
in centrosymmetric crystals in the soft x-ray range have also been 
reported (5, 6).

In contrast, four-wave mixing (FWM), as a third-order non-
linear process, is able to address the bulk properties of any material, 
irrespective of its symmetry. Here, first experimental investigations 
based on transient gratings induced by XUV FEL pulses and probed 

either by optical or even XUV laser pulses have been reported 
(7–12). Very recently, FWM in NaCl at the Na+ L2,3 edge near 33.5 eV, 
using laser-generated attosecond XUV and near-infrared (NIR) laser 
pulses, revealed the presence of dark excited states, i.e., states not 
dipole coupled to the electronic ground state of the material (13).

We report on the observation of a complementary FWM process 
driven in a solid, namely, sum- and difference-frequency generation 
(SFG and DFG, respectively) involving one XUV (X) and two NIR 
photons (I) with resulting beams at frequencies FWM = X ± 2I, 
i.e., different from the radiation driving the process, which, to our 
knowledge, has not been observed yet. We study lithium fluoride 
(LiF), a prototypical ionic crystal with centrosymmetry. In particular, 
we investigate the effect of electronic excitations with a high degree 
of electron-hole correlation on these processes, using the presence 
of both strongly localized core excitons and delocalized Bloch states 
in LiF as a model to probe the degree of colocalization of the excited 
electron and hole.

Exploiting the wavelength tunability of the FEL source, we are 
able to chart the FWM conversion efficiency. We find significant 
SFG and DFG in LiF when in either one- or three-photon resonance 
with the core exciton that is linked with the Li+ 1s2p excited elec-
tron configuration. An energetically near exciton, linked with the 
Li+ 1s2s electron configuration and suspected to be present from 
linear absorption experiments, is seen—via comparison to theory—
to affect the frequency conversion processes via two-photon 
resonance and a near-resonant one-NIR-photon coupling of both 
excitonic states. In contrast, we do not observe any FWM when 
exclusively in resonance with transitions to delocalized Bloch states 
in the experiment. This indicates that FWM in the XUV and soft 
x-ray spectral range is a sensitive probe of charge colocalization and 
charge separation. Given that the separation of holes and electrons 
and the localization of charge at particular atomic sites are key steps 
in (photo)chemical reactions, light harvesting, and the elementary 
steps of photovoltaics, we expect this sensitivity to be instrumental 
in the study of phenomena in materials science, physics, and chemis-
try in the future.
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RESULTS
The frequency mixing processes studied, one- and three-photon 
resonant with a LiF core exciton, are schematically illustrated in 
Fig. 1A. The core exciton of interest here is formed by the promo-
tion of one of the strongly localized 1s core electrons of a Li+ ion in 
LiF to an excited state equally localized on the same ion and linked 
with the Li+ electronic configuration 1s2p. It gives rise to a dipole 
allowed transition with a characteristic narrow absorption structure 
in linear spectroscopy (14). We will refer to this final state as p-type 
exciton. The prominent, narrow resonance enhancement of the LiF 
reflectivity at 62.3-eV photon energy in Fig. 1B is attributable to this 
core exciton. The 1s2s excited electron configuration of the Li+ ion 
is energetically close by but not dipole coupled to the (1s)2 ground 
state configuration in a perfect cubic LiF crystal. We will refer to 
this 1s2s Li+ electron configuration as s-type exciton. In linear 
absorption spectroscopy (14) and in the LiF linear reflectivity shown 
in Fig. 1B, a small low-energy shoulder of the p-type exciton feature, 
located at ≈61 eV, is suspected to be due to this s-type exciton, be-
coming weakly visible via dipole coupling to the (1s)2 configuration 
through inversion symmetry breaking (15). In contrast, transitions 

into delocalized band states are responsible for the spectral features 
at higher photon energies in Fig. 1B (16–19).

We study FWM at the sum and difference frequencies X ± 2I 
by detecting the generated radiation emitted by a LiF single crystal 
toward the vacuum side, from where the process driving XUV and 
NIR laser beams are impinging. The scheme of the setup in Fig. 2 
visualizes this detection approach; the experimental parameters are 
detailed in Materials and Methods. Note that an aluminum filter 
directly upstream of the detector not only blocks NIR radiation but 
also absorbs XUV with photon energies exceeding 72.7 eV.

In Fig. 3, we show our main experimental result, the dependence 
of the sum- and difference-frequency conversion yields on the 
setting of the FEL photon energy in a range covering the LiF core 
exciton and part of the conduction band. The density plot in Fig. 3A 
reveals the energy offset of the radiation generated by wave mixing 
with respect to the corresponding setting of the FEL photon 
energy. As directly evident from the experimental data, it amounts 
to ±2ħI = ± 3.1 eV, i.e., two times the fixed NIR photon energy, for 
the generated sum and difference frequency with narrow spectral 
distributions. This spectral spacing is indicative of the wave mixing 
nature of the signals observed. Figure 3B presents individually the 
total number of sum- and difference-frequency photons generated 
in each FEL pulse train during XUV and NIR temporal overlap as a 
function of the photon energy of the process driving XUV radiation. 
On average, (5.3 ± 0.1) × 1011 XUV photons per pulse train were 
impinging from the FEL on the LiF sample for the data shown in 
Fig. 3 (A and B). The direction of polarization of both, the FEL and NIR 
laser pulses, is in the common plane of incidence on the sample, and 
both pulses arrive simultaneously except for a statistically distributed 
relative arrival time jitter. The entire measurement is performed at 
a fixed NIR pulse intensity on the LiF crystal. As is obvious in Fig. 3 
(A and B), we observe a significant yield of frequency conversion 
only when in resonance with the p-type core exciton located at 
ħexc = 62.07 eV. This can either be a one-photon resonance with 
the FEL photon energy tuned to resonance (X ≈ exc) or a three- 
photon resonance satisfying X ± 2I ≈ exc. In both cases, SFG and 

A

B

Fig. 1. FWM schemes and the LiF linear reflectivity. (A) Schematic view of the LiF 
level structure relevant to the experiment with the horizontal arrows representing 
SFG and DFG in one- and three-photon resonance with the p-type LiF core exciton 
at 62.07-eV photon energy, just below the conduction band edge. The green and 
red arrows depict the driving XUV and NIR photons, respectively. The blue and 
orange ones represent the generated sum- and difference-frequency photons, 
respectively. The shaded regions indicate the spectral bandwidth of the FEL. (B) The 
schematic level structure of (A) showing up in the linear reflectivity of LiF in the 
photon energy range relevant to the experiment. The blue dots represent the mea-
sured reflectivity. The line is the calculated reflectivity based on the model for the 
linear dielectric constant ϵ as outlined in the Supplementary Materials. The 
narrow reflectivity peak visible at 62.3 eV is due to the LiF p-type core exciton resonance 
located at 62.07 eV (vertical line) with one of the Li+ (1s)2 core electrons excited. 
Conduction band absorption is generally assumed to start at photon energies to 
the right of this resonance. arb. units, arbitrary units.

Fig. 2. Schematic view of the experimental setup. The FEL (blue), NIR (red), and 
the generated sum- and difference-frequency beams reflected off the LiF to vacuum 
interface are dispersed by a reflection grating. Subsequently, the NIR beam is 
blocked by an aluminum foil and the FEL beam by a separate beam stop (BS) 
directly in front of a charge-coupled device (CCD) camera that detects the generated 
sum- and difference-frequency beams. The XUV and NIR beams propagate in a 
common plane of incidence toward the LiF sample that we choose to be the xz 
plane of a suitably chosen Cartesian coordinate system with the z axis normal to 
the LiF surface and parallel to one of the LiF cubic crystal axes (see the axis sys-
tem indicated on the LiF crystal surface). The two in-plane axes of the LiF crystal 
(red axes) were rotated by (22.5 ± 2.5)° with respect to the x and y axes of this 
coordinate system in the LiF surface plane.
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DFG are observed as sketched in Fig. 1A. Aside from these settings, 
no FWM frequency conversion was detectable above the residual 
background level of FEL stray light.

Further corroboration of the FWM nature of the signals shown 
in Fig. 3 comes from a detailed analysis of (i) the direction of 
propagation and divergence of the individual beams observed and 
(ii) their spectral and (iii) temporal behavior. Details of these 
characteristics of the generated radiation beams are shown in Fig. 4, 
exemplified for DFG in three-photon resonance with the LiF p-type 
core exciton, obeying (X − 2I = exc).

Regarding (i): We treat an FWM process, where the driving 
radiation impinges (Fig. 2) from the vacuum side. In this case, the 
emission direction of sum- and difference-frequency beams emitted 
by the medium toward the vacuum side is fixed through boundary 
conditions given by the driving FEL and NIR fields at the crystal 
interface to vacuum, via the induced nonlinear polarization in the 
medium. Fundamentally, this amounts to momentum conservation 
at the vacuum-medium interface, with the components of the driving 
fields’ wave vectors along the interface on the vacuum side being the 

relevant quantities. In the experiment, the angle enclosed between 
the FEL and NIR beams is rather small (∣X − I∣ = 0.75∘), resulting 
in a practically collinear geometry, and moreover, X ≫ I. Therefore, 
the nonlinear reflection is expected closely along the reflected FEL 
beam with an estimated offset angle  of ∣∣ < 0.04∘ (see the 
Supplementary Materials for more details). This angle is much 
smaller than the radial divergence of the FEL beam, which can be 
determined to be 0.12° using the characteristics of the focusing x-ray 
optics. The beam directions observed are thus in line with mo-
mentum conservation and the presence of an FWM process in our 
geometry. This shows that the generated signal keeps the typical 
directional characteristics of an FWM signal in contrast to, e.g., a 
fluorescence emission channel. To discriminate the beams, the 
experimental geometry requires a spectral separation of the FEL 
beam and the nonlinear reflection rather than a spatial separation 
(see Fig. 2). An example for a difference-frequency beam profile on 
the charge-coupled device (CCD) camera as projected on the direc-
tion perpendicular to the dispersion direction of the grating is 
shown in Fig. 4A. The full width of this beam amounts to ≈4 mm at 
half maximum (FWHM), corresponding to a far-field radial beam 
divergence of ≈0.09∘. As expected, the nonlinear emission cone is 
limited by the divergence of the focused XUV and NIR laser beams 
that drive the nonlinear processes.

Regarding (ii): In Fig. 4D, we show the spectral distribution 
of the frequency conversion yield over the relative delay of the FEL and 
NIR pulses. A cut through this density plot along a line at zero delay, 
i.e., the detailed spectral distribution of the X − 2I difference- 
frequency photon yield, is displayed in Fig. 4B. The distribution is 
centered at 62.05 eV, which is in close agreement with the expecta-
tion according to energy conservation requiring ħ = ħX − 2ħI = 
62.15  eV. The bandwidth of the FEL varies between 500  and 
600 meV FWHM, depending on photon energy, while the band-
width of the NIR pulses is close to 100 meV. Thus, observing the 
bandwidth of the SFG and DFG signals with an FWHM of 351 meV 
suggests that the wave mixing process is limited by the natural 
linewidth of the excitonic lithium K-edge resonance.

Regarding (iii): The dependence of the difference-frequency 
yield on the time delay between the FEL and NIR pulses in Fig. 4C 
indicates that the nonlinear conversion process requires temporal 
overlap of the pulses. This is expected for a nonlinear wave mixing 
process for which the induced nonlinear polarization decays on a 
time scale faster than the widths of the driving laser pulses. The 
observed temporal profile represents the cross-correlation of the 
FEL and NIR pulses including the relative timing jitter of the pulses 
on the LiF sample. A Gaussian fit to the yield indicates an FWHM 
of this cross-correlation of the pulses of (180 ± 22) fs. Because the 
NIR laser pulse width was 21 fs and the FEL pulse width was set to 
be less than 100 fs, a substantial contribution of ≈140  fs to the 
width of the cross-correlation curve is actually due to the relative 
arrival time jitter of the pulses on the LiF sample.

DISCUSSION
Having firmly established that the signals that we observe are due to 
FWM, we now turn our attention to the pronounced variation of the 
photon yield of the X ± 2I wave mixing processes as a function of 
the driving FEL photon energy seen in Fig. 3B. How does the nature 
of the resonances involved influence this yield? Obviously, significant 
frequency conversion is present only in close one- or three-photon 

A

B

C

Fig. 3. Measured and calculated frequency conversion yields. (A) Density plot 
of the experimental spectral distributions of the generated sum- and difference- 
frequency photons (vertical axis) for the different FEL photon energy settings 
(horizontal axis). The spectral distributions are shown relative to the respective FEL 
photon energy settings. They thus appear at an offset of ±2ħI = ±3.1 eV with 
respect to the respective FEL photon energy (horizontal line at zero). (B) The 
generated number of sum- (blue) and difference-frequency (orange) photons plotted 
over the process driving FEL photon energy ħX. Shown is the total number of 
generated photons per FEL pulse train at zero FEL-NIR pulse delay summed over 
the whole spectral distribution of the generated radiation. Sizable frequency conver-
sion is observed only with the incident FEL and NIR radiation in one- or three-photon 
resonance with the p-type core exciton of LiF. (C) Calculated sum- and difference- 
frequency yields plotted as functions of the process driving FEL photon energy. 
The NIR photon energy is fixed at 1.55 eV. The plot is based on our basic model of 
the LiF third-order nonlinear susceptibility tensor in this photon energy range and 
corresponds to the parameter R = 0.112 in Fig. 5. Shaded areas in (B) connect 95% 
confidence intervals of the data.
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resonance with the p-type core exciton, giving rise to the characteris-
tic two-peak structure in both the X + 2I and X − 2I photon yields, 
separated by approximately 2I in Fig.  3B. In contrast, one- or 
three-photon resonance exclusively with conduction band states 
does not give rise to detectable frequency conversion, i.e., no FWM 
yield was observed with an FEL photon energy setting higher 
than ≈64 and ≈67 eV for sum- and difference-frequency mixing, 
respectively.

The influence of electronic correlation and, in particular, the 
formation of a core exciton next to the Li+ K-edge absorption have 
been studied in the past (14), and first-principles calculations indi-
cate that strong correlation effects between the core hole and the 
electrons are restricted to the first few electron volts of the XUV 
absorption starting at ≈60  eV (20). The nature of the electronic 
states involved in linear absorption and correspondingly in the 
linear reflectivity of LiF in Fig. 1B can explain what we observe in 
FWM. In the initial state, the active electron is well localized on a 
Li atom in the crystal. This also is true for the p-type core exciton, 
where the excited electron remains localized in the vicinity of that 
same Li atom (15). The corresponding overlap of the wave func-
tion with other localized states of the lithium atom enhances the 

respective transition matrix elements, i.e., the probability that a 
suitable photon may drive a transition between colocalized states. 
In other words, a colocalization of excited states strongly enhances 
the third-order nonlinear susceptibility (3) of LiF, which is the 
quantity responsible for the FWM processes that we study. In 
contrast, the higher-energy conduction band electronic states can 
be described by delocalized Bloch states with the excited electron 
being able to move freely in the crystal. The lack of colocalization in 
this case can, in turn, give rise to a strongly suppressed (3). This 
difference in electron-hole colocalization is reflected in the observed 
frequency conversion yield in Fig. 3B.

Specifically, we note that we observe no significant DFG when 
tuning the FEL photon energy to the 70.5-eV feature in the linear 
reflectivity spectrum Fig. 1B. The corresponding feature in the LiF 
near K-edge absorption fine-structure spectrum has been debated 
to be due to correlation effects, namely, an electron polaron (21, 22). 
Furthermore, it has been speculated that this electron polaron is 
bound to the Li 1s core hole (21). While this debate is about half a 
century old, ab initio electronic structure calculations, to this day, 
have not been able to address this question. Our experiment can 
address this question experimentally: In the hypothesized case of 
a bound polaron, an increase of the nonlinear susceptibility and 
hence the FWM yield would be expected in one- and three-photon 
resonance with the 70.5-eV feature. However, no significant FWM yield 
was observed either in the three-photon resonant sum-frequency 
yield (Fig. 3B, blue curve around 67.4 eV) nor in the one-photon 
resonant difference-frequency yield (Fig. 3B, orange curve around 
70.5 eV). This indicates the absence of colocalization of the active 
electron and core hole of the same order of magnitude as it is present 
for the core p-type exciton at 62.07 eV.

Next, we strive to obtain a basic understanding of the pronounced 
sum- and difference-frequency conversion yield when in resonance 
with the p-type core exciton. Given the strong localization and hence 
roughly atomic character of the core exciton, we model the third- 
order nonlinear susceptibility tensor (3), which is not known for 
LiF in the relevant photon energy range, by involving Li+ionic states, 
namely, the (1s)2 ground state and excited states corresponding to 
the p-type and to the s-type exciton. This approach is in analogy to 
the early efforts to understand the linear absorption spectrum (23). 
The details of the model are presented in Materials and Methods 
and in the Supplementary Materials.

On the basis of this (3) model in conjunction with the experi-
mental parameters, we obtain the conversion yields for the generated 
reflected sum- and difference-frequency beams as functions of the 
driving FEL photon energy as shown in Fig. 5. It is assumed that the 
polarization of both the FEL and NIR radiation is in their common 
plane of incidence on the LiF crystal and their angle of incidence is 
52° with respect to the crystal normal as it was in the experiment. In 
Fig. 5B, we present the dependence of the difference-frequency 
yield on the applied FEL photon energy. Here, the ratio R of the 
radial parts of the Li+ dipole matrix elements for the (1s2s) − (1s2p) 
(d2) and (1s)2 − (1s2p) (d1) transitions R = d2/d1 serves as a param-
eter to characterize the relative influence of the states on (3) and 
thus on the nonlinear polarization of the medium. The electric field 
strengths of the incident XUV and NIR radiation are assumed as 
constant. In Fig. 5A, we show the corresponding results for SFG.

At R = 0, the LiF s-type core exciton does not influence the 
frequency conversion at all. The resonance structure found thus 
exclusively originates from the driving laser radiation being either 

A B

C D

Fig. 4. Characteristic details of the radiation generated in the nonlinear 
processes. As a characteristic example, we present details for the difference- 
frequency beam with the FEL tuned to three-photon resonance with the LiF core 
exciton at ħX = 65.25 eV. (A) Sample profile of the generated difference-frequency 
beam on the CCD camera perpendicular to the dispersion direction of the grating. The 
blue curve is intended to guide the eye. (B) Spectral distribution of the difference- 
frequency photon yield with the FEL-NIR pulse delay set to zero, i.e., a cut through 
the density plot in (D) along a line at zero delay. (C) The total amount of generated 
difference-frequency photons plotted over the FEL-NIR pulse delay, i.e., a projec-
tion of the density plot in (D) on the delay axis. Blue curves in (B) and (C) represent 
Gaussian fits to the data, and arrows indicate their FWHM. Error bars represent the 
SD. The maximum of the Gaussian fit in (C) is shown in Fig. 3B as the DFG yield at 
ħX = 65.25 eV. (D) Density plot of the dependence of the spectral distribution of 
the difference-frequency photon yield on the FEL-NIR pulse delay.
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in one-photon (X ≈ exc) or three-photon (X ± 2I ≈ exc) 
resonance with the p-type core exciton. The slight offset of the 
frequency conversion maxima toward a higher FEL photon energy 
as compared with the p-type exciton position (exc = 62.07 eV, table 
S1 and indicated by vertical lines in Fig. 5) can be attributed to the 
strong variation of the linear dielectric constant over the p-type 
exciton (fig. S2) accompanied by strong absorption of either the 
driving or generated radiation on resonance. For DFG, a shifting of 
the conversion maximum at X ≈ exc toward a higher FEL photon 
energy is predicted with increasing R (Fig. 5B), whereas the maxi-
mum at X ≈ exc + 2I does not shift. Moreover, the conversion 
efficiency peak at X ≈ exc gains strongly in amplitude with rising 
R. The underlying reason is a rising contribution of two-photon 
resonance with the s-type exciton relative to one–XUV photon 
resonance (X ≈ exc) with the p-type exciton. Two-photon reso-
nance with the s-type exciton would occur at X = 62.52  eV, 
compared to one–XUV photon resonance with the p-type exciton 
at X = 62.07 eV. A rising value of R represents a stronger coupling 
between s- and p-type core excitations. Thus, the rising conversion 
efficiency and shift are a consequence of the s-type exciton providing 
an intermediate two-photon resonance in the three-photon DFG 
process, as the 1.55-eV NIR photons are not far off resonance with 
the energy difference of 1.1 eV between s- and p-type excitons. 
In contrast, at three-photon resonance with the p-type exciton 

(X ≈ exc + 2I), the frequency difference X − I is well off the 
two-photon resonance with the s-type exciton. This results in a 
negligible effect of two-photon resonance on the corresponding 
difference-frequency conversion yield and on the position of the 
yield maximum.

A similar interpretation holds for the changes observable in the 
sum-frequency conversion yield with rising values of the parameter 
R in Fig. 5A. However, in this case, the conversion yield maximum 
at X ≈ exc − 2I, originating from three-photon resonance with 
the p-type exciton, is affected by two-photon resonance with the 
s-type exciton, whereas the X ≈ exc conversion maximum, repre-
senting one–XUV photon resonance with the p-type exciton, is not. 
Combined, the model particularly predicts the difference-frequency 
conversion yield maximum at X ≈ exc appearing at a slightly 
higher FEL photon energy than the corresponding sum-frequency 
yield maximum and links it to the NIR photons being able to cause 
a coupling between s- and p-type excitons for R > 0.

Comparing the outcome of our model (Fig. 5) with the resonance 
structure observed in the experiment leads to an estimated R of 
approximately 0.112 when basing the comparison on the relative 
strengths of the frequency conversion yield maxima. For the purpose 
of direct comparison with the experiment, we show this calculated 
result in Fig. 3C for both SFG and DFG. To illustrate the precision 
of this estimate, a transition moment ratio of R = 0.225 changes the 
resonance behavior of the frequency conversion processes com-
pletely in a way that is significantly different from the experimental 
result. Similarly, R = 0 is not compatible with the experiment. In the 
model, R ≈ 0.112 already results in a clear offset of the calculated 
difference-frequency conversion yield maximum at X ≈ exc to a 
higher FEL photon energy as compared to the corresponding sum- 
frequency yield maximum (Fig. 3C). A hint at such a shift can also 
be found in the experimental data in Fig. 3B at X ≈ exc ≈ 62 eV.

Within the limitations of our simple (3) model, we are able to 
understand the experimental observations quantitatively, particu-
larly the energy positions and relative yields of the FWM processes 
in LiF when in resonance with Li+ 1s core excitations, including the 
significance of a dipole coupling of the p-type to the s-type exciton 
in the nonlinear response. The model calculation reproduces the 
significant sum- and difference-frequency conversion yield when 
close to one- and three-photon resonance with the p-type core 
exciton. While being in resonance with the p-type exciton is key for 
efficient frequency mixing, a two-photon resonance with the s-type 
exciton does affect the frequency conversion because a close to 
one-photon resonant, dipole allowed, coupling of the s- and p-type 
core excitons is present, mediated by the NIR laser pulses. Thus, our 
findings further corroborate the assignment of the low-energy 
shoulder of the linear reflection maximum observable at 61 eV in 
Fig. 1B due to an s-type exciton (15, 18).

For NaCl, the observation of a complementary FWM process 
has recently been reported in a purely laser-based experiment, 
involving excitons related to the excited Na+ 3s state with a hole in 
its closed 2p shell (13). This experiment revealed the presence of 
dark excited states that appear only in nonlinear spectroscopy 
besides bright excitonic excitations observable in linear absorption. 
A potential coherent lifetime of the nonlinear polarization induced 
in LiF as it was reported for NaCl on a time scale of 10 fs in (13) is 
too short to be detectable with our present temporal resolution. 
With recent advances of pushing x-ray–optical relative pulse jitter 
at FELs to below 25 fs (24) and the availability of both x-ray and 

A B

Fig. 5. Calculated frequency conversion efficiencies. Sum- (A) and difference- 
frequency mixing (B) yields calculated for the beams emitted from the LiF sample 
toward the vacuum side (reflection geometry; see Fig. 2). Shown are the dependencies 
of the efficiencies on the photon energy ħX of the incident FEL radiation when 
scanned over the LiF p-type core exciton at ħexc = 62.07 eV for a set of values of 
the parameter R starting at zero up to R = 0.225. R quantifies the dipole coupling 
strength of the LiF p-type to the s-type core exciton, the latter being separated in 
energy from the former by 1.1 eV, i.e., somewhat less than one NIR photon energy 
ħI = 1.55 eV. For comparison purposes, the conversion efficiency scales in (A) and 
(B) are chosen to be identical. Compared to the lower group of curves, the calculated 
efficiencies for the upper group have been scaled by a factor of 0.5. In both 
panels, we highlighted the efficiency curves for R = 0.112, which most closely 
reproduce the conversion yield structures found in the experiment (thick brown 
lines; see also Fig. 3C).
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optical pulses in the few femtoseconds or even attosecond domain 
(25, 26), we expect that such information for processes involving 
core excitations may also become accessible by our FEL-based 
approach and extendable to suitable resonances in the multi–kilo–
electron volt photon energy range.

From an experimental point of view, we note that the third- 
order nonlinear process studied in this work, i.e., SFG and DFG, 
allows for easy spectroscopic discrimination of the nonlinear signal 
from the incident XUV or x-ray radiation, which is particularly 
important when mixing harder x-rays with laser pulses in the optical 
spectral range due to the challenge posed by an increasingly small 
angular separation. Furthermore, we note that the observation of a 
nonlinear process in reflection from a solid sample–vacuum inter-
face is convenient in particular in the XUV spectral range (27, 28), 
because, due to strong absorption, only very thin samples can typi-
cally be used to detect the generated radiation propagating through 
the nonlinear medium, e.g., a sample of 50-nm thickness was used 
in (13). We expect both these aspects as demonstrated here to be of 
relevance for the application of nonlinear x-ray spectroscopy in 
materials science, where tailoring the samples under study to experi-
ments is only viable to a limited extent. Nevertheless, detecting 
transmitted radiation may be advantageous in selected cases where 
phase matching (  k  z   −    ~ k    z   = 0  in eq. S11) can be exploited, provided 
that the propagation lengths of the FEL and optical and generated 
radiation in the sample can be made long enough before efficient 
absorption limiting the detectable signal. At interfaces of centro-
symmetric crystals to vacuum or to other materials, a loss of inversion 
symmetry is commonly used to obtain surface or interface sensitivity 
via observation of second harmonic generation in the optical regime. 
As we have demonstrated, third-order nonlinear signals can now be 
detected in one- and three-photon resonance with specific inner 
shell excitations. Looking ahead, the combination of second- and 
third-order nonlinear frequency conversion involving x-rays will 
allow one to differentiate between bulk- and surface-specific contri-
butions to the nonlinear polarization of a material.

Our work demonstrates that FWM under resonant conditions is a 
sensitive probe of charge localization, allowing for atomic specificity 
even when using wavelengths substantially larger than the unit cell 
of the system of interest. While scalable to hard x-rays, we note that 
even when carried out with soft x-rays, our approach can complement 
the atomic scale information on the valence charge distribution 
obtainable with wavelengths comparable to the interatomic spacing 
(4) and mesoscale information with a length scale defined by a transient 
grating period (7–9). Nonlinear spectroscopy with few-femtosecond 
x-rays gives access to otherwise forbidden, dark transitions and 
hence information beyond the linear spectroscopy dominating 
current x-ray spectroscopy. We note that our approach of exploiting 
core-hole resonances differs from some studies based on nonresonant 
hard x-ray wave mixing (29–31): The nonresonant methods can be 
understood as a wave mixing probe, which is scattering from an 
electronic system that was modified by one or more optical pump 
pulses. In contrast, our approach probes the coupling between core- 
excited states following an x-ray pump. As core holes are generally 
strongly localized, we gain selective spectroscopic information on 
optically “dark” states local to targeted sites in the probed system. 
We did not observe nonresonant wave mixing because LiF in its 
ground state is transparent for the 1.55-eV NIR pulses due to its 
large bandgap. The charge density remained mostly unperturbed by 
the optical laser alone. With the dynamics of transient localization 

and delocalization of charge at different atomic species being of 
fundamental importance for a multitude of processes not only in 
physics, chemistry, and biology but also in materials design, e.g., for 
light harvesting applications, we expect wave mixing processes in 
resonance with inner shell excitations to become a particularly fruitful 
approach for future time domain studies at FELs.

MATERIALS AND METHODS
Experiment
The experiment was carried out on the beamline FL24 of the FLASH2 
FEL using the MUSIX (multidimensional spectroscopy and inelastic 
x-ray scattering) end station (32). A schematic view of the setup is 
shown in Fig. 2. The FEL delivered pulses in bunch trains with 
40 laser pulses per train at a train repetition rate of 10 Hz. The pulse 
separation within each train was 10 s, i.e., a pulse repetition rate of 
100 kHz. The FEL beam was attenuated using a gas attenuator filled 
with 1.1 × 10−2  mbar of neon and a silicon attenuator foil of 
411-nm thickness. The beam path was constrained by five beam 
diameters limiting irises: the first three with a diameter of 7.5 mm, 
and the latter two with a diameter of 10.0 and 10.5 mm, respectively. A 
focusing Kirkpatrick-Baez active optics system (KAOS) was used to 
focus the beam on the LiF sample (33). The spot size on the LiF crystal is 
estimated to be 150 m FWHM in diameter as gauged with an yttrium 
aluminum garnet (YAG) scintillation screen. While the duration of 
the FEL pulses was not measured during the experiment, it was 
tuned to be less than 100 fs. The spectral bandwidth of the FEL pulses 
was determined from the measurements used for spectrometer 
calibration and varied between 0.5 and 0.6 eV, depending on 
photon energy. The angle of incidence of the beam on the LiF 
sample with respect to its surface normal was 52°. The energy of 
individual FEL pulses on the sample was (130 ± 25) nJ. This energy 
and the corresponding number of photons impinging on the LiF 
sample per pulse were determined by using an x-ray gas monitor 
detector upstream of the FEL beam and multiplying these data by 
an estimated beamline transmission up to the sample (34). The 
Supplementary Materials provides further details on the transmission 
estimates of the beamline.

The optical laser system was based on optical parametric chirped 
pulse amplification (OPCPA) synchronized to the FEL pulses and 
operated at a fixed photon energy of 1.55 eV. It delivered pulse 
trains identical in structure to those of the FEL with pulses of 21 fs 
in width (FWHM). The NIR laser beam was focused on the LiF 
sample using a lens pair with −250- and 750-mm focal lengths, re-
spectively. After passing through a /2-wave plate and polarizer for 
adjusting the pulse energy and a second half-wave plate for turning 
its polarization, the linearly polarized NIR beam was aligned nearly 
collinear with the FEL beam path by reflecting it off a flat 90° silver- 
coated turning mirror that passed the FEL beam through a center 
hole (5-mm diameter). Thereby, the NIR laser beam enclosed a 
small angle of (0.75 ± 0.03)° with the FEL beam, propagating in the 
plane of incidence spanned by the FEL beam and the LiF surface 
normal, which coincided with one of the LiF crystal axes. This plane 
of incidence is assumed to be spanned by the x and z axes of a 
suitably chosen coordinate system as shown in Fig. 2. The two LiF 
crystal axes in the interface plane to vacuum, i.e., the two red axes in 
Fig. 2, enclosed an angle of (22.5 ± 2.5)° with the x and y axes of this 
coordinate system, respectively. The polarization vectors of the FEL 
and NIR pulses were located in the plane of incidence. The NIR 
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laser pulse energy on the LiF target was (68.0 ± 1.5) J with the spots 
of the FEL and NIR beams spatially overlapping.

The LiF sample was a single, (100) cut crystal with the crystal 
surface polished. With a thickness of 3 mm, it was transparent to 
the NIR laser beam, whereas the FEL beam was practically absorbed 
within ≈100 nm into the crystal, thus limiting the SFG and DFG to 
a narrow stretch below the crystal surface. The NIR, FEL, and 
generated sum- and difference-frequency beams reflected off the 
LiF sample were dispersed by a reflection grating and directed to a 
CCD camera positioned behind an aluminum filter (200-nm 
thickness), which not only blocked the NIR beam and stray light 
but also inhibited the detection of FWM signals beyond the aluminum 
K-edge at 72.7 eV. The specular reflection of the FEL beam was 
blocked by a narrow beam stop placed directly in front of the CCD 
camera (see Fig. 2).

The dispersion grating with spherical shape and varied line spacing 
was used to separate the FEL radiation from the generated sum- and 
difference-frequency radiation (32). It was operated at grazing inci-
dence (2.1° grazing angle) and imaged the radiation spectrum onto 
the CCD camera. Because of the large radius of curvature of the 
grating (≈13.9 m), it had little influence on the divergence of the 
sum- and difference-frequency beams on their way from the LiF 
sample to the camera along the direction orthogonal to the dispersion 
direction of the grating. The length of the spectrometer setup, i.e., 
the separation of the LiF sample from the camera via the grating, 
was 1.33 m.

The back-illuminated CCD camera (Greateyes model GE-VAC 
2048 2048) used to detect the XUV radiation was mounted in the 
vacuum chamber (32). Its detector consisted of 2048 by 2048 square 
pixels of 13.5 m in size (32). For the experiment, 4 detector pixels 
were binned along the direction of dispersion of the spectrometer 
grating and 64 along the orthogonal direction to optimize the 
camera sensitivity. To speed up the readout rate, only 11 binned 
pixels perpendicular to the dispersion direction of the grating were 
read out. Thus, each stored camera image consisted of 512 × 11 
image points. The detector accumulated the light of individual 
pulse trains, i.e., of 40 laser pulses before being read out. Limited 
by the detector readout speed, a frame rate of 5 Hz was achieved, 
meaning that the sum- and difference-frequency light generated by 
every second FEL pulse train was captured.

In the experimental runs, the FEL photon energy was tuned in 
steps in the range between approximately 58 and 72 eV. The FWM 
yields shown in Fig. 3 (A and B) were measured over the course of 
about 100 hours with individual datasets recorded for about 30 to 
60 min on each single spot on the LiF sample at each FEL photon 
energy setting as a precaution against potential sample damage. We 
did, however, not observe systematic changes to the FWM yield 
measured in the first and last minutes of measurement on a given 
spot. At each energy setting, the delay between the XUV and NIR 
pulses was scanned within a 1- to 2-ps interval around the time 
overlap. This allowed to account for slow drifting of the XUV pulses’ 
arrival time relative to that of the NIR pulses, which would have 
affected the FWM efficiency. The CCD camera recorded the radia-
tion generated by FWM spectrally dispersed by the spectrometer 
grating. The recorded spectra were scaled to estimate the absolute 
number of photons actually generated by FWM in the LiF sample 
(see the Supplementary Materials for details). Fluctuations in 
optical stray light, generating a varying offset to each spectrum, were 
compensated by subtracting the average signal recorded in the FEL 

beam block shadow from each spectrum. Intensity fluctuations in 
the FEL beam were mitigated by normalizing the spectra such that 
the FEL stray light level of each spectrum equals the ensemble 
average. From these spectral distributions, a mean stray light spec-
trum was determined by averaging overall spectra recorded at 
FEL-NIR pulse delays larger than ±250 fs, leaving only the FWM 
signal together with a small, however fluctuating, residual back-
ground level. These spectra were then sorted by the XUV-NIR delay 
into delay-time bins of 25 fs with an average FWM spectrum 
computed for each bin. The result is a two-dimensional map of the 
FWM signal over the XUV-NIR delay and the energy distribution of 
the spectrally dispersed generated photons, as shown in Fig. 4D. While 
the average spectrum was calculated by the simple mean for each 
photon energy, an estimate of the uncertainty of this mean was 
computed as the SD of the averaged photon yields divided by the 
square root of the number of spectra in the respective bin, resulting 
in spectra such as shown in Fig. 4B for each delay bin. To derive the 
FWM yield shown in Fig. 3B, these delay-dependent spectra were 
integrated within ±500 meV of the expected photon energy of the 
FWM signal to form a delay trace as shown in Fig.  4C, which 
was then fitted by a Gaussian using the Levenberg-Marquardt algo-
rithm. This fit was weighed with the inverse square uncertainty of 
the spectra. The maximum of this Gaussian represents the FWM 
yield at time overlap that is depicted in Fig. 3B. The error bars are 
derived from the fit and represent the SD of the fit result. Conversely, 
the FWM yield shown as a spectrally resolved colormap in Fig. 3A 
is an integration of FWM yields measured within ±250 fs of the 
expected time overlap.

The linear reflection of LiF shown in Fig. 1B was measured 
separately at the PM3 beamline of the BESSY II facility (35) using 
tunable synchrotron radiation linearly polarized in the plane of 
incidence of the beam. The angle of incidence on the LiF single 
crystal was 50° with respect to the surface normal of the sample.

Theoretical modeling of third-order FWM
The nonlinear reflection off a medium with a plane boundary to 
vacuum in the xy plane of a suitably chosen coordinate system 
(see Fig. 2) is connected with the generated electric field on the 
vacuum side. In the monochromatic, plane wave limit, this electric 
field can be represented by

   E  r   =  A  r   exp (i  k  r   x − it)  (1)

where Ar is the amplitude and kr = (kx, 0, krz) is the wave vector 
on the vacuum side (krz > 0) satisfying the dispersion relation 
  k r  

2  =  k x  2  +  k rz  
2   =  ( / c)   2   (c, the speed of light). The amplitude Ar 

can be found to be (for the derivation, see the Supplementary 
Materials)

    A  r   =   4π ─ 
   ~ k    z   +  k  z  

   
(

     (   ~ k    z    P  x   +  k  x    P  z  )  ─ 
   ~ k    z   − ϵ  k  rz  

   
[

    
 k  rz  

  0  
−  k  x  

  
]

   −   
(

     ω ─ c   
)

     
2
    

 P  y   ─ 
   ~ k    z   −  k  rz  

   
[

  
0

  1  
0

  
]
  
)

     (2)

This expression presumes a monochromatic, plane nonlinear 
polarization wave P exp (ikx − it) propagating into the medium that 
is assumed to be located in the half-space z < 0 with frequency  and 
wave vector k = (kx, 0, kz) chosen to be located in the xz plane (see Fig. 2). 
The real and the imaginary parts of kz are negative numbers, repre-
senting propagation of the nonlinear polarization into the medium 
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and absorption of the fields driving it.    ~ k  = ( k  x  , 0,    ~ k    z  )  in Eq. 2 is the 
wave vector of the generated electric field at frequency  propagating 
in the nonlinear medium. It satisfies the dispersion relation     ~ k    2  =  
k x  2  +    ~ k   z  

2
  =  ( / c)   2  ϵ () , where ϵ() is the dielectric constant of the 

medium at the frequency  of the generated field. In the medium, it 
propagates with the nonlinear polarization and experiences linear 
absorption, meaning that the real and the imaginary parts of     ~ k    z    are 
negative numbers. kx—the wave number component in the plane of 
the surface of the nonlinear medium, which appears in the expressions 
for kr, k, and    ~ k  —is a real number and is fixed by boundary conditions 
for the FEL and NIR fields, which drive the nonlinear polarization, 
at the interface of the medium with vacuum.

The components of the wave vector k of the nonlinear polariza-
tion wave and its frequency  are fixed by the frequencies and wave 
vectors of the fields driving the nonlinear polarization and by the 
specific nonlinear process, i.e., in our case, third-order sum- and 
difference-frequency mixing, respectively. Provided that X, kX and 
I, kI are the frequencies and wave vectors of the driving FEL and 
NIR laser fields in the medium, respectively,  and k are defined as

   =    X   ± 2    I    

  k =  k  X   ± 2  k  I    

This assumes that one FEL photon and two NIR photons are 
involved in the mixing process as was the case in the experiment.

The amplitude P of the nonlinear polarization wave in Eq. 2 is 
set by the third-order nonlinear susceptibility tensor (3) of LiF 
governing the experimentally studied SFG and DFG. For the cubic 
LiF crystal structure, only few of the Cartesian components of (3) 
are different from zero and independent of each other (36). In a 
coordinate system aligned with the crystal axes, a set of independent 
nonzero components is    xxxx  (3)  ,   xyyx  (3)  ,   xyxy  (3)  ,   xxyy  (3)   . We use atomic tran-
sition matrix elements among Li+ states for the purpose of a basic 
approximation of (3). Therefore, full rotational symmetry prevails 
for the tensor elements, not just cubic symmetry. This adds an addi-
tional constraint to the tensor components, namely,    xxxx  (3)   =   xyyx  (3)   +  
 xyxy  (3)   +   xxyy  (3)    (36). This extended model symmetry and the fact that 
the LiF dielectric constant is a scalar quantity also mean that the 
Cartesian coordinate system tied to the experimental plane of inci-
dence in Fig. 2 is equivalent to the coordinate system spanned by 
the cubic crystal axes. Then, independent of the direction of polariza-
tion of the NIR laser beam, the nonlinear polarization component 
Py in Eq. 2 is equal to zero, meaning that the field generated is 
always polarized in the plane of incidence.

The p-type core exciton of LiF at 62.07 eV observed in linear 
absorption spectra has been attributed to derive from Li+ dipole 
allowed transitions from the (1s)2 ground state to excited states 
(1s2p, ml = 0, ± 1). A second, much smaller resonance structure 
on the low-energy side of this p-type resonance has been tentatively 
associated with a (1s)2 − (1s2s) Li+ transition (s-type exciton), not 
dipole allowed in the free ion (15, 17). A potentially sizable dipole 
allowed transition matrix element between the (1s2p, ml = 0, ± 1) 
and (1s2s) states may, however, influence the third-order nonlinear 
susceptibility (3) substantially. We thus model (3) of the LiF crystal 
using just these Li+ ionic states, ignoring any potential contribution of 
conduction band states. Our simple model is intended to qualitatively 
represent the experimentally observed dependence of the reflected 
sum- and difference-frequency yields on the FEL photon energy 

(Fig. 3B). Thus, only the ratio of the dipole matrix elements for the 
Li+ transitions (1s2s) − (1s2p, ml = 0, ± 1) and (1s)2 − (1s2p, ml = 0, 
± 1) will be relevant for the characterization of (3). Moreover, we 
will retain the full atomic rotational symmetry for the dipole matrix 
elements, ignoring crystal field effects. This reduces the number of 
adjustable parameters in an expression for (3) to the ratio R of the 
radial parts of these dipole matrix elements. The excitation energies 
of the p- and s-type core excitons and their widths, assumed to be 
homogeneous widths, are extracted from the linear reflection 
data in Fig. 1B. The data used to determine the components of the 
third-order nonlinear susceptibility are summarized in the Supple-
mentary Materials, and the expression used for our model nonlinear 
susceptibility is taken from page 93 of (36).

A more sophisticated theoretical treatment of the third-order 
nonlinear susceptibility tensor of LiF in this photon energy range is 
beyond the scope of this work. It will have to consider a potential 
influence of conduction band states, account for the excitonic structure 
more precisely, and take into account the lower cubic crystal 
symmetry that we replaced by full rotational symmetry in our model. 
We note that the lower symmetry may have an influence on the 
relative strengths of the frequency conversion yields, because, in 
that case, the angle enclosed by the plane of incidence of the laser 
beams with the LiF crystal axes in the surface plane of the crystal 
matters (see the Supplementary Materials). Also, we have used a 
monochromatic approach, whereas the laser pulses have a short 
pulse duration and possibly a substantial phase modulation accom-
panied by a corresponding spectral bandwidth that is of the order of 
the widths of the relevant LiF resonance structures.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at https://science.org/doi/10.1126/
sciadv.abn5127
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Frequency conversion: monochromatic plane wave limit Throughout the following deriva-

tion we will employ the cgs system of units. The corresponding geometry is sketched in Fig. S1.

The Maxwell equations in the frequency domain used to determine the propagation of the non-

linearly generated electromagnetic waves in the LiF crystal while applying intense driving ra-

diation fields are:

∇ xEω(x) = i
ω

c
Bω(x) ∇Bω(x) = 0 (S1)

∇ xBω(x) = −iω
c
Dω(x) ∇Dω(x) = 0. (S2)

ω represents the frequency of the generated electromagnetic wave, Eω(x) its electric field,

Bω(x) the corresponding magnetic induction, Dω(x) the dielectric displacement, and c is the

speed of light. The equations above assume the magnetic permeability of the nonlinear medium

to be equal to 1. The dielectric displacement is linked to the electric field strength via:

Dω(x) = ε(ω)Eω(x) + 4πPω(x) (S3)

with ε(ω) the linear dielectric constant of the medium at the frequency ω of the generated

electromagnetic wave and Pω(x) the nonlinear contribution to the polarization of the medium

at that frequency. The polaritation wave, in our case, is driven by the propagation of the FEL

and NIR laser fields in the LiF crystal. We assume ε(ω) to be a scalar quantity since the LiF

crystal is of cubic symmetry. Absorption of LiF at the frequency of the generated wave renders

ε(ω) a complex quantity with its imaginary part being positive. On the vacuum side from where

the FEL and NIR laser beams enter the crystal the same Maxwell equations above apply with

ε(ω) = 1 and Pω(x) = 0.

The Maxwell equations together with relation (S3) for the dielectric displacement can be

combined into an inhomogeneous wave equation for the electric field Eω(x):

∆Eω + ε(ω)
(ω
c

)2
Eω = −4π

[(ω
c

)2
P− 1

ε(ω)
k (kP)

]
exp (ikx), (S4)
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Figure S1: The geometry used to measure the FWM signal in refection off a polished (100)-
cut LiF interface to vacuum. The blue arrows represent the FEL (X), the red the NIR (I)
laser beam, and the purple ones the generated sum-/difference-frequency beams (FWM). They
propagated in a common plane of incidence which we choose to be the x-z-plane of a suitably
chosen Cartesian coordinate system with the z-axis normal to the LiF surface and parallel to
one of the LiF cubic crystal axes. The x-y-axes of this coordinate system in the LiF surface
plane were rotated by 22.5± 2.5◦ with respect to the two in plane crystal axes of the LiF crystal
used as shown in the inset.



with solutions subject to the additional restriction:

∇Eω = − 4πi

ε(ω)
kP exp (ikx). (S5)

Relations (S4) and (S5) assume Pω(x) to be a plane wave Pω(x) = P exp (ikx), implying the

driving FEL and NIR laser fields are plane waves. The wave vector k of the polarization wave

is fixed by the specific nonlinear conversion process and by the wave vectors of the driving laser

fields in the medium. We further assume the polarization wave to propagate in the (x, z)-plane

of a suitably chosen coordinate system with k = (kx, 0, kz) determined by the common plane of

incidence of the FEL and NIR radiation on the LiF crystal. P represents the constant amplitude

of the polarization wave. We do not account for any potential nonlinear polarization of the

medium bound to the vacuum-material interface.

The Maxwell equations (S1) and (S2) imply specific boundary conditions at the vacuum-

medium interface (the x, y-plane). Namely, the magnetic induction has to be continuous across

the boundary. Also the x- and y-components of the electric field (i.e. the components paral-

lel to the interface) and the z-component of the dielectric displacement (i.e. the component

perpendicular to the interface) have to be continuous across the interface. In the medium the

generated electromagnetic wave propagates with the polarization wave Pω(x) into the medium,

i.e. towards z = −∞. The generated wave on the vacuum side propagates towards z = +∞.

There is no wave on the vacuum side propagating towards the interface at z = 0 at the fre-

quency ω. Since the wave vector of the polarization wave k = (kx, 0, kz) has zero y-component

so the wave vectors of the generated waves in vacuum and in the medium have a zero y-

component. The electric field of the generated wave on the vacuum side can thus be repre-

sented by Er(x) = Ar exp (ikrx) with kr = (krx, 0, krz), transverse electric field amplitude

Ar (krAr = 0) and krz > 0. The dispersion relation k2
r = (ω/c)2 ties the x- and z-components

of the wave vector together.



The inhomogeneous wave equation (S4) in the medium for this geometry is solved with the

Ansatz

EM(x) = Ẽ (z) exp (ik̃xx). (S6)

It results in an inhomogeneous ordinary second order differential equation for the amplitude

Ẽ (z)

d2Ẽ (z)

dz2
+ k̃2zẼ (z) =

4π

ε(ω)

[
k (kP)− ε(ω)

(ω
c

)2
P

]
exp (ikzz). (S7)

k̃z used in Eq. (S7) is set via the dispersion relation k̃2z = ε(ω) (ω/c)2 − k̃2x with the real and

imaginary parts of k̃z chosen to be negative in order to make sure the generated electric field

in the nonlinear medium propagates with the polarization wave towards z = −∞ and force

absorption in the medium. With these restrictions the general solution of Eq. (S7) reads

Ẽ (z) = Ã exp (ik̃zz) +
H

k̃2z − k2z
exp (ikzz), (S8)

with

H =
4π

ε(ω)

[
k (kP)− ε(ω)

(ω
c

)2
P

]
. (S9)

The amplitude vectors Ar of the electric field on the vacuum side [Eq. (1) of the main text] and

Ã are still free constants. They are fixed by the boundary conditions at the vacuum-medium

interface, by Eq. (S5) in the medium, and by the fundamental condition that the electric field

vector on the vacuum side must be transverse to the propagation direction of the wave. The

boundary conditions can only be satisfied provided the still free wave vector components k̃x

and krx satisfy the condition k̃x = krx = kx, i.e. they have to be equal to the x-component of

the wave vector of the nonlinear polarization wave. Via the dispersion relations on the vacuum

side and in the medium then also the z-components k̃z and krz are fixed subject to the constraints

krz > 0 and the real and imaginary parts of k̃z have to be negative.

Involving these constraints results in the explicit form for the electric field amplitude Ar on



the vacuum side given in Eq. (2) of the main text and in

Ã =
4π

ε(ω)
[
k̃z − ε(ω) krz

]
{
Px + (kz − ε(ω) krz)

[k xP]y

k̃2z − k2z

}

k̃z
0
−kx


+

4π
(ω
c

)2 kz − krz
k̃z − krz

Py

k̃2z − k2z




0
1
0


 (S10)

The result Eq. (S8) for the dependence of the electric field in the medium on the z-coordinate

may be rewritten in the form

Ẽ (z) =

[
Ã +

H

k̃2z − k2z
+ H

exp[i(kz − k̃z)z]− 1

k̃2z − k2z

]
exp (ik̃zz) (S11)

to emphasize the role of phase matching in the nonlinear process provided the wave vectors k

of the nonlinear polarization wave in the medium and k̃ of the generated wave become equal

[meaning k̃z = kz in Eq. (S11)]. In the limit of phase matching the z independent term in square

brackets in Eq. (S11), namely Ã + H/(k̃2z − k2z), does not become singular. This can be seen

when explicitly evaluating it using the expressions for H and Ã given above. Phase matching

means the z dependent term in square brackets in Eq. (S11), i.e. the amplitude of the electric

field of the generated wave in the medium grows in proportion to the propagation length z in

the medium. However, one has to keep in mind that absorption in the medium will counteract

the buildup of the electric field. Absorption enters via the imaginary part of k̃z in exp (ik̃zz) in

the expression for the electric field in Eq. (S11). After a certain propagation length absorption

will always win over the linear buildup in z of the wave’s amplitude.

The directions of emission of the sum- and difference-frequency beams on the vacuum

side In the plane wave approximation used here the wave vector components of the XUV and

NIR beams impinging on the LiF crystal in the surface plane of the crystal determine the cor-

responding component of the wave vector of the polarization wave in the crystal. We represent



these wave vectors by kvX = (kvX
x , 0, kvX

z ) and kvI = (kvI
x , 0, k

vI
z ) for the XUV and NIR beams,

respectively, using the coordinate system defined in Fig. S1. Boundary conditions for the elec-

tromagnetic fields imply that the x-components of the wave vectors of the XUV and NIR beams

(in plane components), which drive the nonlinear processes, do not change when passing into

the LiF crystal. Then the x-components of the wave vectors of the polarization waves in the

medium are kx = kvX
x ± 2kvI

x , respectively. According to the previous section kx, in turn, equals

the x-component of the wave vectors of the generated electromagnetic fields on the vacuum

side (krx = kx). Based on the dispersion relation for the sum- and difference-frequency fields

on the vacuum side they thus propagate along the wave vector kr =
(
kx, 0,

√
(ω/c)2 − k2x

)
.

Nonlinear reflection thus occurs at an angle θ = arcsin(ckx/ω) relative to the LiF surface nor-

mal.

The nonlinear polarization amplitude P For the particular nonlinear processes of four-wave

mixing relevant to our experiment, namely sum- and difference-frequency mixing, the ampli-

tude P of the nonlinear polarization of the medium is linked to the specific third order nonlinear

susceptibility tensors χ(3) (−ωX − 2ωI;ωX, ωI, ωI) and χ(3) (−ωX + 2ωI;ωX,−ωI,−ωI), respec-

tively. Based on the cubic symmetry of the LiF crystal (space groupm3m) these tensors have 27

elements which are different from zero with only four of them being independent (36). Skipping

the dependence on the frequencies for convenience, one complete set of independent, non-zero

elements is χ(3)
x,x,x,x, χ(3)

x,x,y,y, χ(3)
x,y,x,y and χ

(3)
x,y,y,x in a Cartesian frame of reference with axes

coinciding with the crystal axes (36).

According to the experimental situation, the LiF crystal’s z-axis is chosen to coincide with

the z-axis of the plane of incidence of the FEL and NIR laser beams, whereas the crystal’s x-

axis enclosed an angle ϕ with the x-axis of the plane of incidence (see Fig. 2 of the main text

and Fig. S1). The components of the electric field amplitudes of the FEL and NIR plane waves



in the nonlinear medium may be written EX = (EX,x, 0, EX,z) and EI = (EI,x, 0, EI,z). This

representation uses as the frame of reference the x- and z-axes of the plane of incidence together

with the corresponding orthogonal y-axis (see Fig. S1). The y-components of the amplitudes

are both set to zero, assuming the waves are polarized in the plane of incidence, just as the

setting in the experiment. With these assumptions the components of the induced nonlinear

polarization (Px, Py, Pz) in the same reference frame can be written as

Px =χ(3)
x,x,x,xEX,xE

2
I,x

(
sin4 ϕ+ cos4 ϕ

)
+ χ(3)

x,x,y,yEX,xE
2
I,z +

(
χ(3)
x,y,x,y + χ(3)

x,y,y,x

)
EX,zEI,xEI,z

+
1

2

(
χ(3)
x,x,y,y + χ(3)

x,y,x,y + χ(3)
x,y,y,x

)
EX,xE

2
I,x sin2 2ϕ (S12)

Py =
1

4

(
χ(3)
x,x,y,y + χ(3)

x,y,x,y + χ(3)
x,y,y,x − χ(3)

x,x,x,x

)
EX,xE

2
I,x sin 4ϕ (S13)

Pz =χ(3)
x,x,x,xEX,zE

2
I,z + χ(3)

x,x,y,yEX,zE
2
I,x +

(
χ(3)
x,y,x,y + χ(3)

x,x,y,y

)
EX,xEI,xEI,z (S14)

This relation supposes the nonlinear process of sum-frequency mixing. For difference-frequency

mixing one has to use the complex conjugate NIR electric field strength components in the equa-

tions for the amplitude components of the nonlinear polarization above.

In our model for χ(3) (−ωX − 2ωI;ωX, ωI, ωI) and χ(3) (−ωX + 2ωI;ωX,−ωI,−ωI) we sim-

plify the LiF crystal symmetry by assuming the medium to be invariant under the full rotation

group. This introduces an additional constraint for the independent elements of the nonlinear

susceptibility tensor above. Only three of the four elements remain independent (36)

χ(3)
x,x,y,y + χ(3)

x,y,x,y + χ(3)
x,y,y,x − χ(3)

x,x,x,x = 0 . (S15)

As one may already expect, this relation eliminates any dependence of the induced nonlinear

polarization P above on the angle ϕ.

The model for the linear and 3rd order susceptibilities Computing the amplitude of the

electric field [Eq. (2), main text] of the reflected sum- and difference-frequency waves requires



the knowledge of the linear dielectric constant ε(ω) of LiF in the relevant photon energy range.

We constructed ε(ω) using the measured linear reflection off LiF in Fig. 1(B). As a model a

set of seven discrete, homogeneously broadened resonances was chosen to simulate the struc-

tures found in the reflection curve by suitably choosing their positions, widths and oscillator

strengths. Since the measurement did not determine the reflection coefficient but only repre-

sents the intensity of the reflected light the absolute scale for the dielectric constant had to

be set using a reported LiF absorption coefficient at a certain photon energy. We utilized the

measured absorption coefficient at 70 eV photon energy reported in (37).

The relation

α (ω) =
∑

j

fj
ω2
j − ω2 − iγjω

(S16)

for the microscopic reaction of LiF to an applied electric field in the frequency range of interest

is employed to determine the dielectric constant. It is based on molecular polarizability (see

(38)). The adjustable parameters ωj , γj and fj > 0 are chosen so as to simulate the measured

LiF reflection in Fig. 1B. The Clausius-Massotti equation

α (ω) = 3
ε (ω)− 1

ε (ω) + 2
(S17)

links the microscopic reaction to the dielectric constant ε (38). The parameters ωj , γj and fj > 0

which result in a reasonable fit of the experimental linear reflection off LiF (see Fig. 1(B), the

blue line) are gathered in Table S1. The real and imaginary parts of the dielectric constant ε

corresponding to this choice of parameters are shown in Fig. S2. The main, p-type LiF core

exciton resonance is responsible for the maximum of the imaginary part of ε(ω) at 62 eV while

its low energy shoulder represents the suspected s-type core exciton.

The calculation of the third order nonlinear susceptibility tensor is based on the expression

for its components given in reference (36) (page 93). Since in the experiment a detectable,

resonance like enhancement of sum- and difference-frequency mixing was observed when the



j 1 2 3 4 5 6 7
(1s)(2s) (1s)(2p)

ωj / eV 49.82 60.97 62.07 63.12 65.0 67.55 69.92
γj / eV 50.0 1.1 0.79 1.3 2.4 4.3 1.45
fj / eV2 42.0 0.59 1.54 0.17 0.92 2.77 0.75

Table S1: The parameters entering Eq. (S16) for the linear microscopic reaction of LiF to an
applied electromagnetic wave in the photon energy range between ≈ 58 eV and ≈ 72 eV which
is relevant to the experiment. The dielectric constant based on this choice of the parameters
allows to reasonably reproduce the experimental LiF reflectivity as shown in Fig. 1(B) of the
main text.

58 60 62 64 66 68 70 72
photon energy / eV

0.2

0.4

0.6

0.8

1.0

Re( )
Im( )

Figure S2: The calculated linear dielectric constant ε(ω) in the photon energy range be-
tween 58 eV and 72 eV. The blue line shows the real and the orange one the imaginary part of
ε.



LiF p-type exciton was involved, we only take this resonance into account together with the

suspected s-type excitonic resonance in determining the dependence of χ(3) on the driving FEL

photon energy. In the expression for χ(3) we therefore only employ the resonance positions

ωj and widths γj in Table S1 with j = 2, 3 which correspond to these resonances. For the

nonlinear susceptibility we neglect a dipole coupling of the s-type exciton to the ground elec-

tronic state. However, we take into account a potential, dipole allowed coupling of this s- to

the p-type main exciton. We use this simplification since we think the main influence on sum-

and difference-frequency generation by the suspected s-type exciton is through its coupling to

the p-type exciton which is driven by the applied NIR laser field. The NIR photon energy of

1.55 eV does not much exceed the separation in energy of these two excitons (ω3−ω2 = 1.1 eV

according to Table S1).

With this simplification, only two dipole matrix elements are relevant in the expression for

χ(3): one for the dipole coupling of the p-type exciton to the ground state and one for the

coupling of the s- and p-type excitons. For lack of information on the details of the electronic

states involved we use one-electron atomic dipole matrix elements and assume the ground state

is represented by a state with angular momentum l = 0 (s-state) and the excited states involved

by l = 0 and l = 1 with magnetic quantum numbers ml = 0,±1. This approach reduces the

number of free parameters in the expression for χ(3) to two radial dipole matrix elements and

modifies the symmetry of the LiF crystal from cubic to full rotational symmetry. Based on this

simplified model we calculate the independent components of χ(3) which in turn provide the

amplitude of the third order nonlinear polarization amplitude P needed for the determination of

the sum- and difference-frequency yields for comparison with the experimental result.

Calibration of the MUSIX spectrometer Incidence angles on the sample surface were de-

termined in situ with a photodiode on the diffractometer. The sample’s crystal axes were deter-



mined ex situ through Laue diffraction and the sample orientation was transferred by mounting

the sample on a holder with an azimuthal Vernier scale.

For every setting of the spectrometer grating, a calibration measurement was performed

by varying the undulator gap of the FEL. This generated a discrete series of different FEL

photon energies reflected off the LiF sample via the grating onto the CCD camera, bypassing the

installed beam-block. To prevent saturation of the CCD, two 295 nm thick zirconium attenuator

foils were placed in the FEL beam path. This allowed calibrating the MUSIX spectrometer

against the wavelength measurement implemented in the beamline (39). In addition, the overall

consistency of the various estimated parameters used in the MUSIX spectrometer transmission

calculations described below was verified by asserting an agreement between the number of

photons measured by an x-ray gas-monitor-detector (XGMD) (34) in the FEL beamline and by

the MUSIX spectrometer’s CCD at different wavelengths. As no linear reflectivity spectrum of

the sample was acquired with the MUSIX spectrometer, a flat sample reflectivity of 0.05 % was

used in this consistency check.

Estimation of the total number of photons generated in the FWM processes The read out

CCD camera counts were converted to an estimated number of incident photons assuming 50 %

of these photons (a conservative estimate of the CCD’s quantum efficiency) were converted into

electron-hole-pairs in the silicon chip with a bandgap of 3.1 eV. Each electron created one digital

count in the analog-to-digital converter of the CCD, according to the manufacturer information

for the readout frequency employed in the experimental runs. On the way from the LiF sample

to the CCD the photons have been reflected off the MUSIX spectrometer gating and passed an

aluminum filter foil. For the grating a 15 % diffraction efficiency in first order is assumed. The

aluminum filter transmission (thickness 200 nm) is retrieved from tabulated data (40, 41). We

also accounted for an estimated 12.5 nm aluminum-oxide layer on each side of the filter.



In a similar way, the total number of FEL photons impinging on the LiF sample per pulse

was derived from pulse energy measurements using an XGMD upstream (34). Following the

XGMD the FEL beam passed a silicon filter, three beamline mirrors, beam width limiting aper-

tures and the incoupling mirror for the NIR laser beam which all reduced the FEL pulse energy

before reaching the sample. The number of photons per pulse was determined from the to-

tal pulse energy measured by the XGMD, assuming 7 % of the measured pulse energy was

due to FEL harmonics that were absorbed by the downstream 411 nm thick silicon filter. Its

transmission for the fundamental FEL beam was calculated from tabulated transmission data

assuming a 12.5 nm thick silicon oxide layer on each side (40, 41). Likewise, based on tabu-

lated data (40,41), the reflectivities of the three beamline mirrors (2◦ grazing angle of incidence

and coated with nickel, gold and platinum, respectively) were taken into account. Wavefront-

sensor measurements during beamline-alignment further suggested 25 % transmission through

the beamline apertures and the incoupling mirror for the IR laser beam due to clipping.

Comparing the photon flux on the CCD to that measurd by the XGMD in the calibration

measurements described above lends some credence to the transmission estimates made here.

However, a significant uncertainty of the scaling factors involved remains. Therefore, we refer

to the total number of FEL photons arriving on the LiF sample and photons generated in the

FWM processes, which we show in Figs. 3 and 4 of the main text, as estimates only.

The experimental dependence of the frequency conversion on the NIR laser pulse energy

To further support the nature of the observed nonlinear processes we determined the dependence

of the frequency conversion yield on the pulse energy of the NIR laser pulses. In the regime of

low conversion, as was the case in the experiment, the dependence is expected to be quadratic.

This is just what the experiment indicates as Fig. S3 shows. The measurement was done with the

FEL photon energy set to 59.25 eV. The nonlinear process involved was sum-frequency mixing
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Figure S3: Dependence of the number of sum-frequency photons generated on the NIR
laser pulse energy arriving on the LiF crystal. The FEL laser photon energy was set to
59.25 eV, i.e. 3-photon resonant with the LiF exciton resonance (ωexc = ωX + 2ωI). The blue
line represents a fit to the data points using a quadratic polynomial in the NIR pulse energy.

three-photon resonant with the LiF exciton resonance (ωexc = ωX + 2ωI). The data points allow

fitting a quadratic dependence of the sum-frequency photon yield on the NIR laser pulse energy

(blue line in Fig. S3).
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6.2 The Next Steps

The above publication has reached some milestones for FWM-techniques, namely the
background-free measurement of SFG and DFG signals, separated in energy, and the
characterization of the coupling strength between different excitations. However, the
experiment was still limited in several important ways that point to open opportunities
for upcoming studies.

Perhaps the most straightforward next step from this experiment is to move to a non-
collinear geometry with a near-90◦-angle between FEL and IR laser. Due to momentum
conservation, this would allow detecting the SFG and DFG signals not only separated
in photon energy but also in emission angle. This way, the signal background (which
was given through the tails of the SASE spectrum) can be suppressed even further to
allow a far better signal-to-noise ratio.
Current improvement efforts at the beamline that aim to decrease the timing jitter and
increase long-term arrival-time stability between XFEL and IR-laser are expected to
further increase the signal-to-noise ratio.1

In principle, as this experiment was performed in reflection from the LiF crystal, phase-
matching effects beyond momentum conservation should not be relevant, even in a non-
collinear geometry. To me, this prediction not only calls for confirmation but also offers
an opportunity for a direct comparison with the corresponding experiment performed
in transmission in order to map out the relevance and stringency of phase-matching
conditions around a core resonance.

Moving to the more demanding improvements, one cannot help but notice that this ex-
periment observes a fully coherent wave-mixing process, but does so with longitudinally
incoherent SASE-radiation. Moving to a seeded XFEL source, ideally with a very short
pulse duration and control or knowledge of the relative phases between the XUV and
IR waves, would allow full control of the wave-mixing process, which would e.g. allow a
measurement of dephasing time (as well as the population lifetime) of the excited states.

The suggestions above regard further studies of the already measured signal, which
was enhanced through the coupling between the 1s2p and 1s2s core-excited states. A
critical reader of our experimental report may object that the coupling between two core
excitons is not particularly insightful knowledge for common material science, which is
mostly concerned with low-energy excitations. They might find the coupling between a
core exciton and a valence excitation far more interesting, as it would hold information
about the (time-dependent) localization of that valence excitation. Thus, I want to close
the core of this thesis with an encouragement to stay curious for the next experiments,
as the expected improvement in background suppression by moving to a non-collinear
geometry already gives a hopeful outlook to observing such a process.

1In this experiment, occasional long-term timing drifts made it necessary to constantly scan over
several picoseconds in relative delay in order to ensure that the perfect time-overlap is included in the
scanned range. Thus, a more reliable arrival time stability will directly increase the effective measurement
time at the time-overlap.



Chapter 7

Conclusion

As F. Bencivenga remarks [102], the concepts needed to understand non-linear optics
were already in the hands of Maxwell and Lorentz in the late 19th century, and the
relevant equations might have been formulated by them if they had deemed it necessary
to include anharmonic terms in the oscillator model of the atom and expanded the field
equations using a power series. But the experimental methods of the time did not en-
able research in this direction, until the development of the laser in 1960 [16], which was
promptly followed by the observation of second harmonic generation one year later [17].
Similarly, non-linear methods in the XUV and X-ray regimes have been largely ignored
until the advent of XFELs was foreseeable to provide for the first time the high X-ray
fluences required to realize non-linear X-ray spectroscopy methods [102].
With XFELs having been available for user operation for just over a decade, we finally
see a rapid development of non-linear X-ray methods. Nevertheless, there were and are
significant experimental hurdles to overcome, three of which this thesis addressed in the
following order:
First, the spectral intensity fluctuation of SASE-FEL-radiation requires adequate nor-
malization to enable spectroscopic transmission studies with high sensitivity. Second, as
non-linear X-ray studies involve the absorption of high-fluences, a practical understand-
ing of non-linear absorption needs to be established; this means studying the interplay
of high levels of X-ray absorption with the processes of core-hole-decay, electronic scat-
tering, and thermalization. Third, wave-mixing processes between different colors of
X-rays as well as between X-rays/XUV and optical/IR photons must be demonstrated
experimentally.

Consequently, this thesis first presents a scheme for sensitive linear transmission mea-
surements at SASE-XFELs, namely the split-beam normalization technique; different
implementations of this scheme were discussed, two of them in dedicated technical pub-
lications[1, 2]:1 One uses a monochromator upstream of the sample; the other, foregoing
monochromatization, exposes the sample to the full SASE-bandwidth and uses a spec-
trometer downstream to analyze both beams. Using the latter setup, a pump-probe
study on the antiferromagnetic response of nickel oxide to sub-gap optical excitation
was shown as an application example, revealing a strong coupling of the sub-bandgap
excitation to the magnetic spin system, in particular the 1THz magnon mode.

1The third setup used in [4] is partly discussed therein, and a full technical publication is available
for the successor of this setup after further development [8], but is not printed in this thesis.
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Next, a split-beam normalization scheme was utilized to measure the non-linearities
emerging in the X-ray absorption of nickel at high X-ray fluences, and a rate model was
developed in order to understand the electron population dynamics within the pulse
duration, in particular around a core-resonance [4]. Remarkably, the model accurately
describes a large part of the non-linear effects, although it operates on a picture of inde-
pendent electrons and no time-dependent changes to the density of states are considered
[5]. Together, the experiment and model reveal that electronic scattering cascades are
a major driver in both thermal and non-thermal redistribution of valence electrons.

Furthermore, a conceptually very similar study is presented, but using broadband excita-
tion of the sample (this time a Co/Pt multilayer) [6]. We find that due to the broadband
excitation, significant stimulated X-ray emission is observed in addition to the processes
observed in the monochromatic study on nickel, although inhibited partly by the afore-
mentioned electron redistribution processes. Nevertheless, the study represents the first
spectroscopic implementation of externally stimulated RIXS in a solid, and with that a
big step towards the realization of wave-mixing techniques for material science.

Lastly, we demonstrated the first SFG and DFG between two IR and one XUV photon
in a solid [7]. The results of the study emphasize the utility of material resonances,
in particular those of excitonic character, to enhance the non-linear susceptibility in
spectroscopic experiments. In addition to the background-free detection of SFG and
DFG signals, the study demonstrates a sensitivity to the coupling strength between
excited states, which constitutes one of the core promises of wave-mixing studies.

In summary, I believe that the work presented in this thesis contributes significantly to
the development of non-linear X-ray spectroscopy on various fronts, from the develop-
ment of suitable normalization schemes [1, 2, 8] over the understanding of the relevant
mechanisms in non-linear X-ray absorption around resonances [4, 5] to the exploitation
of stimulated emission [6] and finally XUV-IR-wave-mixing [7]. Nevertheless, further ex-
perimental developments will be needed to establish that X-ray-wave-mixing techniques
can deliver the significant scientific advancement in molecular and solid-state dynamics
that they promise [80, 94–96].



Chapter 8

Outlook

This thesis has discussed, and to a modest degree contributed to, some of the signifi-
cant advances in XFEL-based non-linear spectroscopies in the last decade. These have
included the demonstration of most of the relevant non-linear processes, ranging from
saturated [67] to multi-photon [25] absorption, second harmonic [85] and sum/difference-
frequency generation [87], amplified spontaneous X-ray emission [82], externally stimu-
lated X-ray emission in gases [83] and solids [6], as well as FWM using transient gratings
[101], as well direct FWM between XUV and IR photons [7, 110].

Nevertheless, current experiments are still severely limited in directly translating more
complex non-linear wave-mixing schemes from the optical regime [51, 92, 93, 178, 201–
203]. Overall, many of these demonstrations were done without explicit control over
the relative phases of the pulses involved. This is because, in contrast to the extremely
well-established technology at longer wavelengths, even modern XFEL-facilities are still
limited in regard to the control over temporal coherence, multi-color-operation, and
phase-stability in relation to optical pump lasers.

Now, the ongoing challenge is on the one hand to further develop X-ray sources for in-
creasingly short, coherent, and well-defined pulses, ideally combining several colors, and
on the other hand to develop experimental schemes which work within the confines of
the available sources. With the accelerating pace of advances, the field is making steady
progress towards unlocking FWM techniques such as for example XCRS, to measure co-
herent wave-packet dynamics between targeted scattering centers through various kinds
of excitations - from nuclear modes like phonons, structural relaxation, and heat diffu-
sion, over electronic excitations like excitons and plasmons to mixed degrees of freedom
like polarons and polaritons - with increasingly higher photon energies [102].
Together, the coming improvements on light-sources, experiments and theoretical under-
standing will doubtlessly translate the recently demonstrated X-ray wave-mixing pro-
cesses into increasingly wider application and deeper scientific insights.

The broader X-ray community [. . . ] only recently has ventured into the exploration of
effects outside the conventional first-order description of light. [. . . ] It is envisioned that
the exploration of higher-order coherence in the X-ray regime may reveal new aspects
of the complex nature of light, and it may well become a new paradigm for obtaining
unprecedented structural resolution. - J. Stöhr [204]
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192. Wöstmann, M. et al. The XUV split-and-delay unit at beamline BL2 at FLASH.
Journal of Physics B: Atomic, Molecular and Optical Physics 46, 164005. issn:
09534075. https://doi.org/10.1088/0953-4075/46/16/164005 (Aug. 2013).

193. Roling, S. & Zacharias, H. in Synchrotron Light Sources and Free-Electron Lasers:
Accelerator Physics, Instrumentation and Science Applications (eds Jaeschke,
E. J., Khan, S., Schneider, J. R. & Hastings, J. B.) 1057–1091 (Springer Cham,
May 2020). isbn: 9783030232016. https://doi.org/10.1007/978- 3- 030-
23201-6_24.

194. Simoncig, A. et al. AC/DC: The FERMI FEL split and delay optical device for
ultrafast X-ray science. Photonics 9, 314. issn: 23046732. https://doi.org/10.
3390/photonics9050314 (Apr. 2022).

https://doi.org/10.1154/S0376030800008752
https://doi.org/10.1154/S0376030800008752
https://doi.org/10.1103/PhysRevLett.50.153
https://doi.org/10.1103/PhysRevLett.50.153
https://doi.org/10.1142/6666
https://doi.org/10.1142/6666
http://doi.org/10.1038/nchem.1431
https://doi.org/10.1021/acs.jpclett.8b00720
https://doi.org/10.1107/S1600577519005174
https://doi.org/10.1107/S1600577519005174
https://doi.org/10.1063/1.2913328
https://opg.optica.org/abstract.cfm?URI=oe-24-11-11768
https://opg.optica.org/abstract.cfm?URI=oe-24-11-11768
http://aip.scitation.org/doi/10.1063/1.3374166
http://aip.scitation.org/doi/10.1063/1.3374166
https://doi.org/10.1117/12.2265708
https://doi.org/10.1117/12.965547
https://doi.org/10.1088/0953-4075/46/16/164005
https://doi.org/10.1007/978-3-030-23201-6_24
https://doi.org/10.1007/978-3-030-23201-6_24
https://doi.org/10.3390/photonics9050314
https://doi.org/10.3390/photonics9050314


Bibliography 179

195. Doring, F. et al. 1D-Full Field Microscopy of Elastic and Inelastic Scattering with
Transmission off-axis Fresnel Zone Plates. Microscopy and Microanalysis 24, 182–
183. https://doi.org/10.1017/S1431927618013260 (Aug. 2018).
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