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Abstract

The measurement of the CP properties of the Yukawa coupling of the Higgs boson to τ
leptons is presented. The data set used for the analysis is collected by the CMS experiment at
the LHC during the Run 2 data-taking period in proton-proton collisions at

√
s = 13 TeV and

corresponds to an integrated luminosity of 137 fb−1. The Yukawa coupling between the Higgs
boson and τ leptons is parametrised in terms of the effective mixing angle αHττ, where the value
αHττ = 0◦(90◦) corresponds to the SM scenario of the pure CP-even (CP-odd) Hττ coupling.

The angle between the decay planes of the τ leptons is used as the observable encoding the
CP nature of the Higgs boson. The measurement is performed in the τeτh channel where one
τ lepton decays into an electron and the other hadronically. The results are combined with the
measurement in the τµτh and τhτh channels. The observed (expected) value of the effective
mixing angle for the combination is measured to be:

αHττ = −1 ± 19◦(0 ± 21◦)@68.3% CL.

The results are compatible with the SM expectation and the pure CP-odd hypothesis is
rejected at the observed (expected) significance level of 3.0 (2.6) standard deviations.

The improvements to the τ lepton identification inCMS in the context of the Run 3 preparation
are described. Retraining and optimisation of the DeepTau algorithm with the addition of
the adversarial fine-tuning procedure are performed. The resulting model improves upon the
previous DeepTau model in terms of the background rejection by 10-50% and has a better
description of data with simulation in the H→ ττ selection region.

A new algorithm called Tau Transformer (TaT) is proposed to overcome the limitations of the
DeepTau architecture. The TaT core is based on self-attention layers and features the embedding
module allowing for the multimodality treatment of the input representation. Comparison of the
TaT model with the retrained DeepTau model and a comparable ParticleNet-based architecture
shows consistently improved performance by up to 50% in the misidentification rate across the
pT, η, and decay mode ranges of interest.



Zusammenfassung

Die Messung der CP-Eigenschaften der Yukawa-Kopplung des Higgs-Bosons an τ-Leptonen
wird vorgestellt. Der für die Analyse verwendete Datensatz wurde vom CMS-Experiment
am LHC während der Datenerfassungsperiode des Run 2 in Proton-Proton-Kollisionen bei
√

s = 13 TeV aufgezeichnet und entspricht einer integrierten Luminosität von 137 fb−1. Die
Yukawa-Kopplung zwischen dem Higgs-Boson und τ-Leptonen wird durch den effektiven Mis-
chungswinkel αHττ parametrisiert, wobei der Wert αHττ = 0◦(90◦) dem SM-Szenario der reinen
CP-geraden (CP-ungeraden) Hττ-Kopplung entspricht.

Der Winkel zwischen den Zerfallsebenen der τ-Leptonen wird als Beobachtungsgröße ver-
wendet, deren Verteilung die CP-Natur des Higgs-Bosons widerspiegelt. Die Messung wird im
τeτh-Zerfallskanal durchgeführt, bei dem ein τ-Lepton in ein Elektron und das andere hadro-
nisch zerfällt. Die Ergebnisse werden mit den Messungen in den Zerfallskanälen τµτh und
τhτh kombiniert. Der beobachtete (erwartete) Wert des effektiven Mischungswinkels für die
Kombination wird wie folgt gemessen:

αHττ = −1 ± 19◦(0 ± 21◦)@68.3% CL.

Die Ergebnisse sind mit der SM-Erwartung vereinbar, und die reine CP-ungerade-Hypothese
wird auf dem beobachteten (erwarteten) Signifikanzniveau von 3.0 (2.6) Standardabweichungen
zurückgewiesen.

Die Verbesserungen bei der Identifizierung von τ-Leptonen in CMS im Zusammenhang mit
der Vorbereitung von Run 3 werden beschrieben. Der DeepTau-Algorithmus wird unter Anwen-
dung des Adversarial-Verfahrens neu trainiert und optimiert. Das sich daraus ergebende Modell
verbessert das vorherige DeepTau-Modell in Bezug auf die Unterdrückung des Untergrund-
prozesses um 10-50% und führt zu einer besseren Beschreibung der Daten durch die Simulation
im H→ ττ-Selektionsbereich.

Ein neuer Algorithmus namens Tau Transformer (TaT) wird vorgeschlagen, um die Lim-
itierungen der DeepTau-Architektur zu überwinden. Der TaT-Kern basiert auf Self-Attention
Schichten und verfügt über ein Einbettungsmodul, das diemultimodaleBehandlung der Eingabe-
darstellung ermöglicht. DerVergleich desTaT-Modellsmit demneu trainiertenDeepTau-Modell
und einer vergleichbaren ParticleNet-basierten Architektur zeigt eine durchgängig verbesserte
Leistung von bis zu 50%bei der Fehlerkennungsrate in den interessierenden pT- und η-Bereichen
sowie τh-Zerfallmoden.
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1 | Introduction

One of the most fundamental notions in the description of nature is the one of matter. It can be
thought of as a substance filling the space and transforming in time. One can wonder why the
objects constituting matter are very heterogeneous in properties as defined by one’s perception?
It turned out to be useful to spatially zoom in into the structure of matter and define the most
fundamental objects serving as building blocks. These were called particles and it was the
difference in their types and interaction which explained the diversity of matter representations
and related phenomena.

However, despite the particle zoo has been continuously expanding, it turned out that there
are matter representations which cannot be described as being made of already known particles.
An example would be dark matter which is supposed to fill the universe in order to explain
various astrophysical observation, e.g. galaxy rotation curves. Furthermore, as antimatter was
discovered, one would imagine that there must be an equal amount of matter and antimatter in
the universe at any given point in time – a statement which is rooted in another important notion
of symmetry as the ruling principle of nature. However, the matter which is observable from
the Earth now does not have sizeable fractions of antimatter. This raises the question whether
this asymmetry was generated at some point in time, and if yes, then in which way.

Assuming that there was indeed a phase in the evolution of the universe when the matter-
antimatter asymmetry was generated (so-called baryogenesis), Andrei Sakharov proposed three
conditions which necessary have to be satisfied for the particle interactions to create the asym-
metry [1]:

• Baryon number violation,

• C-symmetry and CP-symmetry violation,

• Absence of thermal equilibrium.

The second item in the list corresponds to the violation of the charge (C) and combined
charge-parity (CP) symmetries. The charge (parity) symmetry states that a given process occurs
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CHAPTER 1. INTRODUCTION

in the same way if the particle charges (spatial coordinates) are flipped.

Therefore, in order to establish whether these conditions hold true in nature, one should
search for potential sources of the CP violation (CPV). This search has to be necessarily
performed within some theoretical framework which describes the processes occurring at the
most fundamental level of matter. This framework has been built over decades and it is called
the Standard Model (SM). Chapter 2 provides a brief overview of its essential fundamentals
required to pursue the dedicated search for CPV.

One important property which essentially defines matter is mass. It was known experimen-
tally that the discovered particles have it, but before 1960s it was not clear how to introduce it
theoretically into the SM framework. The Brout-Englert-Higgs-Hagen-Guralnik-Kibble (BEH)
mechanism was one of the proposed solutions, as described in Sec. 2.2.3. However, it took al-
most 50 years to verify this solution experimentally by observing a particle similar in properties
to the Higgs boson – a scalar particle of the Higgs field playing a key role in the proposed mech-
anism. To date, multiple Higgs boson properties are measured with a good level of precision, as
summarised in Sec. 2.3, to give a high confidence that the observed particle is indeed the one
predicted by the BEH mechanism. The CP properties are also the important ones to be estab-
lished as they can provide hints to the sources of CPV in the theory and the matter-antimatter
asymmetry problem of the Universe. This is the main motivation behind this work, which is
dedicated to the investigation of the CP structure of the interaction between the Higgs boson and
tau leptons.

However, to pursue this study one firstly needs to be able to produce Higgs bosons in the
laboratory settings. For that purpose, one builds accelerators where particles are brought to the
speed close to the speed of light and then collided as the way to make them interact. Chapter 3
introduces the Large Hadron Collider as the world’s largest particle accelerator (Sec. 3.1) which
can currently be viewed as the only “Higgs factory”. The Compact Muon Solenoid (CMS)
detector (Sec. 3.2) is nowadays one of the main instruments to get insights into the interaction
of the Higgs boson with the other particles. Surrounding the interaction point, it aims to fully
capture and observe emerging particles, thus allowing for the full reconstruction of the Higgs
boson decay.

As it was mentioned, interaction of the Higgs boson with the tau leptons is the primary focus
of this work. The interaction is probed in the Higgs decay, which therefore requires precise
reconstruction and identification of tau leptons. The corresponding methods developed and
applied in the CMS collaboration are described in Chapter 4. Firstly, the most fundamental
Particle Flow (PF) algorithm (Sec. 4.2.1) is used to reconstruct basic particles. The hadron-
plus-strips (HPS) algorithm (Sec. 4.2.2) is then used specifically for the tau lepton reconstruction
from the PF-derived particles. An identification step usually follows the reconstruction, and
in CMS it is performed using the DeepTau algorithm. In this work, version 2.1 (v2.1) of this
model was used (Sec. 4.3.1), but several improvements were introduced, referred to as version

2



CHAPTER 1. INTRODUCTION

2.5 (v2.5), in order to prepare the model for the new Run 3 data-taking period (Sec. 4.3.2).
Furthermore, the DeepTau architecture is known to have several intrinsic limitations. New
approaches based on the graph- and attention-based models were investigated to further improve
the performance of the tau identification step (Sec. 4.3.3).

It is Chapter 5 which describes the analysis of CP properties of the Higgs interaction with
the tau leptons, as motivated above. Since there is a multiplicity of options for the tau lepton
to decay, this work focuses on the reconstruction of the Higgs boson decaying into a pair of tau
leptons, where one lepton decays into the final state with a single electron and neutrinos, while
the other lepton decays into hadrons and neutrino (τeτh final state). The framework to quantify
the CP effects of interest, the physical observable, and the analysis strategy are outlined in Sec.
5.1 and Sec. 5.3.7, while the other sections cover the other essential steps of the analysis. The
measurement performed in the τeτh final state (Sec. 5.8) is combined with the measurement of
the τµτh and τhτh final states, as described in Chapter 6. Finally, the summary and conclusions
are given in Chapter 7.

Personal contribution

The author of this work contributed to all the stages of the analysis of the τeτh final state.
This includes addition of the electron objects to the analysis framework with the necessary
corrections, validation of the simulation agreement with the data, training of the neural networks
used for event categorisation, addition of systematic uncertainties to the analysis framework and
their validation, performing statistical inference, including goodness-of-fit tests and final result
extraction.

In the tau lepton identification studies, on the side of DeepTau v2.5, the author contributed
to the improvement of the scalability of the framework, architecture optimisation, development
of the feature preprocessing and performance evaluation modules, and integration into the CMS
software. On the side of Tau Transformer, the contributions include the conceptual design
of the model and its implementation, development of the data loading pipeline, training and
hyperparameter tuning, performance evaluation, and ablation studies.
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2 | The Standard Model

It is an inherent part of human nature to wonder about phenomena happening in the world and to
ask questions about their origin. It seems to be driven by inexplicable curiosity to understand,
almost a demand of the reason to build logical structures, through centuries adding one brick
after another to the temple of the humankind knowledge.

Since people discovered the notion of space and time and formalised it, this became one of
the most important frames of human reasoning. Another important notion to be realised and
formulated was the one of matter, a medium which fills the space, evolves in time, and sensory
possesses heterogeneous properties. At this point it was natural to start asking questions about
the structure of matter, trying to split it into logical categories and find its place in some larger
framework of reasoning. Starting from things which one can observe and experience in daily
life, the reasoning went farther away to smaller or larger scales in space – a natural frame of
reference for reason to explore. It is probably this narrative which contributed to the emergence
of particle physics, a field of science describing phenomena at the very smallest scale.

Most of the scientific experiments in natural sciences deal with interacting objects, which
in turn are essentially various representations of matter. These observed phenomena had to be
necessarily explained using some toolkit with fundamental blocks and categories which matter
is made of. Step-by-step, this necessity led to the discovery of particles – and in fact a plethora
of them. All the visible matter turned out to be composed of them organised in peculiar patterns.
It became also possible to explain multiple phenomena in nature by formalising it in terms of
dynamics, transformation, and interaction of particles.

However, it is not sufficient to only formulate particles as a set of logical entities. There
is always a need of reason to bring structure into it, to organise them in a “beautiful” and
“meaningful” way. Furthermore, the concept of interaction and evolution necessarily motivates
the composition of rules guiding them. These rules take up the form of laws, which value is
estimated not only by the precision to describe already explored phenomena but also by the
power to predict yet undiscovered ones.

Bringing various pieces of the puzzle together, this is how the Standard Model (SM) has
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CHAPTER 2. THE STANDARD MODEL

been gradually built. It has always been expanding to incorporate newly discovered particles,
interactions, and observed phenomena while also predicting new ones on the way. Admittedly,
it is an “Absolutely Amazing Theory of Almost Everything” [2] as it describes the most funda-
mental blocks which constitute matter and the rules of its transformation. This Chapter gives
a brief overview of its fundamental aspects. Sec. 2.1 introduces the particles which have been
discovered so far. In Sec. 2.2 the theoretical foundation of SM is laid out. The discovery of the
Higgs boson in 2012 [3,4] was a great milestone bringing yet one more piece of the puzzle into
the Standard Model. The corresponding motivation behind its importance is described in Sec.
2.2.3 and the properties as predicted theoretically and measured experimentally are outlined in
Sec. 2.3.

2.1 Particle content

A particle, being a small localised in space object with certain properties, is called elementary
(or fundamental) if there is no other particles which it is composed of. Three important particle
properties should be mentioned as the starting point:

• Spin – a quantum number which might be informally associated to the internal angular
momentum of the particle. Particles taking half-integer spin values are called fermions,
and particles with an integer spin are called bosons.

• Electric charge – a quantum number which defines the behaviour of the particle in the
electromagnetic field. Taking the positive/negative integer values, it categorises particle
to be charged (charge does not equal to 0) or neutral (charge equals to 0).

• Mass – an intrinsic property of a body which measures its inertia to acceleration by a
net force. In this work, the mass is measured in electronvolt (eV) units, where 1eV/c2 =
1.78266192× 10−36 kg and c = 299792458 m/s is a speed of light. Natural units are used
throughout this work which set c = h/(2π) = 1, where h is the Planck constant.

The Standard Model describes the following elementary fermions and bosons (Fig. 2.1):

• Fermions: 6 quarks of different flavour (q = u, d, c, s, t, b), 3 charged leptons (l =
e, µ, τ), 3 neutral leptons (νl = νe, νµ, ντ).

• Bosons: 8 gluons of different colour (g), W±/Z particles, photon (γ), the Higgs boson
(H).

6



CHAPTER 2. THE STANDARD MODEL

Figure 2.1: Elementary particles in the Standard Model and their properties [5].

Each particle is also accompanied by an antiparticle which either coincides with the particle
itself or represent a new particle. In the latter case it has the same mass and spin but the opposite
electric charge (if different from 0). Fermions can be further categorised into quarks and leptons.
The former can take part in the strong interaction (Sec. 2.2) while the latter cannot. They are
furthermore combined into three generations (three left columns on Fig. 2.1).

The bosons are considered to be force carriers, i.e. particles which mediate the interactions
between other particles and hence guide the evolution of particle systems. The only exception is
the Higgs boson, which is responsible for the generation of particle masses. At the moment, four
fundamental forces are discovered: electromagnetic, weak, strong, gravitational. The former
three are known to have the corresponding boson mediators. The mediator of the gravitational
force still remains a mystery to be understood.

The notion of interaction and force is at the very core of the Standard Model, and its
formalisation is provided in the next Section.

7



CHAPTER 2. THE STANDARD MODEL

2.2 Formulation

2.2.1 Introduction

The Standard Model is a relativistic Quantum Field Theory (QFT) describing dynamics of
particles moving at the speed close to the speed of light. It is built upon the notion of symmetry,
which in this particular case refers to the invariance of physical processes under a certain type
of transformations. The transformations are formalised using the language of group theory. The
latter introduces a mathematical concept of a group – a set of elements G and an operation on
this set which maps two elements of the set to another element in the set. The group should
also satisfy three axioms: associativity, existence of the identify element, and existence of the
inverse element.

For example, one of the most fundamental symmetries which the Standard model should
satisfy is the Lorentz symmetry. In particular, the theory should be build in a Lorentz-covariant
way, so that physical quantities transform accordingly under a given representation of the Lorentz
group (indefinite orthogonal group O(1,3)) – i.e. as quantities composed of scalars, four-vectors,
four-tensors, and spinors. This allows to properly account for the relativistic nature of particles
in a consistent way with the special theory of relativity.

Themain part of the SM is a Lagrangian density L which is the general starting point to derive
laws describing the evolution of a system. If classical Lagrangian mechanics uses Lagrangian to
derive equations of motion for a system with finite number of degrees of freedom, field theory
extends the approach to fields having infinite number of degrees of freedom.

Equations of motion can be derived via the action principle. One defines an action functional
as:

A[φ(x)] =
∫

d4x L(φ(x), ∂µφ), (2.1)

where the integral is taken over the space-time coordinates x ≡ xµ = (t, ®x) with a Minkowski
metric gµν = diag(1,−1,−1,−1) and, for the sake of illustration, the Lagrangian density is written
for a scalar field φ(x). Requiring the variation of the functional for every infinitesimal shift of
the field δφ(x) to be 0:

A[φ(x) + δφ(x)] − A[φ(x)] =
∫

d4x
[(
∂µ

∂L
∂∂µφ

−
∂L
∂φ

)
δφ + ∂µ

(
∂L
∂∂µφ

)]
= 0, (2.2)

one can obtain the equation of motion for the field φ(x) by plugging-in the known Lagrangian
density of the field system.

8



CHAPTER 2. THE STANDARD MODEL

A simple example would be the Lagrangian density of the free Dirac field describing the
motion of a spin-1/2 particle with a mass m:

L0 = ψ̄(i∂̂ − m)ψ, (2.3)

where ∂̂ ≡ γµ∂µ, γµ are the gamma matrices, ψ(x) is a Dirac spinor, ψ̄(x) ≡ ψ†(x)γ0 is the
Dirac-conjugated spinor. Using Eq. 2.2 one can obtain the famous Dirac equation:

(i∂̂ − m)ψ(x) = 0. (2.4)

One can notice that the Dirac Lagrangian density (2.3) is invariant under the global transfor-
mation of the U(1) group which acts on the spinor ψ(x) as:

ψ(x) 7→ ψ′(x) = eieωψ(x), (2.5)

where ω is a constant. However, if one assumes a local U(1) symmetry ω → ω(x), the
Lagrangian is no longer invariant. This symmetry can be restored if an additional interaction of
the fermion with a photon field Aµ is introduced by promoting the usual derivative to a covariant
one:

∂µ → Dµ ≡ ∂µ − ieAµ, (2.6)

and defining the transformation of the photon field as Aµ → A′µ = Aµ−∂µω. The Lagrangian
which is invariant under the local U(1) symmetry corresponds to the Lagrangian of Quantum
Electrodynamics (QED):

LQED = ψ̄(iD̂ − m)ψ −
1
4

FµνFµν, (2.7)

where a field-strength tensor Fµν = ∂µAν − ∂νAµ is also introduced.

If there was no mass term in the Dirac Lagrangian (2.3), then a chiral symmetry would also
be conserved. Left and right chiral spinors are defined as eigenvalues of the γ5 ≡ iγ0γ1γ2γ3
operator:

γ5ψL/R = ∓ψL/R. (2.8)

Every spinor decomposes into a sum of the left and right spinors:

ψ = ψL + ψR, ψL/R =
1 ∓ γ5

2
ψ, (2.9)

and the Lagrangian (2.3) reads:

L0 = i(ψ̄L ∂̂ψL + ψ̄R∂̂ψR) − m(ψ̄LψR + ψ̄RψL). (2.10)

9
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If one considers a transformation ψ → ψ′ = eiγ5ω associated with the chiral symmetry, the
second term (mass term) in Eq. 2.10 violates this symmetry.

2.2.2 Lagrangian

Electroweak interaction

The Lagrangian (2.7) was the first theory which combined special relativity with quantum
mechanics in a consistent way to describe the observed electromagnetic phenomena. But while
it produces very accurate predictions for such quantities as the anomalous magnetic moment of
the electron, it does not incorporate such phenomena as, for example, the β decay of the neutron.

Fermi’s interaction turned out to be a good explanation of the β decay proceeding via a weak
interaction. However, this was still a standalone piece of the puzzle which was not related to
the electromagnetic phenomena. More importantly, it had a fundamental problem of unitarity
violation – the cross section of the reaction was predicted to increase linearly with the energy.
This was hinting that the Fermi’s theory was an effective theory valid only in the limit of low
energies. A more fundamental theory was yet to be formulated.

It was Sheldon Glashow, Abdus Salam, and Steven Weinberg who proposed a theory which
would describe in a unified way electromagnetic and weak interactions. It is build on the
assumption that the Lagrangian should be invariant under the transformation of the group:

SU(2)L × U(1)Y . (2.11)

The underlying symmetry (also referred to as gauge symmetry) is composed of two gauge
groups. The weak-isospin group SU(2)L comes with three gauge fields Wa

µ , a = 1, 2, 3. The
weak-hypercharge group U(1)Y comes with one gauge field Bµ, analogously to the QED case
with the Aµ field.

The fields Wa
µ are allowed to interact only with the left-handed fermions. This behaviour

is introduced in order to account for the (V − A) pattern of the Fermi’s interaction. The latter
is introduced in order to describe the experimental observation of the parity violation in the
Wu experiment [6]. Parity is another fundamental transformation which corresponds to the
inversion of the spatial coordinates xµ = (t, ®x) 7→ (t,−®x). The (V − A) pattern effectively models
each of the interacting fermion currents in the Fermi’s theory as a difference between the vector
jV
µ = ψ̄γµψ and axial j A

µ = ψ̄γµγ5ψ currents, where the former is conserved and the latter is not.

10



CHAPTER 2. THE STANDARD MODEL

The covariant derivatives which act on the left and right fermion fields are:

DL
µ = ∂µ − ig

Ta

2
Wa
µ − ig′

Y f
L

2
Bµ, (2.12)

DR
µ = ∂µ − ig′

Y f
R

2
Bµ. (2.13)

Here g and g′ are the gauge couplings, Ta =
σa

2
are the generators of the SU(2)L group with

σa being the Pauli matrices, Y f
L/R are the hypercharges introduced by the U(1)Y group.

As it was mentioned in Sec. 2.2.1, in the Standard Model one needs to incorporate in total
6 quark and 6 lepton fields. In the example of one generation, the corresponding spinors are
grouped into doublets and singlets under the SU(2)L group:

Q j ≡

(
uL
dL

)
j
, u ∈ {u, c, t}, d ∈ {d, s, b} (2.14)

L j ≡

(
νL
lL

)
j
, ν ∈ {νe, νµ, ντ}, l ∈ {e, µ, τ} (2.15)

u j ≡ (uR) j (2.16)
d j ≡ (dR) j (2.17)

(2.18)

The fermion part of the electroweak (EWK) Lagrangian then can be written by summing the
terms of the Dirac Lagrangian (2.3) across the fermion generations j = 1, 2, 3 while taking into
account the SU(2)L singlet/doublet structure and the corresponding covariant derivatives:

LEWK
f =

∑
j

iQ̄ j D̂LQ j + iū j D̂Ru j + id̄ j D̂Rd j + i L̄ j D̂L L j + il̄ j D̂Rl j . (2.19)

Furthermore, kinetic terms for the Wµ and Bµ fields should also be included into the EWK
Lagrangian:

LEWK
k = −

1
4

W µν
a Wa

µν −
1
4

BµνBµν (2.20)

Wa
µν = ∂µW

a
ν − ∂νW

a
µ + g f abcWb

µWc
ν (2.21)

Bµν = ∂µBν − ∂νBµ, (2.22)

11
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where f abc are the structure constants of the SU(2) group.

One can notice that Eq. 2.19 does not contain terms with the right-handed neutrinos since
experimental results indicate that the observed neutrinos are left-handed. Furthermore, there is
no fermion and vector boson mass terms included since they violate SU(2)L symmetry. This
problem is solved by introducing the interaction with the Higgs field which generates these
masses after the symmetry breaking mechanism (Sec. 2.2.3).

In order to account for QED, one needs to obtain terms where the photon field couples to
the fermions. This is not explicit yet in the Lagrangian (2.19) and the desired interaction can be
achieved by rotating the initial gauge fields Wa

µ, Bµ to a physical basis:

W±µ =
1
√

2
(W1

µ ± iW2
µ), (2.23)(

Zµ
Aµ

)
=

(
cos θW − sin θW
sin θW cos θW

) (
W3
µ

Bµ

)
. (2.24)

Here theWeinberg angle θW is introduced. The requirement that Aµ in Eq. 2.23 corresponds
to the photon field adds further constraints on the hypercharges Y f

L . Noting also that Yu
L = Y d

L ≡

YQ
L , Y ν

L = Y l
L ≡ Y L

L and fixing the normalisation YQ
L = 1/3 one can obtain the following relations

between the electric charge e and gauge couplings g, g′:

e = g sin θW, (2.25)
e = g′ cos θW, (2.26)

and the following relation in terms of the eletromagnetic and SU(2)L×U(1)Y charge operators:

Q f = (T f
3 +

Y f

2
), (2.27)

where T f
3 return ±1/2 for the left up/down fermions and 0 for the right fermions. Finally, the

fermionic part of the Lagrangian takes the following form:

LEWK
f = LCC + LNC (2.28)

LCC =
g
√

2
(J+µW+µ + J−µW−µ), J+µ =

∑
f

f̄uγµ
1 − γ5

2
fd (2.29)

LNC = eJ A
µ Aµ +

g

cos θW
JZ
µ Z µ, J A

µ =
∑

f

Q f f̄ γµ f , JZ
µ =

∑
f

f̄ γµ(v f − a f γ5) f (2.30)

v f =
T f

3
2
−Q f sin2 θW, a f =

T f
3
2

(2.31)
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One can observe that the (V-A) structure of the Fermi’s interaction is present in the CC
component of Eq. 2.28. Moreover, now the theory predict one new particle – the neutral Z
boson. It was a great success of the EWK theory when the Gargamelle experiment at CERN
reported in 1973 the observation of the neutral current, a first indication of the Z boson existence.
The W and Z boson were directly observed at the Super Proton Synchrotron in 1983.

Later on, bothW± and Z boson properties were measured at the Large Electron Proton (LEP)
Collider and at the Standford Linear Collider (SLAC). One of these properties is their mass,
which is now measured to be mW = 80.377 ± 0.012 GeV, mZ = 91.1876 ± 0.0021 GeV [7].
However, similarly to fermions the EWK theory does not have explicit mass terms for the
boson since they would violate the underlying gauge symmetry. The minimalistic approach of
leaving them as massless particles in the theory would contradict the experimental observations.
Furthermore, one can show that the unitarity principle is violated in the gauge boson scattering
amplitudes, which hence leaves the theory with issues to be solved.

Quantum Chromodynamics

One more piece of the puzzle which has not been mentioned so far is the theory describing
the strong interaction. This theory is called Quantum Chromodynamics (QCD) and it describes
the interaction between quarks. The motivation for a dedicated theoretical foundation is that
experimentally the quarks have not been found in a free state contrary to leptons. Instead, they
are confined within bound states of quark-antiquark pairs qi q̄ j (called mesons), quark triplets
qiq jqk (called baryons), tetraquarks qi q̄iQ jQ̄ j , and pentaquarks qiq jqk ql q̄m, where i, j, k, l,m
refers to different quark flavours. Mesons and baryons are collectively called hadrons. These
states are colour singlets, where the colour C is a charge introduced by the SU(3)C group. As of
now, six quarks have been discovered: up (u), down (d), charm (c), strange (s), top (t), bottom
(b).

Another consequence of the theory, similarly to the EWK case, was the appearance of the
gauge bosons associated to the group – gluons. These are the mediators of the strong force which
is responsible for formation of quark bound states. Experimentally, gluons were discovered at
the electron-positron collider PETRA at DESY in three-jet events [8]. The jet is a cone of
particles produced after the hadronisation (hadron formation) of a quark or a gluon. In this
search, two jets would be initiated by two quarks appearing from the lepton annihilation, while
one jet would be initiated by the gluon radiated from one of the quarks.

Theoretically, gluons are introduced by the covariant derivative corresponding to the SU(3)C
group:

Dµ = ∂µ − igs
λa

2
Ga
µ. (2.32)
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Here, Ga
µ are the gluon fields with the index a = 1..8, λa are the Gell-Mann matrices, gs

is the gauge constant of the SU(3)C group. These terms from the covariant derivative are then
added to the covariant derivatives in the quark terms of the EWK Lagrangian (2.19). Lastly, a
kinetic term for the gluons also has to be introduced:

LQCD
k = −

1
4

Ga
µνG

µν
a (2.33)

Ga
µν = ∂µGa

ν − ∂νG
a
µ + gs f abcGb

µGc
ν, (2.34)

where f abc are the structure constants of the SU(3)C group.

2.2.3 Spontaneous symmetry breaking

As discussed up to this point, the SM Lagrangian has the following form, invariant under the
local SU(2)L × U(1)Y × SU(3)C gauge symmetry:

LSM
0 = LEWK+QCD

f + LEWK
k + LQCD

k + LGauge-fixing + LGhosts, (2.35)

where the terms corresponding to the gauge fixing and Fadeev-Popov ghosts are added as
required by the theory quantisation and renormalisation procedures. The theory thus assumes
that the fermions and the gauge bosons are massless, since explicit mass terms violate the
underlying symmetries. This clearly contradicts the experimental observations, which poses a
question of completeness of the SM in such formulation.

It was the Brout-Englert-Higgs-Hagen-Guralnik-Kibble mechanism [9–12] which was pro-
posed in 1964 by the authors as the solution to the mass generation problem. It describes what
is commonly referred to as “spontaneous symmetry breaking” and it proceeds as follows. A
doublet Φ of complex scalar fields under the SU(2)L group – referred to as the Higgs field – is
introduced:

Φ =

(
φ+

φ0

)
=

1
√

2

(
φ1 + iφ2
φ3 + iφ4

)
, (2.36)

with the corresponding Lagrangian consisting of the kinetic and potential terms:

LHiggs = ∂µΦ
†∂µΦ − V(Φ†Φ), (2.37)

where the potential reads:

V(Φ†Φ) = µ2
Φ
†
Φ + λ(Φ†Φ)2. (2.38)
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Figure 2.2: Illustration of the Higgs potential (Eq. 2.38) in case of a single complex scalar field
φ for two scenarios: µ2 > 0 (left) and µ2 < 0 (right) [2].

Considering a simpler example of only one complex scalar field φ instead of a SU(2)L doublet
Φ, one can distinguish either a scenario µ2 > 0 with a single minimum of the potential at φ0 = 0
or a scenario µ2 > 0 with a valley of degenerate minima at φ0 , 0 (Fig. 2.2). In the latter case
the non-trivial minima correspond to the value of the field:

φ0 ≡ 〈0|φ(x)|0〉 =
v
√

2
eiβ, v =

µ
√
λ
. (2.39)

The value φ0 is interpreted as the vacuum expectation value, a characteristic of the vacuum
state. One observes that φ0 transforms under U(1) symmetry, however this symmetry is implicitly
broken when one selects a particular minimum:

φ0
β=0
=

v
√

2
. (2.40)

Considering again the Φ doublet, one can parametrise the Higgs field around the vacuum
expectation value similarly to Eq. 2.39 as:

Φ(x) =
1
√

2
exp

(
i
ζ j(x)σ j

2v

) (
0

v + h(x)

)
, Φ0 ≡ 〈0|Φ(x)|0〉 =

1
√

2

(
0
v

)
. (2.41)

Here, ζ j fields are the Nambu-Goldstone bosons, massless scalar particles necessarily ap-
pearing in theories where a continuous symmetry is spontaneously broken, i.e. the ground state
is not invariant under the action of the underlying group. The physical state h corresponds to
the Higgs boson.
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In order to link the Lagrangian (2.37) with the SM, one firstly introduces the covariant
derivative ∂µ → Dµ subject to the SU(2)L × U(1)Y group of the SM. This adds interaction
between the Higgs field and the gauge bosons. One can further show that after the symmetry
breaking (2.41) W± and Z fields can be redefined to include ∂µζ j terms. This is interpreted as
the “absorption” of the Goldstone bosons resulting in the longitudinal polarisation of the W±

and Z bosons.

Moreover, the following terms appear after the symmetry breaking (2.41):

LSM ⊃ M2
WW+µW µ−, M2

W =
g2v2

4
(2.42)

LSM ⊃
1
2

M2
Z ZµZ µ, M2

Z =
(g + g′)2v2

4
. (2.43)

These are naturally interpreted as the mass term for the W± and Z gauge bosons. The
requirement that the photon has to remain massless leads to the following condition:

g sin θW − g
′ cos θW = 0, (2.44)

and the mass of the Higgs boson h itself from the corresponding mH hh term is found to be:

mH =
√

2λv. (2.45)

Given that in the limit of small energies one should obtain Fermi’s interaction, the vacuum
expectation value can be directly linked to the Fermi constant:

GF
√

2
=

g2

8M2
W

⇒ v2 =
1
√

2GF
' 246 GeV. (2.46)

One therefore concludes that the spontaneous symmetry breaking mechanism SU(2)L ×

U(1)Y → U(1)em and the added Higgs potential V(Φ†Φ) solve the issue with the generation of
the gauge boson mass terms. One can also show that, due to the terms with trilinear and quartic
coupling between h and W±/Z , the unitarity violation in the scattering amplitudes vanishes.
Finally, it predicts the existence of the new scalar Higgs boson. A particle which so far meets the
required properties to a very good precision was discovered in 2012 by the CMS and ATLAS
experiments, as described in more detail in Sec. 2.3.

There is one more aspect which has not been covered yet – the mass generation for the
fermions. While for neutrinos the process of acquiring mass is still not solved, for the other
fermions it proceedswith the addition ofYukawa terms, preserving the SU(2)L×U(1)Y symmetry:

LYukawa = −
∑

i j

(
Y i j

d Q̄i
Φd j + Y i j

u Q̄i
Φ

cu j + Y i j
l L̄i
Φl j

)
+ h.c. (2.47)
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The notation here is identical to the one introduced in (2.14) and the sum is taken over the
three fermion generations. The charge conjugate of the Higgs field is defined as Φc = iσ2Φ

∗.
Y i j

u , Y i j
d , and Y i j

l are the general complex 3 × 3 matrices. The expression (2.47) is written in the
flavour basis and one can make the corresponding transformation to the mass basis by rotating
the fields with a unitary matrix:

Q→ VQQ, u→ Vuu, d → Vdd, (2.48)

so that:
Yd = diag(yd, ys, yb), Yu = V†CKMdiag(yu, yc, yt), (2.49)

where VCKM is the Cabibbo-Kobayashi-Maskawa (CKM) matrix. After performing this
diagonalisation and the symmetry breaking (2.41) one obtains the following terms describing
the quark interaction with the gauge bosons and the Higgs field:

LSM ⊃ LNC +
g
√

2
ūi

LŴ+
1 − γ5

2
V i j
CKMd j

L +
yuiv
√

2
ūi

Lui
R

(
1 +

h
v

)
+
ydiv
√

2
d̄i

Ldi
R

(
1 +

h
v

)
+ h.c., (2.50)

where LNC is defined in Eq. 2.28. One can observe that now quarks acquired the mass:

mui/di =
yui/div
√

2
, (2.51)

and they couple to the Higgs boson with a strength which is linearly proportional to the
quark mass. The CKM matrix further modifies the interaction of the quarks with the W boson
compared to (2.28) by accounting for the mixing across the generations.

It should be noted that the same diagonalisation from the flavour to the mass basis can
be performed in the lepton sector, yielding the same mass generation mli =

yliv
√

2
and Higgs

coupling structure as for the quarks. In the basis where the Yukawa couplings of the charged
leptons are diagonal, flavour states of neutrinos are linked to the mass states by the rotation with
the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix. The PMNS matrix enters the charged
current for the neutrino in place of the CKM matrix in the quark case. Furthermore, it plays an
important role in the description of neutrino oscillations.

Lastly, it is the addition of the Yukawa terms (2.47) followed by their diagonalisation to the
mass basis which introduces the violation of the CP symmetry into the SM. This is the symmetry
under the combined charge conjugation and parity transformations. The former corresponds
to the change of particle to their corresponding antiparticles, while the latter corresponds to
the change of the sign of the spatial coordinates. These discrete symmetries are not explicitly
introduced into the theory as the foundation, but are observed in nature and also implicitly
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manifest itself in the SM Lagrangian. Due to the fact that there are exactly three generations
of fermions, Y ∗i j , Yi j and there is one complex phase parameter in the CKM matrix and, in
case of the Dirac nature of neutrinos, also in the PMNS matrix. In nature, this manifests itself
as direct/indirect CP violation, for example, in the kaon [13], B-meson [14], and D-meson
sectors [15].

This work continues the investigation of the Yukawa coupling sector from the perspective of
searching CP anomalous effects. In particular, the structure of the Yukawa coupling between
tau leptons and the Higgs boson is experimentally studied, as described in Sec. 5.

2.3 Higgs boson properties

In 2012 the CMS and ATLAS experiments at the Large Hadron Collider (Sec. 3.1) announced
the observation of a new particle at a mass of 125 GeV [3,4]. In the CMS experiment the search
was performed in γγ, Z Z , WW , ττ, and bb̄ final states using the proton-proton collision at the
center-of-mass energy

√
s = 7 and 8 TeV. A local observed significance of the signal combined

for all the decay modes was 5.0 standard deviations (σ). In the ATLAS experiment, using the
same decay modes the local observed significance of 5.9σ was reached.

Although the properties of the newly observed particle were reasonably consistent with the
SM expectations of the Higgs boson, more studies had to be performed to better understand the
nature of the new particle. Since 10 years of its discovery, multiple measurements have been
done in order to understand deeper its properties [16, 17].

From the SM perspective, the Higgs boson is predicted to be dominantly produced in the
following processes (Fig. 2.3, top left panel):

• Gluon-gluon fusion (ggH),

• Vector boson fusion (VBF),

• Associated production with a W or Z boson (VH or Higgsstrahlung),

• Associated production with top (ttH) or bottom (bbH) quarks.

In the proton-proton collisions at
√

s = 13 TeV, for the mass of the Higgs boson near 125 GeV
the most dominant production mode is ggH with the predicted cross section σggH = 48.3 ± 2.4
pb (Fig. 2.4, top left panel). This accounts for approximately 87% of the total predicted
production cross section σtot = 55.4 ± 2.6 pb [18]. The next most important contributions
come from the VBF mode (7%, σVBF = 3.8 ± 0.8 pb), the VH mode (4%, σWH = 1.36 ± 0.03

18



CHAPTER 2. THE STANDARD MODEL

Figure 2.3: Feynman diagrams for the leading Higgs boson interactions: single Higgs boson
production modes (top left), Higgs boson decay channels (top right), and Higgs boson pair
production modes (bottom) [16].

pb, σZH = 0.88 ± 0.04 pb). Experimentally, in CMS these values were confirmed to a large
degree as measured by the signal strength modifiers µi (Fig. 2.4, bottom left panel). The latter
corresponds to the ratio of experimentally observed signal yields to those predicted by the SM.
The signal strength obtained after the fit to all the production modes and decay channels of all
Run 2 data (Sec. 3.1) with a common single parameter results in µ = 1.002 ± 0.057, which is
in excellent agreement with the SM prediction.

The mass of the Higgs boson is measured to be mH = 125.25 ± 0.17 GeV as a combination
of the CMS and ATLAS results in the most precisely reconstructed γγ and Z Z → 4l final
states [7]. The width for the Higgs boson with such mass is predicted to be ΓH = 4.14 ± 0.02
MeV [18]. Using off-mass-shell and on-mass-shell production, the CMS experiment measured
the width to be ΓH = 3.2+2.4

−1.7 MeV [20], which is in agreement with the SM expectation.

As discussed in Sec. 2.2.3, the Higgs field and the corresponding Higgs boson, appearing
after the spontaneous symmetry breaking, couples to fermions (via the Yukawa terms) and
gauge bosons W±/Z (via the covariant derivative terms). Therefore it is expected that the SM
Higgs boson decays into the corresponding particle-antiparticle pairs as well as into the massless
bosons (photons and gluons) via loops at the quantum level. Furthermore, the Higgs coupling
strength is proportional to the mass (mass squared) of the fermion (vector boson). This sets
the hierarchy of the expected decay probabilities with the third fermion generation being more
preferred comparing to the second and first generations (Fig. 2.4, top right panel).

The Higgs boson decays which have been observed so far are:
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Figure 2.4: (Top left panel) Predicted Higgs boson production cross sections for various pro-
duction modes as a function of the Higgs boson mass in proton-proton collisions at

√
s = 13

TeV [18]. (Top right panel) Predicted Higgs boson branching fractions for various decay modes
as a function of the Higgs boson mass in proton-proton collisions at

√
s = 13 TeV [19]. (Bottom

left panel) Signal strength modifiers for each of the Higgs production modes as measured by
the CMS experiment [16]. (Bottom right panel) Signal strength modifiers for each of the Higgs
decay modes as measured by the CMS experiment [16].

• Bosons: H→ γγ, H→ Z Z , H→ WW .
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• 3rd generation fermions: H→ ττ, H→ bb.

• 2rd generation fermions: H→ µµ (evidence, 3σ observed significance).

Figure 2.5: The measured κ-coupling modifiers for various Higgs boson decay modes as a
function of the corresponding fermion/gauge boson mass [16].

To date, the signal strength modifiers associated to each of the decay modes also agree well
with the SM predicted values within uncertainties (Fig. 2.4, bottom right panel). One can
also perform the analysis in the κ-framework [19], which introduces κ parameters scaling the
interaction of the Higgs boson with a given particle both in production (affecting the cross
section) and decay (affecting the decay width). The κ value of one corresponds to the SM
scenario. Experimental results for the κ-parametrised couplings of the Higgs boson with the
fermions and gauge bosons indicate perfect agreement with the SM expectation over three orders
of magnitude of mass (Fig. 2.5).

Due to the mentioned mass-dependent coupling of the Higgs boson, it is experimentally chal-
lenging to probe the coupling of the Higgs boson to the second and first generations fermions as
having at least one order of magnitude lower mass than the third-generation fermions. However,
it is of high importance to observe and measure these processes, either in production or in decay,
to further verify that the observed particle with the mass mH ' 125 GeV is indeed the SM Higgs
boson. Recent evidence for the H → µµ decay [21] and search for the VH → cc decays [22]
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have made a promising step in this direction. Furthermore, the parameters of the Higgs potential
(2.38) are also yet to be measured experimentally. This is where the ongoing quest to discover
the Higgs pair production (Fig. 2.3, bottom panel) will shed more light on the Higgs boson
nature [16].

The last item to be covered is the CP properties of the Higgs boson. The SM predicts the
Higgs boson to be even under the charge-parity inversion, i.e. to have the quantum numbers of
the pure CP scalar particle JCP = 0++. Experimentally, the hypotheses of a pure pseudoscalar as
well as a spin-1 and spin-2 particle were excluded [23, 24] at the confidence level of more than
3σ. However, it is possible that the observed Higgs boson is a mixture of scalar and pseudoscalar
hypotheses. Such anomalies in the CP sector can be searched either in the Higgs coupling to the
fermions or to the vector bosons. For the former, the Higgs interaction with the top quark and
the tau lepton plays the dominant role. Pure CP-odd hypothesis was rejected at the confidence
level of more than 3σ and upper limits were set on the anomalous Yukawa couplings to the top
quark in the studies of tH and ttH processes [25–28]. The coupling with the vector bosons has
also been probed in the VBF and VH production modes in the H→ Z Z, γγ, ττ decays [29–32].
Overall, the results are compatible with the SM expectation of the pure CP scalar hypothesis.
This work complements these studies by exploring the Yukawa coupling of the Higgs boson
with tau leptons.
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In order to study the physical properties of fundamental particles one should have access to their
source with the possibility to construct a laboratory environment and carry out experiments in
a controlled way. In this work, as it will be described in the following chapters, one needs to be
able to produce Higgs bosons and to be able to measure their decays into a pair of tau leptons.
The former is done using proton-proton (pp) collisions at the Large Hadron Collider (LHC) as
described in Sec. 3.1. A Compact Muon Solenoid (CMS) detector detailed in Sec. 3.2 serves
as a laboratory for the reconstruction of the Higgs boson decays into a pair of tau leptons and
for the measurement of their properties.

3.1 LHC facility

The Large Hadron Collider [33] is a hadron accelarator built by the European Organization for
Nuclear Research (Conseil Européen pour la Recherche Nucléaire or CERN for short) which
started its operation in 2008. It is installed in a 3.8-metre wide circular tunnel with 26.7 km in
circumference which was previously used for the operation of the Large Electron-Positron (LEP)
Collider. The tunnel lies between 50 m and 175 m below the surface at the border between
France and Switzerland near Geneva.

Original design for the LHC provides collision of protons with protons, protons with heavy
ions (p-Pb), and heavy ions with heavy ions (Pb-Pb, Xe-Xe). The particles in each of the two
beams are grouped in bunches in order to maximise the rate of interactions in a unit of time.
For the proton-proton collisions, firstly a centre-of-mass energy of

√
s = 7 TeV was reached in

2010 and 2011, followed by an increase to
√

s = 8 TeV in 2012, where both periods are referred
to as Run 1. During a Run 2 period corresponding to the years from 2016 to 2018 the LHC was
operating at a centre-of-mass energy of

√
s = 13 TeV. During the time of writing this work, a

Run 3 period was ongoing at a centre-of-mass energy of
√

s = 13.6 TeV.

In between the periods, two Long Shutdowns (LS) took place (in 2013-2015 and 2018-2022
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years) which introduced major upgrades to the LHC and its detectors to allow for their operation
at the higher centre-of-mass energy and collision rate. The latter is referred to as instantaneous
luminosity and it is defined by the beam parameters with the following formula:

L =
N2

b nb frevγ

4πεnβ∗
F . (3.1)

Here, Nb is the number of particle per bunch, nb is the number of bunches per beam, frev
is the beam revolution frequency, γ is the beam relativistic gamma factor, εn is the normalised
transverse beam emittance, β∗ is the beta function at the point of collision, F is the geometric
reduction factor:

F =

(
1 +

(
θcσz

2σ∗

)2
)−1/2

, (3.2)

where θc is the bunch crossing angle at the interaction point, σz is a root mean square (RMS)
of the bunch in the longitudinal direction, σ∗ is the RMS of the beam in the direction transverse
to the beam trajectory.

The nominal design luminosity for the LHC was 1034 cm−2 s−1 and twice this value was
reached during the Run 2 period. An integrated luminosity can be derived from the instantaneous
one by integrating over a given period of time [t1, t2]:

L =
∫ t2

t1
L dt . (3.3)

Then, the expected number of events (i.e. occurrences in the detector) of a given process can
be obtained by multiplying the integrated luminosity by the cross section of the process:

Nevents = L · σprocess. (3.4)

Particles in the LHC are accelerated in two separate beam pipes each kept at the vacuum
with the pressure ranging from 10−10 to 10−11 mbar. 1232 dipole magnets, each 15 m long, are
used to bend the particle beams. 392 quadrupole magnets, each 5-7 m long are used to focus the
beams. Sextupole, octupole, and decapole magnets are also used to correct slight imperfections
in the magnetic field. The superconducting magnets are made of copper-clad niobium-titanium
and are kept at the temperature of 1.9 K. This is achieved by using superfluid helium-4 and
dedicated vacuum systems to create an insulating environment.

The CERN accelerator complex is used to inject protons into the LHC (Fig. 3.1). The energy
of protons is progressively increased in stages by several accelerators. In order to obtain protons
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Figure 3.1: The CERN accelerator complex [34].

in the first place, hydrogen ions (H−) with the energy of 160 MeV are generated with a Linac 4
linear accelerator. It started operation in 2020 and substituted the previously used Linac 2. The
ions are further fed into a Proton Synchrotron Booster (PSB) where the electrons are removed
from the atom leaving only a nucleus with a single proton. These protons are accelerated up to
2 GeV and fed into a Proton Synchrotron (PS) which brings their energy up to 25 GeV. After
the PS, the protons are fed into a Super Proton Synchrotron (SPS) which increases their energy
up to 450 GeV and feeds them into the main ring of the LHC, where they are accumulated and
accelerated up to the target center-of-mass energy.

Nine experiments are installed at the LHC in order to study a broad range of particle physics
phenomena. Four of them are the large experiments placed at the LHC beam intersection points
in dedicated underground caverns:

• CMS (“Compact Muon Solenoid”) [35] and ATLAS (“A Toroidal LHC ApparatuS”)
[36]. These are general-purpose detectors installed at the Point 5 (P5) and Point 1 (P1),
respectively. The detectors are designed to study a wide range of phenomena from the
Higgs mechanism to searches for new physics, e.g. dark matter candidates and extra
dimensions.
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• LHCb (“Large Hadron Collider beauty”) [37]. It is placed at Point 8 (P8) and its special-
isation is the study of heavy flavour physics ranging from CP violation to exotic hadron
spectroscopy.

• ALICE (“A Large Ion Collider Experiment”) [38]. It is installed at Point 2 (P2) with
the specific design to study heavy-ion collisions and thus explore the properties of the
quark-gluon plasma.

The other five experiments are smaller at scale and share the cavern with the ones mentioned
above. These are:

• TOTEM (“Total, elastic and diffractive cross-section measurement”) [39]. It is installed
in the very forward region from P5 (CMS) along the beam trajectory. The detector is
designed to study the proton structure and to measure the proton-proton interaction cross
section complementary to the other general-purpose detectors.

• LHCf (“Large Hadron Collider forward”) [40]. It is installed few hundred meters away
fromP1 (ATLAS)with the goal of simulating the environment of ultra-high-energy cosmic
rays which is helpful for calibration of large-scale cosmic-ray experiments.

• MoEDAL-MAPP (Monopole and Exotics Detector at the LHC, MoEDAL Apparatus
for Penetrating Particles) [41]. The detector is installed near P8 (LHCb) with the goal
to directly search for the magnetic monopole and other highly ionizing stable massive
particles.

• FASER (ForwArd Search ExpeRiment) [42]. It is located 480 metres downstream of
P1 (ATLAS) and it is designed to search for new light and weakly interacting particles,
e.g. dark photons, axion-like particles and sterile neutrinos. Furthermore, a dedicated
sub-detector FASERν is installed to detect and study neutrinos with TeV energies.

• SND@LHC (Scattering and Neutrino Detector at the LHC) [43]. It is a recently approved
experiment to be installed close to P1 (ATLAS) which will cover the pseudorapidity range
7.2 < η < 8.4 complementary to the other experiments. Its primary goal is to measure
the process pp→ νX to provide insights into the charmed-hadron production and search
for feebly interacting particles.

The analysis presented in this work uses the data collected with the CMS detector during the
Run 2 data-taking period (Fig. 3.2). The data set size corresponds to a total integrated luminosity
of 137.62 fb−1. In the future, starting from 2026 year, the LHC will undergo a High-Luminosity
upgrade (HL-LHC) in order to extend its discovery potential and maintain the performance at
the instantaneous luminosity increased by a factor of 10 comparing to the originally designed
value [45]. After the upgrade HL-LHC is expected to deliver a total integrated luminosity of
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Figure 3.2: Delivered luminosity for pp collisions versus time for 2010-2012 (Run 1), 2015-2018
(Run 2), and 2022 (Run 3) years [44].

up to 4000 fb−1 by the year 2040. The upgrade is expected to significantly improve the reach of
physical searches and the measurements precision, also for the study presented in this work, as
it is mentioned in Sec. 6.

3.2 CMS detector

The Compact Muon Solenoid detector [35] is a general-purpose apparatus designed to cover
a broad spectrum of particle physics research at the TeV scale. It is placed about 100 meters
underground at the Point 5 collision area of the LHC near Cessy, France. The detector weights
about 14000 tonnes and it is about 15 metres high and 21 metres long (Fig. 3.3).

The detector consists of various subsystems each designed to meet a specific purpose, as
described in the following subsections. In general, the concept of being suitable for performing
a wide range of experiments drives the complexity of the design and the subsystems. This task
is also complicated by the fact that the expected number of observed particles per pp bunch
crossing is of the order of thousands, and the bunch crossings appear approximately every 25
ns. Therefore, the detector subsystems must be granular enough to provide the desired level of
resolution.
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Figure 3.3: Schematic illustration of the CMS detector [46].

Overall, the detector design should provide physicalmeasurements having an excellent quality
and precision of the following items:

• Muon identification, (di)muon momentum resolution up to 1 TeV and precise charge
assignment. This is largely achieved by the design of the magnet system (Sec. 3.2.1).

• Electron and photon reconstructionwithin the large geometrical acceptance, good (di)electron/photon
energy resolution. This is largely achieved by the design of the electromagnetic calorimeter
(Sec. 3.2.3).

• Charged-track momentum resolution and reconstruction efficiency. It is crucial, for exam-
ple, for the jet and tau lepton reconstruction and it is ensured by the design of the tracking
system (Sec. 3.2.2).

• Hermeticity for containment of all the particles appearing in the collision. This relies
on the proper design of the hadron calorimeter (Sec. 3.2.4) and has direct impact on the
precision of the missing transverse energy reconstruction (MET) (Sec. 5.3.4).

The following coordinate system is defined to describe positions and directions in the detector.
The origin of the coordinate system is placed at the nominal pp collision point. The y-axis points
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vertically upward, the x-axis points radially inward towards the centre of the LHC ring, and the
z-axis points along the tangent of the LHC ring from the Point 5 towards the Jura mountains.
The azimuthal angle φ is measured from the x-axis in the x − y plane as well as the radial
distance r . Variables referred to as transverse (e.g. transverse momentum pT) correspond to the
projections onto the plane transverse to the beam direction, i.e. x − y plane. The polar angle θ
is measured from the z-axis. The pseudorapidity η is defined as:

η ≡ − ln tan(θ/2). (3.5)

3.2.1 Solenoid magnet

The superconducting magnet is at the core of the CMS detector. It is designed to provide
a magnetic field of up to 4 T (with the nominal value of 3.8 T) which is crucial for precise
measurement of the charged particles momentum, especially those of muons. The magnet has
a cold bore diameter of 6.3 metres, a magnetic length of 12.5 metres and a mass of 220 tonnes.
Its distinctive feature is a 4-layer winding (instead of the previously maximum of 2 layers e.g. in
BaBar coils [47]) needed to provide the magnetic field of the nominal strength. A 10000-tonne
yoke consisting of 6 endcap disks and 5 barrel wheels is used to return the magnetic flux. All
the detector subsystems are placed inside of the main solenoid except for the muon chambers,
which are installed within the return yoke.

3.2.2 Tracking system

One of the most fundamental steps of particle object reconstruction in the detector is the
reconstruction of tracks. In the presence of a magnetic field it serves as the basis for measuring
particle properties such as charge and momentum. Furthermore, tracks are fundamental blocks
for the actual particle reconstruction (Sec. 4.2.1) as well as the reconstruction of the primary
interaction point (Sec. 5.3.5). Therefore, efficient design of the tracking system responsible for
the measurement of tracks is necessary.

As mentioned earlier, the expected number of particles appearing per pp bunch crossing is
extremely large. This puts strict requirement on the tracking system with granularity, speed,
and radiation hardness being the most crucial points. These requirements motivate the choice
of the silicon technology for the whole tracking system. The tracker constitutes the innermost
subsystem of the CMS detector as it directly surrounds the proton collision point. It has a
cylindrical shape with an outer radius of 1.2 m and a length of 5.6 m. It consists of two main
parts: the pixel detector and the silicon strip tracker (Fig. 3.4).

The Phase-0 configuration (before 2017 year) of the pixel detector consists of three barrel
layers at radii of 44, 73, and 102 mm and two endcap disks from both sides at distances 345
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Figure 3.4: Schematic view of the CMS tracker for the Phase-0 configuration [35]

and 465 mm from the collision point. The pixel cell size is 100 × 150 µm2 in r − φ and z,
respectively. It is chosen to provide the same track resolution in both directions which in turn
allows for a precise 3D reconstruction of primary/secondary vertices. The nominal coverage
for this configuration is |η | < 2.5 in terms of pseudorapidity and 1.1 m2 in terms of area,
with about 66 million pixels in total. For the Phase-1 configuration [48], the pixel detector
was upgraded to account for the future increase of the instantaneous luminosity leading to an
increased multiplicity of tracks in the tracker. Barrel layers were arranged more closely to the
collision point at radii 29, 68, 109, and 160 mm with one more layers added. One more endcap
disk was also added to both sides with the placement distances being 291, 396, and 516mm from
the collision point. The total coverage area was therefore extended to 1.9 m2 which corresponds
to the pseudorapidity range |η | < 3.0. Overall, the upgrade leads to an improved transverse
track impact parameter resolution from 25− 90 µm to 20− 65 µm for tracks with the transverse
momentum pT ∈ [1, 10] GeV and |η | < 1.4 (3.0) for the Phase-0 (Phase-1) configuration [49].

The silicon strip tracker spans the radial distance between 20 cm and 116 cm and consists of
three subsystems:

• Tracker Inner Barrel and Disks (TIB/TID). These occupy the region radially up until 55
cm with 4 barrel layers and 3 endcap disks at each end. The mean strip pitch varies from
80 (100) µm to 120 (141) µm for TIB (TID).

• Tracker Outer Barrel (TOB). It extends up to 116 (±118) cm in radius (z) and consists of
6 barrel layers with a pitch varying from 183 µm to 122 µm from the innermost layers
outwards.

• Tracker Endcaps (TEC+/TEC-). The modules cover the region 124 cm < |z | < 282 cm
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and 22.5 cm < |r | < 113.5 cm. Each TEC consists of 9 disks with radial strip pitch
varying from 97 µm to 184 µm.

Additionally, the modules in the first two layers of TIB and TID, the rings of the first two
layers of TOB and layers 1, 2, and 5 of TECs include a second micro-strip module mounted
back-to-back with a stereo angle of 100 mrad. This allows for the measurement of the second
coordinate in the corresponding modules (either z in the barrel or r in the endcap).

3.2.3 Electromagnetic calorimeter

Figure 3.5: Schematic layout of the CMS electromagnetic calorimeter [35].

The electromagnetic calorimeter in CMS is an hermetic homogeneous calorimeter covering
the pseudorapidity range of |η | < 3 (Fig. 3.5). The main driving motivation behind its design
is to be able to detect the decay of the Higgs boson into a pair of photons which requires a good
energy resolution for the reconstructed photons. Also, general LHC conditions put constraints
on the fast scintillation time, fine granularity, and radiation resistance. Altogether, the choice of
PbWO4 crystals for the main calorimeter material meets all of these criteria. The scintillation
time is of the same order as the time between two consecutive bunch crossing time (∼ 25 ns).
Moreover, the small Moliere radius (2.2 cm) and the short radiation length X0 (0.89 cm) allow
for the construction of the compact calorimeter with fine granularity.
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The barrel part of ECAL (EB) contains 360×2×85 = 61200 crystals with 8.14 m3 in volume
(67.4 tonnes in weight) covering the range |η | < 1.479 in pseudorapidity. The front faces of
the crystals are positioned at a radius of 1.29 m from the collision point. The cross-section of
crystals is approximately 0.0174× 0.0174 in η − φ plane. The length of crystals is 25.8 X0 (230
mm) which allows for more than 98% energy containment for electrons and photons with the
energy up to 1 TeV.

The endcap part of ECAL (EE) for both sides consists of two parts (so-called dees) with
3662 crystals each. The crystals are arranged in a rectangular x− y grid with off-pointing angles
ranging from 2 to 8 degrees. The front (rear) cross-section for the crystals is 28.62×28.62 mm2

(30× 30 mm2) and the length is 24.7 X0 (220 mm). The total EE crystal volume is 2.90 m3 with
a weight of 24 tonnes.

A fine-grained preshower detector is installed before each of the endcap disks with the goal
of distinguishing π0 decays from prompt photons. It consists of two layers where each layer
is a lead radiator followed by a silicon strip sensor plane. The two radiators are of the size
of approximately one and two radiation lengths. The pitch of the silicon sensors is 1.9 mm
(61 × 61 mm2 divided into 32 strips).

The scintillation light is collected with avalanche photodiodes (vacuum phototriodes) in the
EB (EE) due to their high radiation tolerance, fast response, and ability to operate in the 4-T
magnetic field. The ECAL subsystems are precisely maintained at the operating temperature of
18◦ with a dedicated water cooling system to mitigate fluctuations in the number of scintillated
photons.

3.2.4 Hadron calorimeter

The hadron calorimeter (HCAL) plays an important role not only in the precise measurement of
jet properties, but also in the reconstruction of the missing transverse energy, which is sensitive
to the level of containment of hadronic activity in the detector. The CMS HCAL is a hermetic
sampling calorimeter made of alternating layers of a brass absorber and plastic scintillator tiles
(Fig. 3.6). It is placed after the tracking system and ECAL (at a radius of 1.77 m) before the
solenoid coil (at a radius of 2.95 m).

The barrel part of HCAL (HB) covers the pseudorapidity range of |η | < 1.3. The thickness of
the absorber reaches up to six interaction lengths λI and increases up to ten interaction lengths at
larger pseudorapidities. ECAL in front of HB adds 1.1λI of the material. The plastic scintillator
is divided into 16 sectors in pseudorapidity which results in the 0.087 × 0.087 segmentation
in the η − φ plane. The light from the scintillators is passed with wavelength shifting fibres to
hybrid photodiodes.
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Figure 3.6: Schematic layout of one-fourth of the CMS hadronic calorimeter in the r − z
plane [35].

While the HB part is placed within the magnet solenoid, it is also complemented by a tail
catcher (HO) outside of the solenoid. This module is added since EB together with HB do not
provide sufficient containment of hadron showers. HO is placed as the first layer in each of the
five rings (along the z axis) which form an iron yoke returning the magnetic field. In the most
central ring (|η | ∼ 0) two layers of scintillators are placed, while all the other rings have a single
layer. The cross-section of tiles in HO approximately matches those of HB with the granularity
0.087 × 0.087 in the η − φ plane. It was studied that the energy response of the calorimeter
is more Gaussian for the HCAL configuration with HO comparing to those without HO [50].
Furthermore, the effect of leakage is reduced which propagates to the improved measurement
of the missing transverse energy.

The endcap part of HCAL (HE) covers the pseudorapidity range of 1.3 < |η | < 3.0. Similarly
to HB, it is also composed of alternating layers of brass absorber and plastic scintillator tiles. In
total, the number of tiles for both HE parts is 20 916 with the granularity ≈ 0.17 × 0.17 in the
η − φ plane. The depth of the entire calorimeter system (ECAL and HCAL) reaches about 10 λI
in the endcap and 12 λI in the barrel regions.

The last part of the CMS hadron calorimeter system is the forward calorimeter (HF). It is
installed from both sides of the interaction point at the distance of ±11 m along the beam line. It
is designed to cover the pseudorapidity range up to |η | ≈ 5 and to survive under harsh radiation
conditions. HF is made of grooved plates of a steel absorber. Quartz fibres are chosen as active
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material of the calorimeter due to their radiation resistance and fast response. They are placed
in the grooves with the long fibres (over the full thickness of the absorber) alternating with the
short ones (covering the back of the absorber). The towers cross-section is ≈ 0.175 × 0.175 in
the η− φ plane. The signals from the short and long fibres initiated by the Cherenkov light from
the charged particles as they pass through the HO medium are used to measure separately the
electromagnetic and hadronic components of the shower.

3.2.5 Muon system

Figure 3.7: Cross section of the CMS detector in the r − z plane illustrating the subdetectors of
the muon system [51]. The drift tube stations are shown in yellow (labelled as MB), the cathode
strip chambers are shown in green (labelled as ME), the resistive plate chambers are shown in
blue (labelled as RB and RE).

The CMS detector is originally designed to precisely identify and measure muons across the
whole kinematic experimental range. This is achieved by a dedicated structure of the muon
system. Since it is placed outside of the solenoid, it necessarily has to cover a large area which
puts forward the requirements for the system to be inexpensive and robust.

In the barrel region, the low particle rate is expected and drift tube (DT) chambers are used.
There are 4 stations in total placed between the layers of the flux return plates covering the
pseudorapidity range |η | < 1.2. The first 3 stations contain 8 chambers grouped into a pair of
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4 chambers. The first 4 chambers measure the coordinate in the r − φ plane, while the other 4
stations measure the z coordinate. The fourth station measures only the r − φ coordinate.

In the endcap region, a high particle rate is expected and therefore cathode strip chambers
(CSC) are used. Covering the pseudorapidity range 0.9 < |η | < 2.4 they provide high radiation
resistance and fast time response. In total there are 4 CSC stations in each endcap placed
between the flux return plates. The cathode strips within each chamber are organised radially
and measure the r − φ coordinate. The anode wires are arranged perpendicularly to the strips
and measure the η coordinate and the beam crossing time of the muon.

BothDT andCSC can be used for event triggering independently of the rest of the detector due
to a relatively good pT resolution and background rejection. However, due to a low resolution
in the beam crossing time, resistive plate chambers (RPC) are added both to the barrel and
endcap regions to improve the triggering capabilities. These are double-gap chambers operating
in avalanche mode and covering the pseudorapidity range |η | < 1.6. There are 6 RPC layers in
the barrel region with 2 layers placed in each of the first 2 stations and 1 layer placed in each of
the last 2 stations. In the endcap region, an RPC plate is added to each of the first 3 stations.
Overall, they provide improved time resolution and fast response at the expense of having lower
coordinate resolution.

Lastly, for the Phase-2 upgrade of the detector, several updates to the muon system are
being performed [52] in order to be able to operate efficiently at higher luminosity. For the
DT chambers and CSC, electronics will be changed to maintain the same level of latency and
readout rate for the trigger system. For the forward region, two new sections of improved RPCs
are added to extend the RPC pseudorapidity coverage from 1.9 to 2.4. Moreover, three sets of
detectors based on Gas ElectronMultiplier (GEM) technology will be installed. This will extend
the pseudorapidity range of the offline muon reconstruction up to |η | < 2.8 with an improved
trigger capabilities.

3.2.6 Trigger and data facility

LHC delivers proton-proton collisions at the very high rate of 40 MHz (1 bunch crossing per
25 ns), which makes it extremely challenging to analyse data from various CMS subdetectors
online. Furthermore, the high granularity of the CMS detector results in a large amount of data
which is not possible to store. A trigger system is designed to tackle this problem by significantly
reducing the size of original data by at least a factor of 106.

The trigger system consists of two main stages [53]. The first stage consists of a Level-1
(L1) trigger and a Data Acquisition (DAQ) system which aim to reduce the initial rate from 40
MHz to 100 kHz. It uses raw information available separately from the calorimeter and muon
systems to coarsely determine high-level physics objects (e.g. jets or isolated/non-isolated
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e/γ). This information is further used to define criteria whether a given collision should be
rejected or accepted for further processing. All the computation are performed in hardware
with field programmable gate arrays (FPGA), application-specific integrated circuit (ASIC) and
programmable memory lookup tables (LUT) technologies to allow for processing of large scale
data online at high rates.

The second stage is a High-Level Trigger (HLT) and it aims to reduce the L1 rate from
100 kHz to 1 kHz. Contrary to the L1 trigger, software computations are performed on a
large farm of processors at the HLT level. Reconstruction algorithms similar to the ones used
offline are being run for each of the L1-selected collisions to reconstruct physics objects. For
that purpose, several so-called HLT paths are defined each targeting to select collisions with
a specific predefined topology. Software modules in HLT paths are arranged sequentially and
gradually build objects of increasing complexity from raw detector-level data. In the end of
the path, a decision is made based on the information about reconstructed HLT physics objects
whether a given collision should be recorded.

Events accepted by the trigger system are sent to a “storage manager” software process which
handles the transfer of data from local disks to a CMS Tier-0 computing center at CERN. In
general, the CMS computing system is structured hierarchically into three tiers combining data
centres worldwide:

• Tier-0 (CERN). It handles transfer of online data to a permanent storage, performs first
reconstruction of raw data and exports it to Tier-1 centers.

• Tier-1 (few national computing facilities). The tier provides a long-term safe second
storage of CMS raw and simulated data outside of Tier-0 and rapid transfer of data to
Tier-2 centers. Additionally, it performs the second reconstruction of the raw data and
provides the analysis of vary large data samples.

• Tier-2 (several research institutes). The tier is responsible for the local storage of data
transferred from Tier-1. It also provides support for the final-stage analysis of data sets
and production of the Monte Carlo (MC) simulated data with its transfer to Tier-1 centers.

Lastly, resources of all the data centres across the tiers are integrated into a single Worldwide
LHC Computing Grid (WLCG) system relying upon Grid middleware to standardise access
to storage and CPU facilities [54]. It provides an interface for the CMS-specific distributed
computing software to remotely access data and perform job submission for the data analysis at
scale.
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4 | Tau lepton reconstruction & identifi-
cation

The tau lepton, being the heaviest of the three discovered charged leptons in the Standard Model,
plays a crucial role in understanding of matter at the most fundamental level. For example, in
the context of the minimal supersymmetric extension of the SM (MSSM) [55, 56], there is a
special interest in searches for neutral and charged Higgs bosons decaying into a pair of tau
leptons [57]. Furthermore, in the light of testing the Lepton Flavour Universality (LFU) several
observed tensions with the SM predictions are yet to be understood [58–61].

The precision of such analyses heavily relies on the ability in a given experiment to accurately
reconstruct and separate tau leptons from background processes. However, the tau lepton
stands out from the other leptons in its properties, which poses several challenges in this
endeavour. In particular, it is the only lepton known to decay into hadrons, which makes it
difficult to distinguish such decays (hereafter labelled as τh) from jets originating from QCD
processes. Therefore, this Chapter will take an experimentalist’s perspective and will describe,
with a particular emphasis on the CMS experiment, challenges and achievements accomplished
so far in the τh reconstruction and identification (hereafter also referred to as “tau lepton
reconstruction/identification”).

The Chapter is organised as follows. In Section 4.1 a brief overview of the tau lepton’s history
and its properties measured to this date is given. Section 4.2.2 introduces methods to reconstruct
tau leptons in the CMS experiment, in particular a hadron-plus-strip (HPS) algorithm built on
top of the Particle Flow (PF) algorithm, described in Section 4.2.1. After the reconstruction of
tau lepton candidates, an identification step has to be performed to categorise whether a given
candidate originates from a genuine tau or a jet/lepton faking tau. An algorithm named DeepTau
was developed for that purpose and its details – including the recent improvement in the context
of the Run 3 data taking – will be described in Sections 4.3.1 and 4.3.2. However, the algorithm
has several intrinsic limitations in its design, and ongoing efforts to overcome them with new
Machine Learning (ML) models will be detailed in Section 4.3.3.
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4.1 Discovery & Properties

The tau lepton was observed for the first time in the Mark I experiment at the SPEAR e+e−

storage ring at the Stanford Linear Accelerator Center (SLAC) in 1974 by Martin L. Perl et
al. [62]. Fundamentally, the motivation [63] behind the analysis was to solve an electron-muon
problem, which manifests itself in two questions [64]:

• Why is the muon 206.8 times heavier than electron?

• Why doesn’t the muon decay through the process µ→ e + γ?

One of the ideas to understand this difference was to change the perspective and search for
additional heavy leptons, which, in case of their existence, could help to gain insights into the
initial problem. The theoretical framework to search for such leptons was a sequential heavy
lepton model due to its elegance, symmetry and simplicity [65]. The minimalistic and main
assumption it makes is the existence of pairs (Lα, να) of charged leptons and associated neutrinos
with the lepton masses larger than those of the electron and the muon.

Additionally, the sequential heavy lepton model builds upon the concept of the lepton number
conservation. In the original formulation, it postulates that electron and muon each possess a
unique property not possessed by other particle, a lepton family number, meaning that electron
e− and its associated neutrino νe are assigned a lepton number ne = +1, µ− and νµ receive a
number nµ = +1 and antiparticles have the corresponding number negative. This lepton number
should be preserved in reactions separately for each of the lepton family.

Assuming the lepton family conservation, the sequential heavy lepton model expands this
principle to other lepton families with higher masses. From these principles it follows that given
a high enough mass of a heavy charged lepton L−, there should exist the following decays:

D1 L− → e−ν̄eνL ,

D2 L− → µ−ν̄µνL ,

D3 L− → π−νL ,

D4 L− → π−π+π−νL ,

where the former two are exactly analogous to the corresponding decay of the muon into electron
and two neutrinos via the weak interaction.

After making an additional ansatz that heavy charged leptons can be produced similarly to
electrons and muons in reactions e+e− → L+L− , Martin L. Perl et al. proposed an elegant idea

38



CHAPTER 4. TAU LEPTON RECONSTRUCTION & IDENTIFICATION

Figure 4.1: The observed background-subtracted cross section versus center-of-mass energy in
the Mark I experiment within the detector acceptance for events with the e±µ∓ signature. [62]

to search for them in this productionmode by looking into a process where one L would decay via
D1 and the other via D2. Such an unusual final state consisting of e± and µ∓ of opposite charge
and a missing energy due to neutrinos escaping detection would hint to anomalous processes
appearing in the detector. An excess of such events over the small background expectations (Fig.
4.1) for which the analysts had “no conventional explanation” was exactly what was observed at
SPEAR. After the follow-up studies [66–71] it was finally concluded, that the observed excess
indeed can be attributed to a lepton with the mass 3600 times the electron mass and 17 times
the muon mass, later called tau (from greek τριτoν, “third”). These results together with
an observation of the tau neutrino by the DONUT collaboration [72] therefore established the
existence of the third generation of leptons.

Since the era of its discovery, the properties of the tau lepton has been extensively studied in
several experiments including Belle, BaBar, BESIII, CLEO, KEDR, LEP experiments, PLUTO,
and others. They can be summarised as follows [7]:

• Mass mτ = 1776.86 ± 0.12 MeV.

• Mean lifetime τ = (290.3± 0.5) · 10−15 s, with the lifetime difference between τ+ and τ−:
(ττ+ − ττ−)/τaverage < 7.0 × 10−3 at 90% C.L.
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• Decay modes (DM): notable feature is the existence of hadronic decays, not present for the
other leptons. A brief summary of those decay modes relevant to this study is presented
in Table 4.1, inspired by [73].

Table 4.1: Decay modes of the tau lepton with the corresponding branching fractions B [7].
If applicable, intermediate known resonances contributing to decay modes are mentioned. h±
denotes a charged hadron and the same numbers apply for the charge-conjugated decays.

Decay mode Resonance B (%)
Leptonic decays 35.2
τ− → e−ν̄eντ 17.8
τ− → µ−ν̄µντ 17.4

Hadronic decays 64.8
τ− → h−ντ 11.5
τ− → h−π0ντ ρ(770) 25.9
τ− → h−π0π0ντ a1(1260) 9.5
τ− → h−h+h−ντ a1(1260) 9.8
τ− → h−h+h−π0ντ 4.8

Other 3.3

4.2 Reconstruction in CMS

4.2.1 Particle Flow algorithm

In order to perform physical measurements in the particle physics context, one usually operates
with an abstract notion of a physics object, which is an entity reconstructed from the signals
observed in the detector and representing a particle candidate of a particular kind. The goal of
the reconstruction process is to build physics objects which are as close and as representative
as possible of the genuine particles appearing in the detector. Since the precision of the object
reconstruction has a direct impact on the precision of the physical measurement, it therefore
plays a crucial role in every particle physics analysis.

Historically, the reconstruction of particles of a given type was primarily based on the
information of detector’s subsystemswhichwere specifically built to identify them. For example,
the reconstruction of electrons and photons was primarily based on the ECAL response and was
aimed to capture rather isolated particles. This approach can be referred to as local, because
it does not make a full use of the signals across all detector subsystems due to a technical
granularity limitation.
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With detectors becoming more fine-grained one could turn from a local to a global approach
of the physics objects’ reconstruction. With that it became possible to build a holistic image of
an event in the detector by linking information from various detector subsystems. This is exactly
the core idea behind a particle-flow (PF) algorithm [74], developed in the CMS experiment,
which aims at tracing the entire “flow” of particles as they are traversing the detector.

Basic elements

The PF algorithm follows a hierarchical approach in the reconstruction of physics objects. The
first step in the algorithm is to construct basic PF elements which will later serve as a basis for
building more complex high-level objects. The main PF elements being constructed at this point
are:

• Charged-particle tracks,

• Electron and muon tracks,

• Preshower, ECAL and HCAL energy clusters.

Figure 4.2: Efficiency (left) and misreconstruction rate (right) as a function of the reconstructed
track pT for the charged hadrons in a sample of simulated QCD multijet events for the track
reconstruction algorithm in CMS [74]. Black squares correspond to the global combinatorial
track finder [75], green triangles to the prompt iterations of the iterative procedure [76] seeded
by at least one hit in the pixel detector, red dots to all the iterations of the procedure.
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For the reconstruction of charged-particle tracks, a pattern recognition approach using a
combinatorial Kalman filter has been an indispensable tool among experimentalists for decades,
also within the CMS experiment [77]. To improve the overall track reconstruction efficiency
while keeping the misreconstructed rate at the same level, an iterative approach is taken [76].
With each fitting iteration, it targets to recover inefficiencies for a specific track type by e.g.
tailoring the seed construction to a given track type, which allows the loosening of the require-
ment on the number of hits. The track types include prompt or displaced high/low pT tracks,
tracks inside high pT jets, and muon tracks. Overall, the iterative procedure brings a significant
recovery in efficiency across the pT range while also performing twice faster compared to a
single iteration approach due to the optimised seed construction (Fig. 4.2).

Figure 4.3: Efficiency for electrons (triangles) from simulated b quark jets and charged hadrons
(circles) to give rise to an electron seed as a function of pT. Efficiencies for both ECAL-only
seeding (hollow symbols) and ECAL-only with added tracker-based seeding (solid symbols) are
displayed.

Reconstruction of electron tracks largely profits from the iterative tracking procedure, since
the latter allows to efficiently reconstruct electrons radiating bremsstrahlung photons. It therefore
forms the basis of a tracker-based seeding method, in contrast to a conventional ECAL-based,
which suffers from misreconstruction of non-isolated electrons as well as radiating electrons.
Generally, for electrons with a small fraction of radiated energy, the tracks are usually well-
reconstructed and therefore can be extrapolated to the ECAL surface and matched with the

42



CHAPTER 4. TAU LEPTON RECONSTRUCTION & IDENTIFICATION

closest ECAL cluster to form an electron candidate seed. However, when energetic photons are
radiated, the pattern recognition may result in tracks fitted with large χ2 values. For such tracks,
an additional fitting is performed with a Gaussian-sum filter (GSF) [78], which essentially is
an adaptation of the Kalman filter fitting accounting for possible sudden and substantial energy
losses along the electron’s trajectory. Finally, both tracker-based and ECAL-based electron seed
are passed to an extended GSF algorithm for a full track reconstruction. Overall, this procedure
significantly improves electron reconstruction efficiency by up to a factor of two compared to
an ECAL-based only approach, while also extending the allowed pT range down to 2 GeV (Fig.
4.3).

While electron track reconstruction was largely improved in the context of the PF algorithm
development, muon tracking is not its specific part but a standalone step [51]. The output of
this procedure is a collection of muon track candidates of three types:

• Standalone-muon tracks built by running the pattern recognition on the hits exclusively in
the muon spectrometer subsystems (DT, CSC, RPC).

• Tracker muon tracks reconstructed with an "inside-out" approach, where firstly the tracker
tracks are extrapolated to the muon system. If at least one muon segment matches to
extrapolated track, the inner tracks is declared as a tracker muon.

• Global muon tracks reconstructed with an "outside-in" approach, where standalone muon
tracks are being matched with tracker tracks. The matching is performed by propagating
both tracks to a common surface and is followed by a combined fit with the Kalman filter.

The resulting approach yields an excellent reconstruction of muon with about 99% of the muons
produced in the acceptance region of the detector being classified as either global or tracker
muon tracks.

Calorimeter clusters reconstruction is an essential part of the PF algorithm. On the one hand,
it plays a crucial role in the identification of neutral particles for which no track information is
available, and their separation from the charged particles. On the other hand, it brings additional
information to the reconstruction of electrons radiating bremsstrahlung photons and also charged
hadrons. Once combined with the track information, it helps to sizeably increase the purity of
the final collection of physics objects.

The building of calorimeter clusters, performed separately in each subdetector (ECAL bar-
rel/endcap, HCAL barrel/endcap, preshower layers), consists in two steps:

1. Clustering. Firstly, seeds are formed from the calorimeter cells with the deposited energy
larger of the neighbouring cells and above a given seed threshold. The neighbouring cells
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are either the four closest cells sharing a side with the seed candidate, or the eight closest
cells sharing either a side or a corner with the seed candidate. Then, topological clusters
are grown on the principle of recursively adding neighbouring cells, passing a certain set
of energy requirements, to the current cell, starting from the seeds candidates.

2. Energy attribution. Due to a potential overlap of topological clusters, a dedicated approach
was developed to allow for sharing of the cells energy across several clusters. Performed
with an expectation-maximisation algorithm based on a Gaussian-mixture model, it as-
sumes that the energy deposited in a topological cluster is a composition of as many
spatially Gaussian-distributed energy clusters, as there are seeds in the topological clus-
ters. The model parameters (location and total energy of each cluster in the Gaussian
mixture) obtained after convergence are used as cluster parameters in the downstream
reconstruction.

After the clusters are formed, it is important to calibrate the response of the calorimeters to
have a correct energy scale and identification of neutral and charged particles. Performed for
ECAL [79] andHCAL [80] by fitting a parametric function whichmaps true values of energy and
pseudorapidity of the cluster to the calibrated ones, the calibration procedure was successfully
validated on data and showed overall improved energy response compared to a raw one.

Linking & Object construction

Having formed the fundamental PF elements, the PF algorithm proceeds to linking them between
each other in order to form PF blocks, essentially representing chains of PF elements. In order
to reduce the computing time, the linking is performed as a search for the nearest neighbours in
the η − φ plane via a k-dimensional tree [81].

With the PF blocks being built, the PF algorithm proceeds to the identification of physics
objects on the per block basis. The objects are formed in the following order: muons, electrons
together with isolated photons (converted or unconverted), hadrons (charged or neutral) and
nonisolated photons (e.g. from π0 decays). To account for possible nuclear interactions in
the tracker material, secondary charged-particle tracks which are linked via a common nuclear-
interaction vertex are merged into a single primary particle. Lastly, events are post-processed to
resolve rare cases of anomalously large pmiss

T coming from e.g. the misreconstruction of muons.
A detailed description of requirements applied to PF elements within a block at each of the steps
can be found in the original paper [74].

Once all PF blocks are emptied and physics objects of the aforementioned types are formed,
one can proceed to grouping them into more complex objects. One of them is the tau lepton
object, which reconstruction with a hadron-plus-strips (HPS) algorithm is described in the next
section.
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4.2.2 HPS algorithm

Since the tau lepton in about 65%of all cases decays into the final statewith hadrons (Section 4.1),
it is important to efficiently identify such topologies in the detector. While the leptonic decays
of the tau lepton in the CMS experiment are handled by the usual techniques for muon [51]
and electron [82] reconstruction and identification, the hadronic decays pose a challenge of
separating them from an overwhelming background of QCD jets. To tackle this, a hadron-plus-
strips (HPS) algorithm was designed, originally for the LHC operation at

√
s = 7 TeV [83] and

8 TeV [84], followed by improvements for the data taking at
√

s = 13 TeV [85] and for the tau
lepton identification with a DeepTau algorithm [73]. Below, the most recent overview of the
HPS algorithm is provided with relevant references to the original implementation.

As it was previously mentioned, the main challenge in reconstructing hadronic tau decays is
that of efficiently distinguishing them from a large amount of jets originating from quarks or
gluons. However, hadronic decay products of the tau are usually more collimated compared to
those of the QCD jets. In addition, π0 in the final state coming from intermediate ρ(770) or
a1(1260) resonances provide a unique handle to identify genuine τh as well as its corresponding
decay modes (DM). In this work, DMs (Table 4.1) are enumerated according to the formula:
DM = 5 × (N(h±) − 1) + N(π0), where N(h±) and N(π0) are the numbers of the reconstructed
(or identified, depending in the context) charged prongs and strips/π0, respectively.

Motivated by these observations, the HPS algorithm starts from constructing so-called strips,
which serve as a proxy for π0 particles. In the detector, a π0 promptly decays into a pair of
photons, which consequently, due to a sizeable amount of the tracker material, are very probable
to convert to a pair of electrons, which can furthermore radiate bremsstrahlung photons, etc. In
the presence of the magnetic field, the electrons trajectories are bent and therefore, on the ECAL
surface in the η − φ plane, the clusters associated to π0 decay products have an extended “strip”
shape in the φ direction.

In order to construct a strip, an iterative clustering procedure with the following steps is
performed:

1. In an event, hadronic jets are reconstructed by clustering PF particles using the anti-kT
algorithm [86] (Sec. 5.3.4) with the distance parameter ∆R = 0.4. For each jet, all PF
particles in the cone of radius ∆R =

√
∆η2 + ∆φ2 = 0.5 around the axis are passed as an

input to the next step.

2. Within a jet, a strip is seeded by a highest pT photon or electron that is not yet included
in any strip. The algorithm proceeds with a one-by-one aggregation of electrons/photons
with pT > 0.5 GeV within a (∆η,∆φ)window in the η-φ plane of the dynamically adjusted
size (originally, of the fixed size [84]). The size of the strip window is a parametrised
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function of pT of the strip at the current iteration and the e/γ to be included in the
strip [85]. The functional form is derived from simulated single tau events with a uniform
pT spectrum with the goal of capturing 95% of possible e/γ in τh decay products. In case
of adding an e/γ candidate to the strip, its position is recomputed as a pT-weighted average
of the coordinates in the η−φ plane of all the strip’s constituents, and the strip momentum
is set to a sum of the strip’s constituents momenta. The procedure is terminated if there is
no other e/γ within a (∆η,∆φ) window and the clustering of a new strip continues with
selecting a new seed.

3. For each jet seed, τh hypotheses are formed by combining reconstructed strips with
the charged PF candidates. Combinations are formed on the basis of decay modes to
be targeted: h±, h±π0, h±π0π0, h±h∓h± , h±h∓h±π0, h±h±/∓(π0), where π0 represents
a reconstructed strip, h± a charged PF candidate and the last category targets τ− →
h−h+h−π0 with one of the charged hadrons (π0) escaping detection. The latter two were
included into the reconstruction workflow together with the DeepTau algorithm [73].
In order to be assigned to a DM category, each combination is required to pass a mass
window constraint to be compatible with the corresponding intermediate resonance (Table
4.1). Originally, the mass window was statically defined but later it was updated to be
dynamically dependant on the strip pT. In the following, h±π0, h±π0π0 DMs are analysed
together and referred to as h±π0.

4. Among the τh hypotheses formed at the previous step, a set of further requirements is
applied. τh candidates should have a charge ±1, except for the DMs with the missing
charged hadron, where the τh charge is set to the charge of the charged hadron with the
highest pT. All reconstructed h± and strips in the combination should be located within the
tau signal cone defined by the radius Rsig = 3.0/pT (GeV), limited to the range 0.05-0.10,
with respect to the τh momentum. Finally, for each seeding jet a single τh candidate with
the highest pT is selected.

Overall, more than a half of each of the most significant τh decay modes (h±, h±π0, h±h∓h±)
is reconstructed in the targeted DMs (Fig. 4.4). Although h±h±/∓(π0) category helps to recover
19% (13%) of h±h∓h± (h±h∓h±π0) DMs, it is not considered in themain τh reconstruction routine
due to its large charge mis-assignment probability. Despite the fact that DM reconstructed
efficiencies are naturally bounded by the 90% efficiency of the charged track reconstruction and
even lower efficiency for photons coming from π0 decays, one can observe that there is still room
for improvement in the reconstruction of all DMs. This is particularly true for the DMs with
one charged prong h± and at least one π0, where the HPS algorithm fails to reconstruct 25% of
these DMs, which amounts to ≈8% of all possible tau decays. Therefore, this motivates future
studies in the direction of improvement of the HPS algorithm.
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Figure 4.4: Fraction of τh candidates with a given generated decay mode to be reconstructed by
the HPS algorithm in different decay modes [73].

4.3 Identification in CMS

Conceptually, the reconstruction step, starting from the PF algorithm (Section 4.2.1) and going
hierarchically to more complex algorithms, e.g. jet clustering or the HPS algorithm (Section
4.2.2), aims at providing physics objects as inclusively as possible, i.e. maximising the efficiency
of capturing original genuine particles. This approach inherently creates a collection of physics
objects which is not pure in the objects of interest and is contaminated by background objects.
Therefore, an additional step is needed to refine the purity of the collection.

This step is usually referred to as identification (ID), and its goal is to identify the types
of objects appearing in the collection of reconstructed objects among the categories which are
expected. This two-staged “RECO-ID” paradigm of building physics objects has been a standard
in high-energy physics for years. However, with the emergence of powerful ML techniques,
novel end-to-end approaches unifying two steps into a single one proved to be a promising and
efficient solution to the problem of reconstructing physics objects [87, 88].

In the RECO-ID paradigm, ML-based algorithms have also proved to bring significant
improvement to the ID step. The historical evolution pattern of ID methods is moving from a
so-called cut-based (or rule-based) set of criteria to algorithms based on linear classifiers or
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an ensemble of decision trees and then finally to algorithms based on Deep Learning (DL).
The hadronic decays of the tau lepton also fit into this historical pattern, where the RECO step
with the HPS algorithm was initially followed by a set of isolation criteria targeting predefined
misidentification probabilities of τh against quark/gluon jets [83]. Later on, algorithms based on
boosted decision trees (BDT) were introduced [84,85] each trained to distinguish τh from either
jets, or electrons, or muons. Lastly, a DeepTau algorithm [73] combined previously separate
classifiers into a single neural network, providing an excellent discrimination power between τh,
jets, electrons and muons altogether.

The DeepTau architecture in its original implementation (Section 4.3.1), referred to as Deep-
Tau v2.1, showed a significant improvement in τh identification against jets and leptons, com-
pared to the previous approaches. Building upon this milestone, several improvements have been
made in the context of the Run 3 preparation as outlined in Section 4.3.2, with the corresponding
model being referred to as DeepTau v2.5.

4.3.1 DeepTau v2.1

There is one important aspect, in addition to the already mentioned unification of jet, electron
and muon discriminants, which motivated a switch towards more advanced techniques for τh
identification – the usage of low-level information. While hand-crafted high-level variables
(also called features), provided as an input to a BDT, generally encapsulate the object to be
identified, they are still limited in the representation power by the domain knowledge of the
one who designed them. Since jets, being an input to a given model for τh identification,
inherently exhibit complex hadronisation patterns, it is expected that their behavior cannot be
fully described in terms of only several variables.

In the field of Computer Vision (CV) it has been shown that Convolutional Neural Networks
(CNN) trained on images learn notions of growing complexity, starting from simple patters at the
first layers and capturing more complex abstract concepts at the deeper layers [89]. Since pixels
in the image carry only low-level intensity information, one can therefore view the process
of training a CNN model as an automated feature engineering: more complex features are
automatically learnt based on the low-level inputs. Moreover, the performance of ML models
has been shown to increase as the model size grows [90–96]. That hints towards a large scope of
high-level features which models can learn without explicit guidance. Furthermore, it is yet to
be understood if (and how) it is possible to design such automatically learnt features manually.

One of the perspectives on a particle detector is when it is viewed as a “camera” imaging
collisions. That makes it natural to use an image representation to describe the physics objects
and the activity in the detector [97–99]. Despite the fact that this representation comes with
certain limitations (Section 4.3.3), it has proved to be very performative in tasks like jet tagging
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Figure 4.5: The grid representation in η-φ plane passed as the input to the DeepTau model [73].
The signal cone (R = 0.1) and the isolation cone (R = 0.5) are also shown to motivate the choice
of the inner and outer grids. The former enters the isolation requirement on the PF candidates
within the HPS algorithm and has a higher cell granularity to better capture the hadronisation
activity within the core of the τh candidate, especially in boosted scenarios. The latter enters in
the computation of the high-level isolation variables used for the training and aims to capture
the hadronisation activity at a larger scale to specifically identify quark and gluon jets.

[100–102], particle reconstruction and identification [103–106], and particle shower generation
[107–109].

All these aspects motivate the usage of convolution layers as the main building blocks of the
DeepTau architecture and an image-like structure of the τh input representation (Fig. 4.5). The
latter is constructed by defining in η-φ space an inner grid with 11× 11 cells of size 0.02× 0.02,
and an outer grid with 21 × 21 cells of size 0.05 × 0.05 (in the η/φ units of measurement).
The grids overlap and are centered around the HPS-reconstructed direction of flight of the τh
candidate (Section 4.2.2). Seven types of particles in the vicinity of the τh-axis are taken as an
input:

• PF-reconstructed: muons, electrons, photons, charged hadrons, and neutral hadrons (Sec-
tion 4.2.1).

• Standalone-reconstructed (RECO): electrons, muons.
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The latter category uses dedicated standalone reconstruction algorithms which provide addi-
tional information about electrons andmuons compared to those available from the PF algorithm.
Each of the particles is attributed to a cell on both inner and outer grids according to its position
in η-φ space, and the corresponding cell is filled with the features specific for a given particle
type. Generally, the features describe the track quality, the quality of the associated PV or
SV, the particle kinematics, the calorimeter and PU information. If several particles which are
attributed to a grid of the given type {inner, outer} × {e±/γ, µ±, h±/h0} (described below) enter
the same cell, the features of the one with the highest pT are filled into the cell.

In addition, high-level features are also provided as an input, as described below, to improve
the discriminating power of the model. These handcrafted variables, describing the τh isolation,
kinematic properties, associated vertex information, information about the associated strips,
have been successfully used previously for τh identification with the MVA classifiers. Although
in theory, the model should be able to learn these variables, in practise this is often not the
case due to a limited number of training data. Therefore, these variables are added explicitly to
augment the model with expert knowledge.

The overall architecture is illustrated on Fig. 4.6. The model hyperparameters are described
in detail in the original paper and below a conceptual overview of themodel structure is provided.
It starts from three streams, each processing its inputs independently:

• Global: a set of fully connected layers which processes high-level features.

• Inner: a set of one-dimensional (1D) followed by two-dimensional (2D) convolutional
layers which processes inputs from the inner cone around the reconstructed tau direction
of flight.

• Outer: a set of 1D followed by 2D convolutional layers which processes inputs from the
outer cone around the reconstructed tau direction of flight.

1D section of both inner and outer streams are further split into three subsections individually
processing three particle blocks:

• e±/γ: to process inputs from combined PF electrons, PF photons, RECO electrons.

• µ±: to process inputs from combined PF muons and RECO muons.

• h±/h0: to process inputs from combined PF charged hadrons and PF neutral hadrons.

After being processed individually, the three particle blocks are concatenated and passed
to another set of 1D convolutional layers before being passed to a 2D section. In general, the
idea of using 1D convolutions is to encode input features on the per-particle level into a more
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Figure 4.6: The DeepTau v2.1 architecture. Three processing streams (inner, outer, global)
are illustrated as arrows, three particle subsections (e±/γ, µ±, h±/h0) per inner/outer streams
are illustrated as rectangular blocks in white. Additionally, the detailed information about the
number of input features per particle block/stream, the hyperparameter values, the evolution of
the input tensor shape at various stages within the model as well as the number of trainable
parameters (TP) for the different subsections of the model is provided.

compact representation compared to the dimensionality of the input space. Otherwise, the usage
of 2D convolutional layers directly on the input feature space would make the training task
computationally hard to perform. Lastly, for each of the inner and outer streams, the 1D section
is followed by the 2D section, where 3×3 filters extract spacial correlations between cells across
the grid while also downsampling the spatial dimensions from 11x11 (21 × 21) cells for the
inner (outer) grid to a single cell (Fig. 4.6).

Overall, the three-stream part of the DeepTau architecture can be viewed as an encoder,
which extracts high-level features from the low-level ones while operating on a physically-
motivated representation of η-φ space. From this perspective, the following processing part
of the architecture can be viewed as a decoder, which maps the learned features for a given
τh candidate to a class probability. First, it concatenates extracted features from the inner and
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outer streams with the handcrafted high-level features after being processed in the global stream.
Second, it processes them by a set of fully-connected layers, finally followed by a fully-connected
layer with four output nodes with a softmax activation function. The latter outputs the probability
yα of the given τh candidate to belong to one of the four classes: electron, muon, genuine τh,
quark or gluon jet.

In order to measure the model performance and also derive working points (WPs), the final
discriminators against electrons, muons and jets are defined as:

Dα(y) =
yτ

yτ + yα
, (4.1)

where y = (ye, yµ, yτ, yjet) is the output of the softmax layer of the model.

To perform the training, a loss function is constructed and minimized with Nesterov-
accelerated adaptive momentum estimation (NAdam) [110]. The loss function consists of
three terms (Appendix A.2):

1. Binary cross-entropy term for τh class against all the other (e, µ, jet) classes combined.

2. Focal-loss [111] term for τh class against all other classes combined.

3. Focal-loss terms separately for each of the (e, µ, jet) classes, smoothed by a step function
to target only τh candidates which are likely to be classified as τh.

The composition of the loss function is designed to guide the training to have better performance
in the regions which are important for most of the analyses. Namely, it aims to provide better
performance in the range 50-80% of τh efficiency, while on the other hand to not focus on the
identification of background classes in the high-purity regime.

The data set used for the training consists of events from the following simulated processes:
Z+jets (NLO), W+jets, tt̄, Z

′

→ ττ, Z
′

→ ee, Z
′

→ µµ, (with m(Z
′

) ranging from 1 to 5
TeV),and QCD multijet production. For testing, additional event samples from H → ττ and
Z+jets (LO) are used. To ensure that no additional biases are introduced, the τh candidates are
sampled from the input samples such that the contribution of each class (e, µ, τh, jet) in different
(pT, η) bins is the same. Furthermore, during the training additional weights are applied to
make the distribution of classes uniform within each (pT, η) bin. In total, around 140 million
τh candidates are used for the training, while around 10 million are used for the validation. The
model implementation and the training are done using the TensorFlow library [112].

Overall, large gains in the performance are reported across various regions of the phase
space with respect to the previous cut-based/tree-based τh identification approaches (Fig. 4.7).
In summary, at a given τh efficiency, theDeepTau discriminator consistently reduces themisiden-
tification probability against jets by more then a factor of 2. Against electrons, the improvement
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Figure 4.7: Efficiency for jets (left), electrons (middle), and muons (right) versus efficiency
for genuine τh to pass various tau identification discriminators as well as the corresponding Dα

discriminators (Eq. 4.1). τh are selected with the requirements 20 < pT < 100 GeV, |η | < 2.3,
and should additionally pass the loosest WPs against other tau types, with the thresholds as
defined in the original paper. For evaluation, genuine τh are taken from the H → ττ event
sample, electrons and muons are taken from the Z → ll event sample, and jets are taken from
the tt̄ event sample.

in misidentification probability ranges from by a factor of 2 for a τh efficiency of 70% and goes
up to a factor of 10 for τh efficiencies larger than 88%. Against muons, the misidentification
probability is reduced by almost a factor of 10 in the region of τh efficiency around 99%.
This expected performance improvement, obtained from the simulated events, was successfully
validated on collision data, therefore establishing a new milestone for the tau identification task.

4.3.2 DeepTau v2.5

As the LHC and the CMS detector in particular are continuously being upgraded and are moving
on with collecting new data, every particle identification model deployed in production largely
benefits from retraining on the data corresponding to the new detector conditions. It ensures that
the quality of the model does not degrade due to the lack of robustness to the gradual changes in
the underlying data (so-called data drift) and the model performance stays at the nominal level.

This applies also to DeepTau v2.1 (Sec. 4.3.1), which is originally trained on the data
samples simulated and reconstructed with the 2017 data-taking conditions. With the start of the
new Run 3 period, it is expected that the model performance will become suboptimal on the
newly collected data as well as on the Run2 Ultra Legacy (UL) reprocessed data. Therefore,
a dedicated DeepTau retraining has been performed with the following set of updates, further
described in more details:
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• Data preparation:

– Updated data samples,
– Shuffle & Merge procedure,
– Feature preprocessing.

• Training:

– Parallel data loading,
– Hyperparameter optimisation,
– Adversarial training.

Data preparation

The global tau identification task remains unchanged w.r.t. DeepTau v2.1 in terms of the input
and output spaces: for a givenHPS-reconstructed τh candidate the goal is to predict its probability
to be either of (jet, e, µ, τh) classes, with the class assignment criteria described below. The τh
candidate is represented with the surrounding PF and RECO electron/muon candidates placed
onto inner and outer grids in η-φ space centered around τh axis, with the grid parameters being
the same as defined in Sec. 4.3.1. The set of input features describing particle collections is the
same as it was used for the DeepTau v2.1 training.

In order to compose the training data set, τh candidates of the given classes are sourced from
the following data samples, simulated under the detector conditions corresponding to the 2018
year:

• DY: inclusive, jet/HT-binned⇒ jet, e, µ, τh.

• QCD: pT/HT-binned⇒ jet.

• tt̄: leptonic, semileptonic⇒ jet, e, µ, τh.

• tt̄: fully-hadronic⇒ jet, e, µ.

• W+jets: jet/HT-binned⇒ jet, e, µ, τh.

• Higgs: ZH→ ττ,W±H→ ττ, H→ ττ (vector-boson fusion), HH→ bbττ (gluon-gluon
fusion)⇒ τh.

• Z′→ e+e−: m(Z′) ∈ [1000, 4000] GeV⇒ e.

• TauGun: pT(τ) ∈ [15, 3000] GeV⇒ τh.
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A τh candidate is selected and assigned to one of the classes based on the following criteria:

• e(µ): matching to a prompt e(µ) or τe(τµ) at the generator level within a cone of radius
R = 0.2. The associated generated lepton should pass the requirement pvisT (l) > 8 GeV.

• τh: matching to a hadronically decaying tau lepton at the generator level within a cone of
radius R = 0.2. The associated generated lepton should pass the requirement pvisT (l) > 15
GeV.

• jet: absence of an associated generator-level lepton and matching to a generator-level
jet within a cone of radius R = 0.4. Additionally, in the selection procedure jets with
the reconstructed pT < 80 GeV are randomly rejected with the probability p = 1 −
exp{−0.05 · (80 − pT)} in order to balance the contributions from low- and high-pT ranges
in the training data set.

After the initial selection of τh candidates from the data samples, a training data set has to
be formed as a set of τh candidates grouped into batches, later fed into the model. In order to
have a stable training procedure, it is beneficial for batches in the data set to have the following
properties:

• Homogeneous: every two randomly selected batches are statistically similar.

• Unbiased: every batch should be sampled in an unbiased way from the predefined target
distribution ptarget(xs) over a set of spectrum variables xs. In the case of DeepTau v2.5,
these are selected to be: xs = {pT(τh), η(τh), class ∈ {e, µ, τh, jet}}. The target distribution
is chosen to be a uniform histogram (referred to as a spectral histogram) in a predefined
binning for the spectrum variables.

The following procedure, referred to as Shuffle&Merge (S&M), is used to form the training
data set satisfying these properties. Performed in a memory-efficient manner, it allows for a
better control over the spectrum variables compared to the balancing approach used for the
DeepTau v2.1 training. It follows a stochastic approach, where a data group is firstly sampled
from the categorical distribution, where the categories are the groups of the data samples used
for the training as listed above, and the probability of sampling from a given data group is
proportional to the number of entries in the group. Secondly, a random τh candidate is sampled
from the data group, and it is kept for the training with the probability:

p(τh) ∼
ptarget(xs(τh))

N(bin, group)
. (4.2)

Here, xs(τh) are the values of the spectrum variables for the given τh candidate, N(bin, group)
is the total number of events in a bin of the spectral histogram corresponding to the given
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xs(τh) value and the data group. An additional correction to the probabilities in the spectrum
histograms is made to keep the ratio between the number of τh candidates in the last pT bin and
the other pT bins per each class more than 0.001.

The procedure is distributed in a parallel manner and for a given thread a random subset of
τh candidates of each of the data group is provided. The condition to terminate the procedure
for a thread is when there is no more τh to select from one of the data groups. Upon the
completion of the S&M procedure, a Kolmogorov-Smirnov test is performed in order to validate
the compatibility of randomly selected subsets of the formed data set between each other.
Overall, an acceptable level of homogeneity is observed across the spectrum variables for each
of the data group. The final data set comprised of around 100M τh candidates, with 70% of
them used for the training and 30% for the validation. This data set is further referred to as a
S&M data set.

The last step before the training is the feature standardisation. Its goal is to bring the
values of the input features to a common domain, which is achieved by subtracting the mean
and dividing by the standard deviation, followed by a clamping to a range [−5, 5]. Categorical
features and features derived from pT, η, φ are normalised by clamping to a predefined range,
followed by a mapping to a range [−1, 1]. The clamping procedure also removes outlying
values, which together with the feature standardisation provides stable gradient updates during
the training. The mean and the standard deviation for each of the features are derived in a
cumulative manner by aggregating the sums and the counts of the feature values over the input
data set. The validation is performed to check that the clamping procedure does not distort the
original distributions of the input features.

Training

After the training data set is formed, for each τh candidate an image representation is constructed
as described in Sec. 4.3.1. The corresponding tensors are combined into batches which are
subsequently fed into the model during the training. Since the batch shaping procedure is
performed on the fly, there is a challenge of how to make the data loading procedure time-
efficient during the gradient updates. This is solved by introducing a multiprocessing queue
and a set of workers filling/taking batches to/from the queue, thus allowing for a concurrent
loading of batches into the model as the training is on-going. A PyTorch [113] implementation
of the multiprocessing queue is used as providing a factor of 3 speed-up compared to a default
implementation in Python libraries. Moreover, a better scaling of computational performance
with the number of workers and the queue size is observed for the PyTorch implementation.

The hyperparameter optimisation is performed in several stages in order to select the model
with the most optimal performance. For the first stage (stage 0), the training of each of the trials
is performed on 20% of the S&M data set for one epoch, which takes approximately one day
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on NVIDIATM Tesla V100. For validation, another 20% of the S&M data set is used. The
same loss function is used as for the DeepTau v2.1 training (Appendix A.2) and it is minimised
with a NAdam optimiser with the following parameters: learning rate = 10−3, β1 = 0.9, β2 =
0.999, ε = 10−7. Training weights, derived from the spectral histograms of the S&M data set,
are added to the loss function in order to make the contributions from different (pT, η, class) bins
uniform. The hyperparamater values varied during the first stage of the optimisation as well
as the resulting performance are summarised in Table 4.2. The trial names correspond to the
following configurations of the hyperparameters (changes are with respect to the baseline):

• Baseline: DeepTau v2.1 architecture (Sec. 4.3.1).

• (1): number of 2D filters is reduced by 1.8 from one layer to another (*) + number of nodes
in the decoder’s dense layers form a progression from n/2 to 32 with reduction factor 2,
where n is the input dimensionality to the decoder (**).

• (2): (*) + (**) + number of filters in 1D convolutions operating on the merged e±/γ, µ±,
and h±/h0 streams forms a progression: 227→ 141→ 128.

• (3): (*) + (**) + number of filters in 1D convolutions operating on the merged e±/γ, µ±,
and h±/h0 streams forms a progression: 227→ 141→ 88→ 64→ 40→ 32.

• (4): (**) + number of 2D filters in each layer is reduced by 2 from one layer to another.

• (5): (**) + number of 2D filters in each layer is reduced by 1.6 from one layer to another.

• (6): (*) + number of nodes in the decoder’s dense layers forms a progression from n/3 to
32 with the reduction factor 3.

• (7): (*) + number of nodes in the decoder’s dense layers forms a progression from n/1.5
to 32 with the reduction factor 1.5.

Overall, the architecture with the hyperparameter values of the DeepTau v2.1 model gives
the best performance if measured by the value of the loss function on the validation data set
averaged across 5 independent trials.

While the first stage involves the variations of the network structure, the second stage (stage
1) targets the choice of the optimiser and the learning rate. Furthermore, since at this point
70% (30%) of the S&M data set is used for the training (validation), the goal is to reach better
convergence compared to the short training of the first stage. The best performing model from
the first stage is therefore taken and the training is continued for additional two epochs with the
following optimisers and learning rates values being probed:

• NAdam: 10−3 (acbad), 10−4 (5371f), 10−5 (08f84), 10−3 w/ cross-entropy (6945b).
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Table 4.2: Performance comparison for the models from the stage 0 of the DeepTau v2.5
hyperparameter optimisation. The changes to the hyperparameters in the trials are described in
the text and the number of trainable parameters (TPs) is shown in the middle column. Each trial
is run 5 times and the mean and standard deviation values of the loss function on the validation
set are reported in the right column.

Trial TPs ×103 Lval
Baseline 1,151 0.273 ± 0.002

(1) 1,197 0.277 ± 0.003
(2) 3,211 0.274 ± 0.002
(3) 653 0.287 ± 0.008
(4) 768 0.280 ± 0.002
(5) 2,570 0.287 ± 0.019
(6) 1,097 0.276 ± 0.004
(7) 1,383 0.324 ± 0.080

• Adam [114]: 10−3 (38c05), 10−4 (59162).

where a unique hash value for the corresponding entry in the legend of Fig. 4.8 is specified
in brackets. For all of the trials, the loss function from the first stage is used in the minimisation,
except for the trial NAdam (10−3), where the loss function consists only of the weighted sum of
binary cross-entropy terms for τh versus the other classes.

To evaluate the performance at the second stage, receiver operating characteristic (ROC)
curves are derived for each of the discriminators (Eq. 4.1) in bins of pT, |η | and HPS-
reconstructed decay mode of the τh candidate. For evaluation, genuine τh candidates are sourced
from the H → ττ (gluon-gluon fusion production mode) data sample. Jets are sourced from
the fraction of the semileptonic tt̄ data sample not used in the training. Electrons and muons
are sourced from the fraction of the DY data sample not used in the training. The results of
the evaluation are shown on Fig. 4.8 for the region pT(τh) ∈ [20, 100), |η(τh)| < 2.3,DM(τh) ∈
{0, 1, 10, 11}. While Adam (10−3) performs the best in the classification against muons, it shows
inferior performance compared to the other models in the classification against electrons (low
tau efficiency region) and against jets. Likewise, the model used as the starting one for the
second stage tuning (referred to as “default” on Fig. 4.8), shows the best performance against
jets but performs 10-20% worse against electrons and muons. As a trade-off, the model which
corresponds to the trial NAdam (10−4) is chosen at this stage as the one compromising the
performance against all of the three classes.

The last stage (stage 2) in the training pipeline introduces an adversarial approach to fine-
tuning the model. The motivation for that is to eliminate the discrepancies between data and
simulation observed in the high-score region of Djet for the model after the second stage of the
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Figure 4.8: Efficiency for jets (left), electrons (middle), and muons (right) versus efficiency for
genuine τh to pass the corresponding Dα discriminators for each of the trials at the second stage
(stage 1) of the hyperparameter optimisation. “Default” is the model used as a starting model
for all of the trials. The panel at the bottom of each of the figures shows the ratio of the ROC
curves evaluated for each of the trial to the ROC curve evaluated for the starting model.

Figure 4.9: Comparison of data andMC simulation agreement for Djet variable in the adversarial
region as defined in the text for DeepTau v2.5 at stage 1 (left) and DeepTau v2.5 (stage 2)

hyperparameter optimisation (Fig. 4.9, left). This can be viewed as a domain shift problem,
meaning that the model performance does not transfer from the source domain on which it was
trained (simulated data) to the target domain on which it is eventually being applied (collision
data).

Approaching this problem from the perspective of domain adaption [115], one of the tech-
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Figure 4.10: The DeepTau v2.5 architecture. The core encoder and decoder parts along with
their hyperparameters are the same as in DeepTau v2.1. The key difference is an addition of
another adversarial stream in parallel to the decoder which computes the probability of a τh
candidate to originate from either collider or simulated data.

niques to align the model’s performance between the source and target domains is to augment
the loss function with an additional adversarial term. Initially proposed in [116, 117], the tech-
nique showed an improved modelling of displaced jets in a search for new long-lived particles
in CMS [118] without significant decrease in performance.

To achieve this goal, the DeepTau v2.5 (stage 1) model is extended to have an additional
stream in parallel to the decoder (Fig. 4.10). This branch is responsible for producing predictions
of whether a given τh candidate originates from a collider data event or from a simulated data
event. Conceptually, the idea is to continue training an augmented version of the model in a way
that the decoder stream still tries to classify between the four classes as good as possible, while
the adversarial stream tries to predict the underlying τh domain as bad as possible.

This intuition is implemented by adding a binary cross-entropy over two classes (collider
data vs. simulated data) Ladv as an additional negative term to the classification loss function
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Lclass to penalise correct identification of the data domain:

Ltot = k1 · Lclass − k2 · Ladv, (4.3)

where k1, k2 > 0 are the hyperparameters to trade off between adversarial regularisation
and classification performance. For the final model, k1 = 1 and k2 = 10 are chosen and
each of the loss components receives its own Adam optimiser (for the classification term, the
optimiser inherits its state from the original model). The initial learning rates are 0.001 for the
classification component and 0.01 for the adversarial component and are decayed exponentially
throughout the training. Lastly, the relative class importance constants in the classification loss
(Appendix A.2) are modified: [κe, κµ, κτ, κ j] =

4
10 [1, 2.5, 5, 1.5] →

4
14 [2, 5, 6, 1.].

In order to perform fine-tuning with the adversarial component, an adversarial data set is
formed, consisting of an equal number of collider data and simulated events. The former are taken
from 2018 collider data, while the latter are sourced from Drell-Yan, tt̄, QCD, W+jets simulated
samples with the same detector conditions. The events are required to pass the selection
requirements of τµτh channel used in this work (Sec. 6.1) with an additional requirement
Djet(v2.1) > 0.9, where the discriminator is taken from the DeepTau v2.1 model. The region
corresponding to this selection is referred to as an adversarial region. The resulting data set
comprises 1.9k batches of 100 τh candidates (50 from collider data, 50 from simulation).

The training step firstly proceeds with passing a batch from the S&M data set, used at the
previous stages of training, and computing the gradients for the classification loss Lclass with
respect to the encoder and decoder weights. Then, a batch from the adversarial data set is passed
and the gradients for the adversarial loss Ladv with respect to the encoder and the adversarial
stream weights are computed. Next, the weights are updated with the computed gradients for
each of the model parts according to Eq. 4.3.2 in order: decoder → adversarial stream →
encoder.

The training proceeds until the convergence of the loss function (4.3.2) on the validation
data set, with the final validation accuracy of data vs. MC classification task equal to 0.51.
This indicates that the model reaches sufficient level of not being able to distinguish between
the two domains. Moreover, the agreement of data with simulation improves significantly in
the adversarial region for the stage 2 model, compared to the stage 1 model before adversarial
fine-tuning (Fig. 4.9, right).

The model performance at stage 2 is evaluated analogously to stage 1. In addition to the
simulated samples with the detector conditions of the 2018 year (referred to as Run 2 perfor-
mance), the model is evaluated on Run 3 samples with the detector conditions corresponding to
the early Run 3 data taking period. Electrons, muons and genuine τh candidates are sourced from
DY sample, while jets are sourced from a tt̄ (semileptonic) sample. The resulting ROC curves
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Figure 4.11: Efficiency for jets (left), electrons (middle), and muons (right) versus efficiency
for genuine τh to pass the corresponding Dα discriminators at the third stage (stage 2) of the
hyperparameter optimisation. Three models are compared: DeepTau v2.1 (red), DeepTau v2.5
at stage 1 (green), DeepTau v2.5 at stage 2 (blue). Solid lines correspond to the performance as
measured on the samples with Run 2 detector conditions which are used in the training. Dashed
lines correspond to the samples with Run 3 detector conditions. The panel at the bottom of each
of the figures shows the ratio of the ROC curves evaluated for each of the trial to the ROC curve
evaluated for the DeepTau v2.5 at stage 1 on Run 2 samples.

evaluated in the region pT(τh) ∈ [20, 100), |η(τh)| < 2.3,DM(τh) ∈ {0, 1, 10, 11} are shown on
Fig. 4.11. The performance of the model at stage 1 as well as those of DeepTau v2.1 is also
shown. No significant degradation in performance is observed between the model performance
at stage 1 and stage 2. The agreement between data and simulation is improved by 5-15% as can
be seen from the data/simulation ratio in the two highest score bins (Fig. 4.9). This indicates
the effectiveness of the procedure and motivates its generalisation to the discriminators against
electrons and muons. However, it can be seen that the performance generally does degrade if
the model is applied on the early Run 3 samples on which it was not trained. This motivates a
dedicated training or fine-tuning of the model on those samples to keep the performance at the
nominal level. Overall, the final DeepTau v2.5 model delivers a reduced fake rate at a given τh
efficiency by 10-50% across the regions of interest and sets a new improved baseline for the tau
identification task.

4.3.3 Tau Transformer

As mentioned in Sec. 4.3.1, an image representation and a traditional convolutional approach to
process it come with certain limitations. Despite yielding good results across various research
domains, for the specific task of the τh identification there is a set of design issues:

• Information is not represented compactly. On average, the DeepTau grid is filled

62



CHAPTER 4. TAU LEPTON RECONSTRUCTION & IDENTIFICATION

with zeros in 90% (99%) cases for the outer (inner) grids which makes the data loading
procedure not memory-efficient. The only information stored in empty cell is an implicit
positional one which can be passed to the model in a more efficient way.

• Convolutional layersmight not encode information optimally. Since there is no explicit
communication of positional/relational information to the model, one relies on the model
as capable to optimally learn the relationships between particles in the spatial 2D frame.
This might happen in the limit of infinite data, but in practise, other approaches to encode
information can yield better results on the limited data sets.

• Translational equivariance is not applicable. The key feature of 2D convolutional layers
is that they produce representations which are equivariant with respect to translational
shifts. This is not applicable to the tau identification domain, where a symmetry breaking
is induced with the choice of the image centering axis (HPS-reconstructed direction of
flight) and furthermore with the topology of the CMS detector. Potentially, it may result
in undesired behaviour with respect to small spatial perturbations of inputs.

• Scaling with the number of PU interactions is limited. Because of the finite cell size,
in case of several particles entering the same cell only the one with the highest value
of pT is kept. On the one hand, it might provide a natural regularisation and improved
robustness to the increased number of PU interactions. On the other hand, it assumes that
the particles with higher pT are more important for the τh identification, which might not
be the case and therefore a significant loss of information can take place.

To put the image representation into the context, there are ongoing studies of various repre-
sentations in the particle physics area. Historically, representing activity in the detector as an
image was one the first ideas together with a classical approach of using handcrafted features
dating back to [119]. Then, partially due to the reasons described above, sparse representations
were becoming more prominent. These include sets [120], sequences [121], graphs [122], and
polynomials [123] with each of these representations coming up with its own way to extract
information. Furthermore, physics-motivated representations in particular aiming to preserve
the underlying symmetries were also proposed and studied [124–127].

Architecture

In this work, a τh candidate is represented as a set of input particles. Taking inspiration from a
Natural Language Processing (NLP) domain, this representation is tightly linkedwith a sentence-
based perspective, where a τh candidate, being a set of particles (referred to as constituents or
tokens), is viewed as a sentence consisting of multiple words with underlying grammar rules (for
the τh case, decay history) which are not observed directly. In order to extract information from
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this representation, a self-attention mechanism is used as proposed in the original paper [128]
introducing a Transformer model. The proposed concept of attention kick-started a revolution
in the ML field due its dramatic improvement in the performance across multiple domains and
due to its excellent scalability with the size of the input data set [129].

In HEP domain, models built around various implementations of attention also showed
noticeable improvement [130, 131]. The most recent Particle Transformer (ParT) [132] model
builds upon the original Transformer model and augments it with an interaction mechanism.
Notably, the importance of using larger data sets for training in the jet tagging domain is
additionally emphasized.

However, the unique feature of the τh identification task is the heterogeneity of the input
space. Transformer models in the particle physics domain so far assumed that the inputs
constitute only particles of one specific kind. Furthermore, no specific treatment of global
variables is proposed. This is to be contrasted with the four collections used in the DeepTau
v2.1 and v2.5 training to describe a τh candidate: global variables, PF-reconstructed particles,
RECO electrons and muons. This can be viewed from a multimodality perspective, where
an input object is described by several various modalities which cannot be a priori combined
into a single one. The notion of multimodality is strictly speaking not fully applicable to the
τh case, since RECO electrons/muons and PF constituents are both particles in their essence.
However, they have various input features, which makes their treatment as of the same kind not
straight-away possible. Furthermore, global variables certainly stand out from the “particle”
modality. A multimodality perspective therefore provides a convenient language to describe
the input τh representation, also for future studies where additional collections (for example,
secondary vertices or tracker hits) can be included into the input representation to make it more
informative.

A Particle Embedding module is therefore introduced (Fig. 4.12) in order to unify the four
collections together into a single representation. The idea is to bring the dimensionality of
tokens of each of the modality to a common one and combine the modalities before propagating
them to attention layers. It is achieved by firstly using a categorical embedding of an additionally
introduced modality variable (one-dimensional, categorical variable) with Nin = 10 input values
(7 PF types: e, µ, γ, h±, h0, HF tower identified as an hadron, HF tower identified as an EM
particle; 1 RECO muon; 1 RECO electron; 1 global variables) to an output dimensionality
dcat = 2 (two-dimensional, real valued). Performed on a per token basis (embedding matrix is
shared across the modalities), the result is concatenated to the other features and is processed by
embedding blocks. Each embedding block is defined separately for each of the modalities and
consists of two feed-forward layers with dimensionalities (number of output nodes) dff = 256
and dmodel = 64 (Fig. 4.12), also operating on the per token basis. Afterwards, all the embedded
tokens of all the modalities are concatenated together per τh candidate and passed through a
dropout layer [133] with p = 0.1 to self-attention layers.
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Figure 4.12: A Particle Embedding block. Processing streams for RECO electrons and RECO
muons are illustrated together for visualisation purposes. For a single τh candidate eachmodality
is represented as a tensor of the shape [N(∗),Nf(∗)] and the change of the shape throughout the
block is shown next to the arrows. Three tokens illustrating a vector of features are shown
with the grey, green, brown colors corresponding to a PF constituent, a RECO electron/muon
candidate and global variables, respectively. A dotted cell represents an additionally introduced
modality variable. The values of the hyperparameters (dcat, dff, dmodel) are described in the text.

It is worthmentioning that in this approach global variables are treated as a “context” token: it
is allowed to interact with the other constituents (both PF and RECO particles) on the equal basis
as constituents interact with each other. This interaction is guided via attentionmechanism and is
learned by the model during the optimisation procedure. However, while the proposed approach
of combiningmodalities is straight-forward in its intuition, it might not be optimally representing
the underlying relationships between them [134]. This question of optimally encoding multiple
modalities in the context of jet tagging is left for future research.

After the particle embedding, each τh candidate is represented as a tensor of the shape
[N(PF)+N(e)+N(µ)+ 1, dmodel]. This structure can now be processed with the encoder, which
consists of the Nl = 6 self-attention layers having the same structure of two sub-layers as in
the original Transformer paper. The first sub-layer consists of a multi-head attention block
with Nh = 8 heads of dimensionality dhead = 8 and a layer normalisation. The second sub-layer
consists of two feed-forward layers with the dimensionalities dff, 1 = 256 and dff, 2 = dmodel = 64.
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Residual connections are employed after each of the sublayers, followed by the dropout layer
with p = 0.1 and the layer normalisation. After the encoding layers, the learned embeddings are
globally pooled by summing the embedding values across the token axis. Lastly, the decoder part
proceeeds with Nff = 3 feed-forward layers with the decreasing dimensionality 256→ 128→ 4
followed by the Softmax layer.

The resulting model is referred to as Tau Transformer (TaT) and its architecture is illustrated
on Fig. 4.13 (top) along with the ParticleNet [135] architecture (bottom). The ParticleNet
is chosen for a benchmark on the τh identification task as being one of the most prominent
models at the moment, showing an improvement on the jet tagging tasks and successfully used
in several physical analyses [22, 136]. Its implementation follows the original paper with the
exception of being adapted to a multimodality nature of the task. The modalities are embedded
with the same Particle Embedding block as for TaT, with the only exception of removing the
global token. The reason for that is an inherent limitation of the ParticleNet model: it assumes
that the inputs to the first layer are placed in some coordinate system where the distance can be
computed to define a k-nearest neighbor (kNN) graph. Since this is not applicable to the global
token, it is concatenated with the learned embeddings in the encoder and further processed
within the decoder. The encoder in ParticleNet consists of Nl = 3 EdgeConv layers as proposed
in the original paper with a decreasing number of the nearest neighbours k = 16 → 12 → 8,
the number of channels for each of the layers C = (160, 128, 96) and feature aggregation via
averaging. The kNN graph in the first EdgeConv layer is constructed in the η − φ plane around
the τh direction of flight. After the encoder, the global pooling of embeddings is performed
via summing across the constituents axis. It is followed by the decoder consisting Nff = 6 of
Dense layers with the decreasing dimensionality 192 → 160 → 128 → 96 → 64 → 4 and
interleaved with the dropout layers (p = 0.1). Overall, TaT has 416k (embedding + encoder)
+ 50k (decoder) = 466k , while ParticleNet has 298k (embedding + encoder) + 98k (decoder)
of trainable parameters. This is to be compared with the 1314k of trainable paramerers for
DeepTau v2.5.

Training setup

For training, 10% of the S&M data set (Sec. 4.3.2) is used, while another 10% of the S&M data
set is used for validation. An extended set of features compared to DeepTau v2.5 (Sec. 4.3.2)
is used to describe the input collections (see Appendix A.3). For the PF candidates, additional
information about the number of hits and layers in the tracker system and HCAL energy deposits
is included. For the RECO electrons, a set of variables is extendedwith those describing a shower
shape in ECAL. For the global variables, information about a relative displacement of secondary
vertex from a primary vertex is included if available. Furthermore, a collection of PF types is
extended by adding the towers in the forward calorimeter reconstructed as either an hadron or
an electromagnetic particle. Lastly, positional information about each of the particle is encoded
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Figure 4.13: Tau Transformer (top) and ParticleNet (bottom) architectures as used for the τh
identification task in this work. The hyperparameters and the structure of the layers are described
in the text.

as two added features (r, θ), representing a radial and angular position in polar coordinates on
η− φ plane centered around the HPS reconstructed τh direction of flight. No selection is applied
on r compared to the DeepTau case where the projection onto the grid naturally introduces a
corresponding requirement. It is worth mentioning that this way of encoding relative positional
information between constituents is implicit and might be suboptimal in performance. Studies
of encoding it explicitly, for example, by injecting it into the attention matrices [137] – which
also resembles the interaction terms from the Particle Transformer paper – could bring more
insights into howTransformer-likemodels can profit from inductive biases of the particle physics
domain.

The training is performed by minimising with an Adam optimiser (learning rate = 1e−4,
β1 = 0.9, β2 = 0.999, ε = 1e−7) a categorical cross-entropy loss function without any training
weights and with the early stopping after 3 epochs. τh candidates are grouped into batches
of 128 via a so-called uniform dynamic batching scheme. Since τh candidates have different
number of PF and RECO constituents, a batch is padded with 0 (separately for PF and RECO
modalities) for the tensors to have a regular shape. This effectively corresponds to adding for
each τh candidate in the batch artificial “0” tokens until the maximum PF/RECO sequence length
in the batch. Traditionally, τh candidates for batching are sampled randomly from the training
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data set, which translates into a random sampling of particle sequences from the underlying
distribution in the training data set (Fig. 4.14, left). Since the distribution is skewed towards τh
candidates with a larger number of constituents, it results in a high probability for a given batch
to have such a τh candidate, while the other τh candidates will have on average significantly
lower number of constituents. After padding, it results in a large number of artificial tokens in
a batch and on average larger batches if measured over the constituent dimension (Fig. 4.14,
right, blue distribution). It in turn translates into inefficient computation of attention weights as
it scales quadratically with a sequence length.

To mitigate this inefficiency and produce more compact batches, the training data set is
divided into 30 equal bins from 0 to 300 over the number of PF constituents per τh candidate.
Then, a single batch is allowed to be formed only from τh candidates sampled from a single bin.
The batches are further shuffled in order to avoid bias in the training procedure. This procedure
significantly reduces the number of padded tokens after batching and brings the distribution of
the number of constituents per batch close to the original distribution in the training data set
before padding (Fig. 4.14, right, orange distribution). Overall, a speed-up by a factor 2-3 in the
training duration compared to the traditional batching is achieved without any difference in the
performance.

Experiments

First, an impact of various modalities on the model performance is studied. Starting from the
basic representation of a τh candidate as only a set of PF candidates, RECO electrons/muons
and then global variables are added to the input representation with the model being trained
for each of the three scenarios. To separate the impact of the multiclass setting, the training is
performed separately for each of the three binary classification problems τh vs. e/µ/jet. The
model, with the parameters as described above, remains fixed in all of the experiments, as well
as the training data set. In this particular study, the same set of input features for each of the
modalities as for the DeepTau v2.5 training is used. An experiment corresponding to the model
trained in a multiclass setup is additionally performed. The performance is evaluated with a
ROC curve as described in Sec. 4.3.2, using the 2018 samples as in the DeepTau v2.5 case with
genuine τh being sourced from the ggH sample, electrons and muons from the DY sample, and
jets from the tt̄ (semileptonic) sample.

Overall, significant gain in performance is observed from addition of both RECO elec-
trons/muons and global features (Fig. 4.15, Appendix A.4). While addition of RECO elec-
tron/muons does not affect the performance against the jet scenario, it does improve it for the
τh against the electron (in a high τh efficiency region, up to 10 times reduced fake rate) and
against the muon (throughout the τh efficiency region of interest, up to 100 times reduced fake
rate) scenarios. Addition of global variables closes the gap between TaT and DeepTau v2.5
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Figure 4.14: The distribution of the number of PF constituents per τh candidate in the training
data set consisting of genuine τh and jet objects (left), after traditional batching (right, blue) and
after uniform dynamic batching, also referred to as smart batching (right, orange). For the latter
two, the distribution corresponds to the number of constituents per batch after padding.

performance for the scenario against electron and pushes the performance further by up to 30%
for the scenarios against jet and muon. Lastly, switching from a binary classification to a mul-
ticlass model also improves the performance. This indicates that the model with a given set of
hyperparameters profits from extending the effective size of the training data set and learning a
joint representation to simultaneously discriminate between the four classes.

Second, a ParticleNetmodelwith the parameters as described above (referred to as ParticleNet
v0.1) is benchmarked against the TaT model corresponding to the multiclass scenario with all
the modalities (referred to as TaT v0.2). It should be mentioned that both TaT and ParticleNet
models do not have an adversarial fine-tuning step, which makes the comparison with DeepTau
v2.5 more optimistic. However, the performance degradation due to this is not expeted to be
large, as it was shown previosly during the DeepTau v2.5 (stage 2) training. An additional
requirement on the z component of an impact parameter vector of τh w.r.t. a primary vertex
|dz | < 0.2 cm is applied during evaluation to be aligned with the recommended τh candidate
selection (Sec. 5.3.3).

The corresponding ROC curves, evaluated with the same conditions as in the modality study,
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Figure 4.15: Efficiency for jets (left), electrons (middle), and muons (right) versus efficiency for
genuine τh to pass the corresponding Dα discriminators for DeepTau v2.1, DeepTau v2.5 and
TaT models. For the latter, several configurations are trained with various modalities used as an
input: PF candidates only on a binary classification task (dashed red, pale), PF candidates with
RECO electrons/muons (PAT e/mu in the legend) on a binary classification task (dashed red,
dark), PF candidates with RECO electrons/muons and global features on a binary classification
task (solid red, pale), PF candidates with RECO electrons/muons and global features on a
multiclass classification task (solid red, dark). Working points (grey dots) for DeepTau v2.1 are
also shown, as derived in the original paper. The panel at the bottom of each figure shows the
ratio of each of the ROC curves with respect to the one of the DeepTau v2.5 model.

are shown on Fig. 4.16 and in Appendix A.5. Overall, the TaT architecture improves upon the
current baseline of DeepTau v2.5. In the most populated region pT(τh) ∈ [20, 100), |η(τh)| <
2.3,DM(τh) ∈ {0, 1, 10, 11}, TaT consistently reduces the misidentification rate against jet by
up to 30% across the τh efficiency range. For the electrons and muons, the TaT performance is
slightly better compared to DeepTau v2.5 by up to 10% in themisidentification rate at the fixed τh
efficiency. However, the performance gain of TaT in the scenarios against electron/muon is more
pronounced for the other regions of the phase space, in particular for τh candidates reconstructed
in HPS decay modes 10 and 11, where it reaches up to 50% and 70% reduced misidentification
rate against electrons and muons, respectively (Appendix A.5). Against jets, the ParticleNet
model reaches the similar performance as TaT (DeepTau v2.5) in the low (high) τh efficiency
region. While overall there is little difference in the performance against muons for all of the
benchmarked models in the low-pT barrel region, for the scenario against electron ParticleNet
shows a performance lower than both DeepTau v2.1 and DeepTau v2.5 by a significant margin.

In general, both models can profit from further hyperparameter tuning and an increase of the
training data set size. On the Transformer side, as it is pointed out in [138] and also hinted in
the Particle Transformer paper, attention-based models scale extremely well with the increase
of training data set size. Therefore, future studies on the extended data set are needed to gauge
the scalability of such models on the τh identification task.
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Figure 4.16: Efficiency for jets (left), electrons (middle), and muons (right) versus efficiency for
genuine τh to pass the corresponding Dα discriminators for DeepTau v2.1 (grey), DeepTau v2.5
(black), ParticleNet v0.1 (dark cyan) and TaT v0.2 (red) models. Working points (grey dots) for
DeepTau v2.1 are also shown, as derived in the original paper. The panel at the bottom of each
figure shows the ratio of each of the ROC curves with respect to the one of the DeepTau v2.5
model.

Figure 4.17: Efficiency for jets (left), electrons (middle), and muons (right) versus efficiency
for genuine τh to pass the corresponding Dα discriminators for a TaT architecture with the
various requirements on the cone distance between the directions of flight of constituents and τh
candidate (R). The panel at the bottom of each figure shows the ratio of each of the ROC curves
with respect to the model without any requirement on the cone distance (inclusive).

Last, an impact of the cone requirement on the constituents is studied for the TaT v0.2
architecture. In the original data set, used for the studies above, no selection is applied on r ,
corresponding to the radial (cone) distance in η−φ plane between the constituent (PF candidate or
RECO electron/muon) and the HPS-reconstructed τh directions of flight. Additional trainings of
the same architecture with the requirements on the constituents r < 0.5, r < 0.3 and r < 0.1 are
performed. Since training instabilities were observed during the studies with the TaT v0.2 setup,
the optimiser for the training was tuned. RAdam [139] optimiser with β1 = 0.9, β2 = 0.999,
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ε = 1e−7 is used. Initial learning rate is set to 1e−4 and is reduced during the training by 10
after every 10 epochs. Also, the GeLU activation function [140] is introduced in all TaT layers
instead of the previously used ReLU function.

The comparison of evaluated ROC curves for each of the trials is presented on Fig. 4.17
and in Appendix A.6. As expected, the performance degrades for the tightest r < 0.1 case,
which approximately corresponds to using only the candidates from the inner grid of DeepTau
(Sec. 4.3.1). The performance as measured by a misidentification rate against electrons and
muons at a given τh efficiency improves by about 10-20% similarly for r < 0.3 and r < 0.5
cases. However, the r < 0.3 scenario is not favoured in the against jet task as being too narrow
to capture the hadronisation patterns of QCD jets. Overall, the study indicates that the cone
distance r < 0.5, also corresponding to the outer grid size of DeepTau, is the optimal option.

In general, the studies described in this work illustrate that the field of jet tagging and rep-
resentation learning in HEP can largely profit from adaptation of attention-based architectures.
On the side of performance, scalability, flexibility and multimodality treatment they offer a pow-
erful alternative to graph-based architectures for analysts to model various physics objects in the
detector. This motivates future studies to understand the scope of these models’ performance
and the broadness of their applicability.
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5 | CP analysis in H→ τeτh decays

5.1 Introduction

In order to probe the CP nature of the interaction between the Higgs boson and tau leptons one
needs to modify the SM Lagrangian in a way to incorporate effects deviating from the Standard
Model expectations. This can be done already at the tree level and without assuming any model
dependence. For the tau lepton case, one can write the following extension of the Yukawa
coupling term in the SM Lagrangian [141]:

LY = −
mτ

v
(κτ τ̄τ + κ̃τ τ̄iγ5τ)H. (5.1)

Here mτ = 1.776(86) GeV is the mass of the tau lepton, v =
(√

2GF

)−1/2
≈ 246 GeV is the

vacuum expectation value of the Higgs field (Sec. 2.2.3), GF = 1.1663787(6) × 10−5 GeV−2

is the Fermi constant, κτ and κ̃τ are the coupling strength modifiers, H is the SM Higgs boson.
While this term is written specifically for the SM scenario, it is generally applicable to any
neutral spin-zero particle H of arbitrary CP nature with a flavor-diagonal Yukawa interaction
with a fermion.

Few things should be noted regarding Eq. 5.1. First, while such parametrisation is model-
independent per se, the couplings κτ and κ̃τ can depend on the specificmodel under consideration
and can be interpreted within the framework of these theories. For example, in the context
of a two-Higgs doublet model, e.g. minimal supersymmetric SM extension (MSSM) [142],
depending on the CP violation (CPV) scenario, the three mass eigenstates hi can be either
two scalars (denoted as h,H) and one pseudoscalar (denoted as A) or states representing CP
mixtures with both κ and κ̃ couplings having non-zero values. In this work, no model-dependent
interpretation of the couplings is made.

Second, an assumption of real-valued κ and κ̃ is made. While this makes the Yukawa coupling
term Hermitian similarly to the rest of the SM Lagrangian, it is arguably an imposed property
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which might not hold true in nature [143]. Therefore, a generalisation of the study presented in
this work towards a non-Hermitian Yukawa coupling [144, 145] is an interesting direction for
future studies.

From the couplings formulation one can rewrite Eq. 5.1 as:

LY = −gτ(cosαHττ τ̄τ + sinαHττ τ̄iγ5τ)H, (5.2)

where gτ is a generalised coupling modifier and an effective mixing angle is introduced:

tan
(
αHττ

)
=
κ̃τ
κτ
. (5.3)

For the SM Higgs boson with the quantum numbers JPC = 0++ (pure scalar), κ̃τ = 0 and
κτ = 1, therefore αHττ = 0◦. The scenario of JPC = 0++ (pure pseudoscalar) corresponds
to αHττ = 90◦. Any intermediate value corresponds to the mixture of the couplings between
CP-even and CP-odd components.

Having the interaction defined in terms of the Lagrangian term, one can proceed to the
derivation of the partial decay width of the SM Higgs boson into a pair of tau leptons. Using
Eq. 5.2 with the approximation βτ =

√
1 − 4m2

τ/m2
h ≈ 1 one can obtain [146]:

dΓH→ττ ∼ 1 − s+z s−z + cos
(
2αHττ

)
(s+T · s

−
T ) + sin

(
2αHττ

) [
(s+T × s−T ) · k̂

−]
, (5.4)

where k̂
− is a normalised τ− momentum in the Higgs rest frame which points towards a

positive direction of the z axis, and s±T (s±z ) is a projection of normalised spin vector of the tau
lepton in its rest frame on the xy plane (z axis) in a right handed coordinate system. It can
be seen that it is the spin correlation between transverse components of the tau leptons’ spin
vectors which is sensitive to the CP structure, parametrised by αHττ. Introducing φs as an angle
pointing from s+T to s−T , one obtains:

dΓH→ττ ∼ 1 − s+z s−z + |s
+
T | |s

−
T | cos

(
φs − 2αHττ

)
. (5.5)

Conceptually, Eq. 5.5 lays out the strategy to experimentally probe the CP structure of the
Yukawa coupling between the Higgs boson and tau leptons. First, one needs to reconstruct the
φs angle between the spin vectors s±T of the tau leptons. This can be achieved by studying the
angular distributions of τ decay products, as described in Sec. 5.3.7. Second, in a simplified
picture the differential distribution of the φs angle will allow to extract the phase shift αHττ

from the fit with a · cos
(
φ − 2αHττ ) + b function. This in turn directly points to the CP nature

(CP-even, CP-odd, or their mixture) of the SM Higgs boson via Eq. 5.3.
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In the following sections of this chapter a step-by-step overview towards this goal is described.
Starting from the description of the data sets used in the analysis (Sec. 5.2), an overview of
physics objects and observable reconstruction is given in Sec. 5.3. In Sec. 5.4 a procedure to
select H→ ττ candidates is described, followed by techniques to model background processes
(Sec. 5.5). After the selection of the H candidates is performed, ML methods are used to
categorise a given candidate as either originating from a signal or background processes (Sec.
5.6). Taking into account necessary systematic uncertainties (Sec. 5.7.3), a statistical inference
procedure is performed (Sec. 5.7) to extract the effective mixing angle αHττ. Finally, results of
the measurement and the corresponding conclusion are given in Sec. 5.8.

5.2 Data & Simulation

For this work, a data set of pp collisions collected by the CMS detector at
√

s = 13 TeV in 2016,
2017, and 2018 years is used. The corresponding integrated luminosities are 35.9, 41.5, and
59.7 fb−1.

SeveralMonteCarlo simulated data sets are produced in order tomodel signal and background
processes. The signal processes consist of a Higgs boson being produced through the gluon-
gluon fusion (ggH), vector boson fusion (VBF), or associated production with a W or Z boson
(WH, ZH, or VH for their combination). These samples are generated at next-to-leading order
(NLO) in QCD with the POWHEG 2.0 event generator [147–153]. The procedure is configured
to produce a scalar Higgs boson. However, addition of CP mixing effects in the production
mechanism, for example, by modifying the Higgs coupling to top and bottom quarks, can affect
the distribution of physical observables (e.g. related to the accompanying jets), as well as the
signal acceptance. It is studied that this contribution is negligible comparing to the theoretical
uncertainties and therefore does not affect the CP measurement in the H→ ττ decay.

Reweighting is applied to distributions of the Higgs boson transverse momentum and the jet
multiplicity to match with those of the samples produced at next-to-NLO with the POWHEG
NNLOPS (version 1) generator [154,155]. The decay of theHiggs boson into a pair of tau leptons
is described by the PYTHIA generator version 8.230 [156] without accounting for the τ spin
correlations. These are included within the TAUSPINNER package [157], which reweights the
signal samples according to predefined values of the mixing angle αHττ = {0◦, 45◦, 90◦} chosen
to define the signal templates for the statistical inference (Sec. 5.7.2). For all 2016 samples NLO
parton distribution functions (PDFs) are generated with the NNPDF3.0 [158]. For all 2017 and
2018 samples NNLO PDFs distributions are generated with the NNPDF3.1 [159].

Processes with a Z orWboson accompanied by up to four outgoing partons are generatedwith
MADGRAPH5 aMC@NLO (version 2.6.0) [160]. W bosons originating from the top quark
decay are generated at leading order with the MLM jet matching and merging approach [161],
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as well as the diboson production at NLO. POWHEG 2.0 (1.0) is used for single top (ST) quark
production (associatedwith aWboson) [162,163] and top quark-antiquark pair production [164].
For modelling of the parton showering, fragmentation, and the decay of the τ lepton the
generators are interfaced with PYTHIA with its parameters set to the CUETP8M1 tune [165] ,
and CP5 tune [166] in 2017 and 2018.

The simulation of the CMS detector is based on GEANT 4 [167]. Additional pp interactions
per bunch crossing (also referred to as pileup interactions) are generated with PYTHIA and
reweighted to match the pileup distribution in data.

5.3 Event reconstruction

The particle-flow (PF) algorithm (Sec. 4.2.1) is at the core of the physics object reconstruction
in CMS. It builds upon the idea of combining information from all the subsystems of the detector
in order to improve the overall reconstruction efficiency. Using a hierarchical approach which
starts from the construction of fundamental building blocks (e.g. tracks or clusters) it further
combines them into high-level physics objects such as muons or charged hadrons. Furthermore,
it serves as a basis for other algorithms building more complex objects, such as the jet clustering
(Sec. 5.3.4) or the hadron-plus-strips algorithm (Sec. 4.2.2).

5.3.1 Electrons

Electron object reconstruction [82] also builds on top of the PF basic elements: GSF tracks and
ECAL clusters (Sec. 4.2.1). Conceptually, these elements are further combined, refined and
filtered to yield a final electron object in the following procedure:

1. ECAL clusters are combined into a supercluster (SC) with a so-called mustache algorithm
(Fig. 5.1). The idea is to aggregate clusters coming from extensive bremsstrahlung and
photon conversion within a “mustache” window in η-φ plane which accounts for the
magnetic field of the CMS detector.

2. Association of SCs with GSF tracks is performed based on the output of a boosted decision
tree (BDT) using as input SCs observables, track parameters and the SC-GSF matching
variables.

3. Refinement of the mustache SCs is done, which leverages the information from subde-
tectors outside of ECAL. This step recovers additional bremsstrahlung and conversion
clusters. Moreover, a conversion-finding algorithm [168] with a dedicated BDT are used
to identify pairs of tracks compatible with a converted photon.
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Figure 5.1: Distribution of PF clusters around the seed cluster for simulated electrons with
1 < Eseed

T < 10 GeV and 1.48 < ηseed < 1.75 [82]. The z axis shows the number of PF clusters
around the seed matched to simulation. The red line illustrates the region where the clusters are
selected by the mustache algorithm.

4. All the input elements (ECAL clusters, mustache SCs, electron associated generic tracks,
GSF tracks, conversion-identified tracks) are submitted to the PF algorithm to form elec-
tron candidates. After the linking, the final set of ECAL clusters for each candidate is
promoted to a refined supercluster.

5. Final electron objects are formed from a refined SC with an associated GSF track based on
the loose requirements on the BDT output. The BDT is trained using the shower-shape,
isolation and track-related variables as input.

Overall, the procedure results in a good efficiency of electron reconstruction across pT and
η ranges (Fig. 5.2). However, it should be noted that a graph neural network (GNN) based
algorithm to form supercluster has been recently proposed to recover for inefficiency of mustache
energy aggregation and also to provide better robustness to pileup [169].

Since the energy of electrons is not fully reconstructed due to losses in the tracker or shower
leakage in ECAL, corresponding corrections should be applied. This is achieved by firstly
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Figure 5.2: Electron reconstruction efficiency versus η for various pT ranges (upper panel) and
ratios of data and simulation efficiencies (lower panel) in 2017 data taking period [82].

performing correction of SC energy and resolution via a 3-step BDT regression. Second,
residual discrepancies between data and simulation are taken into account with energy scale and
smearing corrections derived from Z → ee events. These results in a significant improvement
both on the side of energy resolution (Fig. 5.3, left) and physical observables (Fig. 5.3, right).

After the reconstruction of electron objects an identification step follows. Since the recon-
struction algorithms are designed to be general-purpose and as inclusive as possible, it results
in a sizeable fraction of background objects in the reconstructed electron collection. The iden-
tification step aims at the separation of prompt (created in the primary pp interaction) genuine
electrons from misidentified objects or non-prompt electrons (usually from heavy flavour jets).
For that purpose, two methods are used. The first one is a cut-based discriminator based on the
isolation variable:

Ie
rel =

∑
pT(h±) +max

(∑
pT(h0) + pT(γ) − ρ · Aeff, 0

)
pe
T

, (5.6)

where Aeff is the η-dependent isolation area [170], ET ≡

√
m2 + p2

T, ρ is the average neutral
component of the pileup energy density per unit area in the η-φ plane, and the sums are
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Figure 5.3: Left: relative energy resolution as a function of electron pT, measured by the tracker,
by ECAL (“corrected SC”), and after the third step of the energy regression (“E-p combination”).
Right: invariant mass of an electron pair in the barrel region from Z → ee events in 2017 data
before and after applying regression and scale corrections. [82].

computed across PF candidates of a given type within a cone ∆R ≡
√
∆η2 + ∆φ2 < 0.3 around

the reconstructed electron. The sum over the charged PF candidates runs over the candidates
associated with PV, while the sum over the neutral PF candidates does not have this requirement.
Thresholds on this discriminator are derived to target specific predefined selection efficiencies.
In this work, the requirement Ie

rel < 0.15 is applied to the selected electron objects (Sec. 5.4).

The second method of electron identification is based on a boosted decision tree. It uses
information about the track-cluster matching and energy deposits in HCAL/ECAL, as well as
cluster-shape, track-quality variables and provides a score for a reconstructed electron object to
be a genuine prompt electron. Working points are defined as thresholds on the score to target
predefined electron selection efficiency. In this work, a working point corresponding to 90%
efficiency is used.

Lastly, additional requirements are applied on the transverse (|dxy | < 0.045 cm) and longitu-
dinal (|dz | < 0.2 cm) impact parameters of the selected electrons.

5.3.2 Muons

Muon reconstruction relies on the standalone algorithm as described in Sec. 4.2.1. An identifi-
cation step for muons is based on a set of requirements aimed to provide a predefined selection
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efficiency. In this work the muon object is required to be reconstructed as a tracker or global
muon and pass the hit and segment compatibility quality selection. Same requirements on the
impact parameters as in case of electrons are applied: |dxy | < 0.045 cm and |dz | < 0.2 cm. The
isolation variable is also defined as:

I µrel =

∑
pT(h±) +max

(∑
pT(h0) + pT(γ) − 1

2
∑

pT(h±PU), 0
)

pµT
, (5.7)

where the sums are taken for the PF candidates in the isolation cone∆R < 0.4 centered around
the reconstructed muon direction of flight. The sum

∑
pT(h±PU) is computed over the charged

PF candidates originating from pileup vertices and scaled down by a factor 1/2 to approximate
and subtract the pileup contribution from neutral particles. A requirement I µrel < 0.15 is also
applied.

5.3.3 Tau leptons

Tau leptons decaying hadronically (τh) are reconstructed with a dedicated hadron-plus-strips
(HPS) algorithm as described in Sec. 4.2.2. First, it aims to reconstructs π0 coming from the τh
decays in a form of “strips”. Second, it combines them with charged hadrons to form potential
τh candidates according to the expected decay modes (DM) (Sec. 4.1).

For the identification step, a DeepTau model (Sec. 4.3.1) is used to separate τh candidates,
reconstructed by the HPS algorithm, from jets, electrons, and muons. The model is built
from 1D and 2D convolutional layers operating on a grid in the η-φ plane centered around
the HPS-reconstructed τh candidate. It combines low-level information from PF candidates
and RECO electrons/muons to separate between genuine τh and fakes. For this work, the τh
candidate is required to pass the working points which correspond to the probability of 70%,
80%, and 99.95% (Medium, Tight, Very loose, respectively) for the genuine τh to pass DeepTau
discriminators against jets, electrons, and muons, respectively. Furthermore, the z component of
the impact parameter of the leading charged track with respect to PV is required to be |dz | < 0.2
cm.

Since there are undetectable neutrino(s) present in the τ decays, the full reconstruction of
the ττ system is not possible by means of τh reconstruction algorithms only. A dedicated SVFit
algorithm [171] is used to recover for this loss of information. It combines the missing transverse
momentum vector ®p miss

T and its uncertainty matrix with the reconstructed four-vectors of two tau
leptons and uses a simplified matrix-element approach to reconstruct the invariant mass (mττ)
of the ditau system. This variable provides better separation between H→ ττ and Z/γ∗ → ττ
events, compared to the visible mass (mvis) of the ditau system (Fig. 5.4).
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Figure 5.4: Distribution of mττ variable derived with the SVFit algorithm (left) and visible mass
mvis of the ditau system (right) for the H→ ττ (black line histogram) and Z → ττ (yellow filled
histogram) events in the τµτh final state [171].

The analysis in this work, as it will be shown in Sec. 5.3.7, heavily relies on identification of
τh decay modes. Several changes have been already introduced with the DeepTau algorithm to
improve their purity and efficiency at the stage of the HPS algorithm. However, the migration
from, for example, DM = 11 (h±h∓h±h0) to DM = 10 (h±h∓h±) is still sizeable (∼ 25%) and
leads to the contamination of the latter DM category, which in turn affects the analysis sensitivity.
Furthermore, DM = 2 (h±h0h0) is merged with DM = 1 (h±h0) which does not allow for their
separate analysis.

To mitigate these limitations, two BDTs (referred to as MVA DM) are trained and applied
on top of the HPS reconstructed τh candidates to predict their decay mode [172]. One BDT is
designed to identify decay modes with one charged prong and the number of π0 n(π0) = {0, 1, 2}
(DM = 0, 1, 2), while the other targets τh candidates with three charged prongs and n(π0) = {0, 1}
(DM = 10, 11). The input variables to the BDT describe the kinematics, invariant mass
properties and angular information of the constituents of an HPS reconstructed τh candidate.
H → ττ events in the τµτh and τhτh final states with the H produced via vector-boson or
gluon-gluon fusion are used for the training. Overall, the BDTs provide the identification of τh
candidates with DM = 2 and consistently improve the purity of DM selection by up to 25%
without significant reduction in efficiency (Fig. 5.5).
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Figure 5.5: Comparison of purity and efficiency of the τh decay mode identification between
the HPS (orange bars) and MVA DM algorithms (blue bars) [172].

5.3.4 Jets and missing transverse energy

An anti-kT algorithm [86] with the distance parameter R = 0.4 as implemented in the FastJet
package [173] is used for the reconstruction of jets. Effectively, it is proposed as an extension of
the kT [174] and Cambridge/Aachen [175] algorithms with redefining the distance measure as:

di j = min(k2p
T,i, k2p

T, j)
∆2

i j

R2 (5.8)

diB = k2p
T,i, (5.9)

where di j is the distance between entities i and j (either particles or “pseudojets”), diB is the
distance between the entity i and the beam, ∆2

i j = (yi − y j)
2 + (φi − φ j)

2 with kT,i, yi, φi being the
transverse momentum, rapidity and azimuthal angle of the entity i, respectively. The parameter
p balances between the energy and geometrical scales. For p = 0 one obtains an inclusive
Cambridge/Aachen algorithm, while the case p = 1 corresponds to the kT algorithm.

An inclusive anti-kT algorithm corresponding to the case p = −1 starts by combinatorically
computing the distances di j and diB between input PF particles. If di j is the smallest out of two,
the particles/entities are merged together into a single entity (so-called “pseudojet”). Otherwise,
the particle/entity i is removed from the list and called a jet. Then the distances are recalculated
until there are no entities left.

In order to correct for the impact of pileup interactions on the jet observables, a charge hadron
subtraction (CHS) technique is used [176]. It identifies the PF candidates which originate from
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pileup vertices and removes them from the collection used to cluster jets. Residual jet energy
corrections are applied to correct for differences between data and simulation [177]. A large
amount of noise in the ECAL endcaps during the 2017 data taking period caused a disagreement
between the data and simulation. Therefore, jets with pT < 50 GeV and 2.65 < |η | < 3.10 are
removed from the analysis of the 2017 data set.

Jets containing b-quarks are identified with a DeepCSV algorithm [178]. The Medium
working point is used which corresponds to approximately 70% identification efficiency of
b-jets with the misidentification of jets from light quarks/gluons at the level of 1%.

The missing transverse energy (MET) ®p miss
T is reconstructed as the momentum imbalance in

the transverse plane [179]. ®p miss
T is calculated as a negative vectorial sum of the reconstructed

PF candidates in the event with the jet energy corrections being taken into account. Pileup
effects are mitigated with a pileup per particle identification (PUPPI) algorithm [180] which
assigns a weight to each PF candidate that indicates the likelihood of the candidate to originate
from a pileup interaction. These weights are further used to rescale the four-momentum of the
PF candidates, which showed to improve both jet and MET observables comparing to the CHS
method.

5.3.5 Primary vertex

Vertex corresponding to a primary pp interaction is reconstructed in two steps:

1. An initial collection of primary vertex (PV) candidates is obtained by clustering tracks
with a deterministic annealing algorithm [181]. A vertex having the largest value of∑

p2
T of the physics objects in the event (jets reconstructed from the tracks assigned to a

candidate vertex and MET) is selected as a primary vertex.

2. A refitting procedure with an adaptive vertex fitter [182] is performed to improve the PV
position resolution. Tracks originating from τ decay are removed from the fit in order
to remove the bias arising from the displacement of the τ decay vertex. An additional
constraint to the LHC beam spot – 3-D region where LHC beams collide in the CMS
detector – is added.

The position and covariancematrix of the beam spot are preciselymeasured as an average over
multiple collision events [76]. Therefore, using the beam spot information as an initial estimate
of the PV position and uncertainty in the fit instead of a default fit configuration improves the
fitting convergence and the PV position resolution in the transverse plane by a factor of 3 (Fig.
5.6).
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Figure 5.6: Difference between the generator-level and reconstructed primary vertex position
for the x (left), y (middle), and z (right) coordinates. Blue (orange) histogram corresponds to
the nominal (refitted beamspot-corrected) PV reconstruction as described in step 1 (2) in Sec.
5.3.5

5.3.6 Impact parameter

In order to perform CP analysis in some of the ττ final states reconstruction of the impact
parameter (IP) – a vector from the PV to the point of the closest approach of a charged particle
track to PV – is needed for the charged prongs originating from τ decays (Fig. 5.7). To improve
the IP resolution, a dedicated approach is developed. Contrary to another method using a
tangent track extrapolation (Fig. 5.7), it parametrises the particle trajectory in the magnetic
field as a helix ®x(t) and minimizes the distance between the trajectory and the primary vertex
#»

d (t) = | ®x(t) −
#   »
PV |. The resulting vector obtained after the minimisation IP = ®x(tmin) −

#   »
PV is

used as an impact parameter vector. It should be noted, that the constructed IP vector is used
only for the φCP and IP significance (described below) computation. The selection requirements
mentioned in Sec. 5.3.1, 5.3.2, and 5.3.3 are applied on the impact parameter vectors computed
by the minimisation in the transverse plane in contrast to the 3D minimisation described in this
section.

Furthermore, the minimisation procedure allows for a propagation of track parameter un-
certainties to the impact parameter vector, therefore enabling the construction of an impact
parameter significance variable:

SIP =
|IP|
σ(IP)

, (5.10)
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Figure 5.7: Illustration of the impact parameter vector n− reconstruction via a tangent method
for a decay of a tau lepton with momentum k− to a one charged prong with momentum p− in
a laboratory frame [183]. The impact parameter vector is obtained by extrapolating p− in the
direction of the primary vertex (PV) from the first reference point on the track (the tracker hit
nearest to PV, on the illustration corresponding to the intersection of the dashed and p− lines).
A vector pointing from PV to the point of the closest approach on the extrapolated tangent is an
impact parameter vector.

where σ(IP) =
#»IPT

|
#»IP|
Σ #»IP

#»IP
|

#»IP|
and Σ #»IP is the covariance matrix for the impact parameter vector

derived with the error propagation. SIP variable is further used in the event categorisation step
described in Sec. 5.6.

5.3.7 φCP observable

Introduction

As described in Sec. 5.1 and specifically in Eq. 5.5, the CP nature of the Higgs boson coupling
with tau leptons can be accessed through the spin correlations of the tau leptons resulting
from its decay. However, it is not straight-forward a priori how to analyse this correlations
experimentally. Furthermore, the situation is also complicated by the necessity to reconstruct
the Higgs rest frame, which is not available in pp collision at LHC.

The following approach is proposed by Berge et al. [146, 184, 185]. Firstly, consider-
ing the general form of the tau lepton decay via a charged prong τ± → a± + X with a± ∈

85



CHAPTER 5. CP ANALYSIS IN H→ τEτH DECAYS

Figure 5.8: Illustration of the H→ ττ in its rest frame where each τ decays into a single charged
pion [186]. The φCP angle between the tau lepton decay planes is shown as a red arrow.

{e±, µ±, π±, ρ±, aL,T,±
1 }, one obtains the partial decay width of the tau lepton:

ΓadΓ(τ±(s±) → a±(q±) + X) = n(E±) · [1 ± b(E±)s± · q±] · dE±
dΩ±
4π

, (5.11)

where s± is a normalised spin vector of the tau lepton in its rest frame, E± and q± are the
energy and the direction of flight of a± in the tau rest frame. n(E±) and b(E±) are referred to as
spectral functions [184].

Using Eq. 5.2 and 5.11 one obtains for the partial decay width of H→ ττ:

dΓ
dφCP

(H→ ττ) ∼ 1 −
π2

16
b(E+)b(E−) cos

(
φCP − 2αHττ

)
, (5.12)

where a φCP observable is introduced as the angle between the tau lepton decay planes in the
Higgs rest frame (Fig. 5.8). However, since the latter cannot be reconstructed in pp collisions,
a zero-momentum frame (ZMF) using the charged decay products of the tau leptons is used
in this work as an approximation of the Higgs rest frame. This might potentially reduce the
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Figure 5.9: Spectral functions n(Eπ) and b(Eπ) for the charged pion in τ− → ρ−ντ → π−π0ντ
(left) and τ± → a−1 ντ → π−π0π0ντ (right) decays as a function of the charged pion energy (Eπ)
in the tau rest frame [184]. The values of n(Eπ) and b(Eπ) are given in units of GeV−1.

overall sensitivity of the analysis, therefore hinting towards further studies of the ditau system
reconstruction in pp collisions.

One can contrast Eq. 5.12 with Eq. 5.5 and observe that φCP angle effectively resembles
the angle between the transverse spin vectors of the tau leptons. The τ decay product topology
can therefore be viewed as having a spin analysing power which allows to access the spin
information experimentally. However, this power is dependent on the τ decay mode and on the
properties of the charged prong as encoded with the spectral functions. The functions show
complex behaviour (Fig. 5.9) and for some scenarios can change their sign therefore affecting
the separation between pure scalar and pseudoscalar hypotheses. No dedicated optimisation
of CP sensitivity is carried out in this work as the analysis is largely limited by the available
statistics. This strongly affects the room for optimisation of the event selection with respect to
the spectral functions as it will further reduce the amount of signal candidates. However, as
more data will be available in the future, such optimisation can be carried out in the context of,
for example, the differential measurement of CP H→ ττ properties.

Similarly to Eq. 5.5, a CP mixing angle αHττ enters in Eq. 5.12 as a phase shift of the cosine
distribution. Therefore, given enough sensitivity one would be able to gauge the CP nature of
the Hττ coupling by the shift of the modulation from the expected SM (CP-even) scenario (Fig.
5.10). It should also be noted that for the Z/γ∗ → ττ process, which constitute one of the major
background in this work, the distribution of φCP observable is uniform at the generator level.
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Figure 5.10: The distribution of φCP angle in the Higgs rest frame at the generator level for the
H → ττ events where both tau leptons decay into a charged pion and a neutrino [186]. The
hypotheses of a scalar (solid red), pseudoscalar (dashed blue), and a CPmixture with αHττ = 45◦
(dash-do-dot green) Higgs boson as well as a Z vector boson (dash-dot black) are shown.

However, at the detector level the limited track and PV resolution leads to the distortion of
the φCP distribution both for the signal and background processes [185]. For example, for the
τeτh analysed in this work, for the eπ final state (one tau decays into electron and neutrinos, the
other into a charged pion and neutrinos) it is visible on Fig. 5.11 (left) that the distribution of the
simulated Drell-Yan events is not uniform and peaks towards 0 and 2π values of φCP. This is due
to the the PV misreconstruction effects that on average pull the reconstructed IP vectors towards
smaller values, which consequently translates to φCP values. This effect is pronounced only for
the final states where IP vectors are used for the reconstruction of φCP for both tau leptons, as
described below in this section. Despite these effects destruct the uniformity of the Drell-Yan
background events, some symmetries can still be used in the construction of the templates for
the statistical inference, as described in Sec. 5.7. For the H → ττ events, the modulations are
clearly visible at the reconstruction level for all the final states being considered, and the pure
CP even and CP odd hypotheses are separable.
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Figure 5.11: Unnormalised φCP distributions for the simulated Drell-Yan (left) and H → ττ
(right) events on the reconstructed level for four final states analysed in this work. Dashed lines
on the left figure show the mean of the corresponding histogram counts. On the right figure,
solid (dashed) lines represent the distribution of the scalar (pseudoscalar) H → ττ hypothesis.
Histogram counts are in auxiliary units.

Methods

By definition, φCP is the angle between the tau lepton decay planes in the Higgs rest frame.
Intuitively, this can be reconstructed for the tau leptons both decaying into at least two recon-
structable objects by using the momenta vectors of the latter. However, if one of the tau leptons
decays into a single charged prong and neutrino, it is no longer possible to define in this way its
decay plane because of the neutrino escaping detection. This is particularly the case for the τeτh
final state analysed in this work, where one of the tau leptons decays into an electron and two
neutrinos.

Since there are two decay planes involved in the φCP computation, the problem factorises
into the problem of reconstructing separately a decay plane for each of the tau leptons followed
by computing the angle between them. Furthermore, there are generally two four-vectors in the
laboratory frame needed to construct the plane in the ZMF. To unify the notation across various
decay modes, these are further referred to as λ± (λZ MF±) and q± (qZ MF±) in the laboratory
(zero-momentum) frame, where ± refers to the charge of the tau lepton. Vectors in the ZMF are
obtained by the Lorentz boost from the laboratory frame. Depending on the decay mode, the
four-vectors are constructed using various approaches, as described further.

A transverse component of λZ MF± with respect to qZ MF± is derived and the corresponding
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normalised unit vector is denoted as λ̂Z MF±
⊥ . Then, variables φZ MF and OZ MF are defined as:

φZ MF = arccos
(
λ̂Z MF+
⊥ · λ̂Z MF−

⊥

)
, (5.13)

OZ MF = q̂Z MF−
⊥ · (λ̂Z MF+

⊥ × λ̂Z MF−
⊥ ). (5.14)

Finally, one obtains φCP ∈ [0◦, 360◦] angle as:

φCP =

{
φZ MF if OZ MF ≥ 0
360◦ − φZ MF if OZ MF < 0

(5.15)

For the decays into one charged prong τ− → e−ν̄eντ and τ− → π−ντ, an impact parameter
(IP) method is used to construct the spanning four-vectors (Fig. 5.12, left). In these decay
modes there is only one momentum vector available as q±. Therefore, the impact parameter
vector (Sec. 5.3.6) of a charged prong is used as λ± to be able to define a decay plane. It should
be noted that in this case the resulting decay plane is not a “genuine” one, but rather a necessary
approximation.

For the decays τ− → ρ−ντ, τ− → a−1 (1pr)ντ → π∓π0π0ντ, and τ− → a−1 (3pr)ντ →
π∓π±π∓ντ, a neutral-pion (NP) method is used (Fig. 5.12, right). For the τ → ρ case, a four
vector of the neutral pion resulting from the ρ meson decays is taken as λ±. For this four-vector
the energy is set to the sum of energies of electrons and photons collected by the HPS algorithm,
the momentum direction is taken as the direction of the leading electron/photon, and the mass
is set to the π0 mass.

For the τ → a1(1pr) case, all the electromagnetic constituents from the a−1 (1pr) decay
are combined together and treated analogously to the τ → ρ case. Additionally, in order to
avoid destructive interference between longitudinal and transverse polarised components of the
intermediate mesons, in all the decay modes where the NP method is used the components are
separated by the following variable:

yτ
±

=
Eπ± − Eπ0

Eπ± + Eπ0
, yτ = yτ

+

yτ
−

, (5.16)

where Eπ is the energy of the pion in the laboratory frame. If yτ < 0, φCP is recomputed
with a shift as φCP → φCP − 360◦.

For the τ → a1(3pr) case, a pair of oppositely charged pions with the mass closest to the ρ0

meson mass is chosen. Out of these two pions, the one with the charge of the tau lepton is used
for the definition of the ZMF and the q± vector. The pion with the charge opposite to the one
of the tau lepton is treated like a neutral pion. Then, the neutral-pion is applied as described for
the τ → ρ case.
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Figure 5.12: Illustration of the φCP angle construction for two decay topologies [186]. Left:
decay planes for both tau leptons are defined with the impact parameter method as spanned by
the momentum and IP vector of the corresponding charged prong. Right: for one tau lepton
the impact parameter method is used and the neutral-pion method for the other with the plane
spanned by the momenta of the charged and the neutral pions. Vectors are shown in the zero-
momentum frame constructed from the momenta of the charged constituents in the H → ττ
decay.

To summarise, the final states to be analysed with the corresponding methods to reconstruct
decay planes are:

• eπ (ττ → e±π∓ + 3ν) −→ IP + IP −→ Fig. 5.12, left,

• eρ (ττ → e±ρ∓ + 3ν) −→ IP + NP −→ Fig. 5.12, right,

• ea1(1pr, 3pr) (ττ → e±a∓1 (1pr, 3pr) + 3ν) −→ IP + NP −→ Fig. 5.12, right.

5.4 Event selection

The following procedure to select events for the analysis of the τeτh final state, where one tau
lepton decays into an electron plus neutrinos (τe) and the other into hadrons plus neutrino (τh),
is followed:

1. Events are selected online by the CMS trigger system (Sec. 3.2.6). Either a cross trigger

91



CHAPTER 5. CP ANALYSIS IN H→ τEτH DECAYS

(e & τh) or a single electron trigger (e) should be fired depending on the data taking year
(online pT thresholds for the corresponding objects are shown in brackets in GeV):

• 2016: e(25),

• 2017: e(27) OR e(24)& τh(30),

• 2018: e(32) OR e(24)& τh(30).

2. For each event, pairs of oppositely charged electron and hadronically decaying tau lepton
reconstructed offline (Sec. 5.3.1 and Sec. 5.3.3) are selected with the requirement of
being sufficiently separated (cone distance ∆R > 0.5). These offline objects are required
to match the corresponding online objects within the cone distance ∆R < 0.5. Offline
electron (τh) objects should have pT at least 1(5) GeV higher when the online pT thresholds
for the corresponding trigger legs.

3. Events with an additional loosely identified electron or muon as well as a pair of electrons
are vetoed.

4. Events containing a single jet (jets) with pT > 25 GeV and |η | < 2.4 passing the Medium
(Loose) working point of the DeepCSV classifier (Sec. 5.3.4) are vetoed.

5. The reconstructed electron candidate is selected with pT > 25, |η | < 2.1 as well as IP,
identification, and isolation requirements described in Sec. 5.3.1.

6. The reconstructed τh candidate is selected with pT > 20, |η | < 2.3 (|η | < 2.1 for the cross
trigger) as well as IP and identification requirements described in Sec. 5.3.3.

7. The transverse mass of the electron candidate and the missing transverse energy ®p miss
T is

defined as:

mT ≡
√

2pe
Tpmiss

T [1 − cos(∆φ)], (5.17)

with∆φ denoting the azimuthal angle between the vector of electron transversemomentum
#»p e
T and ®p miss

T . The requirement mT < 50 GeV is applied in order to reject the background
from the W+jets process.

8. In case there are multiple τeτh candidates in the event, the pairs are ranked firstly with the
highest priority given to the pairs with the most isolated electron, then with the electron
with the highest pT, then with the τh candidate with the highest DeepTau against jet score,
then with the τh candidate with the highest pT.
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5.5 Background estimation

The main background sources in the τeτh final state can be roughly classified as those involving
genuine tau leptons, jets faking τh (jet→ τh), and prompt/non-prompt leptons faking τh (l → τh).
In terms of physical processes, the expected contributions are from the Drell-Yan, QCDmultijet,
top quark-antiquark pair production (bar), single top quark production (ST),W+jets, and diboson
production processes. In this work, the backgrounds are largely modelled with data-driven
methods: a τ-embedding technique [187] is used to model background with two genuine tau
leptons, and a “fake factor” (FF) method [188] is used to model jet → τh background. These
two methods together account for approximately 90% of all background processes. Other minor
background processes are modelled from the simulation where events with a pair of genuine tau
leptons or with a jet faking τh are removed to avoid double-counting.

5.5.1 τ-embedding method

Themost challenging part in the simulation of the Z/γ∗ → ll process is to model jets originating
from partons emitted in the initial state radiation. This translates, after hadronisation, in the
multiplicity of jets in the final state and the corresponding hadronic activity in the detector. Its
modelling would require resource-demanding simulation of samples at NLO and higher orders,
which in practise still does not guarantee adequate description of event observables in data.
Therefore, finding a way to model the Z+jets process without relying only on simulation would
be beneficial.

A τ-embedding method is designed with that purpose and builds up on an idea of using the
lepton universality to extract and transfer the detector activity from data to simulation across
leptonic final states in Z/γ∗ → ll. It proceeds with the following steps (Fig. 5.13):

1. A sample of Z → µ+µ− events is recorded in data with a dedicated dimuon trigger. This
sample of muon pairs is of the highest purity thanks to the excellent muon reconstruction
in CMS. However, an excessively tight selection aimed at high purity might introduce a
bias to the selected events as having, for example, little hadronic activity in the detector.
Therefore, only a loose kinematic selection without any isolation requirement is applied.
The final dimuon sample has the Z → µ+µ− purity of 99.11% for mµµ > 70 GeV.
Remaining contributions come from tt̄ (0.55%), diboson and single top (0.17%), QCD
(0.10%), Z → ττ (0.05%), and W+jets (0.02%) processes.

2. All traces in the detector which are associated with the muons are removed from the event.
This includes hits in the tracking system and muon chambers, plus energy deposits in the
calorimeter which are compatible with the fitted global-muon track.
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Figure 5.13: Illustration of the τ-embedding steps as described in Sec. 5.5.1 [187].

3. A pair of tau leptons with the kinematic properties of the two muons in data is simulated
with PYTHIA and passed through the empty detector environment (no other particles,
no pileup). The tau leptons are forced to decay into a predefined τeτh final state with a
branching fraction 100%. However, electrons andmuons can also in principle be simulated
and injected for validation purposes.

4. A hybrid event is created as an overlay of the event with the removed muon traces and
the event with the simulated pair of tau leptons. The combination is performed at the
reconstruction level of physics objects (tracks, e/µ, calorimeter clusters). The resulting
sample of hybrid events can be used in the analysis to model the backgrounds with two
genuine τ leptons.

Overall, the τ-embedding method provides a fully data-driven description of detector activity
in Z/γ∗ → ll events. This saves both computational resources for simulation of the highly dense
pileup environment and provides an excellent description of jet-related physical observables.
Furthermore, only systematical uncertainties related to the simulated pair of tau leptons and
the selection efficiency of µ+µ− pairs in data have to be introduced, therefore improving the
sensitivity of the analysis.
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Figure 5.14: Illustration of the FF method steps as described in Sec. 5.5.2 [189].

5.5.2 FF method

The jet→ τh background constitutes another important background in the analysis. It is driven
by the presence of QCD jets which fake rate to τh is hard to model and requires computationally
intensive simulation to reach the desired level of statistics. Therefore, a data-driven approach is
also desired in this case.

The fake factor method is proposed to tackle the modelling of this background. It proceeds
with the following steps (Fig. 5.14):

1. A signal region (SR) is defined in data as described in Sec. 5.4. This includes the nominal
Medium working point of the DeepTau ID discriminator against jets applied to the τh
candidate (Sec. 5.4).

2. An application region is defined in data with all the selection requirement as in SR, except
that the WP selection against jets for the τh candidate is inverted: the candidate is required
to pass the loosest VVVLoose WP (nominal τh efficiency 98%) and fail the Medium WP.
Events in the ARwill serve as an estimate of the jet→ τh background in SR once assigned
a fake factor weight FF on the event-by-event basis. The latter is derived as follows:
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FF =
∑

i

wi · Fi
F, (5.18)

wi =
N i
AR∑

j N j
AR

, (5.19)

Fi
F =

Ni
DR(Medium)

Ni
DR(VVVLoose & !Medium)

. (5.20)

Here the final FF weight is obtained as a weighted sum across the jet → τh background
processes i ∈ {QCD, W+jets, tt̄}. The weights wi correspond to the fraction of the
background process i in all jet→ τh events in AR. Fi

F for each process is obtained as the
number of events passing the Medium WP against jets divided by the number of events
passing the VVVLoose WP and failing the Medium one in a so-called determination
region (DR). Both wi and Fi

F are parametrised functions of several variables as described
below.

3. The determination region (DR) is constructed depending on the background process i.
For tt̄, it is not straight-forward to find sufficiently pure region in data, therefore the fake
factor is taken from the simulation of the tt̄ process. For W+jets, DR region is defined
in data with inverting the transverse mass requirement (Sec. 5.4) mT > 70 GeV with all
the other selection remaining the same as in SR. For QCD, DR region is defined in data
with inverting the opposite-sign requirement, i.e. electron and τh candidates are required
to have the same charge. Additionally, Ie

rel > 0.05 requirement is applied to remove events
with genuine tau leptons. All the other selection criteria are the same as in SR.

4. For QCD and W+jets, Fi
F are measured in bins of Njets, MVA DM (Sec. 5.3.3), where

the MVA DM equal to 0 is further split into two bins on the IP significance (Sec. 5.3.6)
SIP < 1.5, SIP ≥ 1.5. Fi

F are measured separately for events passing the single e and
e & τh cross triggers. For tt̄, Fi

F are measured only in bins of MVA DM and SIP. The
contribution of other processes to each of DRs is subtracted using simulation. For each
bin, Fi

F is parametrised as a function of τh pT as obtained from the polynomial fit to the
Fi
F distribution.

5. Fractions of the processes in AR wi are parametrised in bins of the dedicated BDT score.
This is motivated by the fact that it is difficult to find a small set of variables providing a
good differentiation between the jet → τh processes. Therefore, a summary statistics is
constructed as a BDT output which is trained to distinguish between the three background
processes QCD, W+jets, and tt̄ using kinematic information about the ditau system, pmiss

T ,
and Njets as input variables. Fractions are then computed according to Eq. 5.20 in bins
of W+jets and QCD BDT scores for W+jets, tt̄ (both taken from simulation) and QCD
(taken from data with all other processes subtracted with simulation) processes.
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6. Fake factor weights are computed according to Eq. 5.19 in AR, where the contribution of
processes with genuine tau leptons and l → τh fakes is subtracted using simulated events.

7. Corrections are applied to account for discrepancies in the closure tests when Fi
F are

applied to events in the corresponding DR. Differences between DR and AR resulting
in a different jet → τh rates between these two regions are also accounted for in the
corresponding corrections.

5.5.3 Corrections

While most of the background is estimated from data, it still relies to a certain extent on
simulation which requires dedicated corrections to be applied in order to refine its modelling of
data.

The corrections applied to the embedded samples are:

• Electron tracking/ID/isolation/trigger scale factors (SFs),

• Electron energy scale (ES) and resolution smearing corrections,

• Hadronic tau ID/trigger SFs,

• Hadronic tau ES corrections.

The scale factors are derived with a tag-and-probe method [190] generally as a function of
e/τh pT, η, and MVA DM using Z/γ∗ → ll events. These are aimed to account for the mismatch
in the corresponding ID/trigger/isolation selection efficiencies between data and simulation.
The energy scale corrections are derived by varying the lepton energy scale in simulation and
performing the maximum likelihood fit to physical observables in data (e.g. τh and µτh invariant
mass (mvis) for τh case) in order to find the most optimal value. The value of the energy scale
shift corresponding to the minimum of the negative log-likelihood is taken as the correction
factor.

It should be noted that while tau leptons in the embedded samples are still simulated, the
corresponding corrections are derived specifically for the embedded samples and differ from the
same corrections applied to the simulated samples.

The corrections applied to the simulated samples include those applied to the embedded
samples, plus the following ones:

• Pileup reweighting. The distribution of PU interactions in simulated samples is reweighted
to match the one observed in data.
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• e → τh fake rate and ES corrections. The corrections are obtained for the DeepTau
discriminator against electrons similarly to e.g. τh ID SFs using the tag-and-probe method
with Z → ee events.

• MET recoil corrections. The corrections are applied to Drell-Yan, W+jets, and Higgs
simulated samples and aim to correct for the mismodelling of ®p miss

T . The corrections are
derived with Z → µµ events on the variable defined as the vectorial difference between
measured ®p miss

T and the sum of the transverse momenta of neutrinos from a boson decay.

• b-tagging efficiency corrections. Since veto is applied on events where the jets pass
certain working points of the DeepCSV classifier (Sec. 5.4), one needs to ensure that
the mismodelling of the DeepCSV score is not propagated to the analysis. A so-called
“promote-demote” technique is used which randomly assign/remove a given jet to/from
b-tagged category in order to match WP selection efficiency in simulation to the one
measured in data.

• Z mass and pT reweighting. The corresponding spectra are corrected in simulation to
better match those obtained in data for Z → µµ events.

• Top quark pT reweighting. The distribution of the top quark transverse momentum is
reweighted in the NLO simulated samples to match the distribution obtained from NNLO.

• Prefiring. During the 2016 and 2017 data taking periods it was observed that the L1
trigger system would sometimes “prefire”, i.e. record an event corresponding to the
previous bunch crossing. The issue was related to the shift in ECAL pulses and therefore
a corresponding weight is introduced to recover for this effect [191].

Lastly, corrections to the impact parameter significance variable are applied both to embedded
and simulated samples. As it is discussed in Sec. 5.6, a selection is applied based on this variable
to further improve the sensitivity to the CP mixing angle. Therefore, it is important to ensure
good modelling of data in this observable. A quantile mapping method is used to correct the
IP vector coordinates and covariance matrix based on their cumulative distributions in data and
simulation using Z → ee (Z → µµ) events for electron (pion) legs.

After estimating the backgrounds as described above and applying all the necessary correc-
tions good agreement between data and simulation is observed for the key physical observables
for all years (Fig. 5.15, Fig. 5.16, and Appendix A.7).
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Figure 5.15: Comparison of data with simulation for the 2018 data-taking period for the visible
mass of the τeτh system.

5.6 Event categorisation

After the selection of τeτh candidate pairs (Sec. 5.4), one has to perform their categorisation.
Fundamentally, that means that for each candidate pair one wants to understand which physical
process it originates from. Since the selection criteria do not yield the sample with only H→ ττ
events but the one which is contaminated by several background processes, one is interested in
purifying this sample. This is hardly possible to perform manually due to an extremely large
number of events to be categorised. Therefore, some automated refining procedure is needed.

One possible solution would be to follow a rule-based approach and define a set of criteria on
custom variables constructed using expert knowledge. This is however a difficult task due to the
multidimensionality of the problem, whichmoreovermight not give an optimal result. Therefore,
a Machine Learning (ML) approach is taken to classify events into predefined categories. These
are defined as follows, together with the corresponding samples used for the composition of a
training data set:
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• Signal: to target signal H events originating from the ggH and VBF production processes.
Events for the training are taken from the corresponding simulated samples.

• Genuine τ: to target background events with two genuine tau leptons. These include Z →
ττ, tt̄, and diboson processes. Events for the training are taken from the corresponding
simulated samples.

• Fakes: to target background events with jets or leptons faking τh. These include Z → ll,
Z → jets, tt̄, diboson, W+jets, and QCD processes. Events for the training are taken from
the corresponding simulated samples except for QCD, which is estimated from data by
inverting the opposite-sign requirement for the electron-τh pair.

A neural network (NN) is trained to leverage the multidimensionality of the problem and to
construct an optimal classifier in an automatedway from the following high-level input variables:

• pT(e), electron pT,

• pT(τ), τh pT,

• pT,ττ ≡ | ®pT(e)+ ®pT(τ)+ ®p miss
T |, vectorially combined pT of electron, tau lepton andmissing

transverse energy,

• mvis, visible invariant mass of the electron and τh decay products,

• mττ, invariant ditau mass obtained with the SVFit algorithm (Sec. 5.3.3),

• Emiss
T , missing transverse energy obtained with the PUPPI algorithm (Sec. 5.3.4),

• mT, transverse mass of the electron and MET (Sec. 5.4),

• Njets, number of jets in the event,

• pT(jet1), pT of the jet with the highest pT, referred to as the “leading” jet (in events with
at least one jet),

• pT(jet2), pT of the jet with the second highest pT, referred to as the “trailing” jet (in events
wit hat least two jets),

• pT, j j , combined pT of the two leading jets,

• m j j , invariant mass of the two leading jets,

• ∆η j j , difference in pseudorapidity between the two leading jets.
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Figure 5.16: Comparison of data with simulation for the 2018 data-taking period for the variables
used in the neural network training, as described in Sec. 5.6.
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This set of variables is chosen as the ones which are known a priori to provide discriminating
power between the classes and to be well-modelled in data (Fig. 5.15, Fig. 5.16, and Appendix
A.7). Each event is therefore represented as a vector of length 13, which defines the input to the
model.

The model architecture consists of three consecutive blocks. Each block has the same
structure and is constructed from a feed-forward layer with 100 nodes, followed by a batch
normalisation layer, a ReLU activation function, and a dropout layer with probability p = 0.5.
The output layer is a feed-forward layer with three nodes normalised to sum up to 1 with a
softmax function. It therefore defines the probability of an event to belong to either of the three
classes, as defined above.

The batch size equals to 1000 and the training is performed using the TensorFlow library [112]
until convergence with an early stopping in case of no validation loss improvement for 20
consecutive iterations. Three separate trainings are done with the same architecture used for
each of the data-taking years (2016, 2017, 2018). Each training in fact corresponds to the
training of two models in a “two-fold” manner. The training data set, consisting of the mixture
of various data samples as defined above, is split into two parts based on an ID number which is
unique for each event. Then, one network is trained on a half of the data set with even event IDs,
while the other on the odd ones. At the prediction step, the networks change halves and the even
network is applied to the odd half of the data set, and vice versa. This procedure allows to use all
available simulated samples to produce templates for the statistical inference. Furthermore, no
bias is introduced due to the usage of the same events for both training and template composition
with the same model.

The loss function for each of the models is a categorical cross-entropy which is minimised
with an Adam optimiser [114] with the learning rate 10−4. The training weights are added to the
loss function to balance the difference in expected number of events for across physical processes
in the corresponding data-taking period. 90% of the even/odd halves which are provided to each
of the models for the training is used for the actual training, while the other 10% is used for
validation.

After the training, each event for both data and simulated samples is classified to one of the
three categories where the corresponding NN score is the highest. This score is also used further
at the statistical inference step (Sec. 5.7).

Lastly, a requirement on the impact parameter significance SIP > 1.5 is applied for the
electron in events which are classified into a signal category. The same requirement SIP > 1.5
is applied for the single charged pion from the τh candidate with MVA DM equal to 0 (Sec.
5.3.3) for events both in the signal and background categories. This selection requirement
removes events with poorly reconstructed IP vectors. Furthermore, it showed to have slightly
better separation between CP-even and CP-odd hypotheses at the reconstructed level without
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Figure 5.17: Normalised distributions of the φCP observable for events passing the selection
requirements in Sec. 5.4 with the τh candidate identified with MVA DM equal to 1 (eρ final
state) from the embedded samples (left), ggH sample under the CP-even hypothesis (middle),
and ggH sample under the CP-odd hypothesis (right). The histogram in gray (red) corresponds
to no (SIP > 1.5) selection applied to the IP significance of the electron.

Figure 5.18: Pre-fit distribution of the NN score in the genuine τ (left) and fakes (right)
background categories for 2018 data-taking period.

introducing significant deviations to the φCP distribution in the embedded samples (Fig. 5.17).
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Figure 5.19: Pre-fit blinded distribution of unrolled in bins of the NN score φCP observable in
eρ signal category for 2018 data-taking period.

Overall, good agreement between data and simulation is observed in background categories
before performing the statistical fit (Fig. 5.18, Appendix A.8). For the blinded signal categories,
the unrolled distribution of the φCP observable shows increasing signal over background ratio
from the first to the last bins of NN score, with a clear separation between the pure CP-even and
CP-odd hypotheses in the most sensitive eρ category (Fig. 5.19 and Appendix A.8).

5.7 Statistical inference

5.7.1 Framework

The strategy to extract the value of the main parameter of interest (POI) αHττ follows the
likelihood formalism [192–194]. The likelihood function is parametrised by several POIs and
nuisance parameters as follows:

L(αHττ, ®µ, ®θ) =

Ncategories∏
j

Nbins∏
i

P
(
ni j |L · ®µ · ®Ai j(®θ, α

Hττ) + Bi j(®θ)
) Nnuisance∏

m

Cm(θm). (5.21)
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It is parametrised by:

• αHττ: the mixing angle between SM and anomalous couplings as defined in Eq. 5.3.

• ®µ ≡ (µggH, µqqH): a vector of the Higgs boson signal strength modifiers which are defined
as the ratio of the corresponding cross section times the H → ττ branching ratio with
respect to the SM value. The ggH and qqH processes are considered in the statistical
inference, where the latter scales the combined VBF and VH production modes.

• ®θ: a vector of nuisance parameters corresponding to the systematic uncertainties (Sec.
5.7.3).

The likelihood function is computed as a product over categories j and bins i. In the analysis
of the τeτh final state the former product is taken over the categories for each of the three (2016,
2017, 2018) data-taking periods as defined by the corresponding neural networks (Sec. 5.6).
In the combination with the other channels (Sec. 6), the corresponding categories as defined
by the analysis of these channels are additionally included in the product. The signal (Higgs)
category is further split into four categories based on the MVA DM predictions (Sec. 5.3.3) for
the τh candidate with the decay modes MVA DM = {0, 1, 2, 10} being considered. Therefore,
the final set of categories in the τeτh analysis is:

• eπ (signal),

• eρ (signal),

• ea1pr1 (signal),

• ea3pr1 (signal),

• Genuine τ (background),

• Fakes (background).

The bins in Eq. 5.21 corresponds to the bins in the unrolled 2D histogram (φCP, NN score) for
the signal categories and the bins in 1D histogram of NN score for the background categories.
The unrolled histogram is constructed by firstly binning the NN score distribution and then
plotting for the events in each of the bins the histograms of the φCP distribution. The following
NN score bin edges are used for all the data-taking periods:

• Signal categories: [0, 0.45], [0.45, 0.6], [0.6, 0.7], [0.7, 0.8], [0.8, 0.9], [0.9, 1.0].

• Genuine τ category: [0, 0.5], [0.5, 0.6], [0.6, 0.7], [0.7, 1.0].
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• Fakes category: [0, 0.6], [0.6, 0.7], [0.7, 0.8], [0.8, 0.9], [0.9, 1.0].

In the signal categories, for each of the NN bins as defined above, the φCP distribution has
10, 8, and 4 equally sized bins in the range [0◦, 360◦] for eρ, eπ, and ea1pr1 /ea3pr1 categories,
respectively.

Counts in each of the bins are modelled in Eq. 5.21 with a Poisson distribution P(ni j |n
exp
i j )

where ni j is the observed number of events in data and expected counts nexpi j are modelled as
a sum of the signal L · ®µ · ®Ai j(®θ, α

Hττ) and background Bi j(®θ) contributions. Here L is the
integrated luminosity, ®Ai j(®θ, α

Hττ)) is a vector of signal acceptances for each of the H production
modes (ggH and qqH). ®Ai j and Bi j(®θ) are produced in a form of templates as described in Sec.
5.7.2. Constraints on the systematic uncertainties are incorporated as prior probability density
functions Cm(θm). For uncertainties altering only the normalisation of the counts with the
same rate across all the bins (referred to as normalisation uncertainties) these are taken as
log-normal distribution. For the uncertainties producing asymmetric count variation across the
bins and therefore altering the shape of the templates (referred to as shape uncertainties) these
are implemented in the likelihood minimisation as the continuous morphing with a Gaussian
prior probability density function. Parameters of the probability density functions are further
described in Sec. 5.7.3.

The statistical inference is performed using the Combine statistical toolkit [195]. The main
parameter of interest (POI) is the CP mixing angle αHττ. In order to extract its value from data,
a test statistic is constructed as a log-likelihood ratio:

q(αHττ) ≡ −2 ln

(
L(αHττ, ®̂µ, ®̂θ)

L(α̂Hττ, ®̂µ, ®̂θ)

)
, (5.22)

where the denominator is the best fit value of the likelihood function with respect to all the POIs
(αHττ, ®µ, and ®θ), and the numerator corresponds the likelihood function where all the POIs but
the main one are profiled. The value α̂Hττ which corresponds to the minimum of q(αHττ) is
quoted as the best-fit value with the 68.3, 95.5, and 99.7% confidence intervals obtained using
asymptotic approximation as the values of the mixing angle αHττ where q(αHττ) equals to 1.00,
4.02, and 8.81 [196].

5.7.2 Template composition

As it was previously mentioned in Sec. 5.3.7, one expects certain symmetries to be preserved
in the φCP distribution for the background processes: for example, the fact that genuine tau
backgrounds are uniformly distributed at the generator level. It was alsomentioned that smearing
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and resolution effects come into play when one moves from the generator to the reconstructed
level. The distributions are therefore distorted and the original symmetries are no longer
applicable. However, some symmetries still remain, and they can be exploited as described
below.

The motivation to impose symmetries comes from the observation that the statistical fluctua-
tions for the simulated samples in the last bins of the unrolled φCP distribution are sizeable (Fig.
5.23). Therefore, in order to constrain the associated statistical bin-by-bin uncertainties it is
beneficial to correct the signal and background templates and associated statistical uncertainties
to have the expected symmetry properties. This also removes potential bias on the statistical
inference which might appear due to the statistical fluctuation in the template bins.

For the background templates the following modifications are applied depending on the
background process and the method used to reconstruct the φCP observable (Fig. 5.20):

• Genuine τh (IP+NP): flattening.

• Genuine τh (IP+IP): symmetrisation around φCP = 180◦.

• jet→ τh fakes (IP+NP, IP+IP): symmetrisation around φCP = 180◦.

• l → τh fakes (IP+NP): flattening.

• l → τh fakes (IP+IP): symmetrisation around φCP = 180◦.

In general, the flattenning is performed by setting the value of all the φCP bins in a single NN
score bin to their average and introducing a single statistical uncertainty as a fully-correlated
quadratic sum of uncertainties of the original bins. The symmetrisation is performed by setting
the value of each of the two bins which are symmetric with respect to 180◦ to their average
value. Each pair is attributed a single common nuisance parameter as in the flattening case.
The effective number of associated nuisance parameters is thus reduced by 1/2 (1/Nbins) for the
symmetrisation (flattening) procedures.

As it can be seen, the templates are kept uniform only for the background processes involving
genuine τ leptons and in the signal categories where the neutral-pion method is used for the
τh side (eρ, ea1pr1 , ea3pr1 ). The usage of the impact parameter vector for both of the prongs
is sensitive to the smearing effects affecting the primary vertex reconstruction. These effects
introduce a correlated behaviour in the φCP reconstruction where the φCP values of 0◦ and 360◦
are more favoured. However, the symmetry around the φCP value of 180◦ still holds and can be
used. The same applies also to the jet→ τh fake events due to the kinematic properties of these
events.
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Figure 5.20: Illustration of the symmetrisation (top) and flattening (bottom) procedures applied
to the signal and background templates [197]. Red circles represent the bin content in the
histogram of the φCP observable, which originally is distributed randomly around the expected
values (dashed lines). After the symmetrisation/flattening, the bin content is adjusted to the
value estimated from the averaging across the symmetric bins as described in the text.

As it was mentioned in Sec. 5.2, the Higgs signal samples are generated according to the
three discrete values of αHττ = {0◦, 45◦, 90◦}, which corresponds to the CP-even, CP-odd, and
CP-mix scenarios, respectively. Since in the statistical inference procedure a continuous range
of αHττ values is assumed, the general template T(αHττ) for any auxiliary value of the mixing
angle is constructed separately for ggH and qqH production from the basis three templates
(Teven,Todd,Tmix) as follows:

T(αHττ) = (cos2 αHττ − cosαHττ sinαHττ) · Teven + (sin2 αHττ − cosαHττ sinαHττ) · Todd+

+ 2 cosαHττ sinαHττ · Tmix.

The signal templates for the φCP observable can also be affected by statistical fluctuations in
the highest NN score bins. Therefore, similarly to the background templates, Teven and Todd are
symmetrised around φCP = 180◦. The symmetrisation of the Tmix template is performed by the
generation of an additional signal sample (separately for ggH and qqH templates) corresponding
to αHττ = −45◦ and its averaging with the Tmix template shifted by 180◦.

5.7.3 Systematic uncertainties

As it was mentioned earlier, there are two distinct types of systematic uncertainties: normalisa-
tion and shape uncertainties.

108



CHAPTER 5. CP ANALYSIS IN H→ τEτH DECAYS

Normalisation uncertainties shift the normalisation of the templates without affecting the
shape. Their parameters are constrained by adding a log-normal prior with the mean parameter
corresponding to the nominal case of no systematic variation. The sigma of the distribution
depends on the source of uncertainty and is provided below as a percentage of the nominal value.

Shape uncertainties are modelled with a continuous morphing procedure with a Gaussian
prior on a morphing parameter. The parameter interpolates between two discrete up/down
variations of the template corresponding to ±1σ variations of the Gaussian prior. The mean of
the prior distribution is set to 0, corresponding to the nominal template shape. Magnitudes of
shape variations are provided below as a percentage of the systematic source variation resulting
in 1σ up/down template variations.

Since in the statistical inference procedure categories for the three data-taking periods are
analysed jointly, some sources of systematic uncertainties are (partially) correlated across the
years, resulting in shared nuisance parameters in the fit. These cases are marked in Table
5.1, which also summarises all the sources of uncertainties incorporated into the statistical
inference procedure together with the samples they are applied to. Lastly, uncertainties related
to electron/τh identification and energy scale are treated as 50% correlated between the simulated
and embedded samples. All the other common uncertainties are taken to be uncorrelated.

Normalisation

The following sources of normalisation uncertainties are considered in the analysis:

• Electron reconstruction (tracking/ID/isolation) efficiency: 2%.

• Electron trigger efficiency: 2%.

• τh ID (against e, µ): 3%.

• b-tagging scale factors: 1-9%.

• Integrated luminosity: 2.5, 2.3, and 2.5% for 2016, 2017, and 2018 respectively [198–200].

• Embedded yield: 4%.

• Cross section uncertainties:

– W+jets: 4%,
– Drell-Yan: 2%,
– Diboson: 5% [201],
– Single top: 5% [202],
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– tt̄: 4.2%,
– H: 2-5% [18],
– H→ ττ branching fraction: 2% [18].

• e→ τh misidentification rate: up to 10%, decay mode dependent.

• Impact parameter significance: the SIP correction is varied by ±25% (±40%) for a single
pion (electron) and the variation is converted into a normalisation uncertainty in the range
of 1-5%.

Shape

The following sources of shape uncertainties are considered in the analysis:

• τh reconstruction & ID: up to 3%, pT and decay mode dependent.

• τh trigger: pT/decay-mode dependent.

• τh energy scale: 0.8-1.1 (0.2-0.5)% for simulated (embedded) samples, pT/decay-mode
dependent.

• Electron energy scale: < 1%, pT and η dependent.

• e→ τh energy scale: 0.5-6.5%.

• Jet energy scale: event-by-event depending on the jet topology and kinematics. The
uncertainties are also propagated to ®p miss

T and observables which are dependent on ®p miss
T

for the simulated samples where no recoil corrections is applied (single top quark, tt̄, and
diboson production).

• Jet energy resolution: event-by-event depending on the jet topology and kinematics. The
uncertainties are also propagated to ®p miss

T and observables which are dependent on ®p miss
T

for the simulated samples where no recoil corrections is applied (single top quark, tt̄, and
diboson production).

• ®p miss
T unclustered scale: event-dependent, used for the samples where recoil corrections

are not applied (single top quark, tt̄, and diboson production). The uncertainties are also
propagated to ®p miss

T and observables which are dependent on ®p miss
T .

• ®p miss
T recoil corrections: event-dependent, applied for the Z+jets, W+jets and signal

samples. The uncertainties are also propagated to ®p miss
T and observables which are

dependent on ®p miss
T .
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Table 5.1: Summary of systematic uncertainties included into the statistical inference as de-
scribed in Sec. 5.7.3. The first column describes the source of uncertainty. The second column
describes the magnitude of the systematic variations and its dependency on observables. The
third column describes the samples towhich the uncertainty is applied (where “MC” corresponds
to simulated samples). The fourth column describes if the uncertainty is correlated across the
data-taking periods. The fifth column describes the type of uncertainty, where lnN corresponds
to normalisation uncertainty.

Uncertainty Magnitude Samples Correlation Type
Electron reconstruction 2% MC Yes lnN

Electron trigger 2% MC No lnN
τh ID (against e, µ) 3% MC, embedded No lnN

b-tagging scale factors 1-9% tt̄, single top No lnN
Integrated luminosity 2.3-2.5% MC Partial lnN

Embedded yield 4% Emb. No lnN
W+jets cross section 4% W+jets MC Yes lnN
DY cross section 2% DY MC Yes lnN

Diboson cross section 5% Diboson MC Yes lnN
Single top cross section 5% Single top MC Yes lnN

tt̄ cross section 4.2% tt̄ MC Yes lnN
H cross sections 2-5% Signal MC Yes lnN

H→ ττ branching fraction 2% Signal MC Yes lnN
e→ τh rate 10% MC with e→ τh No lnN

SIP(e, π) 1-5% MC No lnN
τh reconstruction pT/DM dep. MC, embedded Partial Shape

τh trigger pT/DM dep. MC No Shape
τh energy scale pT/DM dep. MC, embedded No Shape

Electron energy scale pT/η dep. MC, embedded No Shape
e→ τh energy scale 0.5-6.5% MC with e→ τh No Shape
Jet energy scale Event-dep. MC Partial Shape

Jet energy resolution Event-dep. MC No Shape
®p miss
T unclustered scale Event-dep. ST, tt̄, diboson MC No Shape
®p miss
T recoil corrections Event-dep. Z/W+jets, signal MC No Shape

tt̄/diboson in embedded 10% embedded Yes Shape
Top quark pT reweighting top pT dep. ST, tt̄ Yes Shape
Z mass and pT reweighting Z pT/mass dep. DY MC Partial Shape

FF Described in text jet→ τh fakes Partial Shape
Prefiring Event-dep. MC Yes Shape

Theoretical uncertainties Event-dep. Signal MC Yes Shape
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• tt̄/diboson in the embedded samples: 10% of tt̄ and diboson contribution as estimated
from the simulation is added/subtracted in the embedded templates. This is aimed to
reduce a potential bias introduced by the embedding procedure to the selection of genuine
tau lepton pairs originating from these processes.

• Top quark pT reweighting: pT(t) dependent, defined with up (down) variation correspond-
ing to twice (no) correction size.

• Z mass and pT reweighting: pT(Z),m(Z) dependent, defined with up/down variation
corresponding to ±10% of the correction size.

• FF: uncertainties associated with ®p miss
T /electron pT non-closure corrections and extrapo-

lation to same-sign/high-mT regions corrections are applied for each of the fake factors
(W+jets, QCD, tt̄). For tt̄ FF (derived using simulated samples) an uncertainty is added
to account for the differences between data and simulation. Additional uncertainty is
assigned due to the subtraction of background processes without jet→ τh fakes.

• Prefiring: 0-4%, dependent on the process and category.

• Theoretical uncertainties: event-dependent, applied to the signal samples these include
renormalisation and factorisation scales and parton showering uncertainties.

5.8 Results

After the likelihood minimisation is performed (Sec. 5.7), one can firstly investigate if there
is no significant discrepancies between data and simulation in the post-fit distributions in the
background categories. Overall, good description of data with the fitted templates is observed
for all the categories and data-taking periods (Fig. 5.21 and Appendix A.9).

In a more formalised way, one can perform a goodness-of-fit (GoF) test to estimate if there
is a statistically significant difference between data and fitted templates. Results of the saturated
modelGoF test [203] performed for the combination of all the categories (signal and background)
and all the data-taking years (2016, 2017, 2018) show the p-value of 0.22, which also indicates
a good quality of the fit.
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Figure 5.21: Post-fit distribution of the NN score in the genuine τ (left) and fakes (right)
background categories for 2018 data-taking period.

Figure 5.22: Summary of the post-fit analysis of the 30 leading nuisance parameters (left panel).
In the middle panel a value of (θ̂ − θ0)/∆θ is shown for each nuisance parameter, where θ̂ is
a post-fit value, θ0 is a pre-fit nominal value, and ∆θ is a nominal variance. The error bars
correspond to the 68.3% (1σ) confidence level as obtained from the profiled likelihood scan.
In the right panel, an impact distribution is shown, where each nuisance parameter is varied by
±1σ and the corresponding variation of the main POI (αHττ) from its best fit value is shown as
a red/blue bar.
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Figure 5.23: Post-fit distribution of unrolled in bins of the NN score φCP observable in the two
most sensitive eρ (top) and eπ (bottom) signal categories for 2018 data-taking period.
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In order to gauge the behaviour of the systematic uncertainties in the fit, a scan of the
likelihood function Eq. 5.21 is performed for each of the nuisance parameter with all the POIs
except for the nuisance parameter being profiled. Results are shown on Fig. 5.22 for the first
30 leading nuisance parameters as well as the impact of the each nuisance parameter variation
on the main POI αHττ. Overall, no anomalous behaviour is observed in the nuisance parameter
diagnostics.

The signal categories are then unblinded and the resulting unrolled distributions of φCP
observable are shown in Fig. 5.23 and Appendix A.9. A slight presence of the H→ ττ signal
is visible in the bins of the NN score, albeit diluted by statistical uncertainties.

Before proceeding to the extraction of the observed αHττ value from the fit to data it is good
to have an estimate of what one would expect under the null hypothesis, which is the Standard
Model. The expected values of αHττ are obtained with the same procedure as described in Sec.
5.7 but with the template fit being performed to the Azimov data set. The latter is obtained with
fixing the cross sections of all the physical processes to their SM values and the φCP distribution
to the prediction of the pure CP-even hypothesis.

The obtained expected value of the CP mixing angle is αHττ
exp = 0◦ ± 90◦ (Fig. 5.24, left),

which corresponds to the expected CP sensitivity of 0.99σ. The latter describes the statistical
significance to exclude the pure CP-odd hypothesis if taken as a null hypothesis. Expected
sensitivities split by the final states are:

• eτh (total): 0.99σ,

• eρ: 0.57σ,

• eπ: 0.54σ,

• ea3pr1 : 0.38σ,

• ea1pr1 : 0.17σ.

One can further introduce µ as an inclusive signal strength modifier which scales the cross
section times the H → ττ branching fraction of all the three production modes altogether
(opposite to the two separate µggH and µqqH used to obtained the final result). The likelihood
scan on the Azimov data set gives its expected value µexp = 1.00+0.26

−0.24. Overall, the expected
values of both CP sensitivity and the signal strength show that the τeτh channel is not sufficient
on its own to provide significant information about the CP structure of the Hττ interaction.
However, as it is shown in Sec. 6 a combination with the other τµτh and τhτh leads to conclusive
results.
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Figure 5.24: Left: the profiled likelihood scan for the αHττ parameter of interest on the Azimov
data set. Right: the profiled likelihood scan for the αHττ parameter of interest on the observed
data set.

Substituting the Azimov data set with the observed data, one can obtain with the same
statistical inference procedure the observed values of the CP mixing angle αHττ

obs = −48+51◦
−42◦ (Fig.

5.24, right). The observed value of the inclusive signal strength modifier is µobs = 1.14+0.27
−0.25,

which is in agreement with the expectation.

To summarise, the τeτh final state is a priori expected to provide subleading contribution
to the analysis in terms of the CP sensitivity. This is due to the challenges in the electron
reconstruction where the bremsstrahlung significantly impacts the resolution of the impact
parameter vector, which in turn decreases the separation betweenCP-even andCP-odd hypothesis
with the φCP observable. Moreover, a larger number of jets misidentified as electrons leads to
higher pT thresholds at the trigger level, which further reduces the electron selection efficiency.
Quantitatively, the observed (expected) value of the CP mixing angle is obtained to be αHττ =
−48+51◦

−42◦(0
◦ ± 90◦) which does not hint to any preferable CP hypothesis with the main limiting

factor being the lack of statistics in this final state. Nevertheless, the expected CP sensitivity in
the τeτh channel is comparable with the expected contribution of the most sensitive µρ, ρρ, ρπ
final states (1.16σ, 1.10σ, and 1.08σ) respectively. Therefore, it plays an important role in the
final combination of all the final states considered in the CP analysis of the Hττ coupling, as
described in Sec. 6.
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6 | Combination of τeτh, τµτh, and τhτh
channels

In Sec.5 an overview of the analysis of the Yukawa coupling between the Higgs boson and tau
leptons in the τeτh channel has been presented. However, the first channels to be analysed and
released as preliminary were τµτh and τhτh [197,204]. These two channels are expected to be the
most sensitive to the CP measurement due to the larger branching fraction and/or more precise
reconstruction of the final state and therefore of the φCP observable.

In addition, in the fully-hadronic τhτh channel and specifically in the a3pr1 a3pr1 final state, one
can fully reconstruct the Higgs rest frame, which is not straight-away possible in the other final
states (hence an approximation with the zero-momentum frame is used). This makes it a unique
playground also to probe the polarimetric vector method to reconstruct the φCP observable.

Originally, the a3pr1 a3pr1 final statewas analysedwith theNP+NPmethod for the φCP observable
reconstruction. However, the final publication [186] introduces the polarimetric vector method
to the analysis and adds τeτh channel, as described in this work, to the combination with the τµτh
and τhτh channels. This chapter therefore provides a brief overview of the analysis in the τµτh
(Sec. 6.1) and τhτh (Sec. 6.2) channels. The results of the overall combination are presented in
Sec. 6.3.

6.1 Overview of τµτh channel

Generally, there is little difference between the analysis of τµτh and τeτh channels in terms of
strategy. It proceeds with the selection of pairs of muon (Sec. 5.3.2) and τh (Sec. 5.3.3) physics
objects. The requirements for the τh candidates are the same as in the τeτh channel except for
the DeepTau working points, which are required to be Medium against jets, VVLoose against
electrons, and Tight against muons. One more difference with respect to the τeτh channel is
related to the trigger (singlemuon or cross-trigger) and the corresponding online pT requirements
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(in brackets in GeV):

• 2016: µ(22) OR µ(19)& τh(20).

• 2017/2018: µ(24) OR µ(20)& τh(27).

The offline pT requirements are also chosen to be 1(5) GeV higher compared to the online pT
thresholds for the muon (τh) legs. All the other selection requirements are identical to those
described in Sec. 5.4 when replacing the electron with the muon.

The main background sources in the τµτh are genuine tau lepton pairs, jets faking τh and
less pronounced contribution from prompt/non-prompt leptons faking τh compared to the τeτh
channel. The former background is modelled with the embedding technique (Sec. 5.5.1) where
the simulated tau leptons are forced to decay into the µτh final state with a 100% branching
fraction. The jet → τh background is modelled with the FF method (Sec. 5.5.2) following the
same procedure as in the τeτh channel including the same corrections for non-closure tests and
the difference between DR and SR/AR. All the other minor backgrounds (µ→ τh, jet→ τµ) are
taken from the simulation. Corrections to simulated/embedded samples which differ from those
described in Sec. 5.5.3 are related to themuon leg and includemuon tracking/ID/isolation/trigger
scale factors, µ → τh fake rate and energy scale corrections as derived with the tag-and-probe
method. A dedicated calibration of the muon impact parameter is derived with Z → µµ events
in data.

Event categorisation is performed with a set of neural networks following the strategy out-
lined in Sec. 5.6. For each data-taking year two neural networks are trained in a two-fold
manner. The set of input features (with the change of electron features to those of a muon),
NN hyperparameters, training data set composition, and the training setup are identical to those
used in the analysis of the τeτh channel.

Three output categories (signal, genuine τ, fakes) are defined and the signal category is
further split depending on the τh MVA DM identification with the τh → π/ρ/a1pr1 /a

3pr
1 decay

modes being considered. A requirement on the impact parameter significance of the muon and
pion SIP(µ/π) > 1.5 is applied in the signal categories to the τ candidates which decay into
a single muon or into a single charged pion. In the background categories, the requirement
is applied only to the latter case. The φCP observable is used to extract the CP mixing angle
αHττ as outlined in Sec. 5.3.7 with the impact parameter (IP) and neutral pion (NP) methods
being used depending on the τh decay mode. To summarise, the following categories and φCP
reconstruction methods on the side of the τµτh channel are used in the final combination:

• µπ (signal) −→ IP + IP,

• µρ (signal) −→ IP + NP,
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• µa1pr1 (signal) −→ IP + NP,

• µa3pr1 (signal) −→ IP + NP,

• Genuine τ (background),

• Fakes (background).

6.2 Overview of τhτh channel

While there is little difference between the analysis of τeτh and τµτh channels due to the similarity
of the physical processes, the τhτh channel has some specific properties slightly altering the
analysis strategy.

Events are triggered with a ditau trigger for all three data-taking years. The online pT
thresholds for the candidates is 35 GeV and therefore the requirement pT(τh) > 40 GeV is
applied offline as well as |η(τh)| < 2.1. A pair of τh candidates matched to the trigger objects
with the opposite charge and cone distance ∆R > 0.5 is selected. Both candidates are required to
pass the DeepTauMediumworking point against jets, VVLoose working point against electrons,
and VLoose working point against muons. No requirement on the transverse mass mT is applied
since the W+jets background is not sizeable in this case. For the a3pr1 a3pr1 final state, described
in more details below, a presence of a reconstructed secondary vertex is required for each of the
τh candidates.

The fact that the τhτh final state is fully-hadronic, opposite to the τlτh where at least one light
lepton is required, results in the background composition dominated by the QCD jets faking
τh. This affects the FF derivation which now consists only in the fake factor responsible for
the QCD process. It is derived as in the τeτh case with the determination region defined by
inverting the opposite-sign requirement for the tau lepton pair. The fake factor is measured for
the leading τh candidate as a function of its pT in bins of the number of jets and MVA decay
mode, with the case of MVADM= 0 split into bins of SIP (SIP < 1.5, SIP ≥ 1.5). The application
region, where FF is applied as a weight on event-by-event basis, is defined from inverting the
nominal DeepTau working points in the signal region for the leading τh candidate. Corrections
are derived to account for non-closure differences in the ®p miss

T variable and for the difference
between the opposite-sign and same-sign regions.

Background processes involving two genuine τh are modelled with the embedded samples.
It is also possible that the leading τh candidates is a genuine tau and the subleading τh candidate
is lepton/jet fake. These events are modelled with the simulation, as well as the ones where the
leading τh candidate is a lepton faking τh. All the corrections described in Sec. 5.5.3 which are
related to the τh objects are applied.
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The τhτh candidates are also divided into the signal, genuine τ, and fakes categories. The
former inclusively captures the ggH, VBF, and VH production modes. The genuine τ category
is aimed at the background processes involving two genuine tau leptons and is represented in the
training data set by events from embedded samples. The fake categories captures events where
at least one τh candidates is a misidentified jet or lepton. In the training data set this category is
represented by events taken from simulated samples (application region weighted with FF) for
the cases where a lepton (jet) fakes τh. The categorisation is performed with a BDT trained in a
two-fold manner separately for each data-taking year. The input features describe the kinematics
of the two τh candidates, jets, MET, and the ditau system.

The signal category is further split into categories depending on the MVA DM classification
of both the τh candidates. The final states classified as ρa1pr1 and a1pr1 a1pr1 are merged together
because the MVA DM classification is not able to disentangle efficiently decay modes with
one and two neutral pions. A requirement on the impact parameter significance of the pion
SIP(π) > 1.5 is applied in the signal and background categories to the τh candidates which decay
into a single charged pion. The φCP observable is reconstructed depending on the decay mode
of each τh candidate with the methods described in Sec. 5.3.7 with the only exception of the
a3pr1 a3pr1 final state described below. Overall, the following nine signal and two background
categories with the corresponding decay plane reconstruction methods are used in the statistical
inference procedure:

• ππ (signal) −→ IP + IP,

• πρ, πa1pr1 , πa3pr1 (signal) −→ IP + NP,

• ρρ, ρa1pr1 , ρa3pr1 , a1pr1 a3pr1 (signal) −→ NP + NP,

• a3pr1 a3pr1 (signal) −→ Polarimetric vector,

• Genuine τ (background),

• Fakes (background).

As it was mentioned in introduction to this Chapter, the a3pr1 a3pr1 final state where both the
a1 mesons decay into three charged pions and one tau neutrino provides a unique opportunity
of reconstructing the Higgs decay frame. It starts from reconstructing for each τh candidate its
decay vertex by refitting together three charged tracks resulting from the tau decay. Given this
secondary vertex (SV) one can obtain the direction of the tau lepton momentum in the laboratory
frame as the vector connecting the refitted primary vertex (Sec. 5.3.5) with the secondary one.

The Gottfried-Jackson angle θGJ is defined as the angle between the tau lepton (as a vectorial
distance between PV and SV) and the a1 momentum (as a vectorial sum of its charged prong
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momenta) vectors in the laboratory frame. Then one can obtain a magnitude of the tau lepton
momentum as [205]:

| ®pτ | =
(m2

a1 + m2
τ)| ®pa1 | cos θGJ ±

√
(m2

a1 + | ®pa1 |
2)((m2

a1 − m2
τ)

2 − 4m2
τ | ®pa1 |

2 sin2 θGJ)

2(m2
a1 + | ®pa1 |

2 sin2 θGJ)
. (6.1)

Here, ma1 is the reconstructed invariant mass of the intermediate a1 meson, mτ is the mass
of the tau lepton, ®pa1 is the momentum vector of the a1 meson reconstructed from its decay
products. The maximum possible value of the Gottfried-Jackson angle is:

θmax
GJ = arcsin

(
m2
τ − m2

a1

2mτ | ®pa1 |

)
. (6.2)

In cases where the reconstructed θGJ exceeds θmax
GJ , its value is set to θmax

GJ . From Eq. 6.1 one
can observe that there are two possible solutions to the equation. This ambiguity results from
two possible ways the a1 meson can decay in the tau rest frame: opposite to and in the direction
of the tau lepton momentum. The ambiguity for the a3pr1 a3pr1 pair is resolved by selecting one of
the four solutions which results in the invariant mass closest to the Higgs boson mass. Eq. 6.1
together with the tau lepton direction defined by the displacement of SV from PV reconstructs the
full four-momentum of each of the tau lepton candidates in the laboratory frame. By combining
them together one obtains the four-momentum of the H in the laboratory frame and therefore
can perform a Lorentz boost into its rest frame.

The full reconstruction of the a1 and tau momentum also enables the computation of the
polarimetric vector hµ. It is a four-vector which enters the most general parametrisation of
τ → X + ντ decay width [206,207]:

dΓ =
|M |2

2mτ
(1 + hµsµ)dLips, (6.3)

where |M |2 is the spin averaged squared matrix element of the reaction, dLips is the Lorentz
invariant phase space element, sµ is the tau spin four-vector in the tau rest frame. For the decay
into a single charged pion and a neutrino τ → π + ντ the spacial part of the polarimetric vector
takes its simplest form ®h = −®nπ, i.e. equals to the negative unit vector of the pion momentum
in the tau rest frame. However, for the three prong tau decays the expression cannot be derived
analytically and quantitative methods are used within the TAUOLA library [208–210].

Using Eq. 6.3 one can derive that the φCP angle can be computed as the angle between the
planes spanned for each of the tau leptons by the polarimetric and tau momentum vectors with
Eq. 5.12 for the partial decay width holding true. Therefore, for the a3pr1 a3pr1 final state one uses
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polarimetric vectors ®h± for each of the tau leptons together with their momentum vectors ®q± in
the laboratory frame to construct unit vectors λ̂± (Sec. 5.3.7) as:

λ̂± =
®h± × ®q±

| ®h± × ®q± |
. (6.4)

By making a Lorentz-boost of λ̂± into the Higgs rest frame, derived as described above, one
obtains λ̂HMF± and uses them to define the φHMF and OHMF variables:

φHMF = arccos
(
λ̂HMF+ · λ̂HMF−

)
, (6.5)

OHMF = −(λ̂HMF+ × λ̂HMF−) · q̂HMF+ . (6.6)

Finally, the φCP angle is constructed as in Eq. 5.15:

φCP =

{
φHMF if OHMF ≥ 0
360◦ − φHMF if OHMF < 0

(6.7)

In theory, the polarimetric vector method for the φCP observable computation can be used
in all tau decay modes provided that the tau momentum can be reconstructed. This is however
not possible straight-away because of neutrinos escaping detection and carrying away a fraction
of momentum. The a3pr1 a3pr1 final state provides a unique opportunity to infer the momentum of
both tau leptons from the information about the tau decay vertex and further uses it to derive
polarimetric vectors to construct the φCP observable. It was studied that the polarimetric vector
method improves the expected CP sensitivity in the a3pr1 a3pr1 final states by approximately 80%
from 0.14σ to 0.25σ. This improved sensitivity hints towards further studies in the direction of
using the method in the other final states.

6.3 Results

The statistical inference for the combination of the τeτh, τµτh, and τhτh channels is performed
following the procedure described in Sec. 5.7. The likelihood function is constructed with
Eq. 5.21 where the product over categories is extended to include the categories described in
Sec. 6.1 and 6.2 for the τµτh and τhτh channels respectively with the corresponding nuisance
parameters. Most of the systematic uncertainties are common across all the three channels and
therefore are formalised with common nuisance parameters in the fit. Uncertainties which are
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Table 6.1: Summary of systematic uncertainties additionally included in the combination of
τeτh, τµτh, and τhτh channels with respect to ones described in Table 5.1.

Uncertainty Magnitude Samples Correlation Type
Muon reconstruction (τµτh) 1% MC Yes lnN

SV reconstruction eff. (a3pr1 a3pr1 ) 2% MC No lnN
Muon trigger (τµτh) 2% MC No lnN
Tau trigger (τhτh) pT/Decay-mode dep. MC No Shape

e→ τh fake rate (τhτh) 2-10% MC No lnN
µ→ τh fake rate (τµτh) up to 40% MC No lnN

Muon energy scale (τµτh) 0.4-2.7% MC Yes Shape
µ→ τh energy scale (τµτh) 1% MC No Shape

Figure 6.1: Post-fit distribution of the NN score in the genuine τ (left) and fakes (right)
background categories combined for all the data-taking periods in the τµτh channel.

additionally included to those described in Sec. 5.7.3 are related to the trigger selection and
corrections applied specifically in τµτh and τhτh channels (Table 6.1).

After the likelihood function is maximised, a GoF test with the saturated model is performed.
The obtained p-value of 0.51 combined for all the categories and all the data-taking years
indicates a good agreement of the fitted statistical model with data. This is also verified by the
post-fit data distributions in the background categories for τµτh (Fig. 6.1) and τhτh (Fig. 6.2)
channels. The unrolled distributions of the φCP observable in bins of the BDT/NN score in the
signal categories for the most sensitive µρ (Fig. 6.3, top) and ρρ (Fig. 6.3, bottom) final states
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Figure 6.2: Post-fit distribution of the NN score in the genuine τ (left) and fakes (right)
background categories combined for all the data-taking periods in the τhτh channel.

also show good level of agreement between data and simulation. The presence of the H signal
is visible in the last bins of the NN score as well as the modulations in the distribution, however
still dominated by the statistical fluctuations.

Results of the statistical fit to the Asimov data set yield the following expected sensitivity to
reject the pure CP-odd hypothesis under the CP-even null hypothesis:

• τµτh + τeτh + τhτh: 2.6σ.

• τµτh: 1.47σ.

– µρ: 1.16σ,
– µπ: 0.71σ,

– µa3pr1 : 0.51σ,

– µa1pr1 : 0.24σ.

• τeτh: 0.99σ.

– eρ: 0.57σ,
– eπ: 0.54σ,
– ea3pr1 : 0.38σ,
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Figure 6.3: Post-fit distribution of unrolled in bins of the NN score φCP observable in the two
most sensitive µρ (top) and ρρ (bottom) signal categories combined for all data-taking periods.

– ea1pr1 : 0.17σ.
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• τhτh: 1.85σ.

– ρρ: 1.10σ,

– ρπ: 1.08σ,

– ρa3pr1 : 0.65σ,

– ππ: 0.39σ,

– πa3pr1 : 0.48σ,

– a1pr1 ρ + a1pr1 a1pr1 : 0.30σ,

– πa1pr1 : 0.23σ,

– a3pr1 a3pr1 : 0.28σ,

– a3pr1 a1pr1 : 0.13σ.

Out of the three channels the τhτh channel provides the largest sensitivity, with the second and
third contributions coming from the τµτh and τeτh channels respectively. The most significant
final states are those including at least one tau lepton decaying into a ρ meson and a tau
neutrino. However, contributions from the single-prong final states (e.g. µπ) are also sizeable.
As it was mentioned earlier, despite the τeτh channel provides a subleading contribution to the
expected CP sensitivity comparing to the τµτh and τhτh channels, it is comparable to the most
leading final states and therefore serves as an important addition to the overall combination.
The relative contribution of the a3pr1 a3pr1 final state is even smaller comparing to the other final
states. However, almost twice the relative gain of the polarimetric vector method in expected
sensitivity with respect to the neutral pion method is an important step further in developing
analysis techniques for CP- and tau-related analyses.

One of the parameters of interest in the fit is the vector of signal strength modifiers ®µ =
(µggH, µqqH). The corresponding observed values after the fit µggH = 0.59+0.28

−0.32 and µqqH =

1.39+0.56
−0.47 are strongly anticorrelated (correlation coefficient ρ = −0.76). This result is expected

since the analysis does not differentiate between various H production modes by design, e.g.
at the categorisation level where all the production modes are treated inclusively in the signal
category. One can further introduce instead of ®µ a single µPOIwhichwould scale simultaneously
contributions from ggH and VBF processes times the H → ττ branching fraction. Observed
(expected) values of this parameter are 0.82 ± 0.15 (1.00 ± 0.16) which is compatible with the
dedicated H→ ττ coupling analysis [211].

The likelihood scan of the main parameter of interest αHττ for the final combination on both
the Azimov and collected data sets is shown in Fig. 6.4. Observed (expected) value of the
CP mixing angle is measured to be −1 ± 19◦ (0 ± 21◦) at 68.3% CL. This result is compatible
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Figure 6.4: Negative log-likelihood scan of the CP mixing angle αHττ for the combination of
τµτh, τeτh, and τhτh channels for all the data-taking years on the Azimov (dashed blue line) and
collected (red solid line) data sets. Horizontal dashed grey lines indicate the thresholds for the
68.3%, 95.5%, and 99.7% CLs.

with the Standard Model expectation of the H → ττ coupling to correspond to the pure CP-
even hypothesis. It also corresponds to the observed (expected) rejection of the pure CP-odd
hypothesis under assumption of the pure CP-even hypothesis at the level of 3.0σ (2.6σ).

The observed value of αHττ with the uncertainty value decomposed into different sources
(statistical uncertainties, experimental systematic uncertainties, statistical uncertainties in the
signal and background templates, theoretical uncertainties) is:

αHττ = −1 ± 19 (stat) ± 1 (syst) ± 2 (bin-by-bin) ± 1 (theo)◦. (6.8)

The result is therefore largely dominated by the statistical uncertainties with the second
leading uncertainty coming from the bin-by-bin uncertainties in the signal and background
templates. The latter is directly linked to the former since background contribution is largely
estimated from data itself.

One can also investigate if there is a correlation between the inclusive signal strength mod-
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Figure 6.5: The 2D negative log-likelihood scan of the inclusive signal strength modifier µ
versus the CP mixing angle αHττ.

ifier µ, scaling the total H production cross section times H → ττ branching fraction, and
the CP mixing angle αHττ. The 2D negative log-likelihood scan is shown in Fig. 6.5 with
the corresponding 68.3%, 95.5%, and 99.7% CL contours being derived as the values where
−2∆ log L equals 2.30, 6.20, and 11.62, respectively. No significant correlation between the
two parameters is observed.

An additional scan is performed for the likelihood function parametrised in terms of the
couplings κτ and κ̃τ (Eq. 5.1). All the other H couplings (both affecting the H production and
decay into ττ) are fixed to their SM values. The 2D scan is shown in Fig. 6.6, where one
should note that the fit cannot distinguish the absolute sign of κτ and κ̃τ, which results in the
symmetrical shape of the negative log-likelihood distribution.

Lastly, one can combine the most sensitive signal categories together into a single representa-
tive plot to visualise which CP hypothesis is overall more favoured by data. The corresponding
distribution is shown in Fig. 6.7 for the ρρ, πρ, µρ, and eρ final states. It is obtained by
the following procedure: firstly, the bins of the unrolled φCP distribution for all the signal
categories corresponding to these final states are taken and the background contribution is sub-
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Figure 6.6: The 2D negative log-likelihood scan of the CP-even (κτ) and CP-odd (κ̃τ) Yukawa
couplings between the SM Higgs boson and tau leptons (Eq. 5.1).

tracted from data. Then, for each bin a weight is computed as wbin = A · S/(S + B) where
A = |CPeven − CPodd |/(CPeven + CPodd) is the separation between the pure CP-even and CP-odd
contributions in this bin normalised to the total number of bins; S and B are expected signal and
background contributions in the bin respectively. This weight is applied for each of the bins both
to the background-subtracted data and CP-even/CP-odd signal templates. The weighted sum of
contributions across all the signal categories per φCP bin is finally plotted with corresponding
uncertainties. Additionally, since there is a phase shift of 180◦ between the τlτh and τhτh chan-
nels due to the different sign of spectral functions for the electron/muon, the corresponding shift
is applied in the weighted combination of bins. Overall, one can observe that the data favours
the pure CP-even hypothesis.
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Figure 6.7: The φCP distribution for ρρ, πρ, µρ, and eρ final states weighted by A · S/(S + B)
as described in Sec. 6.3. The red (blue) histogram corresponds to the distribution of the pure
CP-even (CP-odd) hypothesis, black dots correspond to the background-subtracted data. The
grey uncertainty band corresponds to the uncertainty of the subtracted background contribution.
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7 | Summary

This work presents the measurement of the CP properties of the Yukawa coupling between
the Higgs boson and tau leptons with the CMS experiment at the LHC in the proton-proton
collisions at

√
s = 13 TeV. The data set corresponds to the integrated luminosity of 137 fb−1

collected in 2016, 2017, and 2018 years. The analysis was performed in the τeτh channel where
one tau lepton decays into a single electron and the other hadronically via the following decay
modes: π±, ρ→ π±π0, a±1 → π±π0π0, a±1 → π±π∓π±.

The structure of the Yukawa coupling between the Higgs boson and tau leptons was
parametrised in terms of the effective mixing angle αHττ between the pure CP-even and pure
CP-odd contributions. The angle between the tau lepton decay planes in the zero-momentum
frame φCP was used as an observable to experimentally extract the αHττ value. For the H→ ττ
decays the distribution for φCP represents modulations where αHττ enters as a phase shift with
the αHττ = 0◦ corresponding to the SM scenario of the pure CP-even coupling. Dedicated
methods were developed and optimised to experimentally reconstruct the φCP angle for each of
the final states.

Considering the τeτh channel only, the expected significance to reject the pure CP-odd
hypothesis under the pure CP-even hypothesis was 0.99σ with eρ (expected significance 0.57σ)
and eπ (expected significance 0.54σ) being the most sensitive final states. The observed
(expected) value of the effective mixing angle was obtained to be:

αHττ
τeτh = −48+51◦

−42◦(0 ± 90◦)@68.3% CL. (7.1)

This result cannot lead to conclusive statements per se since it is large limited by the available
statistics and instrumental precision of reconstructing the φCP observable. The combination of
the measurements in the τeτh channel with those from the τµτh and τhτh channels was performed.
The observed (expected) significance to reject the pure CP-even hypothesis was measured to be
3.0(2.6)σ. If one considers only τµτh and τhτh channels, the corresponding value was measured
to be 3.2(2.3)σ.

The observed (expected) value of the effective mixing angle for the combination of the τeτh,
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τµτh, and τhτh channels was obtained to be:

αHττ = −1 ± 19◦(0 ± 21◦)@68.3% CL. (7.2)

This value is compatible with the SM prediction as well as with the measurement by the
ATLAS experiment: αHττ = 9 ± 16◦(0 ± 28◦) @68% CL [212]. The results presented in this
work are published in the Journal of High Energy Physics [186].

Studies were performed to improve the tau lepton identification algorithms in CMS. The
DeepTau model, extensively used by analysts during the Run 2 data-taking period, was retrained
and optimised. This resulted in the consistently reduced misidentification rate against both
electrons, muons, and jets by 10-50% at a given efficiency across the phase space regions
of interest. The dedicated adversarial fine-tuning provided improved agreement between data
and simulation in the distribution of the Djet score in the region corresponding to the baseline
H→ ττ selection without significant decrease in the model performance. The resulting model
will be used as a recommended algorithm for the tau lepton identification in CMS during the
early Run 3 data-taking period.

Several set-based architectures were developed and adapted to the tau lepton identification
task. This includes the ParticleNet and a newly proposed Tau Transformer (TaT) architectures.
The training was performed in the unified framework where the tau lepton representation was
modelled as the combination of various modalities and the architectures enter as the feature
extracting modules. Ablation studies were performed to investigate the contribution of various
modalities and the cone size of τh candidates on the TaT model performance. Overall, compared
to the retrained DeepTau baseline, the ParticleNet architecture achieves similarly or better
performance on the τh classification against jets and muons, while performing sizeably worse
against electrons. The Tau Transformer architecture consistently outperforms the retrained
DeepTau baseline across pT, η and tau decay mode regions of interest providing a reduction in
the misidentification rate at a given τh efficiency by up to 50%.

The measurement of the CP properties of the Higgs boson presented in this work will largely
profit from more data. With that respect, the ongoing Run 3 and the upcoming HL-LHC periods
of data-taking will allow for a more precise measurement of the structure of Yukawa coupling in
the Hττ sector, which is currently sizeably limited by the statistical uncertainties. Furthermore,
other scenarios of the coupling structure, e.g. non-Hermitian, can be investigated, as well as the
combination with the measurements of the Higgs coupling with the top quark.

From the experimental side, this is also a great opportunity to design and advance analysis
techniques to account for specific features of the CP measurement and the underlying physics.
Such ideas as the full ditau system reconstruction and direct φCP angle regression are challenging
and yet exciting to be explored. On the side of the tau lepton reconstruction, there is room for
improvement to recover the inefficiencies of the HPS algorithm when it comes to the missing
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neutrino and π0 reconstruction. Furthermore, better encoding of inductive biases into the
model can be studied, e.g. in the positional encoding or multimodality structure of the input
representation. Lastly, the study of self-supervised approaches to the model training will
potentially open a new chapter in the object tagging by leveraging enormous amount of data
collected by the LHC experiments.

The Standard Model to date provides a very accurate description of various physics phenom-
ena down to the particle scale, thus laying the very foundation of our understanding of nature.
Despite this, several fundamental questions are not yet answered within the SM, which indicates
that the knowledge puzzle is still missing some pieces. However, it seems reasonable to believe
that human curiosity is stubborn enough to make it only a matter of time before the paradigm
will broaden and a space for new questions will open up.
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A.1 ML glossary

Activation function: a non-linear function which is usually applied to the output of the
linear transformation within a feed-forward layer to introduce non-linearity.

Backpropagation/backward pass: a process of computing the gradient of the loss
function with respect to each model weight by the chain rule, computing the gradient
one layer at a time, iterating backward from the last model layer to the first one.

Batch: a set of input objects from the training data set used for a single step of the model
training.

Categorical variable: a variable that can take one of a limited and fixed number of
possible values.

Decoder: a part of the model which maps the representation learned by the encoder into
a target prediction.

Embedding: a procedure mapping a given representation of the input into another repre-
sentation.

Encoder: a part of the model which maps the input representation (usually high-
dimensional) of the event/object into a representation useful for the given optimisation
task (usually low-dimensional).

Epoch: a period of time corresponding to the number of steps when the model completes
the iteration over the entire training dataset.

Forwardpropagation/forward pass: a process of propagating a batch of input data
through the model layer by layer to the final layer which outputs a prediction and the value
of the loss function.
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Hyperparameter: a parameter whose value is used to control the learning process or
the model configuration. Therefore, it usually remains constant during the training rather
than being optimised jointly with the model weights.

Label/Target: information about the event/object which the model learns to predict given
an input representation of the event/object during the optimisation step.

Loss function: a function that maps the event or values of one or more variables onto
a real number representing a “cost” associated with the event. Usually parametrised per
event as a function of the true event information (target) and the corresponding model
predictions, the loss function is minimised as a part of an optimisation problem in order
to infer the model’s parameters. The term also refers to a cost associated with a group of
events, usually by summing/averaging the loss function values for each of the events.

Model: a mathematical representation of objects and their relationships to each other.
Usually represents (a set) of functions or rules parametrised by some parameters, also
called weights.

Optimiser: the method to update the model weights during the training. Usually it is
done using some modified form of the gradient descent. In its original definition, at the
given step of the training each of the weights is updated by the negative gradient of the
loss function w.r.t. to the corresponding weight as computed for a given batch during
the backpropagation step. The key parameter in this update is a so-called learning rate,
which is a multiplier to the gradient vector. Many optimisers do not fix it as a constant
throughout the training but rather try to dynamically adjust it as the training is ongoing.

Receiver Operator Characteristic (ROC) curve: a plot of the true positive rate (positive
class efficiency) against the false positive rate (negative class efficiency) at various model
threshold settings used to measure the model performance.

Regularisation: a reduction of model sensitivity as measured by the change in perfor-
mance to a certain type of input data variation.

Representation: generally, the way a given event/object is described. In the context of
ML, the representation is the way the object/event is numerically encoded (manually or
by the model itself) in order to be used for the downstream task.

Training: the process of inferring the best parameters of the model as obtained by
minimising the loss function. In most of the classification problem it is performed in steps
where each step corresponds to a forward pass of a single batch to compute the value of
the loss function, followed by a backward pass where the weight gradients are computed
and the model parameters are updated by the optimiser.

Up/Downsampling (image preprocessing): the increase/decrease of the spatial resolu-
tion of the image while keeping the same representation.
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A.2 DeepTau loss function

The loss function minimised during the training of the DeepTau v2.1 and v2.5 models takes the
form:

L(ytrue, ypred; κ, w, γ) =
1

Nτ

Nτ∑
i=1

wi Lbase(y
true
i , y

pred
i ; κ, γ)

Lbase(y
true, ypred; κ, γ) = κτHτ(y

true
τ , y

pred
τ )︸               ︷︷               ︸

Categorical CE for τ vs. all background classes

+ (κe + κµ + κjet)F̄τ(1 − ytrueτ , 1 − y
pred
τ ; γτ)︸                                               ︷︷                                               ︸

Focal loss for all background classes vs. τ

+ κF

∑
i∈{e,µ,jet}

κiΘ(y
pred
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i , y

pred
i ; γi)︸                                                    ︷︷                                                    ︸

Focal loss for separate background classes with y
pred
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Hτ(y
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τ , y
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τ )) = −y

true
τ log y

pred
τ

F̄(ytrue, ypred; γ)) = N · F(ytrue, ypred; γ). F(ytrue, ypred; γ)) = −ytrue(1 − ypred)γ log
(
ypred

)

Here, Θ(.) is the Heaviside step function, F̄i are the normalised focal loss terms, N is the
factor normalising the focal loss to unity in the range [0, 1], wi are the individual training weights
defined per τh candidate. The following constants are used for the training of the DeepTau v2.5
model (unless it is specified differently in the text):

• κe = 0.4, κµ = 1., κτ = 2., κjet = 0.6, κF = 5..

• Ne = Nµ = Njet = 1.63636, Nτ = 1.17153.

• γe = γµ = γjet = 2, γτ = 0.5.
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A.3 TaT: input features

Below, the input features are listed in the form of aliases. More detailed description and formal
definition of each feature can be found in [213,214].

• Global features (HPS/τh candidate related):

– Particle properties: particle_type (token identifier), tau_pt, tau_eta, tau_mass,
tau_E_over_pt, tau_charge.

– Isolation variables: tau_chargedIsoPtSum, tau_chargedIsoPtSumdR03_over_dR05,
tau_footprintCorrection, tau_neutralIsoPtSum, tau_neutralIsoPtSumWeight_over_neutralIsoPtSum,
tau_neutralIsoPtSumWeightdR03_over_neutralIsoPtSum, tau_neutralIsoPtSumdR03_over_dR05,
tau_photonPtSumOutsideSignalCone, tau_puCorrPtSum.

– Secondary vertex features: tau_hasSecondaryVertex, tau_sv_minus_pv_x, tau_sv_minus_pv_y,
tau_sv_minus_pv_z, tau_flightLength_x, tau_flightLength_y, tau_flightLength_z,
tau_flightLength_sig.

– IP features: tau_dxy_valid, tau_dxy, tau_dxy_sig, tau_ip3d_valid, tau_ip3d, tau_ip3d_sig,
tau_dz_sig_valid, tau_dz, tau_dz_sig.

– Misc.: rho, tau_n_charged_prongs, tau_n_neutral_prongs, tau_pt_weighted_deta_strip,
tau_pt_weighted_dphi_strip, tau_pt_weighted_dr_signal, tau_pt_weighted_dr_iso,
tau_e_ratio_valid, tau_e_ratio, tau_gj_angle_diff_valid, tau_gj_angle_diff, tau_n_photons,
tau_emFraction, tau_inside_ecal_crack, tau_leadingTrackNormChi2,
tau_leadChargedCand_etaAtEcalEntrance_minus_tau_eta

• PF candidates:

– Positional information (in η − φ plane): r, theta.
– Particle properties: rel_pt, particle_type (token identifier), charge.
– PV and impact parameter information: pvAssociationQuality, fromPV, vertex_dx,
vertex_dy, vertex_dz, vertex_dx_tauFL, vertex_dy_tauFL, vertex_dz_tauFL, dxy,
dxy_sig, dz, dz_sig.

– Tracker information: lostInnerHits, nPixelHits, hasTrackDetails, nHits, nPixelLay-
ers, nStripLayers, track_ndof, chi2_ndof.

– Calorimeter information: hcalFraction, rawCaloFraction, rawHcalFraction.
– Misc.: tauLeadChargedHadrCand, puppiWeight.

• RECO electrons:
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– Positional information (in η − φ plane): r, theta.
– Particle properties: rel_pt, particle_type (token identifier).
– MVAvariables: mvaInput_earlyBrem,mvaInput_lateBrem,mvaInput_sigmaEtaEta,
mvaInput_hadEnergy, mvaInput_deltaEta.

– Track properties: rel_trackMomentumAtVtx, rel_trackMomentumAtCalo,
rel_trackMomentumOut, rel_trackMomentumAtEleClus,
rel_trackMomentumAtVtxWithConstraint, gsfTrack_normalizedChi2,
gsfTrack_numberOfValidHits, rel_gsfTrack_pt,
gsfTrack_pt_sig, has_closestCtfTrack, closestCtfTrack_normalizedChi2,
closestCtfTrack_numberOfValidHits.

– Cluster variables: cc_valid, cc_ele_rel_energy, cc_gamma_rel_energy, cc_n_gamma,
rel_ecalEnergy, ecalEnergy_sig, eSuperClusterOverP, eSeedClusterOverP, eSeed-
ClusterOverPout, eEleClusterOverPout, deltaEtaSuperClusterTrackAtVtx, deltaE-
taSeedClusterTrackAtCalo, deltaEtaEleClusterTrackAtCalo, deltaPhiEleClusterTrack-
AtCalo, deltaPhiSuperClusterTrackAtVtx, deltaPhiSeedClusterTrackAtCalo.

– Shower shape variable: sigmaEtaEta, sigmaIetaIeta, sigmaIphiIphi, sigmaIetaIphi,
e1x5, e2x5Max, e5x5, r9, hcalDepth1OverEcal, hcalDepth2OverEcal, hcalDepth1OverEcalBc,
hcalDepth2OverEcalBc, eLeft, eRight, eBottom, eTop, full5x5_sigmaEtaEta,
full5x5_sigmaIetaIeta, full5x5_sigmaIphiIphi, full5x5_sigmaIetaIphi, full5x5_e1x5,
full5x5_e2x5Max, full5x5_e5x5, full5x5_r9, full5x5_hcalDepth1OverEcal,
full5x5_hcalDepth2OverEcal, full5x5_hcalDepth1OverEcalBc,
full5x5_hcalDepth2OverEcalBc, full5x5_eLeft, full5x5_eRight,
full5x5_eBottom, full5x5_eTop, full5x5_e2x5Left,
full5x5_e2x5Right, full5x5_e2x5Bottom, full5x5_e2x5Top.

• RECO muons:

– Positional information (in η − φ plane): r, theta.
– Particle properties: rel_pt, particle_type (token identifier).
– Calorimeter information: segmentCompatibility, caloCompatibility, pfEcalEnergy_valid,
rel_pfEcalEnergy.

– Track and impact parameter features: dxy, dxy_sig, normalizedChi2_valid, normal-
izedChi2, numberOfValidHits.

– Muon chambers information: n_matches_DT_{1,2,3,4}, n_matches_CSC_{1,2,3,4},
n_matches_RPC_{1,2,3,4}, n_hits_DT_{1,2,3,4}, n_hits_CSC_{1,2,3,4}, n_hits_RPC_{1,2,3,4}
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A.4 TaT ablation study: impact of modalities

Figure A.1: Efficiency for electrons versus efficiency for genuine τh to pass the corresponding Dα

discriminators for DeepTau v2.1, DeepTau v2.5 and TaT models for various pT, η, and τh decay
mode regions. For the TaT model, several configurations are trained with various modalities
used as an input: PF candidates only on a binary classification task (dashed red, pale), PF
candidates with RECO electrons/muons (PAT e/mu in the legend) on a binary classification
task (dashed red, dark), PF candidates with RECO electrons/muons and global features on
a binary classification task (solid red, pale), PF candidates with RECO electrons/muons and
global features on a multiclass classification task (solid red, dark). Working points (grey dots)
for DeepTau v2.1 are also shown, as derived in the original paper. The panel at the bottom of
each figure shows the ratio of each of the ROC curves with respect to the one of the DeepTau
v2.5 model. 141
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Figure A.2: Efficiency for muons versus efficiency for genuine τh to pass the corresponding Dα

discriminators for DeepTau v2.1, DeepTau v2.5 and TaT models for various pT, η, and τh decay
mode regions. For the TaT model, several configurations are trained with various modalities
used as an input: PF candidates only on a binary classification task (dashed red, pale), PF
candidates with RECO electrons/muons (PAT e/mu in the legend) on a binary classification
task (dashed red, dark), PF candidates with RECO electrons/muons and global features on
a binary classification task (solid red, pale), PF candidates with RECO electrons/muons and
global features on a multiclass classification task (solid red, dark). Working points (grey dots)
for DeepTau v2.1 are also shown, as derived in the original paper. The panel at the bottom of
each figure shows the ratio of each of the ROC curves with respect to the one of the DeepTau
v2.5 model.
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Figure A.3: Efficiency for jets versus efficiency for genuine τh to pass the corresponding Dα

discriminators for DeepTau v2.1, DeepTau v2.5 and TaT models for various pT, η, and τh decay
mode regions. For the TaT model, several configurations are trained with various modalities
used as an input: PF candidates only on a binary classification task (dashed red, pale), PF
candidates with RECO electrons/muons (PAT e/mu in the legend) on a binary classification
task (dashed red, dark), PF candidates with RECO electrons/muons and global features on
a binary classification task (solid red, pale), PF candidates with RECO electrons/muons and
global features on a multiclass classification task (solid red, dark). Working points (grey dots)
for DeepTau v2.1 are also shown, as derived in the original paper. The panel at the bottom of
each figure shows the ratio of each of the ROC curves with respect to the one of the DeepTau
v2.5 model.
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A.5 Performance comparison for TaT and ParticleNet

Figure A.4: Efficiency for electrons versus efficiency for genuine τh to pass the corresponding
Dα discriminators for DeepTau v2.1 (grey), DeepTau v2.5 (black), ParticleNet v0.1 (dark cyan)
and TaT v0.2 (red) models. Working points (grey dots) for DeepTau v2.1 are also shown, as
derived in the original paper. The panel at the bottom of each figure shows the ratio of each of
the ROC curves with respect to the one of the DeepTau v2.5 model.
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Figure A.5: Efficiency for muons versus efficiency for genuine τh to pass the corresponding Dα

discriminators for DeepTau v2.1 (grey), DeepTau v2.5 (black), ParticleNet v0.1 (dark cyan) and
TaT v0.2 (red) models. Working points (grey dots) for DeepTau v2.1 are also shown, as derived
in the original paper. The panel at the bottom of each figure shows the ratio of each of the ROC
curves with respect to the one of the DeepTau v2.5 model.
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Figure A.6: Efficiency for jets versus efficiency for genuine τh to pass the corresponding Dα

discriminators for DeepTau v2.1 (grey), DeepTau v2.5 (black), ParticleNet v0.1 (dark cyan) and
TaT v0.2 (red) models. Working points (grey dots) for DeepTau v2.1 are also shown, as derived
in the original paper. The panel at the bottom of each figure shows the ratio of each of the ROC
curves with respect to the one of the DeepTau v2.5 model.
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A.6 TaT ablation study: variation of the cone size

Figure A.7: Efficiency for electrons versus efficiency for genuine τh to pass the corresponding
Dα discriminators for a TaT architecture with the various requirements on the cone distance
between the directions of flight of constituents and τh candidate (R). The panel at the bottom
of each figure shows the ratio of each of the ROC curves with respect to the model without any
requirement on the cone distance (inclusive).
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Figure A.8: Efficiency for muons versus efficiency for genuine τh to pass the corresponding
Dα discriminators for a TaT architecture with the various requirements on the cone distance
between the directions of flight of constituents and τh candidate (R). The panel at the bottom
of each figure shows the ratio of each of the ROC curves with respect to the model without any
requirement on the cone distance (inclusive).
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Figure A.9: Efficiency for jets versus efficiency for genuine τh to pass the corresponding Dα

discriminators for a TaT architecture with the various requirements on the cone distance between
the directions of flight of constituents and τh candidate (R). The panel at the bottom of each figure
shows the ratio of each of the ROC curves with respect to the model without any requirement
on the cone distance (inclusive).
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A.7 Control plots in the τeτh channel

Figure A.10: Comparison of data with simulation for the 2016 data-taking period for the
variables used in the neural network training, as described in Sec. 5.6.
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Figure A.11: Comparison of data with simulation for the 2017 data-taking period for the
variables used in the neural network training, as described in Sec. 5.6.
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A.8 Pre-fit distributions in the τeτh channel

Figure A.12: Pre-fit distribution of the NN score in the genuine τ (left) and fakes (right)
background categories for the 2016 (top), 2017 (middle), and 2018 (bottom) data-taking periods.
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Figure A.13: Pre-fit distributions of the unrolled φCP observable in bins of the NN score in the
signal categories for the 2016 data-taking period.

Figure A.14: Pre-fit distributions of the unrolled φCP observable in bins of the NN score in the
signal categories for the 2017 data-taking period.
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Figure A.15: Pre-fit distributions of the unrolled φCP observable in bins of the NN score in the
signal categories for the 2018 data-taking period.
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A.9 Post-fit distributions in the τeτh channel

Figure A.16: Post-fit distribution of the NN score in the genuine τ (left) and fakes (right)
background categories for the 2016 (top), 2017 (middle), and 2018 (bottom) data-taking periods.
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Figure A.17: Post-fit distributions of the unrolled φCP observable in bins of the NN score in the
signal categories for the 2016 data-taking period.

Figure A.18: Post-fit distributions of the unrolled φCP observable in bins of the NN score in the
signal categories for the 2017 data-taking period.
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Figure A.19: Post-fit distributions of the unrolled φCP observable in bins of the NN score in the
signal categories for the 2018 data-taking period.
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