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Abstract

The direct synthesis of ternary I–III–VI nanomaterials is hampered by the ability
to balance three precursor reactivities to achieve the desired size, shape, crystal
structure and composition. Cation exchange (CE) reactions present an attractive
two-stage alternative, in which binary nanocrystals (NCs) are initially produced as
a template structure with the desired morphology, and subsequently altered post-
synthetically by incorporating a second cationic species into the NCs to attain the
desired ternary crystal structure. The kinetics of such reactions have not yet been
fully understood and the underlying mechanisms not comprehensively analyzed.

This work presents the CE reaction with Cu-deficient djurleite nanorods (NRs)
as a template structure to attain pure wurtzite CuInS2 NRs, while maintaining the
size and shape of the template. CE reaction parameters were also varied in a wide
temperature range between 40 �C and 160 �C with reaction times between seconds
and weeks to obtain large numbers of intermediate products. It became apparent,
that the phase transition temperature of the template djurleite NRs (⇠ 93 �C in the
bulk) had a significant impact on the reaction kinetics. Below the phase transition
temperature, In was only incorporated into the surface of the NRs; while above the
phase transition temperature, In could diffuse into the volume of the NRs, and a
Janus-type exchange mechanism could be observed, in which CuInS2 bands formed
along the djurleite NRs.

These findings indicate that In diffusion at reaction temperatures above djur-
leite’s phase transition temperature is strongly favored along the Cu planes of the
NRs, while the diffusion through the anionic S sublattice layers along the long axis
of the NRs is inhibited. Furthermore, the kinetic analysis of the CE reaction revealed
a significant difference between the activation energies below and above djurleite’s
phase transition temperature of 37 kJ mol�1. The investigations suggested that the
diffusion mechanism is vacancy-mediated and limited by the creation of further va-
cancies during the CE reaction.
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Kurzfassung

Die direkte Synthese von ternären I–III–VI Nanomaterialien ist beeinträchtigt durch
die Fähigkeit, drei Präkursor-Reaktivitäten zu balancieren, um die gewünschte Grö-
ße, Form, Kristallstruktur und Komposition zu erhalten. Kationenaustauschreak-
tionen stellen eine attraktive zwei-stufige Alternative dar, bei welcher zuerst binäre
Nanopartikel (NP) als Vorlage mit der gewünschten Morphologie hergestellt wer-
den, um diese anschließend post-synthetisch zu verändern, indem eine zweite Kat-
ionenspezies in die NP eingebaut wird. So kann die gewünschte Kristallstruktur mit
der ursprünglichen NP-Morpholgie erzielt werden. Die Kinetik solcher Reaktionen
ist noch immer nicht vollkommen verstanden, und der zugrundeliegende Mecha-
nismus noch nicht vollständig aufgeklärt.

In dieser Arbeit wird der Kationenaustausch mit Cu-defizitären Djurleit Nano-
stäbchen (NSt) als formvorgebende Struktur präsentiert. Durch den Kationenaus-
tausch konnten phasenreine Wurtzit-CuInS2-NSt erhalten werden, unter Beibehal-
tung der ursprünglichen Größe und Form. Die Reaktionsparameter wurden weiter-
hin umfangreich variiert, mit Temperaturen zwischen 40 �C und 160 �C und Reak-
tionsdauern zwischen Sekunden und Tagen, um eine Vielzahl an intermediären Pro-
dukten herzustellen. Es wurde ersichtlich, dass die Phasenübergangstemperatur der
Djurleit-NSt (⇠ 93 �C im Festkörper) einen signifikanten Einfluss auf die Reaktions-
kinetik hatte. Unter der Phasenübergangstemperatur konnte In nur in die Ober-
fläche der NSt eingebaut werden, während In oberhalb der Phasenübergangstem-
peratur in das gesamte NSt-Volumen diffundieren konnte. Hier konnte ein Janus-
ähnlicher Austauschmechanismus beobachtet werden, bei welchem sich CuInS2-
Bänder entlang der Djurleit-NSt bildeten.

Diese Erkenntnisse legen nahe, dass die Diffusion von In oberhalb der Phasen-
übergangstemperatur von Djurleit stark bevorzugt innerhalb der Cu-Ebenen der
NSt stattfindet, während die Diffusion durch die Ebenen des anionischen S-Unter-
gitters gehemmt ist. Weiterhin konnte die kinetische Analyse zeigen, dass ein sig-
nifikanter Unterschied zwischen den Aktivierungsenergien unter- und oberhalb der
Phasenübergangstemperatur von 37 kJ mol�1 besteht. Die Untersuchungen weisen
darauf hin, dass der Diffusionsmechanismus durch Vakanzen vorangetrieben wird,
und durch dessen weitere Schaffung während der Austauschreaktion limitiert ist.
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Chapter 1

Introduction

Nanoscience is a field that has, in the year 2023, a history of more than half a decade.
Foundational works of Louis E. Brus, Alexander L. Efros and others introduced the
concept of semiconductor nanomaterials in the 1980s,[1–6] and the research field of
colloidal semiconductor nanoparticles was further established, among others, by
Horst Weller and colleagues in the 1990s.[7–9] Today, nanoscience is still highly rele-
vant and an ever-evolving research field with an increasing number of publications
every year. The European Commission first adapted a definition for a nanomaterial
in 2011,[10] which in its current form defines it as "a natural, incidental or manu-
factured material consisting of solid particles that are present, either on their own
or as identifiable constituent particles in aggregates or agglomerates" with "one or
more external dimensions of the particle . . . in the size range of 1 nm to 100 nm".[11]

The small extent of nanocrystals (NCs) differentiate them from their respective bulk
equivalents, resulting in size-dependent properties, which are not only defined by
their chemical compositions, but by their physical properties as well. Many applica-
tions arise from these unique characteristics intrinsic to nanoparticles, e.g. solar en-
ergy conversion, optoelectronics, nanophotonics, spintronics, catalysts, bio-medical
applications and more.[12–17]

Over the years, the synthetic control of colloidal NCs improved towards tailor-
ing the sizes and shapes of particles with a high degree of specificity, especially of
II–VI and IV–VI type semiconductor NCs.[18,19] CdSe NCs represent a popular mem-
ber of the II–VI semiconductor class, which can emit light in the visible spectrum,
can be prepared with a high monodispersity and excellent control over the size and
shape, and thus offer a broad field of applications.[20,21] Yet, most of the II–VI and
IV–VI semiconductors contain one or more carcinogenic, mutagenic or reprotoxic
substances (abbreviated as CMR substances), e.g. Cd, Hg, Pb and Se. The class
of ternary I–III-VI semiconductors offers similar properties with less toxic elemen-
tal components, e.g. Cu, S and In.[22] But due to the necessity to balance multiple
precursor reactivities in syntheses of ternary compounds, the direct synthetic route
often leads to subpar control over the size, shape and composition of the NCs.[23]
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However, cation exchange (CE) emerged as an attractive strategy for post-syn-
thetic chemical modification of NCs. Particles of the desired size and shape are syn-
thesized in a first step, and subsequently some or all cations of the host lattice are ex-
changed in one or multiple steps, resulting in new crystal phases. The rigid anionic
sublattice of the host particle acts as a template structure, which can be conserved
at much milder reaction conditions than typical for hot-injection syntheses (usually
� 300 �C[18,21,24,25]), offering the possibility to reach a wide range of compositions,
from particles doped with a few atoms, to fully exchanged NCs.[26] In this way, many
ternary compositions become accessible with a plethora of possible morphologies,
which would otherwise not be achievable via direct synthetic routes.

The CE field grew steadily from early publications, reporting surface modifica-
tions in the 1990s,[27,28] to important break-through works in 2004 offering mechanis-
tic insights into CE reactions,[29–31] and onwards to recent publications in 2020 de-
signing complex nanoheterostructures (NHCs) with a multitude of incorporated ma-
terials by performing sequential CE reactions.[32] Of special interest in the research
area are anisotropic and heterostructured NCs, due to the difficulty of manufactur-
ing them in direct synthetic approaches. Anisotropic nanostructures offer a myriad
of possible applications, either individually or as building blocks for the fabrication
of macroscopic functional materials, e.g. for photovoltaics, plasmonics, magnetic
storage, and sensing.[33–37]

CuInS2 in the wurtzite crystal phase is a I–III–VI material with a direct band gap
in the visible spectrum,[38] a very large optical absorption coefficient (105 cm�1[22])
with durable photostability, making it an ideal candidate as a light-absorbing ma-
terial in solar cells. It has already been shown, that devices based on CuInS2 can
deliver efficiencies above 10%.[39] But the direct synthesis of this ternary compound
could still be improved. The fabrication of anisotropic wurtzite CuInS2 NHCs could
be optimized in a two-step process: Initially synthesizing anisotropic copper sulfide
NCs with a high degree of control over the desired size and shape, and subsequently
performing CE reactions to obtain CuInS2 NCs under size and shape retention. By
examining CE reactions in detail and producing various intermediate CuInS2 NHCs,
the mechanism of such reactions will be elucidated, making a contribution to the sci-
entific community to more thoroughly understand the process of CE.
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Chapter 2

Theoretical Background

This chapter is meant to provide brief descriptions of important theories of solid
state physics as a foundation for the topics discussed in the discussions on cation
exchange reactions. Firstly, properties of crystalline matter are introduced and will
be discussed for the bulk, as well as for the nanoscopic scale. Further, atomic move-
ment, especially in solids, will be discussed in the last section.

2.1 The Solid State

Two atoms of the same species can minimize their respective total energies in a solid
by assuming an equilibrium distance to each other. Therefore, the surroundings in
a three-dimensional solid viewed from each atom need to be equal in all directions,
resulting in a periodic order, referred to as crystalline.[40] This three-dimensional or-
der is also present in crystalline solids with more than one component in form of
repeating identical atomic groups: the base.[41] The base of a crystal lattice is identi-
cal in its composition, configuration and orientation.[41] This periodic arrangement
of the base on a three-dimensional lattice can be expressed as a lattice vector[40]

~rn = n1~a + n2~b + n3~c (2.1)

by which every point on the lattice can be reached with any integer n1, n2 and n3.
Depending on the length ratios of the vectors~a,~b and~c, and the included angles a,
b and g, seven different basis vector systems are possible, with fourteen different
lattice types.[41] The smallest possible parallelepiped of the base vectors containing
only one lattice point is called a primitive unit cell.[40] Crystal planes could be in-
dexed by three collinear points of a plain, but for the structure analysis it is useful
to use Miller indices to describe them. They are obtained, firstly, by determining the
points of intersection from the plain with the three axes a, b and c in units of the lat-
tice parameters n1, n2 and n3; and secondly, by determining the reciprocal values of
these integers and then finding three integers with the same ratios as the reciprocal
values to each another. The Miller indices are then expressed as (h k l).[41]

Spheres of the same size can be ordered to maximize their packing density. If a
sphere has six nearest neighbors in its plain, and three nearest neighbors in the plain
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FIGURE 2.1: Two views of the wurtzite crystal structure with two atomic species represented
as black and white spheres; with (a) the side view of the unit cell and (b) the view along the

(1 1 1) plain illustrating the AB layer stacking, characteristic of the hcp structure.

above and below, it has a coordination number of twelve. The hexagonally close-
packed (hcp) structure is one type of close-packing of equal spheres with a fraction
of filled space of 0.74.[41] The other type is the face-centered cubic or cubic close-
packed (ccp) structure. One way of layering a close-packed plain of spheres A, is to
stack a second equivalent layer B on top, such that every sphere of B touches three
spheres of A. A third layer—again, equal to A and B—can be stacked in two ways:
Either by stacking layer C, so that the spheres of that layer align with the holes of
layer A, which are not occupied by layer B, resulting in a ccp structure, or by aligning
the third layer of spheres to that of layer A, resulting in an AB, AB. . . stack, which
describes the hcp structure.[40,41] Wurtzite is an example for a hexagonal structure
(see Figure 2.1), which has a tetrahedral configuration of nearest neighbors[40], and
has ABAB. . . layer stacking along its (1 1 1) plain.[42] Many compounds of the II-VI
compounds crystallize in the wurtzite structure, e.g. ZnO, ZnSe, CdS and CdSe, but
also some tertiary compounds, like CuInS2.[22,40,43]

Crystal structures can be analyzed via diffraction of electromagnetic waves. In
case of wavelengths similar to the atomic distances in a crystal, diffracted waves
are only observable for certain incidence directions. X-rays meet these requirements
with typical wavelengths between 1 pm to 10 nm.[44] W. L. Bragg explained this by
constructive interference of diffracted waves for certain conditions. Incoming waves
are partially reflected on the crystal planes. Diffracted waves are only detectable, if
the reflected waves on parallel crystal plains interfere constructively, which is ex-
pressed in the Bragg condition[41]

2d sin q = nl (2.2)

with the lattice plain distance d, the angle between the incidence beam and the lattice
plain q, an integer n, and the incidence wavelength l. Just about 10�3 to 10�5 of in-
cidence waves are reflected on any given lattice plain. So, only for certain incidence
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FIGURE 2.2: Depiction of parallel atomic layers with a distance d, on which incoming elec-
tromagnetic waves with an angle of incidence q are reflected, leading to a phase difference

of 2d sin q.

angles q do the phases of reflected waves from all (or at least 103 to 105) parallel
lattice planes add up to a strong signal. The path difference of X-rays in order to
interfere constructively is 2d sin q, as seen in Figure 2.2.[41]

2.1.1 Macroscopic Properties

Free Electron Model The free electron model can adequately describe properties of
metals, e.g. the heat capacity, thermal and electric conductivity. The one-dimensional
model assumes an electron of mass m, which is restricted by an infinitely high po-
tential barrier, but can move freely inside the length L. The electron wave function
yn is a solution of the stationary Schrödinger equation[41]

� h̄
2

2m

d2yn

dx2 = Enyn (2.3)

with the reduced Planck constant h̄ and the energy eigenvalue En of the electron in
orbital n (an integer). An orbital is a solution of the electron wave function, which
can be occupied by one electron in one quantum state.[41] The energy En can be ex-
pressed as[41]

En =
h̄

2

2m

⇣
np

L

⌘2
. (2.4)

An orbital can be described by three different quantum numbers. The principal
quantum number n denotes the shell of the electron. The quantum numbers l and
ml are in correlation to the the angular momentum of the electron.[45] The Pauli ex-
clusion principle states, that no two electrons can occupy the same quantum state
with identical quantum numbers. Since electrons have an intrinsic angular momen-
tum, or spin, which can be in one of two states (spin up or spin down), a system
with N electrons can occupy N/2 orbitals. The first three quantum states of the free
electron can be seen in Figure 2.3.[41,45]
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FIGURE 2.3: Illustration of the first three quantum states of a free electron with a mass m,
enclosed in an infinitely high potential of width L. Depicted are standing waves of the
electron wave functions with wavelengths l of 2L, L and 2

3 L for the quantum numbers n of
1, 2 and 3, respectively.

Nearly Free Electron Model What the free electron model fails to describe is the
difference between metals, insulators and semiconductors. The free electron model
can be expanded to consider the periodicity of the lattice. In the model of the nearly
free electron, ion cores form a periodic potential, which influence the previously
thought of free propagation of electron waves in a lattice. As a result, energy regions
emerge, in which no wave-like solution of the Schrödinger equation exists, referred
to as a band gap.[41] The electrons in allowed states in a crystal occupy energy bands,
as depicted in Figure 2.4. If a crystal has only fully occupied and unoccupied energy
bands and behaves as an insulator, no charge will be conducted in an externally ap-
plied electric field. If the band gap is small enough, electrons can be excited from the
ground state into an excited state, i.e. from the valence into the conduction band,
and conduct electric charge in this way. These materials are classified as semicon-
ductors. If energy bands are only partially occupied, or the valence and conduction
bands overlap, as in metals, electrons are very close to unoccupied states and can
thus move almost freely through the crystal if an electric field is applied.[41]

Optical Properties

The solid state in a crystalline form, the formation of electronic bands and the result-
ing classification into material classes is a self-contained framework. Now, the inter-
action of the solid state with electromagnetic waves will be introduced in a classic or
macroscopic view, developed from the Maxwell equations.[40] Specifically, the inter-
action of electromagnetic waves with a dielectric medium, i.e. weakly conductive or
insulating matter. The dielectric constant e is defined by a displacement (of charges)
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FIGURE 2.4: Illustration of the different band structures and electron occupations in insula-
tors, metals and semiconductors. Energy bands occupied by electrons are depicted in grey,
unoccupied bands are in white. Inside the boxes are allowed energy states. In the ground
state of a system at absolute zero at 0 K, the highest energy state occupied by an electron
is defined as the Fermi energy EF. Above absolute zero, previously unoccupied electronic
states can be occupied, due to the increased kinetic energy of the system. The Fermi-Dirac
distribution f (E) = 1

e
(#�µ)/kBT+1

states the probability that an orbital with energy # is occu-
pied in a system in thermal equilibrium, with the chemical potential µ and the Boltzmann

constant kB.[41]

De, via the electric field E and the polarization P (density of dipole moments)[41]

De = e0E + P = ee0E (2.5)

with the vacuum permittivity e0. The dielectric function with the frequency w can
be written as[41]

e(w) = 1 �
w2

p

w2 (2.6)

with the plasma frequency w2
p ⌘ ne

2/e0me, with the electron concentration n, the
electrical charge of an electron e, and the electron mass me.[41] A plasma is a medium
containing equal amounts of positive and negative charges. In a crystal, negative
charges in the form of electrons equal the positive charges of the ion cores. If the
valence electrons are collectively excited, the resulting longitudinal displacement of
electrons relative to the ion cores is called a plasma oscillation (a plasmon is the
quant of the plasma oscillation). The oscillation of ion cores is much slower com-
pared to the oscillation of electrons, and can be approximated as constant.[41] The
collective displacement of the electron plasma generates an electric field, acting as a
restoring force and results in the oscillation of the plasma around a neutral position.
This can be considered as a longitudinal eigen oscillation of the electron plasma with
the plasma frequency wp.[40] The previous explanations assumed an extended crystal
lattice. But plasmons can also occur at the crystal boundary, the surface. Here, elec-
tromagnetic waves can interact with transversal lattice oscillations, and are called
surface plasmon polaritons, or just surface plasmons. If the incident wavelength is
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large compared to the size of the excited crystal, e.g for visible light exciting nano-
sized crystals, the surface plasmon is confined to the particle and electrons oscillate
collectively, referred to as localized surface plasmon.[46]

Absorption Following the description of the interaction of electromagnetic waves
with a dielectric medium must be the resulting optical properties of such a medium.
Experimentally, the dielectric function e(w) is not accessible, but the related observ-
ables of the reflectivity, refractive index and extinction coefficient can be probed.[41]

The latter is most relevant for this work, since it provides insight into the band struc-
ture of a crystal. A semiconductor crystal with a band gap energy Eg between its oc-
cupied valence band with energy Ev and unoccupied conduction band with energy
Ec, will absorb a photon with an energy of h̄w, following[41,45]

h̄w = Ec � Ev. (2.7)

If the energy of the incident photon is greater than the band gap energy, the ex-
cited electron in the conduction band can form a bond with the remaining positively
charged electron hole in the valence band, stabilized by the attracting Coulomb
interaction of the opposing charges. This electron-hole pair is referred to as an
exciton.[41] Excitons can exist in a weakly bound state, called Mott-Wannier exci-
tons, and strongly bound as Frenkel excitons.[40] A semiconductor is considered to
have a direct band gap, if an exciton can be created with photon energies over the
threshold of h̄w > Eg. If an additional phonon is necessary for the excitation, the
band gap is referred to as indirect.[41]

2.1.2 Nanoscopic Properties

Electronic and optical properties of the macroscopic solid state, i.e. the bulk, often
differ from those exhibited in materials of the same composition, but of nanoscopic
size. Furthermore, the crystals utilized in this work were nanocrystals (NCs) as well.
Therefore, properties of nanomaterials will be discussed in the following section, as
well as the synthesis of such crystals.

Size Quantization Effect

The previous description of crystals forming energy bands, which can be interrupted
by energy gaps, assumes a lattice of infinite size. Since the electron wave function is
not confined in any dimension, quantum states, as seen in Figure 2.3, are infinitesi-
mally close, resulting in the aforementioned band structure, in which electrons can
assume energy states on a continuum.[45] On the nanoscale, electrons and excitons,
for that matter, can be confined similar to the one-dimensional model of the free
electron, which confined the electron wave function in a one-dimensional potential
well of length L. In case of a three-dimensional spherical NC with radius r, charge
carriers of an exciton are confined in a spherical potential of the same radius. The
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solution of the Schrödinger equation yields discrete energy levels, similar to that of
the free electron model. The total band gap E

tot
g of such a semiconducting NC is then

equal to the bulk band gap energy E
bulk
g and a confinement term E

conf[47]

E
tot
g = E

bulk
g + E

conf. (2.8)

Depending on the radius of a NC in comparison to the Bohr radius a0, charge carriers
can be in a strong or weak confinement regime. If r ⌧ a0, the kinetic energies of
the charge carriers are much larger than the Coulomb interaction, and the Coulomb
interaction can be neglected. But if r > a0, the exciton is only weakly confined, and
the energy gap is expressed, including a Coulomb term, as[47]

E
tot
g (r) = E

bulk
g +

h̄
2p2

2r2

✓
1

m⇤
e
+

1
m⇤

h

◆
� Je�h + E

pol
e + E

pol
h � 0.248E

⇤
Ry (2.9)

with the effective electron and hole masses m
⇤
e and m

⇤
h, the Coulomb interaction be-

tween the electron and hole Je�h = 1.786e
2/er (with the dielectric constant of the

NC e), the self-polarization energies of the electron and hole E
pol
e and E

pol
h (depend-

ing on e
2/r and the dielectric constants of the NC and surrounding medium), and

the exciton Rydberg energy E
⇤
Ry, accounting for the spatial correlation between the

electron and hole.[47]

As a result, firstly, energy levels in NCs are discrete and quantized, and secondly,
the band gap of NCs of the same composition and crystal structure will increase with
decreasing particle size.

Synthesis of Nano-Structured Matter

The formation of NCs can be divided into two parts: the nucleation and growth of
particles. It is convenient for the description to introduce monomers as the smallest
units of a crystal. In case of a supersaturation S of monomers in solution, defined as
the ratio of monomer concentration [M] to the equilibrium monomer concentration
of the bulk solid [M]0, the formation of crystals can relieve the excess free energy
of the monomers in a supersaturated solution.[48] Here, only homogeneous nucle-
ation will be considered, i.e. nuclei forming homogeneously throughout the entire
reaction solution, opposed to heterogeneous nucleation, occurring on structural in-
homogeneities, such as reaction vessel surfaces, impurities or grain boundaries.[49]

A nucleus, i.e. a small sphere of condensed matter, with radius r has a free energy
DG(r) of[48]

DG(r) = 4pr
2gs +

4
3

pr
3DGv (2.10)

with the surface free energy per unit area gs and the free energy of the volume DGv,
which is defined as[48]

DGv = � kBT ln S

Vm
(2.11)
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FIGURE 2.5: Plot of the free energy DG against the particle radius r, with a positive surface
contribution DGs and a negative volume contribution DGv to the total free energy curve,
resulting in a peak, corresponding to a critical radius rcrit and a critical formation energy of

a crystal DGcrit.

where kB is the Boltzmann constant, T the temperature and Vm the molar volume.
The contribution of the surface and volume terms to the formation of a nucleus are
plotted in Figure 2.5. The volume term 4/3pr

3DGv promotes the nucleus formation
for any value of S > 1, reducing the free energy, but any increase in surface area
increases the free energy of the surface. Thus, the curve of the total free energy for
the formation of a nucleus has a maximum at a critical radius rcrit. Nuclei of a radius
smaller than the critical radius can not grow and dissolve back into solution, to de-
crease their free energy, while nuclei larger than the critical radius are able to grow.
The critical radius is the smallest size, at which nuclei for a given supersaturation
are stable.[49] The critical radius can be expressed as[48]

rcrit =
�2gs

DGv
=

2gsVm

kBT ln S
. (2.12)

The rate of nucleation is then dependent on the temperature, surface free energy,
a pre-exponential factor F and, most importantly, the supersaturation (see Equation
2.13).[48] The rate of nucleation is indeed very sensitive to the supersaturation, as
Kwon and Hyeon showed: An increment from S = 2 to S = 4 resulted in an increase
of the nucleation rate by a factor of ⇠ 1070.[48]

dN

dt
= F exp


�DGcrit

kBT

�
= F exp


� 16pg3

s V
2
m

3k
3
BT3(ln S)2

�
. (2.13)

After the nucleation stage, the growth of NCs proceeds, which can be limited by
two criteria: the transport of monomers from the solution to the surface, i.e. dif-
fusion (discussed in the next section), and the reaction of monomers on the surface
of a nuclei.[50] In the diffusion-controlled growth regime (see left panel of Figure
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FIGURE 2.6: Two plots of growth rate against particle radius, with the evolution of the size
distributions in shaded grey; depicted is a high supersaturation on the left, and a low su-
persaturation on the right. Reprinted with permission from Klabunde, K. J.; Richards, R.
M., Nanoscale Materials in Chemistry, 2nd ed.; John Wiley & Sons, Inc: Hoboken, New Jersey,

2009, p 141.[51] Copyright 2009 John Wiley & Sons, Inc.

2.6), the concentration of monomers is much higher than the solubility of NCs. In
this case, all diffusion of monomers to the surface of a NC leads to the precipita-
tion of monomers on the surface and subsequent growth. As a result, small NCs
have a higher growth rate than larger ones, which leads to a narrowing particle size
distribution, referred to as the size focusing effect.[48,51] Even though the monomer
concentration is high in early stages of a reaction, the level of supersaturation di-
minishes with ongoing reaction time. As a result, the competing crystallization re-
action to the precipitation, i.e. the phase transfer of monomers from the solute to
the solid phase, takes over the dissolution. In this stage, small NCs dissolve due to
their high chemical potential and the shift of the critical radius to larger values. This
type of NC growth is called Ostwald ripening and is controlled by the reaction rate
(reaction-controlled). Due to a higher growth rate of large NCs compared to small
ones, the particle size distribution broadens (see right panel of Figure 2.6).[48,51]

The development of monomer concentration with time, with the separation into
phases of nucleation and growth, is described in the LaMer model. It was first pro-
posed for the preparation of monodisperse sulfur hydrosols by LaMer and Dinegar
in 1950.[52] The LaMer diagram, shown in Figure 2.7, is divided into three phases.[53]

In the first phase, sometimes referred to as the accumulation phase, the monomer
concentration in solution rises rapidly,[48] either as a result of precursor heating, or
by injecting a precursor solution into a hot solvent, referred to as a hot injection.[54]

In the second phase, above a critical monomer concentration Scrit, a spontaneous
burst nucleation leads to the formation of nuclei, which reduces the amount of free
monomers in solution. Due to the reduced monomer concentration, no further nu-
cleation occurs in the third phase. Instead, the previously formed nuclei enter the
growth phase, which is initially controlled by the diffusion of monomers through
the reaction solution to the surface of the nuclei.[48,49,52]
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FIGURE 2.7: LaMer diagram with the supersaturation S plotted against reaction time; with
horizontal dotted lines marking a supersaturation of S = 1, and the minimal supersatura-
tion for homogeneous nucleation, the critical supersaturation Scrit; and vertical dotted lines
dividing the three phases of nucleation and growth: (I) the accumulation phase, (II) homo-

geneous nucleation and (III) diffusion-controlled growth.[48,52]

2.2 Diffusion

Diffusion is the temperature-induced process of matter transport by atomic or molec-
ular movement.[55] Some concepts considerably advanced the understanding of dif-
fusion. The empirical continuum theory proposed by Adolf Fick in 1855 introduced
the diffusion coefficient.[56] Later, in 1905, Albert Einstein explained the theory of
Brownian motion (random motion of suspended particles), already observed and
described by the eponymous Robert Brown in 1828,[57] by a random walk triggered
by collisions of the particles with solvent molecules.[58] The atomistic description of
diffusion and disorder in the solid state was later introduced in 1926 by Jakov Il’ich
Frenkel, suggesting that thermal excitation causes the transition of lattice atoms
to interstitial sites, leaving behind a vacancy.[59] Shortly after, Wagner and Schot-
tky generalized the theory of disorder for binary compounds and extended the de-
scription of interstitials to the occurrence of vacancies, self-interstitials and antisite
defects.[60]

Below, the continuum theory of diffusion will be introduced, which is applicable
to gases, liquids, and the solid state. Following, more relevant to this work, diffusion
theory in the solid state will be discussed in more detail. And finally, the introduced
concepts will be applied to the special case of cation exchange reactions.

2.2.1 Fick’s First and Second Law of Diffusion

First Law Fick’s first law describes the flux of particles, which can be atoms, ions,
or molecules. In its simplest form, the flux J can be described in an isotropic medium,
i.e. a medium with equal physical and chemical properties in all directions, with
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only one dimension[55]

Jx = �D
∂C

∂x
. (2.14)

Here, the flux in x-direction Jx depends on the gradient of concentration C and a
proportionality factor D, which is referred to as the diffusion coefficient or diffusiv-
ity. The negative sign of Equation 2.14 implies that the flux is in opposite direction to
the concentration gradient.[55] In three dimensions, the flux is expressed as a vector,
and the partial derivative is replaced with the nabla operator r, acting on the scalar
concentration field C(x, y, z, t), which produces a concentration gradient field rC

[55]

~J = �DrC. (2.15)

In most cases, the number of diffusing particles is conserved, and therefore the
mass of a system is conserved. Thus, an equation of continuity can be phrased as[55]

inflow � outflow = accumulation (or loss) rate.

Assuming a test volume enclosed by Dx, Dy and Dz, this equation can be approxi-
mated as[55]

�


∂Jx

∂x
+

∂Jy

∂y
+

∂Jz

∂z

�
DxDyDz =

∂C

∂t
DxDyDz. (2.16)

This equation can be abbreviated with the introduction of the vector operation r· to
the equation typically denoted as the continuity equation[55]

�r ·~J = ∂C

∂t
. (2.17)

Second Law Combining Fick’s fist law (Equation 2.15) and the continuity equa-
tion (Equation 2.17), Fick’s second law can be derived, referred to as the diffusion
equation[55]

∂C

∂t
= r · (DrC). (2.18)

This equation relates the accumulation or depletion of concentration over time to
the curvature of the concentration gradient. If the diffusivity D is independent of
the concentration, for example for diffusion in ideal solid solutions, the equation
can be expressed more simply as[55]

∂C

∂t
= Dr2

C. (2.19)

2.2.2 Solid State Diffusion

Diffusion in gases can be described as free flights of atoms or molecules, which are
interrupted by its collisions. In liquids, the atomic or molecular motion is more
subtle and resembles random shuffles, each much smaller than the average spacing
of atoms or molecules in the liquid. In solids, especially in crystalline solids, the
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FIGURE 2.8: Example of a random walk sequence with n jumps, with individual jump vec-
tors ~ri, and a total displacement ~Rn. Adapted with permission from Mehrer, H., Diffusion in

Solids, 1st ed.; Springer-Verlag: Berlin, Germany, 2007; p 60.[55] Copyright Springer-Verlag
2007.

motion of atoms occurs by hopping from one lattice site to another. The timescales
of these atomic hops are very different from the time between one hop to the next,
which leads to the macroscopic observation of diffusion.

The diffusion of an atom in a lattice can be considered a random walk. In a lattice
with coordination number Z, each jump direction occurs with a probability of 1/Z,
with a jump length usually equal to the nearest-neighbor distance in the lattice. The
total displacement ~R of an atom is equal to the sum of all individual jumps an atom
took on its path through the lattice, as depicted in Figure 2.8,[55]

~R =
n

Â
i=1

~ri (2.20)

with the individual jump vectors ~ri. Assuming the diffusing atom has no memory
of the previous jump, the sequence of jumps is considered an uncorrelated random
walk, referred to as a Markov sequence. The average displacement can then be ex-
pressed as[55]

h ~R2i =
n

Â
i=1

h~r2
i
i. (2.21)

Assuming, that in a crystal with coordination number Z, only nearest-neighbor
jumps with a jump length of d are possible, Equation 2.21 reduces to[55]

h ~R2i = hnid2 (2.22)

with the average number of jumps of an atom hni. The jump rate G with which a
jump of an atom to one of the Z neighboring lattice sites occurs can be expressed
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FIGURE 2.9: Atomic jump in a crystalline solid (grey spheres) of an atom (black sphere)
from its initial position at lattice site A, through a saddle point, to lattice site B; with an
energy barrier height of the saddle point of DGm. Adapted with permission from Mehrer,
H., Diffusion in Solids, 1st ed.; Springer-Verlag: Berlin, Germany, 2007; p 64.[55] Copyright

Springer-Verlag 2007.

as[55]

G ⌘ hni
Zt

. (2.23)

By comparison with Fick’s first law the diffusion coefficient is obtained[55]

D =
1
6

d
2
ZG =

d
2

6t
(2.24)

with the mean residence time of an atom on a certain lattice site t = 1/ZG. For
example, a face-centered cubic lattice with lattice constant a has the coordination
number Z = 12 and a jump length of d = a

p
2/2. In this case, Equation 2.24 would

give D = 12
p

2G.[55]

The atomic jump from one atom to a neighboring site, either a vacancy or in-
terstitial site, requires the jumping atom to squeeze between surrounding atoms,
inhibiting the jump. The energies necessary to promote a jump are usually higher
than the available thermal energy of kBT. At these temperatures, atoms oscillate
around their lattice positions. Only occasionally will large displacements result in a
successful jump of the diffusing atom. The nature of these activation events is infre-
quent in relation to the lattice vibrations. After one successful jump, the activated
atom becomes unactivated again, until another activation event occurs, resulting in
a series of discrete jumps. The jump rate depends on the Gibbs free energy of migra-
tion DGm, which is the difference between the energy of the saddle-point barrier and
the equilibrium position of the diffusing atom (see Figure 2.9) and can be expressed
as[55]

G = n0 exp
✓
�DGm

kBT

◆
(2.25)

with the attempt frequency n0, which is of the order of the Debye frequency of the
lattice, with typical values in the range of 1012 s�1 to 1013 s�1. Equation 2.25 is char-
acteristic for an Arrhenius-type dependence on temperature.[55]

The hopping of solute atoms in a crystal lattice are universal for the diffusion
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FIGURE 2.10: The interstitialcy mechanism, illustrated by a collinear jump of a self-
interstitial atom Ai, and a solute atom B (black sphere); the solute atom alternates between
occupying a substitutional lattice site Bs and an interstitial site Bi. Adapted with permis-
sion from Mehrer, H., Diffusion in Solids, 1st ed.; Springer-Verlag: Berlin, Germany, 2007; p

101.[55]. Copyright Springer-Verlag 2007.

process. However, many mechanisms are possible for the motion of atoms, some
of which will be introduced in the following. The simplest form of diffusion is the
direct interstitial mechanism. Small solute atoms, e.g. H, C, N, and O, compared
to larger solvent atoms of the crystal lattice, can occupy interstitial sites of the host
lattice and diffuse by jumping from one interstitial site to a neighboring one. The
geometry of the interstitial site depends on the host lattice. For example, in a face-
centered cubic lattice the solute atoms can occupy octahedral and tetrahedral sites.
In case of the direct interstitial mechanism, the diffusion is independent of any de-
fects in the lattice and the activation energy for diffusion is independent of any defect
formation energies.[55]

The indirect interstitial mechanism, also referred to as the interstitialcy mecha-
nism, has an interstitial atom as the diffusion-mediator. Here, a solute atom B (black
sphere in Figure 2.10) occupies a lattice site of the host lattice A (grey spheres), called
a substitutional site Bs. An extra atom of the matrix atom species A occupies an in-
terstitial position, referred to as a self-interstitial Ai. This self-interstitial atom moves
in unison with the solute atom B and replaces it on the lattice site, so that the solute
atom now occupies an interstitial site Bi et cetera. This is a collective mechanism, as
at least two atoms move simultaneously.[55]

Yet, the dominant diffusion mechanism in metals for matrix atoms, as well as
for substitutional solute atoms, is the vacancy mechanism. Here, an atom moves
through the lattice by exchanging positions with a neighboring vacancy, as illus-
trated in Figure 2.11. This is a thermally induced effect, as the concentration of
monovacancies C1V depends on the temperature[55]

C1V = exp
✓
�Gf,1V

kBT

◆
(2.26)

with the Gibbs free energy of a monovacancy formation Gf,1V. The exchange jump
rate Gex of a vacancy-mediated jump is then[55]

Gex = w1VC1V (2.27)
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FIGURE 2.11: Monovacancy diffusion mechanism, in which a solute atom B (black sphere)
changes position with a vacancy V (white square). Adapted with permission from Mehrer,
H., Diffusion in Solids, 1st ed.; Springer-Verlag: Berlin, Germany, 2007; p 99.[55] Copyright

Springer-Verlag 2007.

with the exchange rate between an atom and a vacancy w1V. The total jump rate
Gex,tot again depends on the amount of neighboring atoms, given by the coordination
number Z, with Gex,tot = ZGex.[55]

Some solvent lattices may allow for the solute atoms to either occupy interstitial
or substitutional sites, called hybrid solutes. In this case, solute atoms can diffuse
via one of the interstitial-substitutional exchange mechanisms, illustrated in Figure
2.12. Usually, the diffusivity of solute atoms is much higher in the interstitial con-
figuration. Yet, the solubility of the solute atoms in the host lattice in the interstitial
configuration is much lower compared to the substitutional state.[55] Therefore, so-
lute atoms may diffuse rapidly via interstitials as Bi, and change over to the substi-
tutional state Bs to be incorporated into the host lattice. The incorporation into the
host lattice can occur by occupying a vacancy V according to[55]

Bi + V *) Bs. (2.28)

This is denoted as the dissociative mechanism. In case the incorporation into the
host lattice involves the creation of a self-interstitial Ai, it is referred to as the kick-
out mechanism, since the incorporation of the solute atom leads to the displacement
of a lattice atom[55]

Bi *) Bs + Ai. (2.29)

The dominant diffusion mechanism in metals has been introduced as vacancy-
mediated, which is also true for semiconductors. Although, due to their strong cova-
lent bonding character, semiconductors exhibit relatively high formation enthalpies
of point defects, such as vacancies and self-interstitials. Thus, the amount of point
defects in thermal equilibrium are orders of magnitude lower in semiconductors,
compared to metals.[55] Furthermore, some crystal structures, i.e. diamond and zinc
blende, favor the incorporation of solute atoms via interstitials. As a consequence, in-
terstitial diffusion and interstitial-substitution exchange diffusion (dissociative and
kick-out mechanism) are more common in semiconductors than in metals.[55]

In ionic compounds, a cationic lattice site can form a self-interstitial and a cation
vacancy. This disorder is referred to as Frenkel disorder, and a pair of self-interstitial
and cation vacancy is called a Frenkel pair.[55]
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FIGURE 2.12: The two possible interstitial-substitutional exchange mechanisms with the ini-
tial conditions on the right with a solute atom in an interstitial position Bi (black sphere),
moving through a lattice of A atoms (grey spheres): on top, the dissociative mechanism,
in which an interstitial atom Bi occupies a vacancy, and on the bottom, the kick-out mech-
anism, in which the solute atom occupies a lattice site, creating a self-interstitial Ai; both
mechanisms result in a substitutional solute Bs. Adapted with permission from Mehrer,
H., Diffusion in Solids, 1st ed.; Springer-Verlag: Berlin, Germany, 2007; p 103.[55] Copyright

Springer-Verlag 2007.

2.2.3 Cation Exchange

In ionic crystals, anions are usually larger than cations due to their valence elec-
trons. As a consequence, anions have lower diffusivities than cations. The rigid
anionic sublattice allows guest cations to enter the host lattice and exchange cations
thereof.[26] A successful CE reaction is characterized by a topotactic transformation,
in which the anionic framework is maintained, and the initial crystal morphology is
retained.[23]

A CE reaction with a host lattice AC, consisting of anions A� and cations C+,
exposed to a solution of guest ions X+ can be written as[23]

AC(s) + X+(l) ! AX(s) + C+(l) (2.30)

For simplicity, this describes an isovalent system, in which one monovalent cation
is exchanged for another; though non-isovalent systems are possible as well.[23] The
thermodynamics of such a CE reaction can be split into four elemental steps[26]

AC ! A� + C+ (dissociation) (2.31)

X+ ! X (desolvation) (2.32)

A + X ! AX (association) (2.33)

C ! C+ (solvation) (2.34)

The dissociation and association energies of Equations 2.31 and 2.33 describe the
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crystal energy, made up of the lattice and surface energies. Equations 2.32 and 2.34
describe the desolvation of the guest ion and solvation of the host ion in the reaction
solution.[26] The energy balance of the four partial reactions dictates whether a CE re-
action is probable. If the host cation is solvated more strongly in the reaction solvent
than the guest cation, the reaction is likely to proceed. The solvation energy usually
has the highest impact on the total released energy of a reaction and is therefore the
main driving force of a CE.[23,26]

The affinities of different metal ions to solvents and ligands can be predicted
with Pearson’s concept of hard and soft acids and bases (HSAB theory).[61] Acids
and bases are divided into two categories: hard and soft. Hardness can be described
as the "resistance to deformation or change."[62] Lewis bases are divided into the two
categories depending on their donor atoms. A donor atom with high polarizabil-
ity and low electronegativity is easy to oxidize (soft base), while an atom featuring
a low polarizability and high electronegativity is hard to oxidize, hence is charac-
terized as a hard base.[23,61]

Vice versa, the characterization of a Lewis acid depends
on the acceptor atom. A soft acid exhibits an acceptor atom with a low positive
charge and a large size, whereas a hard acid has a high positive charge and a small
size.[23,61] The HSAB theory predicts the affinity of hard acids to hard bases, forming
ionic compounds, while soft acids prefer soft bases, which result in compounds with
covalent binding character.[61] In order to quantify the hardness of various cations,
ligands and solvents, Parr and Pearson introduced the concept of absolute hardness
h in 1983.[62] Guided by this theory, it is plausible that, for example, cations acting as
soft acids, like Cu+ with an absolute hardness of h = 6.25,[63] can be exchanged by
cations behaving as harder acids, like In3+ with an absolute hardness of h = 13,[63]

in the presence of ligands or solvents acting as soft bases, like tertiary phosphines
(h ⇡ 6[64]).

Due to the small size of NCs, the surface-to-volume ratio increase can lead to
a substantial change in the thermodynamics and accelerate reaction kinetics of a
CE.[29] For instance, the CE with Ag+ in CdSe was observed to be up to 100⇥ faster
in NCs compared to the bulk.[65]

Depending on the miscibilities of the host lattice and incoming cations, many
outcomes of a CE reaction are possible. In case of a high miscibility, a small amount
of guest cations can yield a homogeneous solution of guest ions in the host lattice,
yielding doped NCs, while a high amount of guest ions can result in the formation
of an alloy.[23,26] In contrast, immiscibility of host lattice and guest ions can lead to
the formation of a reaction zone on the surface of a NC, moving towards the center,
resulting in a core/shell NHC.[23,29] Besides core/shell NHCs, segmented NHCs can
be formed, e.g. Janus particles[66] or multi-segmented NHCs.[32]
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Chapter 3

Scope

The field of colloidal NC syntheses is well-established with a large body of work,
especially for binary NC compositions.[7,8,19,67–69] But due to the health risks associ-
ated to some elements of the II–VI and IV–VI classes of semiconductors, e.g. Cd, Hg
and Pb,[70,71] the potentially more environmentally friendly class of I–III–VI semi-
conductors was chosen as a subject matter. CuInS2 represents an attractive alterna-
tive to semiconductors containing hazardous heavy metals (e.g. CdSe or PbTe) with
similar optical properties and possible applications, e.g. as an absorber material for
quantum dot or thin film photovoltaics, light-emitting devices and in bio-medical
systems.[72] However, the direct synthesis of such ternary NCs is still challenging,
as reactivities of three precursor compounds need to be balanced to achieve con-
trol over the desired size, shape, composition and crystal structure. Copper sulfide
NCs pose as ideal candidates for template structures, as they are thoroughly stud-
ied in literature,[73–75] have an interesting and complex phase diagram,[76,77] and can
be produced in a wide range of sizes and morphologies.[78,79] Copper sulfide NCs
can then determine the size and shape acting as a template structure, which can be
altered post-synthetically via cation exchange (CE), to produce the desired CuInS2

NCs.
The aim of this project was to perform CE reactions with anisotropic rod-shaped

Cu2-xS NCs as templates, and produce CuInS2 NRs, maintaining the template size
and shape, characteristic of a successful CE. The scope of this work included the
kinetic analysis of the CE reaction and set out to elucidate the reaction mechanism,
especially in anisotropic NCs, and substantiate the findings with quantifiable values
for the activation energy of the rate-limiting step of the reaction.

In order to comprehensively analyze the CE reaction and collect reliable data, a
wide range of intermediate compositions at various temperatures below and above
the phase transition temperature of the template Cu2-xS NRs needed to be produced.
With rigid and reproducible data the effect of the phase transition on the kinetics was
to be studied.

The size and shape evolution during the CE reaction from Cu2-xS to CuInS2 was
to be examined via transmission electron microscopy (TEM) and high-resolution
transmission electron microscopy (HRTEM), the compositional evolution was to be
tracked ex situ via energy-dispersive X-ray spectroscopy (EDX) measurements, and
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the crystallographic changes were to be studied via X-ray powder diffraction (XRD).
A kinetic model was to be prepared from elemental composition data acquired

via energy-dispersive X-ray spectroscopy (EDX).
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Chapter 4

Cu2-xS Nanocrystals as Starting
Particles for Cation Exchange
Reactions

Cation exchange reactions at the nanoscale can be studied based on many different
systems. It is possible to start with a binary compound and exchange the cationic
species to obtain a different binary compound. It is also possible to start with a
ternary system, exchange one or two cationic species, and again obtain a ternary
system. But it is also feasible to introduce a third cationic species into a binary com-
pound, resulting in a ternary system. In case of the present work, the starting ma-
terial is a binary copper sulfide compound. Indium is introduced during the cation
exchange reaction, so that the product is a ternary copper indium sulfide.

The kinetics of such a reaction is not only influenced by the crystal structure,
but also by the crystallite’s size and form. By choosing an elongated NC shape, the
kinetics in an anisotropic environment can be investigated. Even though a rod-like
shape is thermodynamically less stable than a sphere, in conditions of high chemical
potential, anisotropic shapes can be produced. By choosing weak stabilizing surface
ligands like amines or n-thiols, one-dimensional growth of nanorods (NRs) can be
promoted. In the here presented case, tert-dodecanethiol simultaneously acted as
the sulfur source and as a stabilizing ligand for copper sulfide NRs. The thermal
decomposition of tert-dodecanethiol during the growth reaction can either take place
in solution, or on the surface of already formed NCs, which increases the reactivity
and growth rate. With highly reactive facets perpendicular to the growth direction
(Cu- or S-rich (1 0 0) facets), one-dimensional growth is strongly favored.[80]

In the following chapter the Cu2-xS NRs, used for CE reactions discussed in
Chapter 5, are introduced. In order to claim comparability between CE experiments
with different starting samples, it is necessary to establish that all batches of Cu2-xS
NRs are similar as well. If their sizes, compositions and crystal structures are com-
parable, it is reasonable to assume that the CE behavior is independent of the choice
of starting sample.
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FIGURE 4.1: TEM micrographs of Cu2-xS starting samples (a) 231018-A, (b) 291018-A, (c)
291018-B, (d) 160419-A, (e) 180520-B, (f) 050620-B, (g) 010621-A, (h) 010621-B, (i) 270921-A,
(j) 270921-B, and (k) a rendered three-dimensional representation of the typical NR shape.

4.1 Permanent Properties: Morphology, Composition and Crys-
tal Structure

All Cu2-xS NR starting samples for subsequent CE reactions have been prepared in a
one-pot thermal decomposition approach. The synthetic protocol was adapted from
a hot injection synthesis demonstrated by Kruszynska et al.

[80] (see Chapter 7.1 for
the experimental details).

Combining copper(I)acetate with tert-dodecanethiol in 1-octadecene as the sol-
vent and Cyanex as an additional ligand yielded NCs with a rod-like shape. Figures
4.1a–j show transmission electron microscopy (TEM) micrographs of all Cu2-xS sam-
ples used for the CE reactions discussed in Chapter 5. The NRs were homogeneous
in size over individual sample batches and in shape over all batches. The typical
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FIGURE 4.2: (a) Average sizes of all NR samples, in corresponding colors to Figure 4.1 (the
individual size distributions with respect to each individual data point are presented in the
appendix in Figure A.1); the dashed black line denotes an AR of 2 : 1 (samples with an AR
above 2 : 1 are below the dashed line and vice versa). (b) Depiction of the average atomic
compositions of all individual Cu2-xS NR samples, obtained by EDX measurements in a
scanning electron microscopy (SEM), with atomic amounts of Cu in orange and S in green.

shape was a hexagonal prism with truncated corners on both ends of the NR, de-
picted in the rendered image in Figure 4.1k

All NR samples exhibited similar aspect ratios (ARs) between 2.0 : 1 and 2.3 : 1,
with an arithmetic mean (hereinafter referred to as mean or average) of 2.1± 0.1 : 1
(length to width). The dotted black line in Figure 4.2a represents the exact AR of
2 : 1 and illustrates the similarity of ARs over all NR samples. The NRs of sample
270921-A had the smallest average size with a length of 58.6± 3.0 nm and width of
26.4± 2.7 nm. The NRs with the largest average size have been produced in sample
010621-A with a length of 86.1± 5.6 nm and width of 41.8± 3.2 nm. Even though the
sizes between the smallest and largest sample batches differed slightly, no strongly
varying results were to be expected as a consequence: Zhao et al. calculated the
exciton Bohr radius in Cu2-xS, assuming that the relative dielectric constant e is about
10 to 15, to 3–5 nm.[81] This is well below the dimension of all NR sample batches.

In addition to the similarity of all starting sample batches in crystallite size, all
NR samples exhibited similar ratios of Cu to S (see Figure 4.2b). All samples were
under-stoichiometric with a slight Cu-deficiency, with compositions close to stoi-
chiometric Cu2S with 66 atomic percent (hereinafter referred to as %) and 33% S. In
such a crystal phase Cu would have an oxidation number of +1 and S of -2.

With a complex phase diagram of the Cu–S system, numerous crystal phases
came into consideration to match the diffraction data of the presented Cu2-xS sam-
ples.[76] A representative starting sample (270921-B) is shown in Figure 4.3 with six
possible X-ray powder diffraction (XRD) reference patterns. The diffraction data
set in Figures 4.3a–b are depicted with the stoichiometric Cu2S phases of high and
low chalcocite. These reference data sets did not match the main reflections of the
experimental data. The reference reflections were shifted to smaller values of 2q,
especially in reference to the reflections with the highest measured intensities at
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37.6�, 46.4� and 48.7�. Therefore, these references did not model the experimen-
tal data well. The reference patterns shown in Figures 4.3e–f represent two under-
stoichiometric Cu2-xS phases with digenite Cu1.8S and anilite Cu1.75S. Even though
the reflection at 46.4� was well matched by the digenite and anilite pattern with 46.2�

and 46.4�, respectively, no reference reflection corresponded to the highest measured
intensity reflection at 48.7�. Moreover, many reflections of the references, e.g. at
27.8� and 32.2� for digenite and 27.9� and 32.3� for anilite, were not present in the
measured diffractogram. In contrast, reference reflections of the slightly less under-
stoichiometric phases of djurleite Cu1.94S and roxbyite Cu1.81S in Figures 4.3c–d de-
scribed the measured data to a higher degree. While most reflections of the refer-
ence data set of roxbyite were in reference to the measured reflections, many were
shifted towards larger values of 2q. The best model of the experimental data was
achieved by the reference pattern of djurleite, which matched the main reflections
at 37.6�, 46.4� and 48.7� closely with 37.6�, 46.3� and 48.7�. The crystal structure of
djurleite has been solved by Evans in the space group P21/n with a monoclinic cell
(a = 26.897 Å, b = 15.745 Å, c = 13.565 Å, b = 90.13�), containing 248 Cu atoms
and 128 S atoms.[82]

Figure 4.4 demonstrates that all starting samples exhibited similar diffraction
patterns. Sample 231018-A was an exception with a double peak at 46.4� and 46.9�

and a peak at 49.0�, which was shifted to larger values of 2q compared to the refer-
ence reflection of djurleite at 48.7�. Therefore, this sample is more aptly described
by the reference pattern of roxbyite Cu1.81S. Even though roxbyite is slightly more
Cu-deficient than djurleite, both crystal phases are comparable, since roxbyite has a
"structure [that] has Cu in coordinations very similar to those of djurleite and low
chalcocite. . . "[83] The remaining samples were in accordance to the reference diffrac-
tion pattern of djurleite and featured similar reflection positions and intensity ratios.
The djurleite reference reflections highlighted by the extended light grey lines in
Figure 4.4 emphasize this and correspond to the highest intensities of the measured
reflection patterns.

In summary, all prepared NC samples shared the same rod-like morphology with
ARs close to 2.1 and had comparable sizes, well over the confinement regime. Ad-
ditionally, samples had similar Cu-deficient compositions, which were in agreement
to the determined reference diffraction pattern of djurleite. Due to the homogeneity
of the presented starting samples, it was assumed that an individual starting sample
would not affect the outcome of an experiment when compared to another experi-
ment with the same parameters and a different starting sample. The results suggest
that CE experiments with the presented starting samples would be universally com-
parable among each other.
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FIGURE 4.3: Comparison of reference diffraction data sets of stoichiometric and under-
stoichiometric copper sulfide phases from the ICDD to match a representative Cu2-xS NR
sample (270921-B). (a)–(f) All show the same diffractogram of sample 270921-A, with the
reference patterns of (a) high chalcocite Cu2S (PDF no. 00-026-1116), (b) low chalcocite Cu2S
(PDF no. 00-033-0490), (c) djurleite Cu1.94S (PDF no. 00-023-0959), (d) roxbyite Cu1.81S (PDF
no. 00-023-0958), (e) digenite Cu1.8S (PDF no. 00-047-1748) and (e) anilite Cu1.75S (PDF no.

00-022-0250).
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FIGURE 4.4: Comparison of all Cu2-xS starting samples with the diffraction reference pat-
tern of djurleite Cu1.94S (PDF no. 00-023-0959) in grey; with some characteristic reflections
extended in a lighter grey at 26.3�, 37.6�, 46.3� and 48.7�, corresponding to the planes with

Miller indices of (8 0 0), (8 0 4), (0 8 0) and (12 0 4), respectively.

4.2 Impermanent Properties: Thermal Stability, Oxidative De-
cay and Aging

Djurleite has a lower symmetry than the stoichiometric Cu2S high chalcocite phase.
However, both phases have a hexagonally close-packed anionic S sublattice[84] and
it has been reported that (bulk) djurleite undergoes a phase transition at 93 �C to
a mixture of high digenite and high chalcocite.[76,82,85,86] The high chalcocite phase
is described as a solid-liquid hybrid phase[87] due to an unusually high diffusion
coefficient of Cu cations in a rigid anionic S lattice.[88,89]

In order to investigate the temperature-dependent crystal properties on a nano-
scaled system, a liquid djurleite NR sample in a sealed capillary was heated from
room temperature to 50 �C, 100 �C, 150 �C and 200 �C and cooled back down to room
temperature again. Figure 4.5 shows the in situ XRD measurements, which revealed
a phase transition from djurleite to a mixture of djurleite and high chalcocite. At
50 �C no shifts of reflection positions could be observed. A shifting onset towards
smaller values of 2q was noticeable, e.g. around 46� and 48�, at 100 �C. With higher
temperatures, at 150 �C, a splitting of reflection peaks was apparent, which could
be attributed to reference reflections of djurleite and high chalcocite, indicating the
existence of djurleite and high chalcocite as two distinct crystal phases. The peak
splitting was even more pronounced at 200 �C. Here, clear double peaks could be
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FIGURE 4.5: (a) In situ temperature-dependent XRD patterns of a djurleite NR sample,
heated from room temperature (RT, before heating) to 200 �C, and cooled down to room
temperature again (RT, after heating); with reference patterns of djurleite (PDF no. 00-023-
0959) in dark brown, with lines extending two distinct reflections at 46.3� and 54.2� with
Miller indices of (0 8 0) and (8 8 0), respectively, and the stoichiometric Cu2S phase high
chalcocite (PDF no. 00-026-1116) in light red, with lines extending three distinct reflections
at 37.4�, 45.8� and 53.7� with Miller indices of (1 0 2), (1 1 0) and (1 1 2). (b) Two cycles of
DSC measurements of the djurleite NR sample 080222-B (sample properties can be found in
Appendix A.1.2) to investigate Tpt; shown are the second and third measurements in orange

and yellow, respectively, with the obtained melting temperatures and energies thereof.

observed around 37� and 38�, 45� and 47� and 48� and 49�, supporting the hypothe-
sis of two distinct crystal phases of djurleite and high chalcocite over the phase tran-
sition temperature (Tpt). In should be noted, that diffractograms as a whole shifted
towards smaller values of 2q as a result from the heating during the in situ measure-
ment. After the sample was cooled down to room temperature again, the double
peaks disappeared and reflections shifted back close to the initial positions, indi-
cating a reversible process. Presumably, this phase transition, accompanied by the
emergence of a solid-liquid hybrid structure with a high diffusion coefficient of Cu
in high chalcocite,[87–89] also occurred during the injection of the NR suspension into
the reaction solution to initiate any given CE reaction. The exact temperature of the
phase transition was investigated further by differential scanning calorimetry (DSC)
measurements. A djurleite NR sample was heated from 20 �C to 160 �C repeatedly
and the phase transition temperatures were determined to 86.4 �C and 88.6 �C, with
a mean Tpt of 87.5± 1.1�C, corroborating the aforementioned XRD measurements.

In order to further evaluate the stability of the starting samples, batch 180520-B
was split: One part was kept in a nitrogen-filled glovebox as a control sample, while
the other part was exposed to ambient conditions over a period of eleven weeks.
The crystal structure evolution was evaluated via regular XRD measurements. The
diffraction pattern in Figure 4.6a was still in accordance to the reference pattern of
djurleite after one day of ambient atmosphere exposure. However, after one week
of continued exposure, the emergence of a shoulder at 46.6� became evident. The
shoulder increased in intensity, relative to the (0 8 0) reflection of djurleite at 46.3�,
with continued exposure. In contrast, the (12 0 4) reflection at 48.7� decreased in
intensity. Figure 4.6c shows the diffractograms of the exposed sample in red and
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FIGURE 4.6: Evolution of diffraction patterns in sample 180520-B over the course of eleven
weeks due to (a) atmosphere exposure of the stirred colloidal NR suspension in an open vial
and (b) the control experiment with the same sample stirred in a nitrogen-filled glovebox,
with the reference reflection pattern of djurleite (PDF no. 00-023-0959) in grey and lighter
grey lines extending three distinct reflections at 37.6�, 46.3� and 48.7� with Miller indices
of (8 0 4), (0 8 0) and (12 0 4). (c) The diffraction patterns from (a) and (b) after nine weeks
in direct comparison to illustrate the changes in the diffractogram of the sample exposed to

ambient conditions, e.g. the emergence of a shoulder at 46.5�.

the glovebox-stored sample in blue after nine weeks in greater detail, and thus illus-
trates the differences further: Reflection positions of the exposed sample are shifted
to larger values of 2q, when compared to the control experiment. The emergence
of new reflections and the shifting of existing ones was not observable in the control
experiment in 4.6b. Reflection positions in the diffractograms did not change consid-
erable over the course of eleven weeks, and the intensity ratios remained consistent
as well. As a consequence, all starting sample batches were stored in a nitrogen-
filled glovebox and handled under Schlenk-conditions to ensure that no exposure to
ambient atmosphere would occur.
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Chapter 5

Cation Exchange

The CE reaction from Cu2-xS to CuInS2 was studied in elongated NRs. In regard
to the mechanism of CE reactions, some fundamental questions are still not fully
answered and could be better pursued in an anisotropic system: Do precursor mole-
cules have different affinities to the various crystallographic facets on the NC sur-
face? Is ion transport to the surface a rate-limiting factor, the rearrangement on
the surface or the ion-diffusion inside the NCs? Is the ion-diffusion inside the NC
isotropic or affected by the crystallography of the system?[90]

Time and temperature were the two parameters to control the CE reactions, dis-
cussed in Section 5.1 on the insights gathered from this specific reaction, while the
conclusions thereof are discussed further in Section 5.2 in order to analyze the kinet-
ics and to propose a reaction mechanism. The crystal phase transition temperature
(Tpt) of the starting material djurleite will be of particular interest to explain the
reaction kinetics. In its first part, Section 5.3 on special conditions for the CE reac-
tion addresses this specific temperature region, while the second part introduces UV
light as a third reaction parameter to further manipulate the reaction.

It should be noted, that some data discussed hereinafter was also subject to
the publication of the author and colleagues, published in 2023 in the Journal ACS
Nano.[91]

5.1 Insights into the Cation Exchange Reaction

Key to a successful CE reaction is the size and shape retention of the starting crys-
tallites. Assuming the exchange is limited to only the cations, the change to the size
and morphology is expected to be minor, since the anionic part of the starting NCs
should remain relatively stable over the period of the reaction. The morphology
evolution of a CE reaction at 40 �C, i.e. below the phase transition temperature (Tpt)
of djurleite, is shown in Figure 5.1. The starting sample (Figures 5.1a–b) exhibited
the typical rod-like and faceted shape, as described in Section 4. Additionally, sam-
ples after one week (Figures 5.1c–d) and two weeks (Figures 5.1e–f) are shown, with
1.7 % and 2.6 % In incorporated, respectively. Generally, the NR shape was retained
in both samples, but the surface roughness increased with reaction time. After two
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FIGURE 5.1: TEM micrographs of (a–b) the Cu2-xS starting sample 270921-A for a CE reaction
at 40 �C with reaction times of (c–d) seven days with 1.7 % In incorporation and (e–f) fourteen

days with 2.6 % In incorporation.

weeks of continued exposure to the In precursor in the reaction solution, small is-
lands became visible on the surface, which could originate either from depositions
of incoming In or outgoing Cu.

FIGURE 5.2: (a) size distribution histograms of the CE reaction at 40 �C and (b) the mean
sizes of those three samples, all in corresponding colors to the same samples shown above

in figure 5.1.

The size distributions of these samples are shown in Figure 5.2. NRs consider-
ably diminished in length and width over the reaction time of two weeks. The size
decreased about 15.4 % in length and 16.7 % in width, from a length of 58.6± 3.0 nm
and a width of 26.4± 2.7 nm before the exchange to a length of 49.6± 2.4 nm and a
width of 22.0± 2.1 nm after fourteen days. An even decrease in particle length and
width with regard to the minor In incorporation over the extended reaction time
suggests either an unbalanced in- and out-flux of ions, or the etching of NRs due to
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FIGURE 5.3: TEM micrographs of a CE reaction at 120 �C with (a–b) the starting sample
270921-A, two intermediate samples with a reaction time of (c–d) 3 min and (e–f) 5 min, and
a fully exchanged sample after 60 min of reaction time, with the respective In incorporation

from EDX data in the top right corners.

the presence of trioctylphosphine (TOP) in the reaction solution. Even though TOP
is needed as a Cu extractant, if more Cu ions are extracted than In ions are incorpo-
rated into the lattice, particles could shrink over time as a result.

The morphology evolution of a CE reaction at 120 �C, above Tpt of djurleite, is
shown in Figure 5.3. After 3 min of reaction time, already 4.1 % In has been incor-
porated into the NRs, and 8.6 % after 5 min. Similar to the reaction at 40 �C, below
Tpt, the surface roughness increased. Further, it seems that the tips of the NRs have
been hollowed out partially, especially visible in Figure 5.3d. Small depositions in
the form of islands on the surface could be observed as well, apparent in Figure 5.3e.
In contrast to the CE reaction below the phase transition temperature, a full CE was
achieved with 28.6 % In. Surprisingly, the faceting of the starting sample returned
after the full CE was reached and the surface roughness vanished. Here, the mor-
phology was comparable to that of the starting sample. While the caveats at the
tips of the NRs disappeared after the full exchange, it could still hint at unbalanced
in- and out-fluxes of the incoming and outgoing ionic species. Alivisatos et al. dis-
cussed the necessary regimes for the Kirkendall effect, i.e. hollowing of NCs,[92] and
Mu et al. documented this for hollow CuInS2 nanodisks.[93] They stated, that surface
ligands must be displaced in order to adsorb the In precursor species, which acts
as an energetic barrier for the exchange process. This energy barrier can inhibit the
in-diffusion of In ions into the NC and lead to a higher out-diffusion rate of Cu ions
in respect to the in-diffusion of In ions. The size evolution can indicate, whether the
in- and out-diffusion rates were in balance during a CE reaction.

Figure 5.4 shows that NRs decreased in length and width, but not to the same
degree as after one or two weeks at 40 �C (see Figure 5.2). NRs decreased in length
from 58.6± 3.0 nm before the exchange to 55.3± 3.0 nm after 24 h reaction time and
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FIGURE 5.4: (a) Size distribution histograms of the CE reaction at 120 �C and (b) the mean
sizes of these samples, all in corresponding colors to the samples shown above in Figure 5.3.

from 26.4± 2.7 nm to 24.6± 1.4 nm in width after the CE. This is equal to a decrease
in length of 5.6 % and in width of 6.8 %, respectively. In part, this size decrease can
be explained by a lattice compression during the reaction. Along djurleite’s growth
direction, its a-axis, the anionic sublattice is made up of S2- layers with a distance of
3.36 Å.[82] Djurleite’s a-axis, coinciding with the wurtzite CuInS2 c-axis, has to com-
press by 4.2 % to match the S2- layer distance of 3.22 Å.[94] This matches the observed
decrease in length of 5.6 % well and supports the reduction in size due to a lattice
compression. By approximating the amount of atoms per NR before the reaction and
after the full exchange after 24 h the compression hypothesis could be supported.
The amount of atoms per NR was calculated with the product of the amount of
unit cells per NR and the amount of atoms per unit cell (the exact calculation can
be found in Appendix A.2.1). It resulted in values of the same order of magnitude,
with 2.1 · 106 ± 5.4 · 105 atoms before the exchange and 2.5 · 106 ± 4.4 · 105 after full
exchange, corroborating the lattice compression hypothesis. However, the lattice
compression along the b-axis from djurleite with 1.97 Å[82] to 1.95 Å[94] in wurtzite
CuInS2 only translates to a compression of 1.0 %, which is not supported by the
observed compression of 6.8 %. A full exchange at 120 �C was reached already after
60 min, but the reaction was allowed to proceed for 24 h, to observe long-term effects
of continued exposure to heat and the In precursor in the reaction solution. These
long-term effects on the particle size can be seen in Figure 5.4b. Even though the par-
ticle length decreased initially, it remained stable over the depicted 24 h, concurrent
with the hypothesized lattice compression, the particle width seemed to continually
decrease over time. In addition to trioctylphosphine oxide (TOPO) in the form of
the TOPO–InCl3 precursor, TOP, a soft Lewis base with h ⇡ 6 eV,[64] was present in
the reaction solution to help extract Cu+ ions, a soft Lewis acid with h = 6.25 eV.[63]

While tips of the NRs are terminated with S2- facets and relatively stable against
TOP, the sides are terminated with both Cu+ and S2- ions. With prolonged exposure
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of the NRs to TOP and TOPO, an etching of the sides seems reasonable. In combina-
tion with the high diffusion rate of Cu+ ions, it seems likely that additional Cu had
been extracted after the CE was completed, resulting in further width decrease over
prolonged exposure to the etching species in the reaction solution, as well as a slight
Cu-deficiency in the fully exchanged NRs.

FIGURE 5.5: Tauc plot, calculated
from the absorbance spectrum of the
60 min sample, depicted in Figure

5.6.

Here, an exchange is considered to be
complete, if the atomic composition of the
exchanged CuInS2 NRs is close to the stoi-
chiometric ratio of 25 % Cu, 25 % In and 50 %
S. Further evidence to support the claim of
full CE of the samples with stoichiomet-
ric (or In-rich) CuInS2 compositions with a
wurtzite structure, was the determination of
the band gap energy Eg. The Tauc method
assumes that the energy-dependent absorp-
tion coefficient A can be expresses as[95]

(A · hn)1/ f = B
�
hn � Eg

�
(5.1)

with the Planck constant h, photon frequency n and a constant B. The factor f de-
pends on the nature of the electron bands and possible electronic transitions. In case
of a direct transition, i.e. a direct semiconductor, f equals 0.5, an indirect transition
has a factor of 2.[95] CuInS2 is a direct semiconductor[72] with a calculated bulk band
gap energy of 1.45 eV[22] and experimental findings in literature of ⇠1.5 eV.[38,96,97]

The linear region in the Tauc plot in Figure 5.5 was fitted and extrapolated to de-
termine the x-axis intercept, denoting the band gap energy. This yielded a value of
1.45 eV, consistent with literature values.

Further evidence of fully exchanged NRs can be seen in the absorbance character-
istics and the diffraction patterns. The evolution of the UV-Vis-NIR spectra at a reac-
tion temperature of 150 �C is shown in Figure 5.6a. The starting Cu2-xS NRs featured
a strong absorbance in the near-infrared (NIR) region. Djurleite is a Cu-deficient
phase, which leads to an excess in free carriers in the valence band. The carriers can
be excited by the electromagnetic field to oscillate collectively. This localized surface
plasmon resonance (LSPR) is mostly controlled via the free hole density.[98] With on-
going CE and increasing In incorporation into the lattice, the LSPR band (observable
at wavelengths above 1000 nm) reduced in intensity and was almost completely sup-
pressed after 30 min, with an In incorporation of 24.6 %, and vanished after 60 min
of reaction time and an In incorporation of 25.2 %, i.e. complete exchange. While the
LSPR band disappeared with ongoing CE, a band edge feature appeared, with the
emergence after 7.5 min of reaction time at a wavelength of 755 nm, and continually
increased in intensity with time. This band edge feature is consistent with obser-
vations in literature of CuInS2.[99–102] By integrating the areas under the individual
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FIGURE 5.6: (a) Absorbance spectra of a CE reaction at 150 �C with reaction times from 3 min
to 60 min, with the starting sample in magenta and (b) powder diffractograms of the same
samples, with the reference patterns of djurleite PDF no. 00-023-0959 in magenta and of
wurtzite CuInS2 (calculated with Diamond 4.5 with lattice parameters from Pan et al.

[94],
see Table A.1 in Appendix A.2) in purple, with extended lines highlighting three distinct

reflections at 38.6�, 50.3� and 55.0� with Miller indices of (0 1 2), (0 1 3) and (1 2 2).

curves between 650 nm and 1600 nm, a linear trend could be observed in the area
decrease in the first 10 min of the reaction, while the fully exchanged samples after
30 min and 60 min do not follow this trend, as depicted in the appendix in Figure
A.4.

The crystallographic progress of the CE reaction at 150 �C is presented in Figure
5.6b with the diffraction pattern evolution. Corresponding in color to Figure 5.6a,
the starting sample in magenta matched the reference pattern of djurleite Cu1.94S
(PDF no. 00-041-0959), while the diffractogram with 25.2 % In, after a reaction time
of 60 min, in purple, matched the calculated reference pattern of wurtzite CuInS2

(calculated with Diamond 4.5 with lattice parameters from Pan et al.
[94]), indicat-

ing a full exchange based on the incorporated atomic amount of In, the quenched
LSPR, as well as the diffraction pattern matching wurtzite CuInS2. The transition
to CuInS2 was further considered a complete exchange, as no reflections that could
have been attributed to djurleite Cu1.94S remained after 60 min of reaction time. A
further transformation of the crystal phase, in which all Cu ions would have been ex-
changed with In ions, resulting in a In2S3 phase, was not observed and was also not
expected. Since djurleite and wurtzite CuInS2 share a hcp S2- anionic sublattice,[103]

but all three temperature-dependent phases of b-, a- and g-In2S3 have a ccp anionic
sublattice,[104,105] the transition from djurleite Cu1.94S to wurtzite CuInS2 is strongly
favored over the transition to In2S3. In case of the transition from low chalcocite
Cu2S to the low-temperature b-In2S3 phase, which is stable until 717 K,[105] the an-
ionic sublattice would have to switch from hcp to ccp, resulting in the shift of every
four out of six S2- layers of 58 % of a S–S distance.[106] The transition from djurleite to
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wurtzite CuInS2 was evident early in the reaction, after 3 min and 4.2 % In incorpo-
ration, with the appearance of the characteristic (1 2 2) reflection at 55�, originating
from wurtzite CuInS2. Further reflections emerged after 5 min of reaction time with
11.9 % In incorporated into the lattice, with the (0 1 2) and (0 1 3) reflections at 38.6�

and 50.3�, respectively, highlighted in purple in Figure 5.6b. All characteristic reflec-
tions from djurleite, as well as from wurtzite CuInS2, de- and increased in intensity,
but did not shift in position. If the underlying reaction mechanism was an alloying
process, In3+ ions would diffuse through the entire NR and gradually change the lat-
tice parameters, until the fully exchanged CuInS2 phase was reached. The constantly
changing lattice parameters would result in a continual shift of reflection positions,
which was not observable here. Rather, a core/shell or a Janus-type reaction mech-
anism seems likelier. In both instances, the crystal phases of the starting material
and of the exchanged phase would not mix, except at interface layers. Both crys-
tal phases would contribute to the measured diffractogram signal, but since the CE
reaction would not be accompanied by a gradual change in lattice parameters, but
instead of the presence of both phases in the NRs at the same time, the diffraction
pattern contribution of each phase would only change in reflection intensity, not in
reflection position. The intensity contribution of an individual phase is then propor-
tional to the amount of that phase in the individual NR, or in case of an ensemble
measurement, as it is presented here, in all NRs of the sample. The likely presence
of both crystal phases is indicated in the double peak in the 3 min sample (orange
diffractogram in Figure 5.6b), with the contribution of djurleite’s (0 8 0) reflection at
46.3� and the (1 2 0) reflection of wurtzite CuInS2 at 46.6�.

Further differences in intermediate samples with reaction conditions below and
above Tpt were investigated via EDX elemental mapping and are shown in Figure
5.7. Maps of a partially exchanged sample after two weeks of reaction time at 40 �C
revealed that the 2.6 % In in the sample in Figure 5.7b (In is represented in green) was
only present on the edges of the NRs, suggesting In could not diffuse into the volume
of the NRs and that only surface layers were transformed to CuInS2, as illustrated
in the sketch of Figure 5.7a. Figures 5.7d–f show elemental maps of intermediate
samples at a reaction temperature of 120 �C after 3 min (4.1 % In) and 5 min (8.6 %
In). In contrast to the sample under Tpt, samples over Tpt featured bands of In along
the short side of the NRs, suggesting that In ions were able to diffuse deeper than a
few surface layers into the volume of the rods. Both djurleite and wurtzite CuInS2

exhibit alternating Cu and S layers along the long axis of the NRs (a-axis of djurleite
and c-axis of wurtzite CuInS2, respectively). Considering the unusually high dif-
fusion constant of Cu in high chalcocite,[87] diffusion through the Cu layers along
the a–b-plane seems favored compared to the diffusion through the S layers along
the c-axis. This behavior has been observed in similar experiments in the literature
before.[107,108] The bands seem to increase in width with ongoing reaction time and
higher atomic amounts of In in the samples (compare Figures 5.7c–e), until In was
distributed homogeneously over the entire NRs in the fully exchanged sample with
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FIGURE 5.7: Schematic representation (top row) and the underlying EDX elemental mapping
images from high-resolution transmission electron microscopy (HRTEM) (bottom row) of
the differences in In incorporation into NRs (a–b) under Tpt at 40 �C after 14 d with 2.6 %
In incorporated and over Tpt at 120 �C after (c–d) 3 min (4.1 % In), (e–f) 5 min (8.6 % In) and
(g–h) 24 h (28.1 % In), with schematic representations of the exchange (a) at the surface and

(c, e, g) in the volume of the NRs.

28.5 %, suggesting the successful and complete transformation to CuInS2 under size
and shape retention of the original djurleite starting sample.

In order to confirm, that the In bands in Figures 5.7d–e were actually caused by
the CE and the transformation of the crystal lattice, and are not only due to surface
deposition of In, a HRTEM micrograph of the sample shown in Figure 5.7f was ana-
lyzed via FFT to determine the crystal phases. In order to differentiate between the
djurleite and wurtzite phase, the FFT of the micrograph shown in Figure 5.8a was
compared to the FFT of the circled area in that figure. By determining the differences
between the two FFTs (via the free and open-source graphics editor GIMP 2.10.12, for
details of the process see Appendix A.2.4), Figure 5.8b was obtained. Thus, reflec-
tions originating from djurleite could be excluded. The remaining reflections could
be matched to the wurtzite CuInS2 phase, with reflections matching Miller indices of
(0 0 2) and (0 2 0). Thus, the existence of a distinct wurtzite phase inside the djurleite
NR could be established.

In summary, the observation of the CE from djurleite to wurtzite CuInS2 revealed
the phase transition temperature (Tpt) to be of crucial significance to reach full ex-
change of the NRs. Above Tpt, NRs featured a mixture of djurleite and high chal-
cocite, a phase characterized by an unusually high Cu diffusivity.[87] Below Tpt, no
complete exchange could be observed and In was only detectable on the surface of
the NRs, with increasing surface roughness, likely caused by In depositions on the
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FIGURE 5.8: (a) TEM micrograph of the sample shown in Figure 5.7f, stemming from a CE
reaction with the starting sample 270921-A at 120 �C after 5 min of reaction time, with 8.6 %
In incorporated and (b) the FFT of the left image, representing the differences between the
entire image and the circled area in a, with arrows pointing towards the (0 0 2) reflections

with a d-spacing of 3.22 Å and the (0 2 0) reflections with a d-spacing of 1.69 Å.

surface as well as surface etching via the Cu-extracting agent TOP. Yet, the success-
ful CE to wurtzite CuInS2 could be demonstrated above Tpt under size and shape
retention, with compositions determined via EDX measurements of stoichiometric
ratios, or slightly In-rich compositions. The full exchange was further validated by
means of powder diffraction, showing only reflections corresponding to the wurtzite
phase, a quenched LSPR, typical for CuInS2, and the calculation of the band gap
energy, matching reports from literature of calculated and measured values. Fully
exchanged CuInS2 NRs were very stable in the reaction solution, even with long ex-
posure, and seemed only to decrease slightly in size, mainly due to the lattice com-
pression as a result of the transformation to the wurtzite lattice, featuring shorter S
layer distances along wurtzite’s c-axis. The transformation was characterized by the
formation of In bands along the short axes of the NRs and was likely due to the in-
creased Cu diffusion rate in the Cu layers, coinciding with the a–b-plane of the NRs,
and proceeding comparably slow along the c-axis.

In the following section, the CE reactions are presented in a broad temperature
region, in order to elucidate the significance of the phase transition from djurleite to
a mixture of djurleite and high chalcocite, and the impact on the kinetics of such a
reaction. From this, a CE mechanism shall be proposed.

5.2 Kinetics and Diffusion Mechanism

In order to analyze the CE reaction progress from djurleite to wurtzite CuInS2 in
greater detail, the shift in atomic percentages of Cu, S and In during the CE reactions
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FIGURE 5.9: Progress of In incorporation into NRs during CE reactions, represented by the
varying atomic percentages of Cu (black squares), S (blue triangles) and In (red circles),
collected in a SEM via EDX measurements of ensemble samples from CE reactions below
Tpt at (a) 40 �C, (b) 60 �C, (c) 70 �C and (d) 80 �C, and above Tpt at (e) 110 �C, (f) 120 �C, (g)
130 �C, (h) 140 �C and (i) 150 �C; with interrupted abscissas in b and e–i and insets in those
plots to show the reaction progress to scale. The presented data originates from experiments
carried out with the two starting samples 270921-A and -B. Some reaction conditions have
been duplicated in order to establish the reproducibility of the experiments, hence some

plots show two data points for each element at certain reaction times.

was tracked and probed ex situ at various temperatures below and above the phase
transition temperature (Tpt) by collecting EDX data from ensemble samples.

Figure 5.9 shows the evolution of the atomic compositions of CE reactions be-
tween 40 �C and 150 �C. A linear rise of the In incorporation with time was ob-
servable in all samples. In samples under Tpt a saturation of the In incorporation
manifested below the expected value of 25 % for fully exchanged and stoichiometric
CuInS2 NRs. After 47 d at 40 �C the In amount was at 7.1 %, and at 5.8 % and 8.8 %
after 24 h at 70 �C and 80 �C, respectively. The CE reaction at 60 �C did not seem to
be saturated at the longest observed reaction time of 72 h. In reference to the find-
ings in Section 5.1, relating to the elemental mapping, In seemed only to be present
near the surface of the NRs in the samples under Tpt (see Figure 5.7b). By estimating
the fraction of one or more layers of surface atoms in relation to the total amount
of atoms per NR, the measured atomic percentages of In led to conclusions about
the diffusion depths of In3+ during the CE and the amount of layers that might have
been exchanged in the process. An average NR of the starting sample 270921-A con-
tained 2.1 · 106 atoms, with 8.2 % of atoms in the first layer, 15.9 % in the second and
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FIGURE 5.10: Progress of the Cu, In and S incorporation into NRs during CE reactions at
40 �C. Reactions have been carried out with the same parameters and four different starting

samples, identified by the four data point shapes.

23.3 % in the third (see calculations in Appendix A.2.3). In a perfectly exchanged
and stoichiometric surface layer of CuInS2, one of every four atoms would be In,
which would contribute to the EDX signal. So if, for example, a given sample was
made up of 5.8 % In, and it was assumed that the detected In signal originated only
from surface layers composed of stoichiometric CuInS2, the proportion of atoms in
that surface phase must be four times the atomic amount of In. A CuInS2 shell con-
taining 4 ⇥ 5.8 % = 23.2 % of the total amount of atoms in a NR is approximately
equivalent to a CuInS2 phase with a depth of three surface layers, very close the the
calculated value of 23.3 % for the surface fraction of three layers. An In saturation
of 7.1 % would equal a surface fraction of 28.4 %, and matched the calculated value
of 30.3 %, corresponding to four exchanged surface layers. The In saturation of the
CE reaction at 80 �C even suggested an extent of the exchanged surface phase of five
layers. Replications of a CE reaction at 40 �C (see Figure 5.10) with the same con-
ditions but different starting samples supported the previous observations. The In
incorporation in all samples at 40 �C was consistently linear in the first seven days
of the reaction, and the atomic amounts were consistent as well. Between nine and
eighteen days of reaction time the conformity of the incorporated In amount for a
given reaction time varied slightly more between individual starting samples, but
was still in close agreement. The variation could either be a result of different dif-
fusion depths at a given time, or due to the different sizes of the starting samples.
A smaller NR will have more atoms on its surface in relation to its volume, com-
pared to a larger NR. Thus, for the same amount of exchanged surface layers, the
amount of In would be higher in a small NR, compared to a larger one. Moreover,
the variation could be an indicator for the onset of the saturation regime.
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In conclusion, the CE at reaction conditions below Tpt seemed to follow a core/
shell mechanism, in which only surface layers were exchanged to CuInS2. The reac-
tion seemed to self-limit before a full exchange could be reached, and a shell with a
depth of only three to five layers was exchanged, before the CE converged.

In contrast, all experiments above Tpt resulted in fully exchanged samples with
atomic amounts of In between 24.8 % and 29.0 %. Atomic amounts above 25 % are
not uncommon and it is well documented in the literature, that CuInS2 can tolerate
off-stoichiometry and In-surpluses well.[72,109–111] Even with long exposures of the
NRs to a surplus of In in the reaction solution at elevated temperatures, the compo-
sition remained stable and close to stoichiometric CuInS2. As predicted, the shared
anionic hcp sublattice prevented a further exchange to In2S3, even after three days
of reaction time at 150 �C.

FIGURE 5.11: In incorporation of a CE
reaction at 40 �C with data points origi-
nating from a reaction with the regular In
precursor concentration in red, and a CE
reaction with the same reaction parame-
ters, except a threefold increase in In pre-
cursor concentration (in dark red), with
linear regressions to illustrate the linear
behavior, with coefficients of determina-
tion of 0.95 for the regular reaction and
0.97 for the reaction with three times the

amount of In precursor.

A consistently observable trend in
all CE reactions was the linear rise in
In incorporation. Reactions with rates
independent of the precursor concen-
tration, here the In concentration ex-
pressed as [In], typically follow a rate
law of zero order[45]

�d [In]
dt

= k (5.2)

with the rate constant k. In order to
support the hypothesis, that this CE re-
action indeed follows a zero order rate
law, a linear rise in In incorporation
should still be observable for conditions
with increased precursor concentration
in the reaction solution. And indeed,
Figure 5.11 demonstrates the linear be-
havior of the In incorporation, regard-
less of the In precursor concentration.
Yet, the increased concentration also led
to an increased slope of the linear regression (dark red) in Figure 5.11. This
concentration-dependence suggests no real zero order reaction rate. More likely, the
reaction is limited by the incorporation of In into the NRs. Nevertheless, a higher
In precursor concentration affected the reaction rate and accelerated the cation ex-
change. Since the rate of In incorporation is relatively slow, and In is present in a
large excess in the reaction solution, the In concentration can be approximated as
constant. Thus, the reaction should more aptly be described as pseudo-zero order
by[45]

�d [In]
dt

= k
0 (5.3)
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with the new rate constant k
0 = k [In], and with k

0 � k.
By fitting the linear regions of the In incorporations, presented in Figure 5.9,

rate constants could be extracted from each individual reaction temperature between
40 �C and 150 �C. The temperature-dependence of the rate constants k(T) can be
described as[45]

k(T) = Fe
�Ea
RT (5.4)

with the reaction temperature T, a pre-exponential factor F, the activation energy of
the reaction Ea and the universal gas constant R. By taking the natural logarithm,
Equation 5.4 can be expressed as[45]

ln k =
�Ea

R

✓
1
T

◆
+ ln F (5.5)

which has the form of a typical linear equation y = mx + b. Thus, the slope of the
natural logarithm of the rate constants plotted against the inverse reaction tempera-
ture yields the activation energy. This plot is commonly referred to as an Arrhenius
plot. The Arrhenius plot obtained from the data shown in Figure 5.9 is presented in
Figure 5.12. The linear regressions to determine the individual rate constants were
only obtained from the linear regions of each data set. Regions of saturation were ex-
cluded from these calculations, as they would have skewed the results. As detailed
previously in Section 5.1, the CE reactions were strongly influenced by the phase
transition temperature (Tpt) and it stands to reason to fit regions below and above
the phase transition temperature separately, determined by DSC measurements to
an average of 87.5± 1.1�C. This resulted in an activation energy for CE reactions
conducted below Tpt of 128± 24 kJ mol�1, while the activation energy above Tpt

was determined to be 37 kJ mol�1 lower, with 91± 10 kJ mol�1. The hypothesis of
an influence of Tpt was further corroborated by the point of intersection of the two
linear regression curves at 0.002 73 K�1, which is equal to 93.2 �C and is thus in good
agreement with the experimentally determined phase transition temperature.

Kawai and Okamoto calculated the activation energy for the motion of Cu vacan-
cies as 0.24 eV[86] (23.2 kJ mol�1). Since the activation energy in the present work was
calculated based on the diffusion of In3+ ions with an ionic radius of 62 pm,[112] com-
pared to the slightly smaller radius of Cu+ with 60 pm,[112] it stands to reason that
a larger ionic radius would inhibit the diffusion via interstitials or vacancies more
than a smaller ionic radius would, resulting in a higher activation energy. But more
importantly, the difference between the calculated activation energy and the energy
calculated for the motion of Cu vacancies could indicate that the diffusion itself may
not actually constitute the rate-limiting step of the CE reaction (further discussion on
the rate-limiting step follows below). Differences in the activation energies suggest
that the phase transition from djurleite to a mixture of djurleite and high chalcocite
above Tpt indeed led to higher Cu+ ion mobilities, and thus likely higher In3+ mo-
bilities as well. And even though djurleite is already a Cu-deficient copper sulfide
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FIGURE 5.12: Arrhenius plot to determine the activation energies of the CE below and above
Tpt. Rate constants were obtained from linear regressions of the EDX data presented in
figure 5.9. The rate constants were plotted and the slopes of the individual linear regres-
sions were proportional to the activation energies. The activation energy below Tpt was
128± 24 kJ mol�1 (linear regression line in red, extended with dots to visualize the intersec-
tion), the activation energy above Tpt was 91± 10 kJ mol�1 (linear regression line in blue).

The point of intersection was at 0.002 73 K�1, which equals 93.2 �C.

phase with eight vacancies per unit cell[74,113] at conditions below Tpt, the phase tran-
sition to high chalcocite accompanied by high Cu diffusivities[82,114] still resulted in
a distinctly different reaction outcome. Therefore, the differences can not only be
explained by varying amounts of vacancies below and above Tpt.

Figure 5.13a illustrates the observed behavior during CE reactions schematically.
Below Tpt, only surface layers are exchanged to CuInS2, while at reaction temper-
atures above Tpt, bands of CuInS2 emerged along the short axis of the NRs, which
grew in size along the long axis of the NRs until the CE was completed. This evo-
lution during the CE can be explained with the crystal structures of the involved
species. All phases share a similar anionic sublattice: Djurleite has a distorted hexag-
onally close-packed (hcp) sublattice,[82] while high chalcocite and wurtzite CuInS2

both have a hcp S2- sublattice.[115,116] The exchange via a shell formation is possi-
ble, as well as favored, from the side of the NRs at conditions below Tpt, because
djurleite and wurtzite only have a small mismatch of the ABAB stack of S layers
along djurleite’s a-axis of 1.0 %, while the mismatch between high chalcocite and
wurtzite is slightly larger with 4.6 % along the b-axis (illustrated by the red lines
in Figure 5.13). The lattice mismatch does not intrinsically inhibit the formation of
a CuInS2 shell for temperatures above Tpt, but as will be shown in the following,
other factors promote the CE inside the NRs more. The diffusion of In3+ ions from
the side of the NRs is further favored, compared to the tips, as large ligands with
steric hindrances employed in the reaction, i.e. TOP, TOPO and tert-dodecanethiol,
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can pack denser on curved surfaces, like the NR tips, compared to the less densely
packed sides, which are then more accessible for the In-precursors to adsorb on the
surface.[108] For temperatures above Tpt, the observed formation of wurtzite bands
along the short side of the NRs coincides with the b–c-plane of high chalcocite, which
features partially occupied Cu lattice sites, denoted by partially filled spheres in Fig-
ure 5.13b. The diffusivity along this plane has been described in literature as liquid-
like[87] and thus strongly promotes the diffusion of In3+ ions inside the Cu plane
(b–c-plane), compared to the diffusion through the S planes, along the c-axis. This
in-plane diffusion has also already been reported in literature.[108,117–121] Addition-
ally, after the diffusion of the first In3+ ion into a djurleite NR to an energetically
favorable lattice site for the initial exchange, the formation of one reaction front in
the NR minimizes the interfacial area with the non-exchanged phase of the NR.[118]

This is further justified by the higher self-diffusivity of In3+ ions inside the wurtzite
phase due to the ion’s lower coordination, compared to it in the djurleite or high
chalcocite phase, promoting the formation of one band of CuInS2 per NR.

In order to determine the rate-limiting step of the CE reaction, the activation en-
ergy, i.e. the sum of the formation energy of the species diffusing into the NR and the
energy barrier of its migration, must be evaluated. While CE reactions with a diffu-
sion mechanism based on interstitial sites feature activation energies typically in the
range of 30 kJ mol�1 to 40 kJ mol�1,[123] a vacancy-mediated diffusion mechanism is
usually in the order of 100 kJ mol�1.[23] With the determined activation energies of
128± 24 kJ mol�1 and 91± 10 kJ mol�1 below and above Tpt, respectively, a vacancy-
mediated diffusion mechanism seems likely. The rate-limiting step is then either the
creation of more vacancies, because the initial amount was too low in the NRs to
drive the CE, or the energy barrier of diffusion via vacancies itself. As only surface
layers were exchanged below Tpt, the diffusion of In3+ ions must be limited. Above
Tpt, and with the emergence of high chalcocite, the diffusivity through the Cu layers
increased, while the diffusion through the S layers was slow in comparison. Since
djurleite was still present in the NRs above Tpt, an activation energy reduction of
37 kJ mol�1 seems reasonable. But with only eight Cu vacancies per 376 atoms in
the djurleite unit cell[103] and no vacancies in the high chalcocite Cu2S unit cell, the
creation of additional vacancies must be the rate-limiting step.

5.3 Special Conditions for Cation Exchange Reactions

The following section aims to examine special conditions for the CE reaction from
Cu2-xS to CuInS2. The kinetics have been discussed above, postulating the phase
transition temperature (Tpt) as a key factor in guiding the exchange of either surface
layers, or the entire volume of NRs during the exchange. In Section 5.3.1 special
attention is payed to the threshold temperature right at Tpt, at which the djurleite
phase transforms to a mixture of djurleite and high chalcocite. Section 5.3.2 then
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FIGURE 5.13: (a) Schematic of the NR evolution during CE reactions below and above Tpt.
Only some surface layers of the djurleite crystal phase ( 1�) were transformed to the wurtzite
CuInS2 phase ( 3�) below Tpt, while the CE above Tpt resulted in the crystal phase transfor-
mation into a mixture of djurleite and high chalcocite ( 2�) and proceeded via the forma-
tion of wurtzite CuInS2 bands. (b) Comparison of the three above mentioned crystal struc-
tures (blue spheres represent Cu, yellow represents S and purple In) with 1� one unit cell
of djurleite, and 4 ⇥ 4 unit cells of 2� high chalcocite (with partially filled blue spheres, rep-
resenting the partial occupations of the respective lattice site) and 3� wurtzite CuInS2 (with
two-colored spheres representing the statistical occupation of all lattice sites with either Cu
or In with a probability of 50 %[122]). The correlation of the anionic S sublattice is illustrated

by the two red horizontal lines.

introduces an entirely new parameter, in addition to time and temperature, to influ-
ence the reaction outcome, by studying the CE under exposure to ultraviolet (UV)
light.

5.3.1 Cation Exchange Near the Phase Transition Temperature

The study of the CE from Cu2-xS to CuInS2 revealed the crucial role of the phase
transition temperature on the phase transition and the associated difference in the
diffusion of In3+ ions inside the NRs. DSC measurements determined the average



5.3. Special Conditions for Cation Exchange Reactions 47

phase transition temperature to 87.5± 1.1�C, while the Arrhenius plot suggested a
phase transition temperature of 93.2 �C. In order to study the CE at the threshold of
the phase transition, a CE temperature of 90 �C was chosen.

FIGURE 5.14: TEM micrographs of (a–b) the starting sample 160419-A, and of samples after
a CE reaction at 90 �C after (c–d) 90 min with 1.8 % In, (e–f) after 18 h with 3.9 % In and after
24 h with 24.7 % In, (i) with the size distribution histograms of the four samples and (j) the

mean sizes in corresponding colors.

TEM micrographs in Figure 5.14 revealed a morphology evolution similar to that
observed for samples above Tpt, as shown in Figure 5.3. As observed before (see Fig-
ure 5.3), the surface roughness of the NRs increased with ongoing reaction time, but
regained smooth and faceted surfaces after 24 h of reaction time with 24.7 % In, indi-
cating a full and successful exchange to CuInS2. Similarly, the average NR length
decreased from 74.8± 3.8 nm before the reaction to 72.1± 4.5 nm after 24 h. The
width decreased marginally from 35.8± 2.7 nm to 35.3± 2.7 nm, within the margins
of error. The decrease in length was in line with the expected anionic lattice com-
pression of 4.2 % along the a-axis of djurleite. The S layers along djurleite’s b-axis
had to compress 1.0 %, matching the observed width decrease of 1.4 %. In contrast
to reactions above Tpt at 120 �C (see Figure 5.4), which yielded fully exchanged NRs,
the width did not decrease beyond the expected value of the lattice compression for
the reaction at 90 �C. One reason could be milder reaction conditions, impeding the
extraction of Cu+ ions by TOP and TOPO.

During reaction times up to 6 h, the In incorporation into the NRs (see Figure
5.15a) proceeded linearly, as with all other observed experiments. Between 18 h and
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FIGURE 5.15: Evolution of (a) the atomic composition of Cu (black cubes), In (red circles)
and S (blue triangles), (b) the powder diffraction patterns with reference patterns of djurleite
(PDF no. 00-023-0959) in magenta, with lines extending characteristic reflections at 37.6�,
46.3� and 48.7� with Miller indices of (8 0 4), (0 8 0) and (12 0 4), respectively, and of wurtzite
CuInS2 (calculated with Diamond 4.5 with lattice parameters from Pan et al.

[94], see Table
A.1 in Appendix A.2) in purple, with extended lines highlighting three distinct reflections
at 29.9�, 50.3� and 55.0� with Miller indices of (0 1 1), (0 1 3) and (1 2 2), respectively, and (c)
the absorption spectra of the djurleite NR starting sample 160419-A and from samples of the

CE reaction at 90 �C between 30 min and 24 h.
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22 h the linear increase of the In atomic amount stagnated and a saturation of ap-
proximately 8 % In incorporation set in. However, between 22 h and 24 h the In
incorporation jumped from 9.3 % to 24.7 %, indicating a full exchange to CuInS2. In
fact, the composition after 24 h is almost perfectly stoichiometric with Cu1.04In1.00S2.
Such a rapid increase of In, deviating from the typical linear increase of In incorpora-
tion, has not been observed under any other reaction conditions. This feature seems
unique to the volatile conditions at the phase transition temperature (Tpt).

The evolution of the powder diffraction pattern, shown in Figure 5.15b, featured
only reflections associated to the starting phase of djurleite until a reaction time of
6 h with In amounts of 3.9 %. No reflection shifting could be observed, clearly visible
at the marked reflection positions of 37.6�, 46.3� and 48.7�. Unchanging reflections
positions reinforces the assumption, that In3+ ions did not diffuse into the volume
of the NRs under Tpt, but rather exchanged only a few surface layers. As explained
before, two distinct crystal phases of djurleite and wurtzite in individual NRs result
in a superposition of two sets of reflections, relating to the two phases, while an al-
loying process would result in a constant shifting of reflection positions, due to a
constant shift in lattice parameters. After 18 h of reaction time, reflections matching
to wurtzite CuInS2 emerged and characteristic wurtzite reflections emerged, e.g. at
26.4�, 27.7�, 29.9� and 50.3�. In addition, double peaks formed, relating to djurleite
and wurtzite, for example between 46� and 47�. The emergence of wurtzite re-
flections coincides with the onset of the In incorporation and hence the saturation
thereof. The saturation could indicate, that the highest possible amount of surface
layers had been exchanged, constituting a sufficient layer thickness of the wurtzite
phase, to contribute to the diffraction signal.

The absorbance spectra in Figure 5.15c somewhat support this reasoning. The
steady incorporation of In into the surface layers of the NRs increasingly suppressed
the LSPR, until it fully disappeared after 24 h of reaction time. In addition, the van-
ishing of all djurleite reflections from the diffractogram of the 24 h suggest a full
exchange to wurtzite CuInS2. In accordance to the emergence of wurtzite reflections
in the diffractograms, an absorption shoulder at 750 nm appeared (close to the shoul-
der observed in Figure 5.6 at 755 nm), suggesting a substantial amount of CuInS2 in
the partially exchanged NRs.

The amount of In was related to its occurrence in the NRs via elemental mapping.
Figure 5.16a reveals, that after 90 min reaction time, in the regime of linear increase
of the atomic In amount in the particles, In was only present on the surface of the
NRs. Surprisingly, in the regime of In saturation, after 18 h of reaction time with
8.1 % In, some NRs featured surface depositions of In (Figure 5.16b), while others
exhibited Janus-like distribution of In, forming bands likely comprised of wurtzite
CuInS2, so far only observed with reaction temperatures above Tpt.

This concurrent occurrence of the two earlier proposed reaction mechanisms for
below and above Tpt, self-limited CE of several NR surface layers and diffusion into
the NR volume with the formation of wurtzite bands along the short particle axes
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FIGURE 5.16: EDX maps visualizing the progress of In incorporation into djurleite NRs dur-
ing a CE at 90 �C. Intermediate samples after (a) 90 min and (b) 18 h of reaction time, and (c)

a fully exchanged sample after 24 h, with Cu represented in red and In in green.

resulting in fully exchanged NRs, respectively, seems to be unique to the very small
temperature region below and at Tpt. It seems likely that NRs were in the djurleite
phase, as the CE reaction proceeded in the typical linear fashion of In incorporation
and reached the saturation regime, characteristic of the self-limiting exchange of sur-
face layers to the wurtzite phase. But as the final product of the reaction after 24 h
was made up of only fully exchanged NRs, confirmed by the stoichiometric compo-
sition via EDX, the diffraction pattern with reflections relating only to the wurtzite
phase, and the complete suppression of the LSPR in the absorbance spectrum, it
seems plausible that the NRs could have transitioned spontaneously to a mixture of
djurleite and high chalcocite towards the end of the saturation regime, in order to
reach full CE.

5.3.2 UV Light Influence

It was shown that the phase transformation of djurleite had a key role in the CE
mechanism. Tao et al. could show that a phase transformation could also be in-
duced by tuning the carrier concentration from low chalcocite to high chalcocite.[124]

This phenomenon could also be observed in the case of djurleite NRs. Figure 5.17
demonstrates that the FFTs on the right of the real space images on the left change
with increasing electron beam dose. This process was reversible and reproducible.
In theory, electron beam illumination could lead to "ionization, heating, electrostatic
charging and knock-on damage"[124] in a crystal. But the publication could rule out
ionization as the cause for the phase transformation, since they observed no differ-
ences in the fine structures of the Cu-L edges in the low and high chalcocite phases
in electron-energy-loss spectra. Moreover, heating as a result of the electron beam
exposure was also eliminated, due to the reversible and oscillatory nature of the
transition. The knock-on damage was assumed to have, if any, only a minor effect
on the phase transition. Therefore, it was concluded that the reason for the observed
phase transition must be induced by electrostatic effects.[124]
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FIGURE 5.17: (a, c, e) Sample 160419-A was observed in the HRTEM under increasing elec-
tron beam doses from a to e, with (b, d, f) the corresponding FFTs to the micrographs on the

left.

Electron illumination of a sample generates secondary and Auger electrons,
which exhibit different escape depths, depending on the material properties. Semi-
conductors, e.g. low chalcocite and djurleite, have lower escape depths, compared
to insulators, like high chalcocite. As a result of the escaping electrons, electron holes
are left in the NCs, which would either accumulate on the surface of semiconduct-
ing NCs, or in the insulating case would be distributed in the entire volume of a NC.
This renders the insulating high chalcocite phase energetically favorable in the case
of high electron beam doses, and can induce a phase transition to high chalcocite
below its phase transition temperature (Tpt).[124]

For a more practical experimental setup, the electron beam was to be substi-
tuted with a light source. In order to still excite enough charge carriers to promote
the above-mentioned phase transition, electromagnetic waves must carry energies
above that of the band gap energy of a given semiconductor. If an incident electro-
magnetic wave is of sufficient energy, an electron can be excited from the valence
into the conduction band, generating an exciton, i.e. an excited electron and a hole.
Djurleite has a reported band gap between 1.2 eV to 2.2 eV.[78,125–127] Therefore, UV
light with a wavelength of 365 nm and an energy of 3.4 eV—above djurleite’s band
gap energy—was chosen and a reactor holding four 9 W UV lights (see Appendix
A.2.5 for details) was built.
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FIGURE 5.18: In incorporation into the djurleite NR starting sample 160419-A, with reaction
temperatures of (a) 40 �C, (b) 60 �C, (c) 80 �C, (d) 120 �C, (e) 140 �C and (f) 160 �C. The refer-

ence experiments are plotted in dark grey and the UV illuminated experiments in yellow.

CE reactions were carried out in the same fashion as experiments described be-
fore, with the addition of UV light as a third parameter to time and temperature.
In order to eliminate any other possible influences on the reaction outcome, experi-
ments were divided into a UV illuminated and a reference group under previously
used ambient light conditions. UV illuminated experiments of any time and tem-
perature always entailed a reference experiment with the exact same djurleite NR
starting sample and In precursor solution.

Figure 5.18 shows the In incorporation into djurleite NRs from 40 �C to 160 �C,
i.e. three experimental conditions below and three above Tpt. The UV illuminated
experiments exhibited differences, but also similarities to the reference experiment.
Similarities could be observed, firstly, in the typical linear In incorporation at early
reaction times; and secondly, in the saturation of In incorporation below 25 % below
Tpt and close to 25 % above Tpt. Here, all experiments at 120 �C, 140 �C and 160 �C
showed a saturation approximately between 23 % and 27 %. (Steps in the data in
Figures 5.18d–e are due to data points stemming from two experiments, sometimes
resulting in slightly varying atomic amounts in samples, even under the exact same
conditions.) Differences between the UV illuminated and reference experiments are
reflected in the In incorporation below djurleite’s phase transition temperature. It
appears, as if more In was incorporated into the NRs in the UV illuminated exper-
iments at any given time at 40 �C, 60 �C and 80 �C (Figures 5.18a–c). Since these
differences were observed in all three cases and were consistent in all conducted
experiments below Tpt, an effect of the UV light exposure on the kinetics seems
plausible. No significant difference in In incorporation was discernible above Tpt
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FIGURE 5.19: TEM micrographs of samples from CE reactions at 40 �C, with (a) the reference
experiment after 7 d and (b) after 14 d reaction time, and (c) the UV illuminated experiments

after 7 d and (d) after 14 d reaction time.

(Figures 5.18d–f). In contrast to earlier experiments, the CE at 80 �C likely resulted
in fully exchanged NRs for the UV illuminated and the reference experiments alike.
Even though the saturation was around 21 % in the reference experiment, the sat-
uration remained consistent over 27 h, suggesting a slightly under-stoichiometric
CuInS2 phase as the final product. This could also indicate, that the phase transition
temperature in this particular NR sample was closer to 80 �C, compared to previ-
ously studied samples. The largest difference between the UV and reference experi-
ment was apparent at 40 �C. After 288 h (12 d) of reaction time, an In saturation likely
set in with 8.6 %, while the UV illuminated reaction yielded an In incorporation of
38.5 %. This value seems high, even considering the ability of wurtzite CuInS2 to
tolerate off-stoichiometry.

TEM micrographs from samples of the experiment at 40 �C carried out with and
without UV illumination provide insight into the reason for the unexpectedly high In
incorporation. The morphologies of the unlit samples (Figures 5.19a–b) were typical
for reaction times of these durations. The surface roughness increased with ongoing
reaction time, comparable to the CE reaction also carried out at 40 �C, discussed be-
fore in reference to Figure 5.1. Even with continually increasing surface roughness
over a period of two weeks, the rod-like shape was still apparent. In contrast, the NR
shape was considerable corroded over time in the UV illuminated samples (Figures
5.19c–d). After one week of UV light exposure, rod-like shapes were still present,
albeit severely deformed. And after two weeks of reaction time under UV light, no
rod-like shape could be discerned. This could indicate, firstly, that the anionic sub-
lattice was either rearranged or completely broken up after two weeks of continued
exposure to UV light; and secondly, that surface ligands have been either partially
removed, damaged or completely destroyed, rendering their functionality to stabi-
lize NRs void. In any case, this reaction outcome did not meet the criteria for a
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successful CE and will not be considered as such. Yet, in case of the UV illuminated
experiment exposed for 7 d, the structure of the anionic sublattice was seemingly
retained and can be considered a successful partial CE. But the TEM micrographs
suggest, that the exposure to UV light limits the longevity of NRs considerably.

Likewise to previously observed experiments, EDX data featured a some lin-
ear behavior of the In incorporation. By fitting the linear regions, rate constants
could be determined and plotted. The resulting Arrhenius plots from the reference
experiments and the UV illuminated experiments are shown in Figure 5.20. Since
the exposure to UV light had—albeit a small—effect under djurleite’s phase transi-
tion temperature, data points below and above Tpt were again fitted individually,
to reveal possible different activation energies. And indeed, these Arrhenius plots
generally resemble characteristics observed previously in Figure 5.12, with different
slopes above and below Tpt. The fits of the linear regressions from the reference ex-
periment in Figure 5.20a intersect at 0.002 80 K�1, translating to 84.1 �C. In case of
the UV illuminated experiment, the intersection was at 0.002 75 K�1, which equals
91.1 �C. Both values are consistent with the previously determined phase transition
temperature from DSC measurements of 87.5± 1.1�C and 93.2 �C from the intersec-
tion of the Arrhenius plot in Figure 5.12. Thus, the results from Figure 5.20 can be
considered reliable to some degree.

FIGURE 5.20: Arrhenius plot of (a) the
reference experiments with linear re-
gressions below Tpt in dark grey and
above Tpt in light grey, and (b) the UV
illuminated experiments with linear re-
gressions below Tpt in orange and above
Tpt in yellow, with extended dashed
lines to visualize the points of intersec-

tion.

In regard to the effect of UV light ex-
posure, the calculated activation ener-
gies are lower, both for below and above
Tpt. However, the magnitude of the ef-
fects are minor. The difference in acti-
vation energy between the UV-exposed
and reference experiment are 9 kJ mol�1

below Tpt (UV: 112± 35 kJ mol�1; refer-
ence: 121± 21 kJ mol�1). Above Tpt, the
difference amounted to only 5 kJ mol�1,
with 80± 1 kJ mol�1 in the UV illumi-
nated case, and 85± 3 kJ mol�1 in the
case of the reference experiment. The
small difference above Tpt is plausible,
since the desired effect of illumination
with UV light was to trigger a phase
transition below Tpt, and as such, the ef-
fect of UV illumination above Tpt should
be negligible, since the phase transi-
tion would have already been induced
thermally anyway. But even though
the difference in activation energy be-
tween the UV and reference experiment
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is marginally higher below Tpt with 9 kJ mol�1, compared to 5 kJ mol�1 above Tpt,
the consideration of the margins of error, which are rather high in some cases, calls
the effect of UV exposure into question.

Yet, an argument in favor of an effect of UV light exposure could be made as
well. Let it be supposed, that the exposure of a CE reaction with UV light triggered
a phase transition of djurleite below its usual Tpt. As a result, the activation energy
would be lowered, compared to no exposure with UV light, but—importantly—no
difference would be observable above Tpt, since the phase transition would already
have occurred due to the passing of the phase transition temperature. Hence, the
difference of activation energies between the two experiments should only be af-
fected by the lowering of the activation energy below Tpt in the UV experiment. For
the purpose of clarification, let DEa be the difference of activation energies between
the activation energy below Tpt, Ea#, and the activation energy above Tpt, Ea"

DEa = Ea# � Ea". (5.6)

As a result, the difference of activation energies of the UV-exposed experiment is
DEa,uv = 32 kJ mol�1. In line with this reasoning, the effect of the UV light exposure
can be calculated by the differences of activation energies

DEa,ref � DEa,uv = 36 kJ mol�1 � 32 kJ mol�1 = 4 kJ mol�1. (5.7)

Even though the effect seems minor, the previously presented data could support
these findings: The calculated activation energies in the previous section were Ea# =

128 ± 24 kJ mol�1 and Ea" = 91 ± 10 kJ mol�1, with a difference DEa = 37 kJ mol�1.
In case of the reference experiment presented in this section, the difference was very
similar with DEa = 36 kJ mol�1. The calculation of the activation energies rely on a
large amount of data. Since the differences in activation energies are an almost exact
match, these experiments constitute a solid experimental reproduction and support
the previous findings. Following this argument, the small difference in activation
energy between the non-illuminated and the UV experiment could indeed indicate
an actual effect and the measurable reduction of the activation energy below Tpt as
a result of UV light illumination.

Since arguments could be presented for and against the existence of an effect
from UV light exposure on the CE reactions, no final conclusion can be drawn from
the presented data. Uncertainty regarding the existence of the effect of UV light to
trigger a phase transition below Tpt remains, as some experiments could not even
reproduce the observed differences in In incorporation between the UV and the ref-
erence group.
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Chapter 6

Summary

This work set out to examine the cation exchange (CE) from Cu2-xS to wurtzite
CuInS2 in anisotropic nanocrystals (NCs). Slightly Cu-deficient djurleite nanorods
(NRs) were chosen as an exemplary system. Djurleite NRs could be synthesized in
a highly reproducible manner, yielding rods with aspect ratios of 2.1, with faceted
surfaces and a hexagonal prism morphology. The crystal structures were consistent
between individual NR batches and had comparable stoichiometries. This confor-
mity allowed the treatment of all djurleite NR starting batches for subsequent CE
reactions as interchangeable, without the need to differentiate between individual
batches to justify certain reaction outcomes. Copper sulfide has a complex phase di-
agram and features a phase transition of bulk djurleite at 93 �C.[76,82,85,86] The phase
transition temperature (Tpt) could be specified for djurleite NRs at a slightly lower
temperature of 87.5± 1.1�C, and resulted in a phase transition from djurleite to a
mixture of djurleite and high chalcocite. This phase transition distinctly affected the
kinetics and exchange mechanism of the reactions.

CE reactions were studied in a wide parameter range, from 40 �C to 160 �C, with
reaction times between one minute and 47 days. Below Tpt, no full exchange could
be observed. The atomic amount of In converged towards a saturation value, and In
could only be detected at the surface of the NRs. The process was self-limiting in na-
ture and resulted in the exchange of only approximately the first five surface layers.
NRs were continuously etched with ongoing reaction times by trioctylphosphine
(TOP) and trioctylphosphine oxide (TOPO), which were present in the reaction so-
lution in order to stabilize the particles, as well as to facilitate the Cu extraction from
the NRs, resulting in a length and width decrease over time.

Conversely, above Tpt full CE could be achieved. A successful CE would be
characterized by the retention of the parent particle’s morphology. A full CE, then,
would be characterized by either the complete exchange of all atoms of one species,
or by completely changing the crystal structure of the parent particles. In case of
the CE reaction with djurleite, the final product was expected to be wurtzite CuInS2,
since the anionic sublattices of both the djurleite and wurtzite phases are hexago-
nally close-packed. If all Cu atoms were to be exchanged with In, resulting in In2S3,
the anionic sublattice would be required to change its configuration from hexago-
nally close-packed to face-centered cubic, which is energetically unfavorable.
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As observed with CE reactions below Tpt, the surface roughness of NRs also
increased in experiments conducted above Tpt. But surprisingly, the surface rough-
ness decreased distinctly after full CE and the faceting observed in the starting sam-
ples returned. A size decrease in length could be attributed to a lattice compression
of S layers along the long axis of the NRs, following from the transformation to
wurtzite. A decrease in particle width was likely the result from etching by TOP
and TOPO, based on the continuous width decrease over time, while the decrease in
length was constant. It was assumed that etching of the NR’s tips was inhibited, as
these facets are terminated by S layers, while the sides of the NRs featured both Cu
and S, and could thus promote etching by Cu-affine molecules. The full transforma-
tion of djurleite NRs to the wurtzite CuInS2 phase could be confirmed via diffraction
patterns, featuring reflections only relating to the wurtzite phase, and atomic com-
position measurements, revealing nearly stoichiometric ratios of Cu, In and S. The
quenching of the localized surface plasmon resonance (LSPR), characteristic of Cu-
deficient copper sulfide phases, further indicated a full CE, and the determined band
gap energy of 1.45 eV matched reported values in the literature. Elemental mapping
of partially exchanged NRs confirmed the hypothesis of In only diffusing into the
surface layers below Tpt, while revealing the emergence of In bands along the short
axes of NRs above Tpt. These bands consisted of wurtzite CuInS2, which could be
confirmed by comparing the lattice reflections in fast Fourier transforms (FFTs) of
high-resolution transmission electron microscopy (HRTEM) micrographs of the ex-
changed bands to the unexchanged parts of the NRs. These wurtzite bands were
always spanning the entire width of NRs and increased in length with time, until
NRs were fully exchanged to CuInS2. Fast diffusion of In along the short NR axes
stemmed from the special properties of the emerging high chalcocite phase above
Tpt. Literature reports unusually high Cu diffusivities in high chalcocite, likely facil-
itating In diffusion inside the Cu layers perpendicular to the long axis of the NRs.[87]

Cu planes are separated by layers of the more rigid anionic S sublattice, through
which the In diffusion is slower. An initial diffusion through the tips of NRs could
not be observed and seems unlikely as well, since large ligands on the NR’s surface
like TOPO with steric hindrances can pack closer on a curved surface, i.e. near and
at the tips, compared to less densely packed regions, favoring adsorption of the In
precursor from the side of the NRs.

Atomic composition measurements revealed a reoccurring feature in all experi-
ments, below and above Tpt: The In incorporation consistently evolved linearly at
early reaction times, until a saturation regime manifested below 25 % In incorpora-
tion for experiments performed below Tpt, and around 25 % In for conditions above
Tpt. The linear behavior suggested a pseudo-zero order rate law. The rate constants
were determined from linear regressions and charted in an Arrhenius plot, from
which activation energies of the rate-limiting steps could be extracted. The activa-
tion energy below Tpt was higher than above Tpt, confirming the observations of dif-
fering CE mechanisms below and above Tpt. Below Tpt, the activation energy was
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calculated to be 128 kJ mol�1, and to 91 kJ mol�1 above Tpt, amounting to a differ-
ence of 37 kJ mol�1 as a result of the phase transition. The results were further sub-
stantiated by the calculated phase transition temperature from the Arrhenius plot
with 93.2 �C, in accordance to the experimentally determined value of 87.5± 1.1�C.
Activation energies around 100 kJ mol�1 point towards a vacancy-mediated diffu-
sion mechanism. Since djurleite has only eight vacancies per 376 atoms in a unit
cell,[103] and only surface layers could be exchange below Tpt, the rate-limiting step
was likely the creation of additional vacancies. This reasoning is in line with a re-
duction of the activation energy of 37 kJ mol�1 after the phase transition, as djurleite
was still present in the phase mixture above Tpt, which increased the diffusivity of
In through the Cu layers, but not through the S layers.

In conclusion, the complete CE from djurleite to wurtzite CuInS2 in anisotropic
NRs could be demonstrated successfully, under size and morphology retention. The
limited amount of Cu vacancies in the djurleite phase inhibited the full CE, and
instead only allowed surface layers to be exchanged to the wurtzite phase. The
temperature-induced phase transition from djurleite to a phase mixture of djurleite
and high chalcocite had a crucial effect on the CE mechanism and enabled the dif-
fusion of In ions into the volume of the NRs. This resulted in the formation of
wurtzite bands, which increased in size until a complete transformation to CuInS2

was reached.
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Chapter 7

Experimental Methods

7.1 Cu2-xS Nanocrystal Synthesis

It is of paramount interest to produce monodisperse and rod-shaped nanocrystals
with high reproducibility yielding similar Cu2-xS stoichiometries. The hot injection
and thermal decomposition methods are two possible approaches to achieve these
goals. Here, the Cu2-xS synthesis via thermal decomposition was adapted from the
hot injection approach described by Kruszynska et al.

[80]

In a typical synthesis 0.363 g (2.00 mmol) copper(I)acetate (99%, abcr), stored in
a glovebox under nitrogen atmosphere, was combined in a three-neck flask with
10 mL 1-octadecene (technical grade, 90%, Sigma-Aldrich), 7.5 mL tert-dodecanethiol
(technical grade, �97%, Sigma-Aldrich) and 4 mL Cyanex (vacuum-conditioned for
two hours prior) under nitrogen atmosphere. The reaction solution was then stirred
under vacuum for one hour. Thereafter, the mixture was placed under nitrogen and
kept at 130 °C for 30 min, at which point the solution color changed from a turbid,
dark green to a clear amber color, sometimes even changing to a darker umber hue.
The temperature was then raised to the growth temperature of 180 °C. The reaction
was allowed to proceed for 15 min. The resulting product was rapidly cooled to
room temperature with a water bath and washed three times in a glovebox by pre-
cipitation with a 1:1 (v:v) mixture of methanol and butanol in a centrifuge for 10 min
at 10000⇥ g and redispersed in toluene.

7.2 Cation Exchange Reaction

Cation exchange For a typical cation exchange reaction an entire batch of Cu2-xS
NCs was dried under nitrogen flow and redispersed in 20 mL 1-octadecene (techni-
cal grade, 90%, Sigma-Aldrich), resulting in a concentration (relative to copper) of
0.15 mol L-1. 2.0 mL (0.30 mmol Cu) of that solution was placed in a three-neck flask
and diluted with 8 mL 1-octadecene. The mixture was stirred under vacuum for an
hour. Afterwards, the solution was set under nitrogen atmosphere and heated to the
desired reaction temperature.

Then, similar to a hot injection, 2.0 mL (0.60 mmol In) indium stock solution (de-
scribed in the following paragraph) and 0.20 mL trioctylphosphine (technical grade,
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90%, Sigma-Aldrich) were swiftly injected into the flask. The reaction was typically
allowed to proceed for a few minutes up to several days. Aliquots were taken in
regular intervals.

The product was washed three times under ambient conditions by precipita-
tion with a 1:1 (v:v) mixture of methanol and butanol in a centrifuge for 10 min at
10000⇥ g and redispersed in toluene.

Indium stock solution The aforementioned indium stock solution was the solely
used In source for all performed CE reactions. For a typical stock solution 14.5 g
(37.5 mmol) trioctylphosphine oxide (99%, Sigma-Aldrich) and 1.67 g (7.50 mmol) in-
dium(III) chloride (99.999%, trace metals basis, Sigma-Aldrich, stored in a nitrogen-
filled glovebox) were placed in a three-neck flask. Under nitrogen atmosphere 25 mL
1-octadecene was added, resulting in a concentration of 0.30 mol L-1. The mixture
was stirred under vacuum for one hour. Afterwards, the flask was placed under
nitrogen again and heated to 170 °C for 30 min. The stock solution was then contin-
uously stirred and kept at 40 °C to ensure that trioctylphosphine oxide would not
precipitate.

7.3 Characterization Methods

The following section list the various characterization methods utilized in this work,
with specifications of the measurement instruments and detailing the sample prepa-
ration protocols.

7.3.1 Differential Scanning Calorimetry

DSC was used to determine the phase transition temperature of a djurleite NR sam-
ple. Data was obtained from a NETZSCH DSC 204 F1 Phoenix heat-flux calorimeter.

DSC sample preparation A concentrated NR suspension was dried under nitro-
gen flow and transferred into an aluminium crucible (weighed before and after sam-
ple filling), and closed with an aluminium lid via a sealing press. A measurement
protocol was specified to heat the sample with a rate of 1 K min�1 from 20 �C to
160 �C and subsequently cool down the sample to 20 �C with the same (but nega-
tive) rate, concluding one cycle. The protocol included three cycles. The first cycle
was discounted, as it is usually shifted relative to following measurements. The
reasoning is the contact area between the sample and the heating element, which is
usually maximized during during the first measurement cycle, resulting in repro-
ducible results after the first cycle.
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7.3.2 Energy-Dispersive X-ray Spectroscopy

EDX was used to measure the atomic composition of ensemble NR samples and
to map the atomic composition of individual NRs. The atomic compositions were
obtained either via HRTEM or SEM, and atomic composition maps were acquired
via HRTEM.

EDX measurements via HRTEM were obtained from a JEOL JEM-2200FS (UHR)
equipped with a JEOL JED-2300T analyzer with a 50 mm2 Si(Li) detector, at an ac-
celeration voltage of 200 kV.

EDX measurements via SEM were acquired with a Zeiss MA 10, equipped with
an Oxford Instruments INCAx-act analyzer with a 10 mm2 Si drift detector, usually
operated at an acceleration voltage of 10 kV. The measurements in the SEM were
performed over a wide area (usually 107 nm2 to 108 nm2) on multiple sample loca-
tions (usually 5 to 10), in order to include several thousand NRs in the data acquisi-
tion.

EDX sample preparation Samples measured via SEM were prepared by drop-cast-
ing 10 µL to 30 µL of a concentrated NR suspension in toluene onto a small Si wafer
piece, usually about 25 mm2, letting access liquid evaporate, and repeating the pro-
cess until a visibly thick layer was obtained. Sample preparation for TEM measure-
ments are specified below in Section 7.3.3.

7.3.3 Transmission Electron Microscopy

Conventional TEM micrographs were captured with a JEOL JEM-1011 microscope
operating at an acceleration voltage of 100 kV. HRTEM measurements were carried
out on a JEOL JEM-2200FS (UHR), equipped with a CESCOR and CETCOR correc-
tor, working at an acceleration voltage of 200 kV.

TEM sample preparation Samples for TEM and HRTEM investigation were pre-
pared likewise: 10 µL of a diluted NR suspension in toluene were drop-casted on a
Cu or Ni grid (400 mesh) and excess liquid was removed from the bottom with a
filter paper.

7.3.4 UV-Vis-NIR Spectroscopy

Absorbance spectra were measured with a Varian Cary 500 spectrometer. In order
to eliminate the influence of scattering from turbid samples on the absorbance, a
labsphere DRA-CA-5500 was employed as an integrating sphere.

UV-Vis-NIR spectroscopy sample preparation Samples for absorbance measure-
ments were prepared by washing the NR suspension in toluene with a 1:1 (v:v) mix-
ture of butanol and methanol and centrifugation at 10000⇥ g. The supernatant was
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discarded and the NRs were redispersed in 1,1,2-trichloroethene, a solvent with min-
imal absorption in the NIR region.

7.3.5 X-ray Diffraction

Diffraction patterns were acquired with a Philips X’Pert Pro MPD diffractometer
with a Bragg-Brentano geometry, equipped with a Philips high intensity ceramic
sealed tube (3 kW) as a Cu Ka X-ray source with a wavelength of 1.5405 Å.

XRD sample preparation XRD samples were prepared by drop-casting a concen-
trated NR suspension in toluene on a Si wafer substrate. The solvent was evaporated
and the drop-casting process was repeated until a visibly thick layer was formed.
Temperature-dependent measurements were obtained by preparing sealed quartz
capillaries containing a concentrated NR suspension.
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Appendix A

Supporting Information

A.1 Supporting Information regarding Chapter 4

A.1.1 Size Distributions of Starting Samples

Presented in the following are the size distributions of all individual starting sam-
ples, discussed in Section 4.1. The particle sizes plotted in Figure 4.2a are based upon
these data.

FIGURE A.1: Particle size distribution histograms of samples (a) 231018-A, (b) 291018-A, (c)
291018-B, (d) 160419-A, (e) 180520-B, (f) 050620-B, (g) 010621-A, (h) 010621-B, (i) 270921-A

and (j) 270921-B.

A.1.2 Properties of Sample 080222-B

Sample 080222-B was used for the DSC measurements. As the sample was not used
for other CE experiments, it is not presented in Chapter 4, but instead introduced
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here. The sample had a typical composition, determined via EDX measurement, of
64.2 % Cu and 35.8 % S, resulting in a Cu-deficient composition of Cu1.79S. The Cu-
deficient composition was in agreement to the crystal phase, which was identified
as djurleite, as seen in Figure 4.

FIGURE A.2: (a) Powder diffraction pattern of sample 080222-B in black, with the djurleite
Cu1.94S reference patter (PDF no. 00-023-0959) in grey and (b) a TEM micrograph of the same

sample, showing the typical rod-like morphology.

A.2 Supporting Information regarding Chapter 5

A.2.1 Calculation of Atoms in a NR Before and After a CE Reaction

The amount of atoms before an exchange, of sample 270921-A, and after the ex-
change with a reaction time of 24 h at 120 �C, was calculated to determine if the
hypothesis of a lattice compression explaining the particle size decrease after the
reaction was plausible.

The amount of atoms per NR Natom,NR can be expressed as the product of the
number of unit cells per NR Nuc,NR and the amount of atoms per unit cell Natom,uc

Nuc,NR =
VNR

Vuc
(A.1)

Natom,NR = Nuc,NR · Natom,uc (A.2)

with the cell parameters of djurleite and wurtzite CuInS2 shown in Table A.1. To
calculate the volume of a NR, the shape of a NR was approximated by a cylinder
with

VNR = p ·
✓

W

2

◆2
· L (A.3)

with the width of a NR W and the length L.
The calculations were performed with the lengths and widths obtained from the

size distribution histograms shown in Figure A.3. The results of the calculations are
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shown in Table A.2. The amounts of atoms per NR are the same order of magnitude
for both samples, and values are within the other samples respective margin of error.

TABLE A.1: Lattice parameters of djurleite Cu1.94S and wurtzite CuInS2.[82,94] Note that
CuInS2 has only two atoms per unit cell, because the cations occupy the same lattice site,

each with a probability of 50 %.

Djurleite Cu1.94S Wurtzite CuInS2

Crystal system monoclinic hexagonal
Space group P 21/n P 63 m c

a 26.897 Å 3.897 Å
b 15.745 Å 3.897 Å
c 13.565 Å 6.441 Å
a 90� 90�
b 90.13� 90�
g 90� 120�

Atoms per unit cell 376 2
Unit cell volume 5.74 nm3 0.021 nm3

Density 5.75 g cm�3 4.75 g cm�3

TABLE A.2: Results of the calculations for the amount of numbers of atoms per NR, with the
volume of a NR VNR, the number of unit cells per NR Nuc,NR and the number of atoms per

NR Natom,NR.

Sample Size of NR /nm VNR/nm3 Nuc,NR Natom,NR

270921-A 58.6±3.0 26.4±2.7 3.21 · 104 5.58 · 103 2.10 · 106

±8.15 · 104 ±1.42 · 103 ±5.36 · 105

CE@120_24h 55.3±3.3 24.6±1.4 2.63 · 104 1.25 · 106 2.50 · 106

±4.58 · 103 ±2.18 · 105 ±4.35 · 105

FIGURE A.3: Size distributions of starting sample 270921-A, before CE, and of a sample after
a CE reaction at 120 �C after 24 h of reaction time, referenced in Table A.2.
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A.2.2 Plot of the Absorbance Curve Integrals

The areas under the curves of Figure 5.6a were integrated between 650 nm and
1600 nm, and plotted against the reaction time in minutes in Figure A.4. The first
data points follow a linear behavior, represented by a linear regression curve in grey.

FIGURE A.4: Plot of the integrated areas of the individual absorbance curves, shown in
Figure 5.6a, against the reaction time, with a linear regression of the first five data points in

grey, with a coefficient of determination R
2 = 0.92.

A.2.3 Calculation of the Amount of Atoms on the Surface of a NR

In order to calculate the surface atoms of a NR, firstly, the amount of atoms in a
NR Natom,NR (here of sample 270921-A, with the mean width of 26.4 nm and length
of 58.6 nm) had to be calculated with Equation A.2, assuming a perfect cylindrical
shape. The calculation of surface atoms was based on the assumption, that the ex-
panse of a surface layer could be approximated by the length of the average length
of a Cu–S bond distance in djurleite of 2.48 Å.[82] In order to calculate the amount of
surface atoms in n layers, the volume of a hollow cylinder VNR,hollow, representing
the NR shell with a thickness of n layers, was calculated with

VNR,hollow = VNR �
 

p ·
✓

W

2
� 2nrCu�S

◆2
· (L � 2nrCu�S)

!
. (A.4)

The calculated volumes were converted to number of atoms, by calculating the
amount of unit cells per volume with Equation A.1, from which the atoms per vol-
ume were calculated with Equation A.2. From this, the volume ratios of the hollow
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cylinders, i.e. volumes of one, two or three surface layers, to the total cylinder vol-
ume was calculated to represent the amount of surface atoms in n layers. The results
are shown in Table A.3.

TABLE A.3: Results from the calculation of surface atoms in the first n layers of the average
sized NR of sample 270921-A, with the volume of a NR VNR and the the volume of the n

number of layers, respectively, and the ratios of surface to volume atoms in percent.

Volume /nm3 Atoms in n Layers Surface to Volume Ratio /%

NR 3.21 · 104 2.10 · 106 —

1 layer 2.62 · 103 1.71 · 105 8.16
2 layers 5.10 · 103 3.34 · 105 15.91
3 layers 7.47 · 103 4.89 · 105 23.27
4 layers 9.70 · 103 6.35 · 105 30.25
5 layers 1.88 · 104 7.73 · 105 36.84

A.2.4 Additional Information on the Crystal Phase Determination via FFT

In order to determine the FFT reflections of the suspected wurtzite band along the
NR shown in Figure A.5a, the difference between the FFTs of the entire micrograph
and the area of the suspected band (Figure A.5c) were determined. Thus, reflections
originating from the djurleite phase (present in the micrograph A.5a from unex-
changed parts of the intermediate sample with only 8.6 % In incorporated) could be
excluded, leaving only reflections originating from a different phase than djurleite.
These reflections in Figure A.5e could be matched to the wurtzite phase, by deter-
mining the associated Miller indices.
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FIGURE A.5: (a) TEM micrograph, shown in Figure 5.8, of a CE reaction at 120 �C after 5 min
and (b) the FFT thereof, (c) the area of suspected CE with the remaining area blackened and

(d) the resulting FFT and (e) the difference of b and d.
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A.2.5 Specifications regarding CE experiments under UV light Illumina-
tion

The UV reactor housed four Philips 9 W UV lights of the type PL-S BLB 2P Blacklight.
The lamps emitted UV light with a wavelength of l = 365 nm, as shown in the lamp
spectrum in Figure A.6.

FIGURE A.6: Lamp spectrum for the employed UV lights from Philips, with a maximum
emission wavelength of 365 nm.[128]
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Safety Data

The following table shows a list of utilized chemicals with hazard and precautionary
statements.

TABLE B.1: A listing of all employed chemicals during the practical part of this work, in-
cluding the GHS symbols, hazard and precautionary statements.[129]

Substance GHS Symbol
Hazard
Statement(s)

Precautionary
Statement(s)

1-Butanol
H226, H302,
H315, H318,
H335, H336

P210, P260, P280,
P302+P352, P304+
P340, P305+P351+
P338

1-Octadecene H304
P301+P310, P331,
P405, P501

1,1,2-Trichloroethene
H315, H319,
H336, H341,
H350

P280, P302+P352,
P305+P351+P338,
P312, P403+P233,
P501

Copper(I) acetate H315, H319

P264, P280, P302+
P352, P337+P313,
P362+P364,
P332+P313

Cyanex 923[130] H302, H314,
H400, H410

P261, P273, P280,
P301+P312, P302+
P350, P305+P351+
P338

Indium(III) chloride
H314, H372,
H412

P260, P372, P280,
P303+P361+P353,
P305+P351+P338,
P314
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Substance GHS Symbol
Hazard
Statement(s)

Precautionary
Statement(s)

Methanol
H225, H301+
H311+H331,
H370

P210, P233, P280,
P301+P310,
P303+P361+P353,
P304+P340+P311

tert-Dodecanethiol
H315, H317,
H410

P261, P264, P272,
P273, P280,
P305+P352

Toluene

H225, H304,
H315, H336,
H361d, H373,
H412

P202, P210, P273,
P301+P310, P301+
P361+P353, P331

Tri-n-octylphosphine H314

P264, P280,
P301+P330+P331,
P303+P361+P351,
P304+P340, P305+
P351+P338, P310

Tri-n-octylphosphine
oxide

H315, H318,
H412

P264, P273, P280,
P305+P352, P305+
P351+P338+P310

The following table lists information regarding carcinogenic, mutagenic and re-
protoxic (CMR) chemicals of the above table B.1.

TABLE B.2: Employed chemicals which are classified under the CLP regulation (for classifi-
cation, labelling and packaging) of the European Union (EC) No 1272/2008 as carcinogenic,
mutagenic and reprotoxic (CMR) substances; the table is itemized by carcinogenic (K), mu-
tagenic (M), teratogenic, i.e. damaging to embryological development (RD) and fertility-

impairing (RF).[131]

CAS number Substance Amount Used K M RD RF

79-01-6 Trichloroethene 1 L 1B 2

67-56-1 Methanol 20 L 2

108-88-3 Toluene 20 L 2
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