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Abstract

Thin-film photovoltaic devices are used to harvest solar energy. To be economically

competitive, three aspects are particularly challenging, which we addressed in this

work: cost efficiency, defect passivation, and spatial homogeneity. Comprehensive

analysis is required to elucidate the underlying mechanisms that limit the conversion

efficiency of thin-film solar cells. Traditionally, several probes are sequentially em-

ployed to evaluate different properties. Multi-modal hard X-ray scanning microscopy

provides an alternative to sequential measurements and is available at micro- and

nano-imaging beamlines of synchrotron facilities.

In this work, we extended the range of available scanning X-ray modalities and

applied them to two types of thin-film solar cells. Hereby, we utilized the deep

penetration depth of hard X-rays to evaluate fully operational solar cells on a point-

by-point basis with a sub-micrometer resolution, which allowed us to identify the

origin of performance variations.

Specifically, we developed an X-ray excited optical luminescence (XEOL) detection

unit to resolve the signal in the spectral and temporal domain with a high signal-to-

noise ratio. Combining XEOL with X-ray fluorescence (XRF), we studied wrinkled

triple-cation metal-halide perovskite solar cells and directly related the inhomogeneous

optical performance to the inhomogeneous absorber composition.

For X-ray beam induced current (XBIC) measurements, we established a guide to

using lock-in amplification. By correlating the XBIC with the XRF signal, we found

that economically favorable Cu(In,Ga)Se2 solar cells with a high Ga/In ratio suffer

from defect clusters that cannot be sufficiently passivated with the standard Rb

post-deposition treatment.

Conflicting requirements pose a challenge for the simultaneous evaluation of multiple

modalities. However, we demonstrated that four-fold multi-modal measurements are

feasible and provide new insights into the relation between structure, composition,

optical performance, and electrical performance, enabling the targeted synthesis of

high-efficiency, low-cost solar cells.





Zusammenfassung

Dünnschicht-Photovoltaikgeräte werden zur Gewinnung von Sonnenenergie einge-

setzt. Um wirtschaftlich wettbewerbsfähig zu sein, sind drei Aspekte besonders

herausfordernd, die wir in dieser Arbeit behandelt haben: Kosteneffizienz, Defekt-

passivierung und räumliche Homogenität. Um die zugrundeliegenden Mechanismen

aufzuklären, die die Umwandlungseffizienz von Dünnschichtsolarzellen begrenzen, sind

umfassende Analysen erforderlich. Traditionell werden unterschiedliche Sonden nach-

einander eingesetzt, um verschiedene Eigenschaften zu bewerten. Die multimodale

harte Röntgen-Rastermikroskopie stellt eine Alternative zu sequenziellen Messungen

dar und ist an den Mikro- und Nano-Imaging-Beamlines von Synchrotronanlagen

verfügbar.

In dieser Arbeit haben wir die Palette der verfügbaren Röntgenrastermodalitäten

erweitert und auf zwei Typen von Dünnschichtsolarzellen angewendet. Dabei nutzten

wir die hohe Eindringtiefe der harten Röntgenstrahlung, um voll funktionsfähige

Solarzellen Punkt für Punkt mit einer Auflösung von unter einem Mikrometer zu

untersuchen, was uns ermöglichte, den Ursprung von Leistungsschwankungen zu

identifizieren.

Insbesondere haben wir eine Detektionseinheit für röntgenangeregte optische Lumines-

zenz (XEOL) entwickelt, um das Signal im spektralen und zeitlichen Raum mit einem

hohen Signal-Rausch-Verhältnis aufzulösen. Durch die Kombination von XEOL mit

Röntgenfluoreszenz (XRF) untersuchten wir faltige Dreifachkation-Metallhalogenid-

Perowskit-Solarzellen und konnten die inhomogene optische Leistung direkt mit der

inhomogenen Absorberzusammensetzung in Verbindung bringen.

Für die Messung des röntgenstrahlinduzierten Stroms (XBIC) haben wir eine An-

leitung zur Verwendung der Lock-in-Verstärkung erstellt. Durch Korrelation des

XBIC mit dem XRF-Signal konnten wir feststellen, dass wirtschaftlich günstige

Cu(In,Ga)Se2-Solarzellen mit einem hohen Ga/In-Verhältnis unter Defektclustern

leiden, die mit der Standard-Rb-Nachbehandlung nicht ausreichend passiviert werden

können.

Widersprüchliche Anforderungen stellen eine Herausforderung für die gleichzeitige

Bewertung mehrerer Modalitäten dar. Wir konnten jedoch zeigen, dass vierfache

multimodale Messungen durchführbar sind und neue Einblicke in die Beziehung



zwischen Struktur, Zusammensetzung, optischer Leistung und elektrischer Leistung

liefern, was die gezielte Synthese von hocheffizienten, kostengünstigen Solarzellen

ermöglicht.
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[4] C. Ossig, C. Strelow, J. Flügge, S. Patjens, J. Garrevoet, K. M. Spiers, J.

Hagemann, F. Seiboth, E. Aydin, F. H. Isikgor, M. De Bastiani, S. De Wolf,

G. Falkenberg, A. Mews, C. G. Schroer, T. Kipp, M. E. Stuckelberger, “Novel

vii



detection scheme for temporal and spectral X-ray optical analysis: Study of

triple-cation perovskites,” manuscript submitted, 2023.

As first author, I was involved in the data taking, analysis, and writing of the article.

These publications are a substantial part of this thesis and will be shown in only

slightly altered form to adhere to the reading flow. Chapters based on them will be

highlighted at the beginning.

Peer-reviewed publications as co-author:

I am co-author of the following publications and contributed as follows:

[5] M. Stuckelberger, T. Nietzold, B. M. West, T. Walker, C. Ossig, F. Wittwer,

J. Deng, J. M. Maser, B. Lai, Z. Cai, V. Rose, A. Ulvestad, M. V. Holt, S.

Hruszkewycz, J. J. Dynes, J. Wang, D. Salomon, R. Tucoulou, X. Huang, H.

Yan, E. Nazaretski, Y. S. Chu, C. G. Schroer, and M. I. Bertoni, “Challenges

and opportunities with highly brilliant X-ray sources for multi-modal in-situ

and operando characterization of solar cells,” Microscopy and Microanalysis,

vol. 24 (Suppl. 2), pp. 434–435, 2018.

doi:10.1017/S1431927618014423

I was part of the team taking data at the ESRF beamline ID16B. I helped in

setting up the experiment and contacting the samples. Furthermore, I fitted the

X-ray fluorescence (XRF) data and analyzed the X-ray beam induced current

(XBIC) data.
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1 Introduction

Synchrotron radiation was first observed as a by-product of particle accelerators

indirectly in 1945 [13] and directly in 1947 [14]. In the nineteen-sixties, the properties

of synchrotron radiation started to be recognized as suitable for microscopy and

spectroscopy applications. While in the beginning, only a few groups were able

to use the light in a ’parasitic’ fashion, soon dedicated facilities were built for the

generation of synchrotron radiation [15].

Today, there are more than 50 synchrotron facilities around the world [16,17] and the

user group has evolved from dedicated groups to a vast community of scientists. One

of these facilities is the Deutsches Elektronen-Synchrotron DESY in Hamburg. Fig. 1.1

shows the dates when the accelerator and storage rings DESY, DORIS, PETRA,

HERA, and PETRA III started their respective operations. The establishment of

the Hamburger Synchrotronstrahlungslabor HASYLAB in 1980 marks the beginning

of dedicated synchrotron radiation experiments in Hamburg where 30% of DORIS

beamtime was allocated for synchrotron radiation experiments [15]. With high

brilliance, tuneable photon energy, and possible X-ray beam focus on the order of a

few nanometers, synchrotrons are superb microscopes. The energy of the produced

synchrotron radiation ranges from soft X-rays at below 4 keV to hard X-rays at

up to hundreds of keV. This wide energy range allows research in a variety of

fields. While synchrotron radiation is suited for fundamental research [28], it also

poses great opportunities for the characterization of industry-relevant materials and

devices [29–31]. Cultural heritage and life science studies further profit from the

highly advanced measurement techniques [28,32–34].

The advent of fourth-generation synchrotrons, like the ESRF in Grenoble [35] or

the planned PETRA IV [36] project in Hamburg, underlines the need to open these

state-of-the-art resources for the community outside of academia. One example of a

successful application of synchrotron radiation for the immediate benefit of society is

the medical screening for possible treatments of Covid-19 [37].

Next to the pandemic, the effects of climate change have been increasingly felt all

1



1 Introduction

Figure 1.1: Highlights of solar-cell [18–25] (top) and synchrotron radiation [14,15,26,
27] (bottom) developments. Dates in the beige box show when a thin-film
technology reached 10% efficiency.

around the world and the scientific community is presently strongly discussing future

endeavors to handle this global crisis [38–40]. In order to decrease the emission of

greenhouse gases and to strengthen the development of renewable energy technologies,

synchrotron-based measurements can help to understand i.a. catalytic reactions [41],

batteries [42], and solar cells [43].

The latter has undergone rapid development in the last 140 years. Some events

are highlighted in Fig. 1.1. The first solar cell based on Se was invented in 1883

by Fritts [18], even before the discovery of the photo-electric effect in 1887 by

Hertz [19]. The more commonly known crystalline Si (c-Si) solar cells, which still

today hold the major share of the photovoltaic market [44], were first reported

in 1954 by Chapin, Fuller, and Pearson [21]. While the photovoltaic (PV) device

development was initially focused on space application, after the oil crisis in 1973 it

shifted to terrestrial application. As c-Si solar cell absorbers are typically hundreds

of micrometers thick [44], alternatives needing less material have emerged. These

thinner cells are generally placed under the name of thin-film (TF) solar cells and

cover a variety of material systems. The first reported TF solar cell was made from

2



Figure 1.2: Progress in solar cell efficiencies over the years for selected types of cells.
The data is taken from the solar efficiency tables by Green et al. from
1991 to 2021 [47]. The dates are the publication dates of the efficiency
tables. The colored bands indicate the uncertainties. The cells have a
size of at least 1 cm2 and are measured under the global AM1.5 spectrum
(1000W/m2) at 25 °C.

amorphous Si (a-Si) in 1976 [23]. From 1980, TF solar cells started to reach the

threshold of 10% efficiency [24,45,46], as is highlighted in Fig. 1.1 in the beige box.

The emergence of efficient TF solar cells coincides with the growing application

of synchrotron radiation. Note that two highlighted measurement modalities, the

X-ray excited optical luminescence (XEOL) [26] and the X-ray beam induced current

(XBIC) [27], are used to assess the optical and electrical performance of devices and

thus are of great interest for solar-cell characterization.

In recent years, the efficiencies of TF solar cells have rapidly improved as can be seen

in Fig. 1.2 [47] for selected types. GaAs and c-Si are included here as a comparison

to Cu(In,Ga)Se2 and perovskite solar cells, which will be studied in this work. As

can be seen, there is still a gap in efficiencies, but there was rapid improvement in

the last seven years. Perovskites and Cu(In,Ga)Se2 are both of interest for tandem

applications [48] where two solar cells are stacked upon each other to complementary

harvest the solar light more efficiently. With a perovskite/Cu(In,Ga)Se2 tandem,

efficiencies above 30% are expected to be feasible [49].

Even now, with still lower efficiencies than c-Si and GaAs, TF solar cells have critical

advantages in applications. Due to their thinness, they are flexible, opening the field
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of applications to curved surfaces, e.g. rooftop tiles, car hoods, or windows, or even

clothing.

To further the progress of higher efficiencies for Cu(In,Ga)Se2 and perovskite so-

lar cells, it is necessary to understand the limiting factors. Both Cu(In,Ga)Se2

and perovskites are composite materials grown in a grain-like structure. At grain

boundaries, the symmetry of the crystals is broken. This can lead to a heightened

presence of defect states or in the case of Cu(In,Ga)Se2 to even voids or crevices in

the absorber [50,51]. Another cause for efficiency loss can be lateral inhomogeneities

in the absorber layers, which is especially a problem for some perovskites [52, 53].

To gain a comprehensive picture of the nature of these defects and inhomogeneities,

multi-modal measurements are necessary. Synchrotron-based hard X-ray microscopes

are able to meet the characterization challenges of TF solar cells: they provide

X-ray spot sizes down to the nanometer scale [54–57] and the penetration depth

of hard X-rays allows to probe the different device layers [58], including buried

absorber layers. With a wealth of different measurement techniques at a scanning

X-ray microscope [30,59], it becomes possible to simultaneously study not just one,

but many different aspects of solar cells within multi-modal measurements and

to correlate the observed characteristics [60]. For example, XBIC measurements

were successfully combined with X-ray fluorescence (XRF) [61–63], XEOL [64,65],

and X-ray diffraction (XRD) [66, 67] to correlate the electrical performance with

composition, optical performance, and structure, respectively [43].

The experiments conducted in this work are a firm step further onto the path toward

measurements for a wide application of synchrotron-based characterization techniques

for TF solar cells. Here, multi-modal scanning X-ray microscopy at synchrotron

facilities can offer advantages to studying TF solar cells on a nanometer scale; these

advantages are explored and showcased. With the possibilities shown here, we

hope that the potential of multi-modal X-ray scanning microscopy characterization

measurements will be realized as a standard at fourth-generation synchrotrons and

be available for industrial research and development.

The following chapter covers a basic understanding of relevant processes in TF

solar cells and their measurement parameters. In Chapter 3 the experimental

environment is introduced. This encompasses the comparison of the three synchrotron

beamlines and endstations used in this work, the main scanning X-ray microscopy

techniques, and finally a discussion of measurement strategies. Chapter 4 covers

the methodological development of lock-in amplified X-ray beam induced current
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measurements and is based on Ref. [1]. The methods discussed in Chapter 3 and the

development presented in Chapter 4 are applied in two science cases in Chapters 5

and 6. Chapter 5 discusses a series of Cu(In,Ga)Se2 solar cells with varying Ga/In

ratio, which is based on Ref. [3]. The impact of Cs on the optical performance of

a series of perovskite solar cells is studied in Chapter 6 which is based on Ref. [4].

Finally, an outlook for further development possibilities is given.
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This chapter will give a brief introduction to the concept of TF solar cells. Starting

from the direct to the indirect bandgap of semiconductors, the manipulation of the

Fermi-level, recombination processes, and the distribution and occupation of electric

states in the solar cell are discussed. Characteristic solar-cell parameters will be

introduced and equivalent-circuit models for the solar cell will be presented. For the

general working principle of solar cells see Refs. 68,69.

2.1 Thin-film solar cell design

Semiconductors have an energy range called the bandgap Eg in which no electronic

states are allowed. The energy states above the bandgap form the conduction band

(CB), while the states below form the valence band (VB). For a semiconductor at

the absolute zero of temperature, it is expected that all electrons occupy the states

in the VB [70]. While electrons in the VB are highly localized, electrons which have

been excited to the CB are able to travel through the material. Analogously, the

hole resulting from the excitation of an electron can travel through the material in

the VB.

As a crystal is a repetitive structure, it is enough to describe one unit cell. The

same is valid in the reciprocal (k-)space where the band structure is described in a

single Brillouin zone by Bloch’s theorem. It is the description of waves in a periodic

medium, which can be solved within a single Brillouin zone and gives the bands their

curvature [70]. The curvature of the bands is usually displayed in a form where the

bands are plotted from the central point Γ to different positions at the border of

the Brillouin zone. There are two types of semiconductors: direct semiconductors

where the VB maximum and CB minimum are at the same position of the Brillouin

zone, and indirect semiconductors where the VB maximum and CB minimum are

offset. The energy diagrams of a direct and indirect bandgap are schematically

shown in Fig. 2.1. For the photo-induced transition of an electron from the VB
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2.1 Thin-film solar cell design

Figure 2.1: Schematic representation of a direct (a) and indirect (b) bandgap. The
conduction band (CB) and valence band (VB) as a function of the position
in the Brillouin zone (k-space) are shown as black lines. The width of
the bandgap is indicated by the length of the vertical arrows.

to the CB, the incoming photon has to have an energy larger than Eg and in the

case of an indirect bandgap an additional momentum, in the form of a phonon,

is necessary. This additional momentum reduces the absorption cross-section for

indirect semiconductors compared to direct semiconductors.

TF solar cells are based on the working principle of p-n junctions [68,69,71]. To create

these, they are grown on sub- or superstrates in a layered structure. Simple stacking

schemes for exemplary perovskite, Cu(In,Ga)Se2, and CdTe solar cells is shown

in Fig. 2.2. The perovskite solar cell has the thinnest absorber layer with 500 nm,

Cu(In,Ga)Se2 solar-cell absorbers are around 2–3µm thick, while CdTe is the thickest,

here with 5–11 µm. The absorbers in Cu(In,Ga)Se2 and CdTe cells are p-doped and

both have an n-CdS buffer layer. Perovskites are ambipolar semiconductors and

can thus be doped to either n- or p-type [76]. A perovskite solar cell has dedicated

electron- and hole-transport layers (ETL and HTL), which are here the C60 and

NiOx respectively, and with the perovskite as an intrinsic (i) semiconductor they

build up a p-i-n structure.
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2 Solar cells

Figure 2.2: Stacking scheme of a perovskite, Cu(In,Ga)Se2, and CdTe solar cell.
Typical absorber thicknesses are shown and the other layers are to scale,
except for the polyimide and glass layers. The crystallographic structure
is made with VESTA [72] and the structures were taken from the open
crystallographic database [73–75]. The structures of the perovskite and
Cu(In,Ga)Se2 show the composition of CsPbI3 and CuInSe2, respectively.
The crystallographic structure of CsPbI3 is a perovskite structure, the
Cu(In,Ga)Se2 is a chalcopyrite structure, and the CdTe is a zincblende
structure.

2.2 Free charge carriers in thin-film solar cells

As mentioned above, electrons travel only in the CB and holes only in the VB.

Therefore, it is of interest to understand the available electronic states and how they

are occupied. For the bulk of crystals, the band structure is repetitive; however,

as soon as the symmetry is broken additional states or band-bending might occur.

Also, variations in the composition of the absorber material affect the band structure

and available electronic states. This can be by design in the form of doping or due

to the growth process, or unintentionally by the appearance of grain boundaries or
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2.2 Free charge carriers in thin-film solar cells

defects.

The following gives a brief summary of electronic states in semiconductors in thermal

equilibrium and under illumination, as well as the recombination processes of charge

carriers leading back to the equilibrium state.

2.2.1 Fermi levels in semiconductors

The Fermi level in a metal describes the energy level between occupied and unoccupied

states [77]. In the case of a non-degenerate semiconductor, the Fermi level lies in the

bandgap. The summarized mathematical description of the energy-state occupation

presented from hereon will follow Ref. 68.

Semiconductor in thermal equilibrium To determine the number of occupied CB

states n in intrinsic semiconductors, the density of states N(E) over all energy levels

from the bottom of the CB EC to the top Etop is multiplied by the occupation density

F (E) and then integrated:

n =

∫ Etop

EC

N(E)F (E)dE. (2.1)

The occupation density is the Fermi-Dirac distribution function

F (E) =
1

1 + exp
{

E−EF

kBT

} ≈ exp

{
EF − E

kBT

}
, (2.2)

with kB as Boltzmann’s constant, T the absolute temperature, and EF the Fermi

energy. The approximation in Eq. 2.2 is valid in the low-temperature regime for

energies E > EF + 3kBT , and is called the Boltzmann approximation.

The Fermi energy can be derived from the condition that charge neutrality has to be

kept. In the general case, where the Fermi-energy level is several kT below EC, the

Boltzmann approximation is valid, and Eq. 2.1 can be expressed as

n = NC exp

{
−EC − EF

kBT

}
(2.3)

whereNC is an effective density of states in the conduction band. A similar description
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2 Solar cells

can be found for holes in the valence band and is given as

p = NV exp

{
−EF − EV

kBT

}
(2.4)

where NV is the effective density of states in the valence band.

In equilibrium, the number of carriers n and p is equal to the square of the intrinsic

number of carriers ni

np = n2
i = NCNV exp

{
−Eg

kBT

}
. (2.5)

This is called the equilibrium relation and Eg = EC − EV.

With the introduction of foreign atoms into the crystal lattice, additional electronic

states are created, even in the bandgap region. When donor atoms are incorporated,

they ’donate’ additional free electrons due to a mismatch in valence bonds with the

surrounding material. A schematic highlighting the influence of donor- and acceptor-

states inside of the bandgap can be seen in Fig. 2.3. The donor impurities create

new electronic states, indicated in orange in Fig. 2.3 (a), and the Fermi level (b) is

shifted towards the conduction band. Thus the amount of free electrons is increased

(c). In the case of acceptor atoms, they ’accept’ electrons, thus creating extra holes.

Electronic states close to the valence band (Fig. 2.3 (a), blue) are introduced and

the Fermi level is shifted towards the valence band. This creates extra free holes as

can be seen in (c). The intentional addition of donors or acceptors to the material is

called doping, and the amount of free holes and electrons is carefully manipulated.

As charge neutrality has to be kept, the total negative charges and total positive

charges in the semiconductor need to be equal. For example, in the case of donors in

the material, the electron density n in the CB is equal to the hole density p in the

VB plus the density of ionized donors N+
D

n = N+
D + p. (2.6)

N+
D is given by

N+
D = ND

 1

1 + g exp
{

EF−ED

kBT

}
 (2.7)

where ED is the energy of the donor state, and g is the ground-state degeneracy of

the donor impurity level (here, g = 2: no electron, or one electron of either spin).
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2.2 Free charge carriers in thin-film solar cells

Figure 2.3: Schematic of a semiconductor-state occupation. Three cases are shown:
an intrinsic semiconductor in black, a semiconductor with donor atoms in
orange, and with acceptor atoms in blue. (a) Density of states N(E) of
an intrinsic semiconductor, or with donor (ND) or acceptor (NA) states.
(b) The Fermi-Dirac distribution with no additional states, additional
donor states, or additional acceptor states present (plotted for room
temperature, small values were chosen to fit a linear scaling for (c)). (c)
The number of occupied states for electrons n and holes p. The position
of the Fermi level is dictated by the charge neutrality. For all three cases
here np = n2

i is valid. Figure adapted from Ref. [68].

Analogously, the number of ionized acceptors N−
A can be expressed as

N−
A = NA

 1

1 + g exp
{

EA−EF

kBT

}
 , (2.8)

with g = 4 (no hole, or one hole for one electron of either spin plus double degeneracy

due to two degenerate valence bands at k = 0). Inserting Eq. 2.7, Eq. 2.3, and

Eq. 2.4 into Eq. 2.6 gives

NC exp

{
−EC − EF

kBT

}
= ND

 1

1 + 2 exp
{

EF−ED

kBT

}
+NV exp

{
−EF − EV

kBT

}
, (2.9)

which allows for a given set of NC, ND, NV, EC, ED, EV, and T the determination

of the Fermi level EF.
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A material with an excess of free electrons is called n-type and a material with an

excess of free holes is called p-type. The charge neutrality still holds at equilibrium

and at relatively elevated temperatures all donor and acceptor atoms are ionized and

Eq. 2.5 can be written as

n+N−
A = N+

D + p. (2.10)

For an n-type semiconductor, the Fermi level is defined as

EF = Ei + kBT ln

(
nno

ni

)
, (2.11)

where nno is the concentration of electrons in an n-type semiconductor at thermal

equilibrium and Ei is the Fermi level of an intrinsic semiconductor. For a p-type

semiconductor, the Fermi level can be defined as

EF = Ei − kBT ln

(
ppo
ni

)
, (2.12)

where ppo is the concentration of holes in a p-type semiconductor at thermal equilib-

rium.

Semiconductor in non-equilibrium In the case of non-equilibrium conditions, as

is the case for a solar cell under illumination, excess carriers are excited and the

equilibrium relation holds no longer. Using the Boltzmann relation and introducing

so-called quasi-Fermi levels for electrons Φn and holes Φp respectively, the number

of carriers can be expressed as

n ≡ ni exp

{
(Φn − Ei)

kBT

}
(2.13)

and

p ≡ ni exp

{
(Ei − Φp)

kBT

}
(2.14)

where ni is the intrinsic carrier concentration and Ei is the intrinsic Fermi-level. The

equations above can be rearranged to give the quasi-Fermi levels

Φn = Ei +
kBT

q
ln

(
n

ni

)
, (2.15)

Φp = Ei −
kBT

q
ln

(
p

ni

)
. (2.16)
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2.2 Free charge carriers in thin-film solar cells

Excess holes or electrons bring the quasi-Fermi levels closer to the valence and

conduction band, respectively. The p-n product can be thus written as

pn = n2
i exp

{
(Φn − Φp)

kBT

}
. (2.17)

With (Φn − Φp)/q = V as the electrostatic potential difference across a p-n junction,

we can rearrange Eq. 2.17 and get

V =
kBT

q
ln

(
pn

n2
i

)
. (2.18)

In a perfect solar cell, this potential difference corresponds to the open-circuit voltage

VOC [78,79]. The difference between Eg and VOC, denoted the open-circuit-voltage

deficit, gives an estimate for the quality of a solar cell: the smaller the deficit, the

better the cell.

Recombination processes Besides the desired introduction of impurities into the

absorber matrix to tune the Fermi levels, defect sites can severely hinder the charge-

collection process. Donor or acceptor states inside the bandgap, depending on

their energetic position, can act as traps for holes or electrons, respectively, or

as recombination centers. Traps are shallow states where the probability to be

re-emitted into the CB for electrons or into the VB for holes is greater than the

probability for the charge carriers to recombine [80].

A solar cell in which the charge carriers are not collected, is in the so-called open-

circuit state. The excited charge carriers recombine to restore thermal equilibrium

after a time. The different recombination pathways the carriers can take are illustrated

in Fig. 2.4. Figure 2.4(a) shows the possible capture and emission processes, in

the case of an impurity level close to the middle of the bandgap which acts as a

recombination center. The impurity state can interact with the charge carriers in

four ways: electron capture, electron emission, hole capture, and hole emission [80].

Two of these processes are involved in recombination where first an electron and

afterward a hole is captured.

The recombination rate U is given by [71,81,82]

U =
σpσnνth(pn− n2

i )Nt

σn

[
n+ ni exp

{
Et−Ei

kBT

}]
+ σp

[
p+ ni exp

{
−Et−Ei

kBT

}] , (2.19)
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Figure 2.4: Schematics of recombination pathways. (a) Single-trap assisted recombi-
nation with electron capture, electron emission, hole capture, and hole
emission. For each process, the left side is before and the right side after
the event. (b) Radiative band-to-band recombination. (c) Band-to-band
recombination with excitation of a second electron - Auger process.

with σp and σn as the hole- and electron-capture cross sections, νth the carrier thermal

velocity, Nt the trap density, and Et the trap energy level. If the defect-state energy

is close to the intrinsic Fermi level, the trap-assisted recombination rate reaches its

maximum. For an intrinsic semiconductor, this would translate to a defect state in

the middle of the bandgap. These deep defect sites are usually associated with large

lattice distortions. Recombination from those states is more likely to happen via the

dissipation of energy into heat and without the emittance of a photon [83]. In the

solar-cell community, this recombination via a defect state is broadly referred to as

Schockley-Read-Hall (SRH) recombination [84].

At low illumination intensities, the excited charge carriers are very likely to be

captured by the available trap states. Furthermore, the recombination rate is

dependent on the minority carrier concentration, as the change in majority carriers

is comparably small, making this type of recombination a mono-molecular process.

In an ideal solar cell without traps, all carriers would recombine directly from band

to band either under the emission of a photon with the energy of the bandgap,

called radiative recombination, which is shown in Fig. 2.4 (b), or by exciting another
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electron in an Auger process as shown in (c).

When the illumination of the solar cell excites more carriers than defect states are

present in the material, radiative recombination becomes the dominant recombination

process [84]. In this case, both hole and electron concentrations are limiting the

recombination rate, thus making it a second order or bi-molecular process [84, 85].

Besides the SRH and radiative recombination, Auger processes can also occur [68,86].

In that case, the energy from the band-to-band recombination excites another electron

in the conduction band to a higher electronic state. At very high illumination and

thus high free-carrier concentrations, this Auger process becomes dominant. As two

electrons and one hole are involved in this process, it is referred to as a tri-molecular

process [85, 87,88].

The different recombination processes of charge carriers are often expressed in a

summarizing and simplified way as

− dn

dt
= k1n+ k2n

2 + k3n
3, (2.20)

where n is the charge density and the ki refers to the mono-, bi-, and tri-molecular

recombination rate constants, respectively.

The processes become more complex when more than one trap state is involved

and will not be discussed here. An extensive description of the recombination

mechanisms is given in the literature, see, e.g., the issues 11–12, volume 21 of Solid-

State Electronics from 1978, which cover a wide range of articles on recombination

in semiconductors, with the summary article of Mott [89].

Unwanted states in the bandgap can not only be introduced by impurities but at

any break in the symmetry of the crystal. This includes individual spots, e.g., due

to ionization, or spatial occurrences like grain boundaries or interfaces [90, 91] in the

solar-cell stack.

2.3 Performance evaluation of solar cells

For the determination of the overall efficiency of solar cells, a current-voltage mea-

surement (JV-curve) and the external quantum efficiency (EQE) are often evaluated.
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Figure 2.5: (a) Exemplary JV-curve of a Cu(In,Ga)Se2 solar cell measured with stan-
dard AM1.5G-illumination. Highlighted are the open-circuit voltage VOC

(green), short-circuit current-density JSC, and the maximum power point
(JMPP,VMPP) (black), where the highest power Pmax (blue) is generated.
For the fill factor CFF the area spanned by JMPP and VMPP is highlighted
with waves and the area spanned by JSC and VOC is highlighted with
dots. (b) Exemplary external quantum efficiency (EQE) curve of a similar
Cu(In,Ga)Se2 solar cell as in (a), the gradient is flipped, arbitrarily scaled,
and plotted in orange to highlight the inflection point. Data for these
curves were kindly provided by EMPA.

2.3.1 JV-curve

In Fig. 2.5 (a), a measured curve of a Cu(In,Ga)Se2 solar cell is shown. The sample

was produced by EMPA (Eidgenössische Materialprüfungs- und Forschungsanstalt),

and the measurement data was kindly provided by them. For the JV-curve an irradi-

ance Iin corresponding to the AM1.5G-spectrum [92] with 1000W/m2 illumination

intensity was used. During the measurement the bias voltage applied to the solar

cell is varied, and the current is measured. The intersecting points with the axes

denote the short-circuit current density (JSC, red dot) and the open-circuit voltage

(VOC, green square). From the voltage and the current density, the generated power

of the solar cell can be calculated as

P = J × V, (2.21)

and is here plotted in blue. The optimal working point of the solar cell is given

at (JMPP,VMPP) (black triangle), where the power is at the maximum (Pmax, blue

triangle). The fill factor CFF is defined as the ratio of Pmax to the product of JSC
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and VOC

CFF =
Pmax

JSCVOC

. (2.22)

For an intuitive illustration, the areas represented by both are indicated with waves

(Pmax) and dots (JSCVOC).

Using the maximum power Pmax, the conversion efficiency ηeff of the solar cell can

be calculated as

ηeff =
Pmax

Iin
=

JSCVOCCFF

Iin
. (2.23)

The efficiency of the cell shown in Fig. 2.5 (a) is thus

ηeff =
20.19mW/cm2

1000W/m2
=

36.62mA/cm2 · 0.72V · 0.77
1000W/m2

= 0.20.

2.3.2 External quantum efficiency

Figure 2.5 (b) shows the measurement of the external quantum efficiency (EQE)

ηEQE of a similar Cu(In,Ga)Se2 solar cell as in Sec. 2.3.1. The EQE describes the

fraction of incident photons, which create electron-hole pairs that are collected. As

the plot already shows, ηEQE is wavelength dependent and defined as

ηEQE(λ) =
Iph(λ)

qΨph,λ

, (2.24)

with Iph as the photo-generated current, q the elemental charge, and Ψph,λ the

spectral photon flow incident on the solar cell.

There are several methods to extract the bandgap of semiconductors as detailed in

Ref. [93]. Figure 2.5 (b) illustrates one method where the derivative of the high

wavelength EQE edge is used to find the inflection point which corresponds to the

bandgap value. The peak wavelength λg of the derivative can be translated to the

bandgap energy via

E = hν = h
c

λ
, (2.25)

where h is Planck’s constant and c is the speed of light. The energy for the bandgap

obtained by this method here is 1.17 eV.
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2.3.3 Equivalent circuit

To express the electrical characteristics of the solar cell mathematically, many models

have been developed in the last 70 years [82, 94,95], starting with equivalent circuit

models of transistors [96]. In the following, the three most basic models will be briefly

introduced [68, 69]. The net current flowing through a solar cell in the superposition

approximation is given by how much current is generated by incident photons, as

well as the thermally generated current, and is limited by the recombination current.

The net current would thus be described as

J(V ) = Jrec(V )− Jgen(V )− Jph = J0

[
exp

(
qV

kBT

)
− 1

]
− Jph (2.26)

where Jrec is the recombination current density, Jgen is the generation current density,

Jph is the photo-generated current density, and J0 is the saturation current density.

The solar cell can thus be approximated in an equivalent circuit that considers the

contributions to the net current. Figure 2.6 shows the electrical elements used for

these models. The p-n junction is commonly described with diodes, while the ideality

factor n of the diode considers recombination at the p-n junction. For a factor of

n = 1, no recombination would take place, thus indicating an ideal diode, while a

factor greater than 1 indicates the presence of recombination. The generation of

current through the incident photons is described by the circle and the rectangles

symbolize resistors.

The simplest model describing Eq. 2.26 only implements one ideal diode and the

current source generated by photons, which is drawn in black in Fig. 2.6 and is the

ideal solar cell equivalent circuit.

Closer to reality is the extension of the model to include series Rs and parallel Rp

resistances as shown in Fig. 2.6 when black and blue parts are considered. The net

current is then described as

J = J0

{
exp

[
q(V − Jrs)

kBT

]
− 1

}
+

V − Jrs
rp

− Jph (2.27)

with rs and rp as the specific series and parallel resistance of the unit [Ωcm2],

respectively. When the parallel resistance decreases, it strongly affects the JMPP,

which is reduced. At very low rp the open-circuit voltage is also significantly reduced.

An increase in series resistance mainly reduces the VMPP, and at very high resistance

the short-circuit current is reduced as well. Thus a high parallel resistance rp and
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Figure 2.6: Equivalent circuit using the two diode model. The black parts are the
basics for the ideal solar cell, adding the blue parts leads to a model for
a solar cell with series and parallel resistance, and including the green
parts the full two-diode model is shown.

low series resistance rs are favorable for the solar cell efficiency.

Now, taking further into consideration additional recombination at the p-n junction,

a two-diode model is often used. One diode is still assumed to be ideal with an

ideality factor of n = 1 and the second diode is non-ideal taking recombination into

consideration and having an ideality factor of n > 1.

Taking all parts of Fig. 2.6 into consideration, it shows the equivalent circuit for the

two-diode model, and the J-V characteristics are given by

J = J0,1

{
exp

[
q(V − Jrs)

n1kBT

]
− 1

}
+ J0,2

{
exp

[
q(V − Jrs)

n2kBT

]
− 1

}
+

+
V − Jrs

rp
− Jph (2.28)

where ni are the ideality factors of the respective diodes.

These models describe the macroscopic behavior of the solar cell, while many processes

and effects that may affect the efficiency of a solar cell are left untouched. One

example is leakage-currents, this could be considered by adding another diode to

the model [97]. Another example is the capacitance effects of layers other than the

absorber, which can be included as a capacitor [98]. Araújo et al. [95] give a detailed

overview on the different models and strategies to obtain the JV-parameters and

rank the best approaches [99–102].
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Figure 2.7: Schematic to illustrate a visualization of the equivalent circuit for micro-
scopic measurements of a solar cell.

2.3.4 Microscopical approach

The overall efficiency of the solar cell is limited by its weakest part. To identify

these parts a spatially resolved microscopical approach is needed. This is particularly

true for TF solar cells which inherently suffer from inhomogeneities due to their

polycrystalline and composite nature [61, 103]. The effect of grain boundaries, voids,

or crevices on performance is of the highest interest, but their small size and the

fact that the absorber is buried in an entire layer stack pose unique characterization

challenges. Furthermore, the complex chemistry of multi-component absorber layers

with co-existing phases and internal gradients requires advanced characterization

methods [104].

The solar cells are typically measured either in the open-circuit state to obtain

information about VOC, the Fermi-level splitting and the bandgap, or in the short-

circuit state to measure JSC. In a multi-modal microscopy context, where the cell is

raster scanned to resolve the electrical performance spatially, only a small part of

the solar cell is illuminated and sophisticated modeling is required to understand

the complex solar-cell response upon inhomogeneous illumination [105]. Accordingly,

conclusions about the absolute efficiency of the solar cell are often not possible from

XBIC measurements. Instead, the relative spatial quality of the solar cell is evaluated.

The cause for spatial performance inhomogeneity can, e.g., lie in an inhomogeneous

amount of photo-generated current Iph,i due to a variation in absorber thickness, a

local variation in the bandstructure, or defects affecting J0. The simplified model in

Fig. 2.7 considers these inhomogeneities by attributing each spot their individual

sub-circuit with a photogenerated current Iph,i, an ideality factor ni for the diode
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Id,i, and a recombination term in form of a load Irec,i. By raster scanning the solar

cell, the spots are individually excited and the resulting JSC of the total system is

evaluated.

The effect of a varying Iph,i is especially prominent when X-rays are used to raster

scan the cell, as only a fraction of the incident photons is absorbed. Therefore, Iph,i

scales almost linearly with the thickness of the absorber [43].

21



3 Experimental environment and

methods

Using X-rays instead of visible light or electrons to evaluate solar cells gives some

advantages: first, the diffraction limit is far lower, allowing to focus the beam down

to sub 100 nm, and second, the penetration depth of hard X-rays is deep enough to

measure fully encapsulated devices, and third, by employing a multi-modal approach

the composition and structure of the material can be measured simultaneously with

the performance [106].

Beamline endstations at synchrotron facilities are highly specialized characterization

instruments [35, 36]. The energy range, sample environment, and available detectors

are often tailored in a narrow but highly efficient operating field. In this chapter,

the beamline endstations tailored for X-ray scanning microscopy that were used in

this work will be introduced and the main measurement modalities presented.

3.1 Scanning X-ray microscopes

Synchrotrons all around the world have scanning hard X-ray microscopy beamlines

with beam focus sizes in the sub-micrometer range. Figure. 3.1 shows a map of the

worlds hard X-ray microscopy beamlines [6, 54–57,107–114].

The data for this work was taken at different synchrotron light sources in Europe

(Germany – Positron-Elektron Tandem-Ringanlage (PETRA III), France – European

Synchrotron Radiation Facility (ESRF)) and the USA (Advanced Photon Source

(APS)). In the following, the respective beamlines will be introduced. Comprehensive

descriptions of each of the beamlines can be found in Refs. [6, 54–56,115–117]. For

an easy comparison, Fig. 3.2 illustrates the beamline setups and Tab. 3.1 shows the

energy range, typical beam flux, and focus sizes, as well as available modalities.
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3.1 Scanning X-ray microscopes

Figure 3.1: World map with hard X-ray microscopy beamlines highlighted. The blue
framed beamlines are at a 4th generation synchrotron source. Information
on the beamlines can be found in Refs. [6, 54–57,107–114].

Figure 3.2: Arrangement of the optical beamline components of 26-ID-C, P06 and
ID16B [6,55,56].

3.1.1 PETRA III — P06 micro-hutch

The beamline P06 of the PETRA III synchrotron ring at DESY has two endstations:

the micro-hutch [126] and nano-hutch [6]. The micro-hutch is situated at a distance

of 86.05m to the undulator source. The nano-hutch starts at 96.2m and allows the

placement of an area-detector roughly 8m downstream of the sample in the micro-
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P06 (micro) ID16B 26-ID-C

Energy range
(keV)

6–35 [54,118] 5–33 [56,117] 6–12 [33,55]

Photon flux
(ph/s)

1 ·1010
@ 12 keV [119]

1.4 · 1011
@ 29.33 keV [120]

1.8 ·109
@ 9.75 keV [55]

Focus size
(nm)

100
@ 12 keV [121]

50
@ 17.5 keV,29.6 keV [56]

< 40
@ 9.75 keV [55]

XRF + [122] + [10] ++ [123]
XBIC + [1] (+) [10] (+) [43]
XEOL (+) [2, 4] + [124] -

Ptychography ++ [6] - + [125]
Tomography ++ [126] + [127] + [128]

XRD + [11] + [129] + [130]
XANES + [126] + [120] + [131]

Time-resolved
measurements

+ [4] + [124] ++ [132]

Vacuum + [122] - ++ [55,116]

Table 3.1: Comparison of the three imaging beamlines, P06 (micro-hutch endstation)
(PETRA III), ID16B (ESRF), and 26-ID-C (APS). A ’+’ indicates that the
beamline is capable of the measurement of this modality, round brackets
indicate user-supplied equipment to be necessary, and ’-’ indicates that
this measurement modality is not accessible.

hutch [6]. The two sample stages in the micro- and nano-hutch are thus roughly 4.66m

apart [6]. The sample stages are built upon granite blocks to minimize vibrations.

The micro-hutch has two options for focusing onto the sample, Kirkpatrick-Baez

(KB) mirrors [133, 134] or Be-compound refractive lenses (CRLs) [121, 135]. The

optics chamber is located directly under a granite bridge that hosts the beamline

microscope. In this work, measurements were conducted in the micro-hutch and the

Be-CRLs [136] were used. A focus of the coherent part of the X-ray beam down to

around 100 nm full-width-half-maximum (FWHM) [2, 4] was achieved. The spacious

and open environment allows the users at P06 high flexibility and a large degree of

freedom in their options to arrange the necessary detectors and environments around

the sample [2, 122,137]. The normal operational energy range of P06 is between 6 to

35 keV [118] but can potentially go up to 100 keV [54].
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3.1.2 ESRF — ID16B

The beamline endstation ID16B at the ESRF is located in a separate building

together with the endstation ID16A and specializes in nano-analysis. The hutch is

located 165m from the source. The detectors and sample stages are situated on

a granite block, which is further motorized to change between the pink-beam and

monochromatic beam [56]. The energy range goes from 6 keV to 33 keV and the

beam can be focused with KB-mirrors down to 50–100 nm [56, 117]. The sample

stages, possible special sample environments [117,138–140], as well as the detectors

are all arranged on the granite block and built to minimize possible vibrations [56].

3.1.3 APS — 26-ID-C

The nanoprobe endstation of the beamline 26-ID-C at the APS is located 75m

from the source. The energy range is smaller compared to the previously discussed

beamlines at 6 keV to 12 keV, although nominally the energy could be tuned from

3–33 keV with the implementation of different zone-plates [55]. While P06 and

ID16B both use stages to move the sample, 26-ID-C primarily scans its zone plate

to move the beam over the sample. The beam focus size can go down to 30 nm [55].

Furthermore, the sample is situated in a vacuum chamber, which limits the possible

arrangement of detector positions. The special timing mode of the APS with dark

times in the µs range can be ideally used with a high-frequency vacuum-chopper [132],

which allows a pulse frequency as low as 67.8 kHz. With this setup, 26-ID-C is ideally

suited for time-resolved measurements [55,115].

3.1.4 Comparison and future developments

As shown in Tab. 3.1, all three beamlines offer a wide variety of measurement modal-

ities. All of them are perfectly suited for X-ray fluorescence (XRF) measurements,

and all are capable of X-ray diffraction (XRD), X-ray beam induced current (XBIC)

measurements, and X-ray absorption near edge spectroscopy (XANES). For X-ray

excited optical luminescence (XEOL), ID16B is the only one to have a permanently

installed detector. As will be introduced later in this chapter, a detection unit for

XEOL was developed and used at P06 but is not generally available. While 26-ID-C

does not offer XEOL, it has the smallest beam focus of the three and is best suited

for time-resolved studies. The energy ranges of P06 and ID16B are comparable,
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while the range of 26-ID-C is smaller. The space to arrange the detectors is the

greatest at P06, followed by ID16B and lastly 26-ID-C.

The beamline ID16B was already adapted to the ESRF upgrade and profits from

an increase of one magnitude in the coherent fraction of the beam, as well as the

flux [56,117]. With the upgrade of PETRA III to PETRA IV [36,141], and the APS

upgrade to APS-U [142], the coherence and flux there will be increased substantially.

Techniques, such as ptychography, which rely on the coherence of the beam will not

limit the photon-hungry techniques, such as XEOL, anymore. This opens the window

to new combinations of measurement modalities which today are only feasible as

proof-of-principle work [2]. Multi-modal measurements reaching not only into the

3rd but also 4th dimension will become feasible [60] and allow to gain comprehensive

information about a system with the availability of spatial, spectral, and temporal

resolution.

3.2 Scanning X-ray microscopy techniques

The way the X-ray beam interacts with the sample can be measured with different

methods. Put simply, the intensity of the transmitted X-ray beam through the sample

gives information on the optical density of the sample, and with the diffraction pattern

in the far-field, the retardation of the phase can be reconstructed with ptychography.

The wide angle scattering of the X-ray photons resolves the lattice structure of the

crystal via Bragg’s law. The absorbed photons excite core electrons and, by filling

the core states, X-ray fluorescence is emitted which contains information on the

composition of the sample. The excited electron starts a cascading process which

generates thermalized electron-hole pairs at the band edge. These electron-hole

pairs can either be collected as X-ray beam induced current or their potential can

be measured as X-ray beam induced voltage. When they recombine radiatively,

the X-ray excited optical luminescence can also be detected and, if measured in a

time-resolved fashion, the lifetime of the carriers can be determined. The spectral

resolution of the luminescence reveals the energy of the bandgap.

In the following, the different measurement techniques to assess these phenomena

and evaluate the material properties will be introduced.
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3.2.1 Ptychography

In this section, the basic principles of ptychography are presented. For an in-depth

discussion of the principle of ptychography see Ref. [143–148]. Large parts of this

section were already published in Ref. 2 and are not explicitly marked.

Ptychography is used to iteratively reconstruct the phase shift of a coherent X-ray

beam when passing through material from the distribution of scattered photons

measured with an area detector [144,147].

From the measured scattered photons, only the intensities can be measured, and the

reconstruction algorithm for the phase needs an overlap of beam spots to converge.

To describe the propagation of X-rays through a material, a complex refractive

index

n = 1− δ + iβ, (3.1)

can be used, where δ leads to phase shift and β to attenuation. The phase shift is

correlated to the material’s electron density ρe by

δ =
ρereλ

2

2π
, (3.2)

where re is the classical electron radius and λ is the X-ray wavelength [149,150].

The phase shift Φ is related to δ from Eq. 3.2 through

Φ = −2π

λ

∫
δ(x)dx (3.3)

where λ is the wavelength and x is the direction of X-ray beam propagation [149].

With Eq. 3.2 and the conversion of the electron density to the area electron density

via

ρeA =

∫
ρe(x)dx, (3.4)

the relative phase shift can be converted into the relative area electron density:

∆ρeA = − ∆Φ

λ · re
. (3.5)

For the reconstruction of the phase shift in solar cells, an absolute reference for the

phase shift is often missing. Therefore, Φ is offset so that the minimal phase shift

(maximal value of Φ) is zero; the resulting relative phase shift is denoted ∆Φ.
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Figure 3.3: (a) Relative phase shift, reconstructed with ptychography and (b) the
relative area electron density calculated from (a).

Figure 3.3 (a) shows the reconstructed phase shift of a Cu(In,Ga)Se2 solar cell

measured in the micro hutch of P06. The Cu(In,Ga)Se2 solar cell substrate was a

polyimide film, this allowed the transmission of the X-ray beam.

Figure 3.3 (b) shows the resulting relative area electron density map.

As ptychography deconvolves the probing wavefield and the object, the beam propa-

gation can be reconstructed. This allows to determine the beam caustic as can be

exemplarily seen in Fig. 3.4 for the horizontal plane (a), in-focus plane (b), and ver-

tical plane (c). Fig. 3.4 (d–e) show the line profiles through the focus as a horizontal

Figure 3.4: Characterization of the nano-focused X-ray beam by ptychography. (a)
Beam caustic in the horizontal plane. (b) Beam-intensity distribution
in the focus plane. (c) Beam caustic in the vertical plane. Line profiles
through the focus for horizontal ((d), points) and vertical ((e), points)
planes. The dotted lines are Gaussian fits that yield a FWHM of 108 nm
for the horizontal plane and 105 nm for the vertical plane. Image was
previously published in Ref. [2]
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(h) and vertical (v) profile. The FWHM of the Gaussian fit to the profile gives the

coherent focus size of the beam, which was in this case 108 nm (h) × 105 nm (v).

Compared to incoherent X-ray imaging, e.g. through absorption contrast, ptychogra-

phy offers a greater spatial resolution that is rather limited by the signal captured

under the largest scattering angle on the detector than by the spot size of the

incident beam [148]. As an example, the resolution in Fig. 3.3 was determined with

Fourier-ring-correlation [151] to be on the order of 30 nm, this is significantly lower

than the coherent-beam size determined from the reconstructed beam caustic.

3.2.2 X-ray diffraction

For the study of the lattice structure, XRD is a long-established tool, spanning

powder diffraction [152–155] and single crystal studies. XRD is based on Bragg’s

law

nλ = 2d · sin(θ), (3.6)

where n is an integer, λ is the wavelength of the incoming photons, d is the distance

between lattice planes, and θ is the incoming angle. This technique is ideally suited

for multi-modal studies of polycrystalline TF solar cells [66,67]. The grains in TF

solar cells are randomly oriented, leading to singular grains coincidentally fulfilling

the Bragg condition. From the variation in the position of the reflection peak on the

detector, strain and tilt of single crystals can be derived, as described in Ref. 67. To

find the coincidentally correctly oriented grains, an overview scan of the solar cell

is performed and the integrated intensity is measured. An example can be seen in

Fig. 3.5, where an AgCu(In,Ga)Se2 solar cell is measured. Figure 3.5 (a) shows the

integrated diffraction peaks on the detector which are labeled to the corresponding

grains. Figure 3.5 (b) shows the integrated diffraction intensity on the scanned 2D

map, while (c) displays the simultaneously taken XRF data of selected elements.

From there, a single grain can be selected and measured with greater precision. A

common practice is to perform so-called rocking curves over a single grain. There,

the sample is tilted slightly around the angle which fulfills the Bragg condition and

at each angle, the grain is scanned. Through the angle variation, the tilt and strain

of the grain can be deconvoluted [67]. Another approach is to treat all reflecting

grains in a statistical way, as was done in Ref. 156.
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Figure 3.5: X-ray diffraction peaks of an AgCu(In,Ga)Se2 solar cell. (a) Integrated
intensities on the detector with the Bragg peaks numbered to the grains,
identified in (b). (c) XRF signal of In (gray), Cd (green), and Rb (blue),
and the diffraction peaks in red. Figure from Ref. 11 reprinted with
permission from Peter Modregger.

3.2.3 X-ray fluorescence

This section introduces XRF, which is a non-destructive technique to measure the

composition of a material. For a comprehensive understanding of the theory behind

XRF and its analysis, Refs. [157,158] are recommended. Here, selected aspects will

be highlighted.

The fluorescence spectrum

The very basic principle of XRF can be summarized in four steps: 1. A core electron

absorbs an incoming X-ray photon and 2. is excited to a higher energy state. 3. An
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Figure 3.6: Exemplary XRF sum-spectrum of a Cu(In,Ga)Se2 solar cell. The counts
are summed over a map. Elemental peaks are marked and a background
estimate is drawn in. Inlay: Scheme of X-ray fluorescence generation in
four steps. (1) photon absorption, (2) electron excitation, (3) electron
transition to fill the vacancy, and (4) emission of a characteristic photon.
As an example, an α transition and one β transition are indicated.

electron from a higher energy level fills the core hole left by the excited electron. 4.

As a result of this transition to a lower energy state, an X-ray photon is emitted.

The four steps are sketched in the inlay in Fig. 3.6. The photon energy from this

transition process is characteristic of each element. The transition is denoted with the

letter of the shell where the hole is filled and a Greek letter indicating the strength of

the transition (Siegbahn notation). By measuring the photon energy, the elemental

species in the sample can be identified, and its concentration can be inferred by the

number of counts. The characteristic fluorescence has a Lorentz shape; however,

for elements with an atomic number below Z = 50, the FWHM of the Gaussian

response of the detector with which the fluorescence signal is convoluted is dominant

(FWHMLorentz on the order of 10 eV, FWHMGauss on the order of 160 eV) [158].

Therefore, it is usually enough to fit fluorescence peaks with a Gaussian function.

Figure 3.6 shows an exemplary XRF-spectrum of a Cu(In,Ga)Se2 solar cell where all

counts were summed over a scanned area. The peaks of the absorber elements, as

well as the trace element Rb, are highlighted in the spectrum. They are set upon a

background denoted ’continuum’. The source of this background is a convolution of

factors, part of it are partially detected photons in the detector or Bremsstrahlung

of the excited electrons in the material. An exact determination of the background is
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difficult and is usually left to the experience of the analyst. The highest energy peak

is the Rayleigh peak which contains the energy lost via elastic scattering. The second

highest peak belongs to the inelastic scattering and is named Compton peak. The

position of the Compton peak is determined by the angular position of the detector to

the sample surface. In addition to the characteristic peaks from different transitions

within an atom, there are also escape peaks and pile-up peaks. These escape peaks

appear when an XRF photon in the detector leads to a secondary XRF event and

the secondary XRF photon leaves the detector. The collected energy is then short of

this secondary XRF photon, which amounts to 1.75 keV for a Si-detector. In Fig. 3.6

the escape peak of Cu Kα is labeled. Pile-up peaks appear when two photons arrive

at the detector simultaneously and their energy is added, this is not highlighted in

the spectrum. All counts measured above the excitation energy are due to pile up.

The width s of the elemental peaks depends on the electronic contribution to the

detector noise We and the Fano-factor FF of the detector as

s2 =

(
We

2.3548

)2

+ 3.85× FF × Ej (3.7)

where Ej is the energy (in eV) of the X-ray line [159].

Self-absorption

The detector geometry has a great impact on the detected fluorescence spectrum.

Not only is the position of the Compton-peak determined by the angular position

of the detector but it also influences the strength of self-absorption effects inside

of the sample. At shallow angles, the distance a fluorescence photon has to travel

to escape the sample can be several times larger than the thickness of the sample.

For example, an XRF photon generated in a sample depth of 500 nm and detected

under an angle of 10 ° will travel for almost 3µm. The chance to be reabsorbed

is thus considerably high. The effect is stronger for lower energy photons, as their

attenuation length is shorter. The attenuation lengths of an exemplary perovskite

mixture, Cu(In,Ga)Se2 and CdTe are shown in Fig. 3.7. The calculation is based on

Lambert-Beer’s law and highlights that for photons with an energy on the order of

3–4 keV a travel distance of 3µm is significant.

The direct effect can be seen in Fig. 3.8 where two scans of a perovskite layer

on a textured substrate measured at two different angles are shown. The sample

was prepared by King Abdullah University of Science and Technology (KAUST)
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Figure 3.7: Length at which the incoming photon beam is reduced to 1/e its intensity
in a CdTe, Cu(In,Ga)Se2 and perovskite compound material. The data
was calculated with Ref. [160] at https://henke.lbl.gov/cgi-bin/

atten.pl accessed 10.04.2022.

Figure 3.8: XRF-maps of ΦI and ΦBr of a perovskite layer on a textured surface. top:
High sample-detector angle of 65° bottom: Low sample-detector angle of
20°. The sample was prepared by KAUST and is discussed in Ref. [12].

33

https://henke.lbl.gov/cgi-bin/atten.pl
https://henke.lbl.gov/cgi-bin/atten.pl


3 Experimental environment and methods

Figure 3.9: ΦAu XRF maps of a layer on top of a CdTe solar cell from three different
detector elements and their sum. The solar cell is discussed in [10].

and measured at P06 under an angle of 20° and 65° between the sample and the

detector. As the fluorescence energy of the I-L lines has an energy around 4 keV, it

is susceptible to self-absorption effects. In comparison with Br-Kα fluorescence (at

an energy of 11.9 keV), the influence of self-absorption at shallow angles becomes

apparent. At the high detector-sample angle, both ΦI and ΦBr exhibit clearly the

spots associated with the textured substrate. However, at the low detector-sample

angle the texture of the substrate is only slightly visible in the ΦI-map, this is due

to the self-absorption effect.

Some detectors have multiple elements, to increase the number of collected photons.

However, each of these elements has to be treated as a separate detector with its

own energy calibration. Figure 3.9 shows maps of Au fluorescence ΦAu from a layer

on a CdTe solar cell measured with a three-element detector at the beamline ID16B

(ESRF). The cell is discussed in Ref. [10]. The advantage of summing over the

three separate elements becomes clear in the sum map, where the contrasts are

enhanced. Additionally to the individual energy calibration, each detector element

has a slightly different angle from the sample. This has to be taken into consideration

when self-absorption corrections are applied.

An example to highlight this is given in Fig. 3.10 from Ref. [8] where the different

effective angles for detector elements are schematically drawn. The implications and

chances for analyzing the self-absorption effect were discussed in Ref. [8].

To take these effects into account during the analysis of solar cells, the different

absorption cross-sections in the layers of the solar cell have to be considered further as

West et al. showed in Ref. [58]. However, in this work, the software PyMca provided

by Sole et al. [159] is used to analyze XRF spectra and there the self-absorption

correction is based on the fundamental parameter method [161,162].

In general, it is advised to have a reference specimen, known as fluorescence standard,

which contains the elements one is interested in to calibrate the fundamental param-
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Figure 3.10: Structure of a Cu(In,Ga)Se2 solar-cell stack with the X-ray fluorescence
measurement geometry involving a four-module silicon drift detector.
The different effective angles are highlighted in red and blue. Due to
the small thickness of the solar-cell layers of interest (≈2 µm) compared
to the sample-detector distance (on the order of cm), the angles can
be assumed to be independent of the depth in the solar-cell layer stack.
Figure reprinted from Ref. [8] with permission from ©2020 IEEE.

eters. However, for complex devices, such as solar cells, this is not always possible.

Another approach is to use an element of the absorber matrix as a reference. For

Cu(In,Ga)Se2 solar cells as an example the element Se is often the best fit for the

reference role, as it is the most stable in stoichiometric variation. The parameters are

thus adapted, such that the expected values for Se are reached. However, this sets

as prerequisites for the analysis that the description of the layers in composition and

thickness is already known quite well beforehand. If these conditions are met, the

area density of the elements can be calculated from the data fitted with PyMca.

Area density calculation from mass-fractions

This subsection is directly taken from the SI of Ref. [2]. Based on the measured

fluorescence count rate Φi and the unscaled mass fraction w∗
i obtained through

PyMca for each element i, the effective molar area density ρiA was calculated as

follows.

First, the mass fraction was scaled for each element such that the sum equals 1 at
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each scanned spot:

wi =
w∗

i∑
j

w∗
j

. (3.8)

By multiplying the scaled mass fraction wi with the nominal thickness dnom and

mass density ρmass,tot
nom of the layer, the nominal mass area density

ρmass,i
A,nom = wi · dnom · ρmass,tot

nom (3.9)

in [g/cm2] was calculated for each element and converted into the nominal molar

area density in [mol/cm2] with the molar mass Mi:

ρmol,i
A,nom =

ρmass,i
A,nom

Mi

. (3.10)

To obtain the effective molar area density map for each element i, the count rate Φi

was scaled to ρmol,i
A,nom averaged over all scan points:

ρiA =
ρmol,i
A,nom · Φi

Φi

. (3.11)

3.2.4 X-ray beam induced current

This section will introduce XBIC as a measurement technique for solar cell charac-

terization. Most of this section was already published in Ref. 1 and Ref. 2. Here, it

was adapted for readability and will not be further marked.

The current induced by the X-ray beam, which we measure, is created by a complex

interaction between the beam and the sample. The incident X-ray photons set off

particle showers consisting of electrons and photons, resulting in a multitude of

excited electron-hole pairs per incident X-ray photon in the semiconducting absorber

material. Finally, the electron-hole pairs thermalize to the band edges of the solar cell

absorber (simulations of this process are detailed in the supplementary information

(SI) of Ref. 163).

Figure 3.11 shows the particle shower and other relaxation pathways of electrons

after excitation with an X-ray photon. The figure is adapted from Ref. 26.

The thermalized X-ray excited charge carriers can be treated like charge carriers that

are generated by the absorption of photons with energies just above the bandgap

during normal solar cell operation, and the resulting current or voltage can be
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Figure 3.11: Electron cascade and relaxation pathways, after illumination by an
X-ray photon. Figure adapted from Ref. 26.

measured as X-ray beam induced current [27, 43, 164] or voltage (XBIV) [62, 165]

similar to more common measurements like electron-beam induced current (EBIC)

or laser-beam induced current (LBIC).

Note that only electron-hole pairs that are generated in the absorber layer of the

device under test (DUT) contribute to the XBIC/XBIV signal. Charge carriers

excited in other layers such as the metallic contacts or substrate will immediately

recombine, as they have no possibility of being separated by the junction. Therefore,

other layers only affect XBIC/XBIV measurements via secondary effects such as

parasitic X-ray absorption or the emission of secondary photons and electrons that

may be re-absorbed in the absorber layer. In contrast, all layers potentially contribute

to the XRF signal.

XBIC vs. LBIC vs. EBIC

A qualitative comparison of XBIC with EBIC and LBIC as measured in electron

microscopes or with optical setups is given in Table 3.2.

The electron-hole pair generation by a laser comes closest to the outdoor operation

of solar cells. However, the spatial resolution of LBIC is fundamentally limited by
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XBIC EBIC LBIC
Multi-modal capability ++ + +

Spatial resolution ++ ++ -
Penetration depth ++ - - +

Availability - - - +
Sample damage - - - ++

Table 3.2: Qualitative assessment of X-ray beam induced current (XBIC), electron
beam induced current (EBIC) and laser beam induced current (LBIC).
This is adapted from Ossig, C., Nietzold, T., West, B., Bertoni, M.,
Falkenberg, G., Schroer, C. G., Stuckelberger, M. E. X-ray Beam Induced
Current Measurements for Multi-Modal X-ray Microscopy of Solar Cells.
J. Vis. Exp. (150), e60001, doi:10.3791/60001 (2019).

the wavelength of the laser. EBIC measurements offer a greater spatial resolution

that is typically limited by the interaction radius of the electron beam with the DUT.

The main drawback of EBIC measurements is their surface sensitivity, hindering

the assessment of the absorber layer performance through the layer stack or even in

encapsulated devices. Furthermore, uneven surfaces of the DUT in combination with

non-linear secondary-electron emission effects often lead to distorted EBIC results.

In contrast, XBIC measurements are more sensitive to the total thickness of the

absorber, due to only partial absorption of the beam, than the surface morphology, as

the majority of the signal is generated deep in the bulk material and surface-charge

effects are mitigated by proper grounding. All three beam-induced techniques have

in common that charge injection is highly inhomogeneous, peaking at the beam

position. As a consequence, the excess carrier concentration and current density

are inhomogeneously distributed. In a simplified picture, the majority of the solar

cell operates in dark, and a small spot operates at a high injection level that can

reach hundreds of sun equivalents for focused beams. The injection-level distribution

depends not only on the beam size and shape, but also on the beam energy, device

stack, and time structure of the injection. So far, the X-ray beam has been treated as

a continuous beam, which is justified for charge-carrier collection processes that are

slower than microseconds. However, synchrotron-sourced X-rays consist of sub-100-ps

pulses with intensities and pulse frequency depending on the storage-ring fill pattern.

Although no impact of the fill pattern on comparably slow XBIC measurements was

noticed here, the short-term injection level does depend on it. In contrast, one can

make use of the time structure of X-rays: similar to what was demonstrated for time-

resolved XEOL [65], one can imagine time-resolved XBIC or XBIV measurements,

or locking the XBIC/XBIV signal into the electron-bunch frequency.
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3.2 Scanning X-ray microscopy techniques

An adequate discussion of the consequences of inhomogeneous injection levels requires

a full 3D simulation of all relevant beam and device parameters including the

convolution of the time-dependent injection level with the 3D mobility and lifetime

in the DUT, which was not conducted for the scope of this work. First simulations

were made by Saadaldin et al. in Ref. [105]. However, it is conceptually the same for

all beam-induced current and voltage measurements, and the interested reader is

referred to the literature discussing the injection-level dependence of EBIC [166] and

LBIC [167] measurements.

The negative consequences of local charge injection can experimentally be mitigated

by the application of bias light with the intensity of 1 sun equivalent, and beam-

induced excitation adding only a negligible amount of excess charge carriers. In

practice, this concept is technologically limited by the dynamic reserve of 100–120 dB

in state-of-the-art lock-in amplifiers, this corresponds to a signal-to-noise ratio of

1 · 105 to 1 · 106. While this suffices for devices of size comparable to the beam size, it

does not allow the application of bias light at relevant levels for macroscopic devices.

The obvious solution is to decrease the sample size. Unfortunately, this is often

limited by electrical border effects up to several hundred micrometers off the sample

border or contact points.

Note also that one can make use of the injection-level dependence of XBIC measure-

ments: similar to EBIC and LBIC, performing injection-level series by varying the

X-ray beam intensity can unveil information about dominant recombination mecha-

nisms and charge carrier diffusion [84,85,168–171]. In conclusion, the penetration

depth of X-rays combined with the high spatial resolution makes XBIC the most

fitting technique to study DUT with buried structures such as thin-film solar cells in

a correlative microscopy approach. The interaction radius of XBIC measurements is

typically smaller than for EBIC, and the spatial resolution is often limited by the

diffusion length of the charge carriers. The main drawback of XBIC measurements

is the limited availability of X-ray nanoprobes.

Sample contacting and grounding scheme

To minimize possible sources of noise induction a printed circuit board (PCB) can

be used to contact the solar cell. An exemplary case is shown in Fig. 3.12. The tools

necessary for contacting the solar cell are shown in Fig. 3.12(a). The solar cell is

not included there. Depending on the substrate of the cell scissors, the scalpel or a

glass cutter is used to cut out a small sample. When using scissors, it is important
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Figure 3.12: Tools used and steps in contacting a thin-film solar cell. (a) Necessary
tools. (b) Gluing the thin film solar cell onto the printed circuit board.
(c) Fixing and insulating the cell with polyimide tape. (d) Contacting the
back and front contact with the respective lane on the circuit board via
copper wires with silver paint. (e) The finished contacted device. This is
adapted from Ossig, C., Nietzold, T., West, B., Bertoni, M., Falkenberg,
G., Schroer, C. G., Stuckelberger, M. E. X-ray Beam Induced Current
Measurements for Multi-Modal X-ray Microscopy of Solar Cells. J. Vis.
Exp. (150), e60001, doi:10.3791/60001 (2019).

to cut in such a way that the inside of the top shear of the scissor shows towards

the piece of solar cell intended to be measured, as that side is cut smoother and

less likely to be damaged. When handling the solar cell, caution is advised in using

metal tweezers, as these can lead to a short-circuit condition. Therefore, tweezers

with a silicone tip are recommended. The sample is glued to the PCB with either

nail polish, instant glue, composite glue, or silicone glue, depending on the materials

and requirements for later removal. In Fig. 3.12(b) the cell is glued onto the PCB

with double-sided tape. Note here that a large part of the cell is shooting over the

PCB, which is important for eventual transmission measurements.

Polyimide tape is used to insulate and fixate the cell and the wiring components as

can be seen in Fig. 3.12(c). The front and back contact (here, some parts of the cell

were scratched off the substrate to reach the back contact) are individually contacted

with copper wires. As the energy of the X-ray beam is magnitudes higher than solar

light, ionization of the sample has to be taken into consideration. To ensure that the

measured current is not simply a replacement current of the ionized surface of the

cell, the contact of the side facing upstream of the beam is grounded. To facilitate
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the grounding, the upstream facing contact is connected to the shield of the PCB

LEMO plug. Later, in the experimental setup, the shield can then be connected

to ground with e.g. metal tape. For contacting the copper wires with the sample,

a wooden toothpick is used to deliver the silver paint. The softness of the wood

ensures that the solar cell is not accidentally scratched and the pointy tip of the

toothpick helps to regulate the amount of silver paint used. The contacting can be

seen in Fig. 3.12(d) while (e) shows the finished contacted device.

The PCB allows the unshielded cabling in this contacting scheme to be kept to

a minimum. Furthermore, in combination with an aluminum sample holder on a

kinematic mount, the positioning of the sample in the beam is reproducible.

XBIC measurements with lock-in amplification

As the X-ray beam only illuminates a small part of the solar cell, the resulting

currents are similarly small and susceptible to noise. Adding the possibility of bias

light or voltage during the measurements, lock-in amplification becomes a very

attractive amplification scheme, as it offers the possibility to filter out noise and

offsets. The in-depth discussion of lock-in amplification for XBIC measurements will

be presented in Chapter 4, here only an overview and the necessary steps will be

highlighted. The section follows the protocol part of Ref. [1].

For successful lock-in amplified XBIC measurements, the following hardware is

necessary: a nano- or micro- focusing X-ray beamline; an X-ray chopper that absorbs

periodically the majority of the X-rays; a pre-amplifier (PA); a lock-in amplifier

(LIA); modules for remote control of the chopper, PA, and LIA; a data acquisition

(DAQ) system; a DUT.

The kinematic mount holding the PCB with the contacted DUT should be designed to

be lightweight but stiff down to the nanometer scale. The contact of the DUT facing

upstream of the beam is grounded with e.g. metal-tape to replace any ionization

current.

For lock-in amplification modulation of the signal is necessary, thus an optical chopper

is installed upstream of the sample, which blocks the beam 50% of the time. The

modulation of the X-ray beam will translate to the generated XBIC signal, and allow

demodulation to extract the signal from noise.

For very small signals a PA is used and the current signal will be translated into

a voltage. If the XBIV should be measured instead of the current, no PA is used.
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Otherwise, the measurement scheme follows analogously.

As for all electrical measurements, care has to be taken so that input ranges are

not exceeded. Therefore, it is important to eliminate all non-intended light sources

which might disturb the measurement.

The parameters of the lock-in amplifier which processes the pre-amplified signal

are optimized for scanning speed, chopper frequency, and low-pass filter settings.

As a rule of thumb, the selected frequency of the chopper should be as high as

possible under the constraints of (a) fast enough response of the DUT, (b) fast

enough amplification chain, (c) acceptable level of vibrations induced by the chopper.

Furthermore, frequencies that are multiples of common noise frequencies such as

50Hz, 60Hz, or 45 kHz should be avoided.

The low-pass filter frequency fcut-off of the lock-in amplifier should be at least an

order of magnitude below the chopping frequency, and an order of magnitude above

the sampling rate. Ideally, the fcut-off is below the utility frequencies of 50Hz or

60Hz. The filtered signal is then scaled at the analog output of the LIA to a value

well in the range of the acceptance range of the volt-to-frequency (V2F) converters.

The conversion of the measured count rate fDAQ (Hz) to an XBIC signal SXBIC

(A) is found by going along the signal chain. The necessary parameters are the

pre-amplification factor APA (V/A), the amplification factor of the LIA ALIA (V/V)

at the analog output, and the voltage acceptance range RV (V) of the V2F converter

which projects onto the frequency range Rf (Hz).

Furthermore, as a lock-in amplifier usually outputs a root-mean-square (RMS) value

of the incoming AC signal, a waveform or crest factor C, depending on the shape of

the incoming signal is added. For sine-shaped signals, this factor is a
√
2, for square

waves it is 1, and for triangular waves a
√
3. Here, it has to be noted that most

LIA demodulate with a sine-wave, and therefore if the incoming signal is a square or

triangular wave the actual factor will be something in-between these values.

When the parameters are known, a conversion term Hconv can be defined to convert

the signal

SXBIC = fDAQ ·Hconv (3.12)

with

Hconv =
2 · C ·RV

APA · ALIA ·Rf

.

The factor of 2 in Hconv follows as the XBIC signal is not the amplitude of the

modulated signal but the peak-to-peak value.
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3.2 Scanning X-ray microscopy techniques

Topological correction

This paragraph was published in Ref. 3. To correct Imeas for the difference in absorber

thickness for each measurement point, we used XRF data as suggested in Ref. 43 and

detailed in Ref. 172. The topologically corrected XBIC signal is referred to as Ĩ.

We utilized the Lambert–Beer’s law to approximate the attenuation of a photon

flux Φ in a material. With Φ0 being the initial photon flux, α the linear absorption

coefficient, and d the penetration depth, Lambert–Beer’s law states

Φ(d) = Φ0 · exp (−α · d) . (3.13)

Often, the mass attenuation coefficient αm = α/ρ is used instead of the linear

absorption coefficient, where ρ represents the mass density of the material. With ρA

being the area density, Eq. 3.13 is then written as

Φ = Φ0 · exp (−αmρA) = Φ0 · exp
(
−α

ρ
ρA

)
. (3.14)

X-ray mass attenuation coefficients can be found in [173] for every element j. The

corrected XBIC current can then be calculated as

Ĩ =
I

1− exp
(
−
∑

j (αm,j · ρA, j)
) . (3.15)

For a Cu(In,Ga)Se2 solar cell, in order to estimate a thickness correction of the XBIC

signal with limited data available from XRF, first the area density ρA, j of an element

j in the Cu(In,Ga)Se2 layer is established as

ρA, j = ρCIGS ·
Φj

Φj

· dNom · ωj. (3.16)

Here, the XRF count rate Φj contains the information about spatial variations in

thickness and stoichiometry, the average density of Cu(In,Ga)Se2 is ρCIGS = 5.7 g/cm3,

and the average Cu(In,Ga)Se2 thickness dNom is tabulated for each cell in Tab. 5.2

and the mean normalized mass fraction for element j is denoted ωj.

Finally, the thickness-corrected XBIC signal Ĩ of the Cu(In,Ga)Se2 solar cell is

calculated as

Ĩ =
I

1− exp
(
−
∑

j ∈{Cu, In, Ga, Se} (αj · ρA, j)
) .
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Charge collection efficiency

The topologically corrected XBIC signal Ĩ can be seen as an approximation of the

charge collection efficiency ηXCE. This charge collection efficiency is scaled from 0 to

1 for convenience’s sake. However, a more formal definition of ηXCE is given as

ηXCE :=
N coll

e−/h+

Ngen

e−/h+
=

SXBIC

q

M ·N in
ph

(3.17)

where Ngen

e−/h+
and N coll

e−/h+
are the generation and collection rate of electron-hole pairs,

N in
ph is the rate of incident photons, q is the elementary charge, and M is a material

constant. The material constant M can be calculated as

M :=
Ngen

e−/h+

N in
ph

≈
Eabs

α · Eg

, (3.18)

where Eabs is the energy deposited in the absorber layer per incident X-ray photon,

Eg is the bandgap of the absorber material and α is a constant. The factor α accounts

for the energy efficiency of electron-hole pair generation. It is often approximated as

α ≈ 3 [43,174,175].

3.2.5 X-ray excited optical luminescence

This section will introduce XEOL. Large parts of this section are being published in

Ref. 4 and are not further marked.

In an analogous way to photo luminescence measurements with laser excitation,

XEOL measurements assess the solar-cell performance with respect to radiative

recombination of the X-ray excited electron-hole pairs by detection of the emitted

photons with an energy corresponding to the bandgap of the solar-cell absorber [26,

106,176]. Competing non-radiative recombination paths, e.g., through trap states

at grain boundaries, may reduce the charge-carrier lifetime, thus decreasing the

XEOL intensity.

Portable setup with spectral and time resolution

An XEOL detection unit was developed to study the optical performance of the solar

cell. We designed it in a transportable, compact, and modular fashion for easy use

and flexibility to adapt to different samples and beamline environments. Therefore,
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3.2 Scanning X-ray microscopy techniques

Figure 3.13: (a) Photo top-view of the open optical chamber; (b) photo of the setup
implemented at P06 in a multi-modal setting; (c) scheme of the XEOL
detection setup with the beam paths indicated: X-ray beam (purple),
alignment laser (blue), XEOL photons (red).

the whole setup was built as an optical enclosure upon a breadboard. Figure 3.13(a)

shows a top-view image of the setup with the optical chamber open. In (b) the setup

is shown integrated into the measurement environment at the P06 micro-hutch where

simultaneous XRF measurements are conducted. The detailed scheme of the setup is

shown in Fig. 3.13(c) with numbered components and described in the following:

For the coarse alignment with respect to the X-ray beam and the beamline, the

breadboard hosting the optical setup was further installed onto a manual rotation

stage and xyz-translation stages. An infinity-corrected long working distance ob-

jective (Olympus LMPLFLN100X, NA=0.8, (1)), connected to a lens tube was

mounted to piezo-motors (PI) for the fine alignment. For the detection of the col-
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lected photons, we decided to split the beam into two separate detection units, to

obtain simultaneously temporal and spectral resolution (both optimized for high

signal-to-noise ratio). Therefore, the collected XEOL photons from the sample were

simultaneously focused with lenses (AC254-100-A, with LM1XY, Thorlabs,(4)) onto

an avalanche photodiode (APD) (PDM Series, Mirco Photon Devices, (5)) or the

entrance slit of a spectrograph. The signals from the APD were fed to a PicoHarp 300

(PicoQuant) for temporal measurements and to the counter of the beamline system.

The spectrograph (Acton SpectraPro Series, 2300i Model, Princeton Instruments, (7))

equipped with either a mirror or a 300 gr/mm grating (750 nm blaze) dispersed the

light onto one or two of the charged coupled device (CCD) cameras (Andor iDus420

OE, (8): spectroscopy camera, Princeton Instruments ProEM 512, (9): imaging

camera) for spectrally resolved measurements. The two cameras were installed for

low noise experiments with spectral resolution (iDus420 OE) and fast imaging of

the spot emitting the XEOL signal for the proper adjustment (ProEM 512) of the

XEOL setup. Both cameras are suitable to operate in the visible spectral range;

however, a different camera could easily be mounted here to cover other wavelength

regions. A simple imaging camera (webcam with dismounted lense, (14)) and a

laser (LDH-P-C-440, Picoquant with PDL 800-D,(10)) were incorporated into the

system for initial coarse alignment of the system to the X-ray beam and sample

interaction spot. The laser was attenuated by a neutral density filter and filtered

by a 450 nm short-pass filter (FES450, Thorlabs). Mirrors (PF10-03-P01, held in

KM100, Thorlabs,(3)) guided the beam to a beam splitter (10/90,(11)) directing

the beam via an iris (ID12, Thorlabs,(12)) to the entrance aperture of the objective.

Using a foldable mirror (PF10-03-P01, in TRF90, Thorlabs,(3)) the collected light

from the sample could be either focused on a simple webcam by a lens to inspect

the focus of the alignment laser or on the aforementioned CCD and APD detectors.

A long pass filter 450 nm (FELH 450, Thorlabs) was placed in front of the 50/50

beamsplitter (KM200B/M, hold with PM4*, Thorlabs) to remove unwanted laser

light in case of performing conventional PL experiments.

Both the PicoHarp 300 and CCD cameras were controlled and read out by a PC

that was independent of the beamline controls. Synchronization was obtained by

trigger signals from the electron bunch clock and scan positions. With additional

synchronization of the laser to the bunch clock, pump-probe measurements would

in principle be possible. The sideways approach of the objective allowed the X-ray

beam to pass undisturbed so that multi-modal measurements, potentially including

additional XRD or ptychography, were feasible.
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3.2 Scanning X-ray microscopy techniques

Differences between an XEOL and PL measurement

Regarding the detection unit, the differences between XEOL and PL measurements

are small: In the case of a laser excitation source, additional filters which block the

reflected laser beam have to be installed.

The greater difference is in the excitement of the charge carriers. The laser energy is

usually chosen just above the bandgap and directly creates electron-hole pairs. As

described for XBIC, the charge-carriers excited by an X-ray beam are the product of

a particle shower, where the particles thermalize to the band edge via Auger [177] and

inelastic scattering processes [106]. Thus, a laser photon only creates one electron-

hole pair, while a single X-ray photon can create multiple (on the order of hundreds

to thousands of) electron-hole pairs. As described in Eq. 3.18 the material constant

M gives the amount of generated electron-hole pairs per incident X-ray photon.

With a laser, it is possible to vary the energy of the exciting photon from below the

bandgap energy to above. Thus so-called photoluminescence excitation (PLE) spectra

are measured which give information about energy states inside of the bandgap [178].

For X-rays the energy can be tuned to be below or above the absorption edges for

the element of interest to gauge its influence on the optical performance, this is often

done in combination with XANES measurements [106].

Spectrally resolved XEOL

Emitted PL photons are energetically separated by the grating in a spectrograph

and collected with a CCD camera. Around the bandgap energy, a mostly Gaussian

distribution can be observed which is caused by tail-states reaching into the bandgap

on the longer wavelength side and recombinations from higher energetic states —

which can be either due to an excess of free carriers, thermal excitation, or local

inhomogeneities — on the shorter wavelength side.

From the form of the Gaussian, information about the tail-states and quasi-Fermi

level splitting can be gained [85,179,180]. However, for these analyses, additional

absorption spectra are necessary which are usually not taken in the case of X-ray

microscopy measurements. Therefore, the interpretation and correct analysis of the

XEOL spectra is still not fully developed, yet.
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In this work, the spectra are fitted with a simple Gaussian of the form

G(x) = A · exp
{
−1

2

(x− x0)
2

σ2

}
+ C, (3.19)

where A is the amplitude, x0 is the central wavelength, σ is the standard deviation

and C is an offset, namely the dark counts.

While the amplitude in classical PL measurements gives a good estimate of the

goodness of the absorber, in XEOL measurements the goodness of the absorber is

further superimposed with the effect of the beam-sample interaction volume. This

becomes critical in the face of solar cell absorbers with inhomogeneous thicknesses

such as the voids in Cu(In,Ga)Se2 (see Sec. 3.3) or the appearance of wrinkles

in perovskites (see Chapter 6). The central wavelength is associated with the

bandgap. However, care has to be taken as photon-recycling effects can red-shift the

spectrum [170,181,182]. The interpretation of the width of the Gaussian is difficult,

as photon-recycling and tail state effects overlap.

If the measurement environment allows it, XEOL should be measured with a detector-

to-sample angle close to 90° to avoid shadowing effects from self-absorption in

inhomogeneously thick absorbers.

Time-resolved XEOL

For time-resolved measurements, a pulsed excitation source is needed with long

dark periods in between. Many synchrotrons have special timing modes where only

a few electron bunches are running. At DESY this is the 40-bunch timing mode,

with 192 ns between 44 ps long pulses. The APS has an even wider-spaced timing

mode where dark periods over a microsecond long are achieved. The brilliant but

short pulse excites the material and by recording the emitted XEOL photons the

recombination dynamics of the charge carriers can be studied.

The double exponential ansatz is a conventional approach to fit the decay curves in the

photoluminescence analysis of perovskites [183,184] where the fast decay component

is attributed to SRH recombination and the slower component to radiative decay.

Auger processes are often neglected as the regime for this process needs very high

charge-carrier concentrations which are usually not reached. A double-exponential

fit to a decay curve is exemplarily shown in Fig. 3.14. The data points are taken

from a measurement of a perovskite solar cell, which will be further discussed in

Chapter 6. As the measured signal is always a convolution of the actual signal and
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Figure 3.14: Exemplary recorded decay curve (blue dots), with the overlaid double
exponential fit.

the instrumental response function (IRF) of the detector, a simple decay function

is not sufficient. The IRF is approximated as a Gaussian and convoluted with the

exponential decay function. The analytical solution of a convolution between a

Gaussian and a single exponential decay is given as

S(t) =
A

2
exp

{
− t

τ

}
exp

{
σ2

2τ 2

}
erfc

(
σ√
2τ

− t

σ
√
2

)
(3.20)

with A as an amplitude, τ as the decay constant, σ as the sigma of Gaussian

width, and erfc(x) = 1 − erf(x) begin the complementary error-function with the

error-function defined as

erf(x) =
2√
π

∫ x

0

exp{−t2}dt. (3.21)

The extension to a double exponential model is trivial as it is a simple summation,

leading to the fitting function

S(t) =
A1

2
exp

{
− t

τ1

}
exp

{
σ2

2τ 21

}
erfc

(
σ√
2τ1

− t

σ
√
2

)

+
A2

2
exp

{
− t

τ2

}
exp

{
σ2

2τ 22

}
erfc

(
σ√
2τ2

− t

σ
√
2

)
+ C (3.22)

where C is an offset.

As all processes depend on the charge-carrier density they are linked to each other

and a clear separation of the respective lifetimes is difficult. Therefore, an effective

lifetime gained from the amplitudes and decay constants of the individual exponential
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Figure 3.15: (a) Summed spectrally resolved XEOL for the three solar cells, with
100% (solid line) and 1% (dashed lines) beam intensity. The individual
spectra of the first two rows of a scanned map are shown in (b) at 1%
beam intensity and in (c) at 100% beam intensity.

decays is calculated as

τeff =

∑
i Aiτ

2
i∑

iAiτi
. (3.23)

Considerations when measuring XEOL

For XEOL measurements, the topic of beam damage is even more critical than for

XBIC measurements. XEOL is in its detection a photon-hungry technique, as only a

fraction of the emitted photons is collected and has to be evaluated with respect to

time and spectral resolution. Thus, it needs a certain amount of deposited dosage to

create a signal of significant statistics. While XBIC measurements have the feasible

strategy of ’measure-ahead-of-the-burn’ by outrunning the beam damage with a fast

measurement speed, this is not applicable for XEOL. The impact beam damage

can have on the optical properties of a perovskite solar cell is shown in Fig. 3.15.

The three perovskite solar cells (denoted Cs05, Cs15 and Cs25 after their respective

Cs content) whose XEOL spectra are shown in Fig. 3.15(a) will be discussed in

Chapter 6. The XEOL spectra shown here are summed spectra from maps scanned

first at 1% beam intensity (dashed lines) with a dwell time of 1.1 s and step size of

400 nm and then the same area re-scanned at full beam intensity (solid lines) with a

dwell time of 0.3 s and a step size of 200 nm. The high-intensity X-ray beam led to a

transformation of the XEOL spectra: A strong blue shift as well as the emergence of

a second peak and shoulder at full intensity can be observed. We associated this with

the degeneration of the solar cell and the Fermi level reaching into the conduction

band, leading to recombination from higher excited states than the conduction band

minimum.
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Figures 3.15(b) and (c) highlight the effect beam damage has during a scan. In

Fig. 3.15 (b) the individual spectra from two lines of the map scanned at 1% beam

intensity are shown. The first pixel is colored in dark green and the gradient to red

separates the individual spectra. The first pixel of the second line starts then again

with the dark color. The intensity of the XEOL spectra is varying as the absorber is

not of homogeneous thickness and quality. However, there is no significant difference

between the spectra of line 1 compared to line 2. This is not the case for Fig. 3.15(c)

where the same area was re-scanned at full beam intensity. Despite a shorter dwell

time than in (b) the effects of beam damage are apparent. First, note the drastic

decrease in intensity from the first to the second spectrum, this is again visible in the

second line. Second, the second line again has a strong decrease in signal compared

to the first, highlighting that the measured area is affected by the measurement of

the first line.

Therefore, for these perovskite samples, lower intensity and longer dwell time was

the chosen approach to avoid beam damage.

3.3 Measurement strategies

For a comprehensive study of solar cells, one could apply all those measurement

techniques just introduced and others to the sample. However, when designing the

experiment, it has to be taken into consideration whether these modalities should

and could be simultaneously assessed, or if sequential measurements are necessary.

In the following, the advantages and disadvantages of multi-modal and sequential

measurements will be discussed on the basis of an example. Large parts of this

section were already published in Ref. 2 and will not be further highlighted. The

XEOL setup used for the work in this section was the first implementation and varies

slightly from the setup described in Sec. 3.2.5.

The multi-modal measurement and the subsequent measurements were performed

in the course of one beamtime on the same Cu(In,Ga)Se2 solar cell. Figure 3.16

(b,c) show two representative scanning electron microscopy (SEM) images of the cell

surface, exhibiting the granular structure of the absorber layer propagating to the

solar-cell surface.
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Figure 3.16: (a) Scheme of the Cu(In,Ga)Se2 solar cell stack. (b–c) Scanning electron
microscopy image of the solar cell surface (courtesy of A. Jeromin, DESY
NanoLab [185]). Figure adapted from Ref. [2].

3.3.1 Sample

The sample was provided by EMPA. The Cu(In,Ga)Se2 solar cell was synthesized on

a polyimide foil substrate as described in detail in [51]. The Mo back contact layer

(0.5 µm) was deposited by sputtering. The Cu(In,Ga)Se2 absorber layer was deposited

by a multistage co-evaporation process around 450 °C substrate temperature and

was subjected to an in-situ NaF+RbF post-deposition treatment in Se ambient.

The integrated Ga:In composition ratio is 0.41:0.59 and the Cu(In,Ga)Se2 thickness

3.16 µm. The CdS buffer layer (25 nm) was deposited in a chemical bath (CBD),

followed by deposition of ZnO (65 nm) and transparent conductive oxide ZnO:Al

(120 nm) layers by sputtering. The cell was contacted through an electron-beam

evaporated Ni-Al grid and manually isolated by peeling-off surrounding Cu(In,Ga)Se2

material. Manually applied silver paint (far from the region of interest) was used

to electrically connect the Ni-Al grid to thin Cu wires and a dedicated PCB from

where co-axial wires were used for the connection to the current measurement circuit

as detailed in Sec. 3.2.4.

3.3.2 Experimental setup for four-fold multi-modal measurements

The experiment was performed in the micro-hutch of P06 as laid out in Fig. 3.17.

Under the constraints of (i) limited space in the experimental hutch, (ii) limited solid

angle for the X-ray optics and detectors, and (iii) minimized shielding by detector

elements and the sample, the geometry displayed in Fig. 3.17 was found to yield the
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Figure 3.17: Experimental setup. (a) Scheme of the multi-modal X-ray microscopy
measurement involving X-ray fluorescence (XRF), X-ray beam induced
current (XBIC), X-ray excited optical luminescence (XEOL), and pty-
chography. (b) Picture of the actual setup. The area detector for
ptychography is located further downstream along the beam path and
is not visible here. Figure adapted from Ref. [2]

optimum signal-to-noise ratio for all measurement modalities.

The photon energy was 15.25 keV, just above the RbK absorption edge (15.21 keV)

for maximum sensitivity to this trace element. Compound refractive lenses (CRL)

made of Be, a corrective phase plate [136], and a pinhole were used to focus the beam.

The caustic of the nano-focused X-ray beam for the multi-modal measurements was

already shown in Figure 3.4 as measured by ptychography. The photon flux was

7 · 109 ph/s, resulting in a dose rate of 1.4 · 1013 eV/s in the solar-cell absorber.

XRF: For fluorescence measurements, a silicon drift detector (Hitachi, SII Vortex

EM) was used with a digital pulse processor (Quantum Detectors, Xspress3). The

detector was placed in the plane of the storage ring inboard with an Al collimator;

the angle between the sample surface and the detector was 7° and the distance was

2 cm.

XBIC: For lock-in amplified XBIC measurements, the X-ray beam was modulated
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with a frequency of 8.015 kHz upstream of the X-ray optics as detailed in Sec. 3.2.4.

After pre-amplification (Stanford Research Systems, SR570) with 1 µA/V, the XBIC

signal was demodulated by a lock-in amplifier (Zurich Instruments, UHFLI) with a

low-pass cutoff frequency of 501.1Hz (8th order). The front contact of the solar cell

was grounded to avoid artifacts from space charge at the cell surface and replacement

currents that can be induced by the X-ray beam [43].

XEOL: The XEOL setup was placed in the plane of the storage ring outboard. The

angle between the sample surface and the optical axis of the XEOL setup was 10°.
The XEOL photons were collected with a 4x objective (Olympus, UPlanSApo) with

a numerical aperture of 0.16, and the intensity was measured by a Si CCD camera

(Andor, iDus420 OE). A mirror was used instead of a grating in the spectrograph,

and only the intensity of the XEOL signal was measured. This was necessitated as

the total collected signal was very low.

Ptychography: An area detector (Dectris, Eiger X 4M) was placed 8.05m downstream

of the sample, in the experimental nanoprobe hutch of the beamline P06 [6], to

measure the far-field diffraction patterns. The detector was set up in a vacuum

(< 1 · 10−3mbar) with a flight tube to minimize the air path between the sample and

detector [141].

3.3.3 Multi-modal

For independent XRF, XBIC, XEOL, and ptychography measurements, different sets

of measurement parameters would be ideal. Hence, the simultaneous measurement

of all modalities requires a compromise between (i) low dose to limit sample degra-

dation, (ii) high dose to maximize signal-to-noise ratio, (iii) high coherence to enable

ptychographic reconstruction, and (iv) short dwell time to enhance throughput.

Balanced for the four measurement modalities, a step scan was performed where the

fast shutter of the beamline was closed during the position-settling time. An area of

4 µm× 4 µm was mapped with 100 nm× 100 nm step size at a nominal dwell time of

0.5 s per point. The actual dwell time was halved as the chopper fully blocked the

beam 50% of the time. The effect of the chopper on the ptychographic reconstruction

was deemed marginal in preliminary scans. The sample surface was perpendicular to

the incident X-ray beam and the scan motion was executed in the sample-surface

plane.

Compared to dedicated scans optimized for each modality separately, the multi-modal
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measurement with the parameters specified above led to the following compromise:

XRF: The chopper required for high-sensitivity XBIC measurements blocks 50% of

the photons and thus decreases the statistics, this could easily be compensated by

doubling the dwell time. In that case, there are no disadvantages of the multi-modal

measurement approach compared to XRF-optimized measurements.

XBIC: For XBIC measurements, requirements are relaxed as long as a chopper is

used to modulate the X-ray beam. Dedicated XBIC scans could be performed more

than two orders of magnitude faster with comparable signal-to-noise; the long dwell

time required for the multi-modal measurement would only be a drawback if X-ray

beam induced sample damage was present, as is the case e.g. in perovskite solar

cells [163,186].

XEOL: As the most photon-hungry technique used in this experiment, the XEOL

measurement determined essentially the minimum dwell time of the multi-modal

measurement for satisfying signal-to-noise ratio. Accordingly, the penalty in signal

quality by the 50% flux reduction by the chopper is highest in the XEOL signal.

In addition, stray light from a multitude of electronic devices present in the X-ray

hutch and mechanical vibrations compromised the signal-to-noise.

Ptychography: The high-flux requirement for XRF and XEOL measurements

required opening the beam-defining slits in the P06 optics hutch. While this allowed

high signal-to-noise XRF and XEOL measurements, it comes at the cost of a

reduced spatial coherence of the beam at the location of the X-ray microscope.

As a consequence, the image quality in ptychography is reduced in this high-flux

operation mode. In the presented measurements, a typical reduction in spatial

resolution of less than about a factor of 2 was observed as compared to ptychographic

measurements in high-coherence mode, while the focused flux was 10-fold higher.

This trade-off between high focused flux and high spatial coherence will be relaxed

at fourth-generation storage rings such as PETRA IV [36].

3.3.4 Subsequent/sequential

The subsequent conduction of measurements optimized for each modality respectively

gets rid of the need to compromise. However, the sequence in which the measurements

are taken still takes the same points (i–iv) into consideration. Depending on the

stability of the sample under X-ray illumination, XBIC, XBIV or XEOL measurements

should be prioritized. As the composition and structure of most inorganic solar
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cells are stable under the X-ray illumination, dedicated XRF measurements are

conducted after the performance measurements followed by ptychography. The

choice to measure ptychography last is due to the need to close the beam slits further

for a more coherent X-ray beam.

In this example four scans were performed and the measured modalities are listed in

Table 3.3. The underlined modalities give the optimization required for the respective

scan.

For Scan 1–3 the scanned area was 8µm × 8 µm large while Scan 4 covered a slightly

smaller area of 5 µm × 5 µm.

Scan 1 and 2 The first and second scans were optimized for XBIC and XBIV

measurements respectively. The dwell time was set to 0.01 s per pixel with a step

size of 25 nm × 25 nm in both cases. The scanning speed was thus roughly an

order of magnitude larger than in the multi-modal measurement approach. XRF

measurements were simultaneously taken, this is helpful for later image registration.

Scan 3 The third scan was optimized for the photon-hungry techniques of XRF and

XEOL. As XBIC and XEOL are competing processes, they should optimally not be

measured simultaneously. On the other hand, measuring XBIV simultaneously does

not have any negative impact, except for the continued use of the chopper which

still halves the incoming photon flux. To collect enough statistics, the dwell time

was set to 0.5 s per pixel with a step size of 50 nm× 50 nm.

Scan 4 For this last scan, the chopper was taken out effectively doubling the incoming

flux, and the slits cutting off incoherent parts of the beam in the horizontal plane

were further closed from a gap of 0.2mm to 0.04mm thus reducing the flux. The

step size was 50 nm× 50 nm with a dwell time of 0.5 s.

Same as for the multi-modal measurements, the images were registered with the

EEC transform [187] from the OpenCV library [188]. The ΦSe maps from the XRF

Scan XBIC XBIV XRF XEOL Ptycho ∆teff Step size Slit width
1 ✓ - ✓ - - 0.005 s 25 nm 0.2mm
2 - ✓ ✓ - - 0.005 s 25 nm 0.2mm
3 - ✓ ✓ ✓ ✓ 0.25 s 50 nm 0.2mm
4 - - ✓ - ✓ 0.5 s 50 nm 0.04mm

Table 3.3: Measured modalities at the subsequent scans. The respective scan is
optimized for the underlined modality. The effective dwell time ∆teff , step
size, and width of the slits are further listed for the respective scans.
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Figure 3.18: XRF maps of Se from all four scans.

measurements, which were taken in all four scans, were used for the registration and

can be seen in Fig. 3.18. Only the ptychographic reconstruction from scan 4 was

registered cross-modality as it may shift the positions and therefore differ from the

simultaneously taken XRF map. The discussion about the registration of sequentially

acquired scans can be found in Ref. [7].

3.3.5 Discussion

The full discussion of the four-fold multi-modal scan can be read in Ref. [2]. The

in-depth analysis of the sequentially obtained scans will be covered in Ref. [151] (in

preparation).

Figure 3.19 (a–e) show the maps taken simultaneously of the four modalities, while

(f–j) show the sequentially taken maps. The scalebar of 2 µm holds for all maps,

and the colorbars are valid for each column of the figure. The numbers in the lower

right corner of Fig. 3.19(f–j) indicate the scan during which the data was taken.

Resulting from XRF measurements, the area density is shown in Figure 3.19 for Se

(ρSeA ) (a,f) and for Rb (ρRb
A ) (b,g). The distribution of Se is representative of the main

elements in the Cu(In,Ga)Se2 absorber layer. The distribution of Rb in the absorber

layer is of particular interest due to the outstanding role of alkali elements for the

Cu(In,Ga)Se2 solar-cell performance [103, 179]. It is noteworthy that the relative

variation of ρRb
A is stronger compared to ρSeA , this can only partially be attributed

to the smaller signal-to-noise ratio of the Rb quantification (note that ρRb
A ≪ ρSeA );

rather, this indicates a stronger Rb segregation.

The results from XBIC, XEOL, and ptychography measurements are shown in

Figure 3.19(c–e) (simultaneous) and (h–j) (sequential) in terms of current (IXBIC),

count rate of photons with an energy corresponding to the bandgap of the solar-cell

absorber (fXEOL), and relative electron area density (∆ρeA), respectively.

Comparing the simultaneous and sequentially measured maps, the impact of the
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Figure 3.19: (a–e) Simultaneously measured maps, (f–j) sequentially measured maps.
(a,f) Area density of Se (ρSeA ) and (b,g) of Rb (ρRb

A ) from X-ray fluores-
cence measurements. (c,h) X-ray beam induced current (IXBIC) from
electrical performance measurements. (d,i) Photon count rate (fXEOL)
from X-ray excited optical luminescence measurements. (e,j) The rela-
tive area density of electrons (∆ρeA) from ptychography measurements,
zero was arbitrarily shifted to the mean of the respective map.

compromise necessary for the simultaneous measurement becomes apparent. The

clarity of the features in Figure 3.19(f–j) is superior to Figure 3.19(a–e). Note that

the contrast in Figure 3.19(e) is not optimally set due to the relative nature of the

modality. The strong difference in contrast displayed here is most likely due to

some deep-reaching voids in the sequentially measured area, as well as the optimized

parameters enabling to resolve the deepest parts of the voids.

Despite the common measurement parameters being sub-optimal for each modality

in the simultaneous assessment, Figure 3.19(a–e) demonstrates that a compromise

can be found with high measurement quality in all four modalities, as the features

displayed in Figure 3.19(a–e) are highly similar in their nature to Figure 3.19(f–j).

Here, it should also be noted that the total measurement time for the multi-modal

scan was around 20min compared to almost 8 h for all the sequential scans together.

The time scaling is not directly relatable as the size of the scanned area was different,

nevertheless, the order of magnitude in time difference is still clear.

The features, which are similar over the different modalities on a length scale

from a few hundred nanometers up to one micrometer, are apparent in all maps

of Figure 3.19(a, c–e) and (f,h–j), while the features in the Rb distribution (Fig-

ure 3.19(b,g)) follow a different pattern resembling the inverted features of IXBIC

(Figure 3.19(c,h)).
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Figure 3.20: (a) Simultaneously measured set, (b) Sequentially measured set. Corre-
lation coefficient ρ for all combinations of the area density of Se (ρSeA )
and of Rb (ρRb

A ), of the X-ray beam induced current (IXBIC), of the pho-
ton count rate from X-ray excited optical luminescence measurements
(fXEOL), and of the relative electron area density (∆ρeA). In (b) the
X-ray beam induced voltage (UXBIV) is additionally included. The black
dashed frame highlights the same correlations for (a) and (b).

To compare the correlative analysis of the four-fold multi-modal measurements

more in-depth, the statistical correlations between the measurement parameters

shown in Figure 3.19 were evaluated. The result is shown in Figure 3.20(a) for

the simultaneous and in Figure 3.20(b) for the sequential set, as the matrix of the

correlation coefficient ρ, where ρ = 1, ρ = −1, and ρ = 0 describe perfectly correlated,

perfectly anti-correlated, and uncorrelated data, respectively [189]. For completeness,

the X-ray beam induced voltage (UXBIV) is included in Figure 3.20(b), while the

dashed lines outline the shared modalities.

Comparing the correlation coefficients gained through the two measurement strategies,

they show similar trends. The biggest difference lies in the correlation of ρRb
A with

fXEOL. While in Figure 3.20(a) no correlation could be found, in (b) a slight negative

correlation is present. The lack of correlation in (a) is most likely caused by the rivalry

between the XBIC and XEOL processes. In (b) the negative correlation between

ρRb
A and all the performance assessing modalities (UXBIV, IXBIC, fXEOL) is apparent.

Another difference is in the correlation between ρSeA and ∆ρeA. As the optimized

ptychography scan enables a higher resolution, the point-by-point correlation with

the XRF data is slightly reduced.

Considering the results from the correlative analysis (Figure 3.20) for the interpre-

tation of the maps (Figure 3.19), the following observations can be made even just

based on the simultaneously measured set:
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Topology: When comparing the two raster-scanned maps in Figure 3.19(a,e), the

relative electron area density map shows higher resolution – resulting from the

ptychographic reconstruction – than the fluorescence map, enabling finer features in

the topology of the absorber layer to be seen.

The similarity of features in the Se area density and relative electron area density

maps of Figure 3.19(a,e), and the positive correlation coefficient (Figure 3.20) of ρSeA
and ρeA are strong indications that both distributions have the same origin – the

topology of the absorber layer. Thus, the claim made in [5] that the ptychographically

reconstructed phase shift and the absorber-element distribution represented here by

Se are dominated by the absorber topology can be corroborated: the greater the

number of atoms in the projected interaction volume of the beam with the absorber

layer, the stronger is the fluorescence signal and the electron area density.

Two mechanisms are assumed to be responsible for the structures dominating the

topology: first, the area density of the absorber layer tends to be smaller at grain

boundaries than at grain cores [61,190]; second, voids and crevices in the absorber

layer are known to be present in this type of solar cell [50], leading to low ρSeA
and ρeA. The distinction between these two mechanisms would require tomographic

measurements which is beyond the scope of this study.

Rubidium segregation: Anti-correlation of ρRb
A and IXBIC is unveiled in direct compar-

ison of the corresponding maps in Figure 3.19(b, c) and in their negative correlation

coefficient in Figure 3.20. This indicates that Rb accumulates at recombination-active

defect sites (including grain boundaries) where the XBIC signal is weaker. This

observation is in accordance with other studies, where Rb was shown to segregate at

grain boundaries [191–193] and will be further discussed in Chapter 5.

In the case of the Rb distribution, lacking correlations are also relevant: ρRb
A is not

generally correlated with ρSeA or ρeA, which indicates that Rb does neither accumulate

in voids nor that it is homogeneously distributed in the absorber layer (which would

be seen as negative and positive correlations, respectively). This lack of correlation

is in accordance with previous findings [194].

Performance: The assessment of the nanoscale performance of a Cu(In,Ga)Se2 solar

cell by two means – electrically by XBIC and optically by XEOL – allows conceptually

the discrimination of measurement artifacts based on their different detection path

of charge-carrier recombination: while XBIC measurements are affected by the

electronic circuit of the entire solar cell, XEOL measurements are affected by the

optical performance of the layer stack – a good solar cell is also a good light-emitting
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device due to the reciprocity principle [195].

Both performance measurements have in common that they depend, in first ap-

proximation linearly, on the X-ray absorptance of the absorber layer. Accordingly,

the absorber topology has a strong impact on the XBIC and XEOL signal, this is

indicated by the positive correlation between ρSeA , ρeA, IXBIC, and fXEOL.

For the further improvement of solar cells, it is of particular interest to understand

the origin of poor performance in areas that are not limited by topology but by

non-radiative recombination, due to the presence of defects. Such areas can be seen

in Figure 3.19(a, c–e) as an imperfect match of the maps.

Conclusion

It was shown that it is possible to find a compromise between measurement modalities

such that simultaneous multi-modal scanning microscopy yields enough information

for correlative analysis. The big advantage of this measurement mode is its time

efficiency and point-by-point correlation. Nevertheless, sequentially acquired scans,

with optimized parameters, still hold their superiority in resolution and are essential

when high precision correlation analysis is needed.

The advent of simultaneous measurements will come with the synchrotron sources of

the fourth generation (e.g. PETRA IV) where the coherence and brilliance of the

X-ray beam will be boosted by magnitudes [36].
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measurements

After the introduction of the measurement modes in the previous chapter, this

chapter presents developments for taking X-ray beam induced current measurements

for solar cell characterization. It is entirely based on Ref. 1, published in Journal of

Visualized Experiments and the text is taken directly from the published article only

partially adapted to fit the context of this thesis. The publication gives a protocol

to follow for the conduction of XBIC measurements, and the application of lock-in

amplification is discussed in regards to the measurement of solar cells. While the

principle of lock-in amplification is long known, this specific application case had not

yet been discussed extensively before.

Given that the XBIC and XBIV signals can be small (often, variations in the sub-

picoampere and nanovolt range are of interest), the signals are easily buried in noise.

Therefore, it is suggested to utilize lock-in amplification to extract the XBIC and

XBIV signals [5]. For this purpose, the incoming X-ray beam is modulated by an

optical chopper as indicated in Fig. 4.1. This modulation carries over to the signal

produced by the DUT. Before the signal is fed into the lock-in amplifier (LIA),

a pre-amplifier (PA) is typically used to match the raw signal intensity with the

range of the analog-to-digital converter at the input of the digital LIA. The LIA

mixes the modulated measurement signal with the reference signal. By employing a

low-pass filter, only frequencies close to the reference signal are passed through and

amplified [196]. This allows for an effective extraction of the XBIC or XBIV signal

from a noisy background.

In the following sections the measurement steps for lock-in amplification will be

presented. They encompass: signal modulation, pre-amplification, signal mixing

in the LIA, low-pass filter frequency of the LIA, and the low-pass filter roll-off of

the LIA. Exemplary measurements, partly conducted with a red laser (λ = 620 nm)

instead of an X-ray beam and a chopper frequency of f = 2177.7Hz, will be discussed
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Figure 4.1: Setup for lock-in amplified X-ray beam induced current (XBIC) measure-
ments on a device under test (DUT). The beam path is depicted in red.
The green forms indicate optional X-ray fluorescence (XRF) and area
detectors for multi-modal measurements, yellow indicates optional bias
light. Hardware components for XBIC measurements are colored black,
while XBIC signal paths are blue with signal outputs and inputs shown as
filled and empty circles, respectively. Before the data acquisition (DAQ),
the DC (direct current) and AC (alternating current) signal is converted
from a voltage to a frequency (V2F). For alternative signal paths see
Sec. 4.3.1. This is adapted from Ossig, C., Nietzold, T., West, B., Bertoni,
M., Falkenberg, G., Schroer, C. G., Stuckelberger, M. E. X-ray Beam
Induced Current Measurements for Multi-Modal X-ray Microscopy of
Solar Cells. J. Vis. Exp. (150), e60001, doi:10.3791/60001 (2019).

to highlight the concepts. Fluorescent tubes served as a source for bias light. The

DUT was a thin-film solar cell with a Cu(In,Ga)Se2 absorber. Although different

measurement settings would be chosen for other DUT, the general guidelines described

here to find suitable settings are valid for a variety of DUT such as solar cells with

different absorber layers or nanowires. The PA was used with an amplification factor

of 1 · 104V/A. The effects discussed here apply equally to other pre-amplifiers. If

nothing else is specified, the low-pass filter roll-off of the LIA was 48 dB/oct.

4.1 Process of lock-in amplification

4.1.1 Signal modulation

Figure 4.2 shows the pre-amplified DUT response measured by a scope without (top

row) and with (bottom row) bias light turned on. As the PA converts currents to

voltages, the displayed signal is in volts. It is negative due to the contacting of the
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Figure 4.2: Pre-amplified solar cell response upon irradiation with bias light and
modulated beam. Top row without bias light, bottom row with bias
light: (a) & (d) - beam off; (b) & (e) - beam on; (c) & (f) - zoom into
the red rectangle of B & E. This is adapted from Ossig, C., Nietzold, T.,
West, B., Bertoni, M., Falkenberg, G., Schroer, C. G., Stuckelberger, M.
E. X-ray Beam Induced Current Measurements for Multi-Modal X-ray
Microscopy of Solar Cells. J. Vis. Exp. (150), e60001, doi:10.3791/60001
(2019).

solar cell, with the p- and n-type contacts connected to the shield and core of the

input of the PA, respectively. In XBIC measurements, the solar cell contacting is

governed by the necessary grounding of the front contact as discussed in Sec. 3.2.4.

Comparing Fig. 4.2(a) and Fig. 4.2(d), an offset signal on the order of 8mV that

is shifted to −65mV by turning on the bias light from fluorescence tubes is noted.

Furthermore, the signal variation on short timescales is significantly enhanced by

the bias light. Such a bias offset of roughly 70mV can prove problematic, due to

limits in the acceptance range of the PA and LIA. To use the full range of the PA, a

small offset as in Fig. 4.2(a–c) is preferable. Therefore, all sources of unintentional

bias, such as ambient lighting, should be eliminated.

Adding a chopped photon source, as displayed in Fig. 4.2(b,c,e,f), increases the

induced signal by the same amount — roughly 66mV — for both with and without
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bias light, when the beam passes through the chopper blade; when the beam is

blocked by the blade, the signal remains at the level of the respective offset, as is

expected. The frequency of the chopper is distinct in the signal of Fig. 4.2(b) and

(e) with a period of τmod = 1/fmod = 0.46ms.

In Fig. 4.2(d–f), an additional modulation at a frequency of 90 kHz is noted. The

source of this high-frequency modulation is the electronic ballast of the fluorescent

tube, which is driven at 45 kHz. Although lock-in amplification is capable of differen-

tiating the contributions from different modulation frequencies, as will be shown in

Fig. 4.5, the reduction of noise signal is paramount for a good measurement. Ambient

light is just one possible source, but other electronics can also induce noise, which

would then be superimposed onto the signal. Note that bias light is not always

unwanted noise, but often bias light is applied on purpose to set the DUT into

operating conditions.

Furthermore, in Fig. 4.2(b,c,e,f), it is noted that the response of the DUT upon

change of the irradiation intensity is delayed. These rise-time effects will be discussed

in greater detail in the next section and originate here from two distinct effects:

first, the steep increase and decrease of the DUT response upon the 2177.7−Hz

modulation is delayed by the low-pass filter in the PA. Second, the signal continues

to increase/decrease at slower time scales (e.g., visible between 0.68–0.80ms in

Fig. 4.2(c)), which is interpreted here as attributed to the occupation kinetics of

defect states in the solar cell.

4.1.2 Pre-amplification

The PA not only amplifies the modulated signal of the DUT but can significantly

change its waveform. As detailed above, the contacts of the solar cell are such that

a negative voltage is measured upon illumination. No bias light was added for the

measurements shown in Fig. 4.3.

The measurements were taken with increasing filter rise times to demonstrate their

effects when amplification strength is held constant. In many cases, filter rise times

are hardware-coupled to the amplification. The stronger the amplification is, the

longer the response time is, and the smaller is the cut-off frequency of the low-pass

filter in the PA [197,198].

With a filter rise time of 10 µs as in the top panel of Fig. 4.3, the signal is barely

delayed, spans the nominal peak-to-peak range from roughly 10mV to −65mV, and
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Figure 4.3: Solar cell response after pre-amplification with three different filter rise
times (10 µs - blue, 100 µs - red, 1ms - green) in the pre-amplifier. This is
adapted from Ossig, C., Nietzold, T., West, B., Bertoni, M., Falkenberg,
G., Schroer, C. G., Stuckelberger, M. E. X-ray Beam Induced Current
Measurements for Multi-Modal X-ray Microscopy of Solar Cells. J. Vis.
Exp. (150), e60001, doi:10.3791/60001 (2019).

reaches plateaus at the peak values. With 100 µs filter rise time, delay effects are

visible in the modulated signal but the modulation is still distinct and the amplitude

is in a similar range as for 10µs. A filter rise time of 1ms is longer than the period

of the modulation (0.46ms). Therefore, the modulation is suppressed to amplitudes

below 10mV and the shape reflects only the beginning of the rising and falling

edge, which is obviously not suited for quantitative XBIC measurements. This

connection between gain and filter rise time has to be kept in mind particularly for

the combination of fast modulation frequencies, fmod, with strong amplification.

4.1.3 Lock-in amplification

The key difference between standard signal amplification and lock-in amplification is

the mixing of the DUT signal with a reference signal and the subsequent suppression

of high frequencies by a low-pass filter. The signal path for the mixing is depicted in
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Figure 4.4: Signal processing by the lock-in amplifier31. SDUT is the signal input
from the DUT and Sref is the reference signal from the chopper. This is
adapted from Ossig, C., Nietzold, T., West, B., Bertoni, M., Falkenberg,
G., Schroer, C. G., Stuckelberger, M. E. X-ray Beam Induced Current
Measurements for Multi-Modal X-ray Microscopy of Solar Cells. J. Vis.
Exp. (150), e60001, doi:10.3791/60001 (2019).

Fig. 4.4. For the discussion of the signal mixing, a few simplifications are made. The

reference signal can be described as a sinusoidal signal

Sref = S0
ref · cos(2πf1 · t), (4.1)

where S0
ref is the amplitude and f1 is the modulation frequency of the reference signal.

The modulated signal of the DUT fed into the LIA can be represented in a similar

fashion as

SDUT = S0
DUT · cos(2πf2 · t+ Φ), (4.2)

where S0
DUT is the amplitude and f2 is the modulation frequency of the DUT signal,

and Φ is a phase offset of the DUT signal to the reference signal.

Following from Eq. 4.1 and Eq. 4.2, the mixed signal is:

Smixed ≡ Sref · SDUT = S0
ref · S0

DUT · cos(2πf1 · t) · cos(2πf2 · t+ Φ). (4.3)

The modulation frequency of the DUT is the reference frequency, f1 = f2. Therefore,

the trigonometric principle

cos(a) · cos(b) = 1

2
[cos(a+ b) + cos(a− b)] (4.4)
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4 Lock-in amplification for XBIC measurements

can be used to rewrite Smixed as the sum of two terms with different frequencies:

Smixed = Sslow+Sfast = S0
ref ·S0

DUT ·
1

2
cos(Φ)+S0

ref ·S0
DUT ·

1

2
cos(2 · 2πf1 · t+ Φ). (4.5)

The low-pass filter mitigates the fast signal Sfast such that the lock-in amplified signal

can be approximated [199,200] as

Smixed ≈ S0
ref · S0

DUT · 1
2
cos(Φ). (4.6)

The DUT signal mixed with the reference signal is called the in-phase component

X, and the DUT signal mixed with the 90 ° phase-shifted reference is called the

quadrature component Y:

X = S0
ref · S0

DUT · 1
2
cos(Φ) (4.7)

Y = S0
ref · S0

DUT · 1
2
cos(Φ− 90◦) (4.8)

From Eq. 4.7 and Eq. 4.8, the amplitude R of the signal vector can be defined as

R =
√
X2 + Y 2, (4.9)

which removes the dependency on the phase shift, between reference and DUT signal.

Additionally the phase

Θ = atan 2(X, Y ) (4.10)

of the mixed signal can be obtained with the two-argument arcus tangent function.

Many LIA have an internal phase adjust to set Φ to zero during measurements.

The actual output of most lock-in amplifiers is the root-mean-square (RMS) value of

the incoming signal, which introduces an additional crest factor C. The crest factors

for many periodic wave functions are known, e.g.
√
2 for a sine-, 1 for a square-, and√

3 for a triangular wave.

An in-depth mathematical description of the application of lock-in amplifiers with

low pass filtering is given in Ref. [201], by T. Kaiser who finished his Bachelor’s

thesis in our group.
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4.1 Process of lock-in amplification

Figure 4.5: Lock-in amplified RMS amplitude R with low-pass filter cut-off frequen-
cies fcut-off = 466.7 kHz (blue), fcut-off = 1kHz (purple), fcut-off = 10.27Hz
(red), and constant filter roll-off 48 dB/oct. The DUT was a Cu(In,Ga)Se2
solar cell with (a, b, c, d) and without (e, f, g, h) bias light applied.
The times when the chopped photon beam was turned on and off are
indicated in the figures as vertical dashed lines. This is adapted from
Ossig, C., Nietzold, T., West, B., Bertoni, M., Falkenberg, G., Schroer,
C. G., Stuckelberger, M. E. X-ray Beam Induced Current Measurements
for Multi-Modal X-ray Microscopy of Solar Cells. J. Vis. Exp. (150),
e60001, doi:10.3791/60001 (2019).
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4 Lock-in amplification for XBIC measurements

4.1.4 Low-pass filter frequency

Figure 4.5 shows the effect of bias light and different low-pass filter settings on

the lock-in amplified RMS amplitude, R. A LIA that allowed to record the signal

resulting from different filter parameters simultaneously was used.

The cut-off frequency fcut-off of a low-pass filter defines the frequency, at which

the signal is attenuated to 50%. While lower frequencies are transmitted, higher

frequencies are suppressed. Figure 4.5(a,e) show the direct signal with fcut-off =

466.7 kHz, which effectively does not eliminate noise or lower-frequency modulations

but lets them pass with the raw signal. The conversion of the raw pre-amplified

signal to the RMS amplitude R leads to an additional factor of
√
2 for frequencies

sufficiently below fcut-off. For example, a constant input voltage of Vraw = 1V is

output as R = 1.41V.

Whereas the average offset in Fig. 4.5(e) is negligible without bias light (in average

2mV), it increases to an average of around 75mV with bias light (Fig. 4.5(a)).

The difference is of comparable strength as between Fig. 4.2(a) and Fig. 4.2(d),

but beware that these were separate measurements. In both cases, turning on the

chopping source leads to a significant increase in R, and the peak-to-peak variation

of R corresponds to the peak-to-peak variation of the raw signal shown in Fig. 4.2(b)

and Fig. 4.2(e).

In Fig. 4.5(b,f), the RMS amplitude R is displayed after using a low-pass filter with

fcut-off = 1000Hz. Again an offset can be observed in Fig. 4.5(b) due to the bias

light, but the offset is smaller with around 18mV on average. This offset is caused

by the 100Hz modulation of the fluorescent light, whereas the 90 kHz modulation is

blocked by the low-pass filter. Furthermore, the noise level of the ’beam on’ state is

still significant with a peak-to-peak variation around 46mV, while the average signal

value amounts to 32mV. Without bias light (Fig. 4.5(f)) the peak-to-peak variation

amounts to about 17mV during ’beam on’ with an average value of 23.5mV. The

average offset during ’beam off’ is smaller than 0.5mV. These measurements show

that the combination of a low-pass filter with fcut-off = 1000Hz and a chopping

frequency of fchopper = 2177.7Hz is not ideal: the signal carrying the modulation

frequency is only partially removed but not entirely suppressed by the low-pass filter.

The remaining part leads to significant peak-to-peak variations of R during the ’beam

on’ state. When bias light is present, the 100Hz modulation due to net frequency of

the fluorescence lamps further increases the peak-to-peak values.
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4.1 Process of lock-in amplification

In Fig. 4.5(c,g), the influence of the bias light can be seen as minimal: the 10.27Hz

low-pass filter cuts off most noise and modulation of the fluorescent light, and a clear

beam-induced signal can be extracted. Albeit hardly visible here, the offset and

spread of noise are still slightly greater with bias light. This can be caused by stray

light passing through the chopper wheel onto the DUT. Therefore, it is advisable to

implement the chopper far upstream to avoid the modulation of stray light.

Figure 4.5(d,h) are a zoom into the change from ’beam on’ to ’beam off’ after 6 s in

Fig. 4.5(b,c,f,g), respectively. The superimposed modulation at 100Hz (fluorescence

lamps frequency) is visible in Fig. 4.5(d) for the low-pass filter with fcut-off = 1000Hz.

Note also the delay in the signal after the filter with fcut-off = 10.27Hz compared to

the signal after the filter with fcut-off = 1000Hz, when the beam is turned off. Similar

to the case for slow rise times of the PA, low fcut-off of the low-pass filter in the LIA

cause slower adaptation of R to signal changes.

Altogether, we found that a low-pass filter with fcut-off = 10.27Hz and a roll-off of

48 dB/oct (see next section) offers in this case the best compromise between fast

scanning speed (in favor of high fcut-off values) and suppression of bias light or noise

(in favor of low fcut-off values, most importantly below the grid frequency of 50Hz).

4.1.5 Low-pass filter roll-off1

As many digital lock-in amplifiers, the model that was used here employs so-called

discrete-time RC filters or exponential running average filters whose characteristics

are very close to those of an analog resistor-capacitor RC filter [202]. Apart from the

filter cut-off frequency that was discussed in the previous section, there is only one

free parameter, the filter order n, that defines the slope of the cut-off as n· 6 dB/oct.

Figure 4.6(a) shows the effect of the filter order on the frequency-dependent attenua-

tion for different cut-off frequencies that correspond to time constants τC = 100ms

and τC = 0.1ms. Time constants between these two extremes are suitable for most

XBIC measurements. The filter attenuation was calculated [202] in the frequency

domain as the absolute value squared |Hn(f)|2 of the complex transfer function

Hn(f) =
1

(1 + i · 2π · f · τc)n
, (4.11)

1This section is part of Ref. [1] and presented here for completeness. The calculations for this
section were conducted by Michael E. Stuckelberger.
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4 Lock-in amplification for XBIC measurements

Figure 4.6: Effect of low-pass filter settings in the lock-in amplifier. (a) - Attenuation
by the low-pass filter in the frequency domain for two time constants (τC =
100ms and τC = 0.1ms) and for filter orders 1 to 8. (b) - Transmitted
signal response of the low-pass filter in the time domain, in units of the
time constant τC, for filter orders 1 to 8 upon step-like change of the
input signal from 0 to 1 at time 0 and from 1 to 0 at time 20 · τC. This is
adapted from Ossig, C., Nietzold, T., West, B., Bertoni, M., Falkenberg,
G., Schroer, C. G., Stuckelberger, M. E. X-ray Beam Induced Current
Measurements for Multi-Modal X-ray Microscopy of Solar Cells. J. Vis.
Exp. (150), e60001, doi:10.3791/60001 (2019). And with courtesy of
Michael Stuckelberger.
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4.1 Process of lock-in amplification

as a function of the frequency f and a filter of order n with a time constant τC.

Transfer functions of higher order filters are obtained by multiplication of the transfer

functions of the serially connected individual filters. Similar to fcut-off := f50%, we

define f5% and f95% as the frequencies, at which the attenuation is 5% and 95%,

respectively. The product of these frequencies and τC is constant and given in Tab. 4.1

for the conversion between the cut-off frequencies and the filter time constant.

In the time domain, the filter response Sout[i] for n = 1 is recursively calculated from

an input signal Sin[i] that is defined at discrete times i · τS, (i+ 1) · τS, (i+ 2) · τS,
etc., spaced by the sampling time τS:

Sout[i] = exp

{
− τS
τC

}
· Sout[i− 1] +

[
1− exp

{
− τS
τC

}]
· Sin[i]. (4.12)

The response of filters with n > 1 is calculated by multiple iteration of Eq. 4.12

with Sout[i, n] calculated from Sout[i− 1, n] and Sout[i, n− 1]. The filter response to

an increasing (at time 0) and decreasing step function (at time 20 · τC) is shown in

Fig.4.6 for filter orders 1 to 8, as a function of the time in units of τC. Note that

the response is delayed with respect to the input signal and that this delay increases

with n. The delay is quantified in Tab. 4.1 as the times τ5%, τ50%, and τ95%, within

which the transmitted signal reaches 5%, 50%, or 95%, respectively.

The choice of the correct filter roll-off is as critical as of the cut-off frequency when

designing the experiment. In the study presented in Sec. 4.2.1, high-quality XBIC

measurements were obtained with a chopper frequency of 1177Hz, dwell time of

100ms, and cut-off frequency of 40Hz at filter order 8. With the numbers from

Tab. 4.1, this translates into τC = 0.0479/40Hz = 1.1975ms, and τ95% = 13.144 ·τC =

15.74ms. This time is considerably shorter than the dwell time such that no delay-

artifacts are introduced.

73



4 Lock-in amplification for XBIC measurements

F
il
te
r
or
d
er

1
2

3
4

5
6

7
8

R
ol
l-
off

6
d
B
/o

ct
12

d
B
/o

ct
18

d
B
/o

ct
24

d
B
/o

ct
30

d
B
/o

ct
36

d
B
/o

ct
42

d
B
/o

ct
48

d
B
/o

ct
f 5

%
×
τ C

0.
69
38

0.
29
66

0.
20
84

0.
16
81

0.
14
42

0.
12
81

0.
11
63

0.
10
73

f c
u
t-
o
ff
×
τ C

0.
15
92

0.
10
24

0.
08
11

0.
06
92

0.
06
14

0.
05
57

0.
05
14

0.
04
79

f 9
5
%
×
τ C

0.
03
65

0.
02
56

0.
02
09

0.
01
81

0.
01
62

0.
01
47

0.
01
36

0.
01
28

τ 5
%

0.
05
03

×
τ C

0.
35
39

×
τ C

0.
81
57

×
τ C

1.
36
38

×
τ C

1.
96
71

×
τ C

2.
60
95

×
τ C

3.
28
13

×
τ C

3.
97
63

×
τ C

0.
00
80

/
f c

u
t-
o
ff

0.
03
62

/
f c

u
t-
o
ff

0.
06
62

/
f c

u
t-
o
ff

0.
09
44

/
f c

u
t-
o
ff

0.
12
07

/
f c

u
t-
o
ff

0.
14
53

/
f c

u
t-
o
ff

0.
16
85

/
f c

u
t-
o
ff

0.
19
04

/
f c

u
t-
o
ff

τ 5
0
%

0.
69
22

×
τ C

1.
67
68

×
τ C

2.
67
21

×
τ C

3.
66
96

×
τ C

4.
66
79

×
τ C

5.
66
67

×
τ C

6.
66
56

×
τ C

7.
66
47

×
τ C

0.
11
02

/
f c

u
t-
o
ff

0.
17
18

/
f c

u
t-
o
ff

0.
21
68

/
f c

u
t-
o
ff

0.
25
41

/
f c

u
t-
o
ff

0.
28
65

/
f c

u
t-
o
ff

0.
31
56

/
f c

u
t-
o
ff

0.
34
23

/
f c

u
t-
o
ff

0.
36
70

/
f c

u
t-
o
ff

τ 9
5
%

2.
99
47

×
τ C

4.
74
24

×
τ C

6.
29
38

×
τ C

7.
75
11

×
τ C

9.
15
05

×
τ C

10
.5
10
0
×
τ C

11
.8
38
0
×
τ C

13
.1
44
0
×
τ C

0.
47
66

/
f c

u
t-
o
ff

0.
48
58

/
f c

u
t-
o
ff

0.
51
07

/
f c

u
t-
o
ff

0.
53
66

/
f c

u
t-
o
ff

0.
56
16

/
f c

u
t-
o
ff

0.
58
54

/
f c

u
t-
o
ff

0.
60
79

/
f c

u
t-
o
ff

0.
62
94

/
f c

u
t-
o
ff

T
ab

le
4.
1:

F
or

d
is
cr
et
e-
ti
m
e
R
C

fi
lt
er
s
of

or
d
er
s
1
to

8,
th
e
p
ro
d
u
ct

of
th
e
ti
m
e
co
n
st
an

t
an

d
th
e
fr
eq
u
en
cy
,
at

w
h
ic
h
th
e
si
gn

al
is

at
te
n
u
at
ed

b
y
5
%
(f

5
%
),
50

%
(f

5
0
%
),
an

d
95

%
(f

9
5
%
),
is
co
n
st
an

t
an

d
gi
ve
n
in

th
e
to
p
p
ar
t.

In
th
e
lo
w
er

p
ar
t,
th
e
ti
m
e

d
el
ay

is
gi
ve
n
,
w
it
h
in

w
h
ic
h
th
e
si
gn

al
re
ac
h
es

5
%

(τ
5
%
),
50

%
(τ

5
0
%
),
an

d
95

%
(τ

9
5
%
),
in

u
n
it
s
of

th
e
ti
m
e
co
n
st
an

t
τ C

an
d
of

th
e
in
ve
rs
e
cu
t-
off

fr
eq
u
en
cy

1/
f c

u
t-
o
ff
.
T
h
is
is
ad

ap
te
d
fr
om

O
ss
ig
,
C
.,
N
ie
tz
ol
d
,
T
.,
W
es
t,
B
.,
B
er
to
n
i,
M
.,

F
al
ke
n
b
er
g,

G
.,
S
ch
ro
er
,
C
.
G
.,
S
tu
ck
el
b
er
ge
r,
M
.
E
.
X
-r
ay

B
ea
m

In
d
u
ce
d
C
u
rr
en
t
M
ea
su
re
m
en
ts

fo
r
M
u
lt
i-
M
o
d
al

X
-r
ay

M
ic
ro
sc
op

y
of

S
ol
ar

C
el
ls
.
J
.
V
is
.
E
x
p
.
(1
50
),
e6
00
01
,
d
oi
:1
0.
37
91
/6
00
01

(2
01
9)
.

74



4.2 Application of lock-in amplification

4.2 Application of lock-in amplification

4.2.1 XBIC of solar cell with bias voltage and XRF

Figure 4.7(a–b) shows the impact of lock-in amplification on the signal-to-noise ratio

in X-ray beam induced current measurements. The noisiness of the direct signal is

apparent in Fig. 4.7(a): strong intensity contrasts from line to line are indicative of

measurement artifacts, and fine XBIC variations from the DUT get buried in the

arbitrarily changing signal. On the other hand, these fine features are clearly visible

in Fig. 4.7(b). Note that the noise level in Fig. 4.7(a) is unusually high for unknown

reasons despite the optimization of the setup prior to the measurements. In such

cases, the signal-to-noise ratio improvement by lock-in amplification is dramatically

higher than in cases of already high signal-to-noise ratio with standard amplification,

where lock-in amplification would only lead to marginal improvements.

With the PA, forward (Fig. 4.7(c)) and reverse (Fig. 4.7(d)) bias voltages of −50mV

and 50mV, respectively, were applied to the sample and the area of Fig. 4.7(a–b)

rescanned. The dominant features visible in Fig. 4.7(b) are still visible in Fig. 4.7(c)

and Fig. 4.7(d), but they are less distinct as the maps are noisier. This is because

the application of bias voltage or bias light induces a direct current that is often

orders of magnitude larger than the modulated XBIC signal. Ultimately, the ratio of

direct to modulated signal limits the applicability of lock-in amplification. Despite

the poor signal-to-noise ratio, it is worth pointing out that lock-in amplification

enables mapping of the solar cell performance at the nanoscale with bias voltage and

bias light applied, which would hardly be possible otherwise [5].

As the performance of the Cu(In,Ga)Se2 solar cell is correlated to the absorber layer

composition [61,203], the XRF signal was measured simultaneously with the XBIC.

In Fig 4.7(e-f), the concentrations of Ga and In are presented. Both elements are

part of the absorber layer and their ratio is deemed to be of great influence to the

performance of the solar cell [61]. The statistics of Ga are much greater than for

In, which is due to the higher absorption coefficient and less self-absorption at the

excitation energy of 10.4 keV (see Sec. 3.2.3). Due to the low statistics, features in

the In map are almost invisible, whereas the Ga concentration is clear enough to be

correlated with the electrical performance in Fig. 4.7(b). For a higher In signal, one

could either choose longer dwell times or choose an absorption energy with larger In

absorption cross section. This illustrates the importance of a sufficiently long dwell

time as well as the tailoring of the beam energy to the elements of interest.
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4 Lock-in amplification for XBIC measurements

Figure 4.7: X-ray beam induced current (XBIC) and X-ray fluorescence (XRF) mea-
surements of a Cu(In,Ga)Se2 solar cell, taken at the beamline ID16B at
the European Synchrotron Radiation Facility with a focused flux on the
order of 1 · 108 ph/s. The PA was used with APA = 5 · 106V/A, the LIA
with fcut-off = 40Hz (48 db/oct). The beam energy was 10.4 keV, the
chopper frequency was 1177Hz, and the low-pass filter cut off at 40Hz.
The dwell time was 100ms and the pixel size was 40 nm × 40 nm. The
maps (a), (b), (e) and (f) were all taken at the same time; (c) and (d) are
retakes after 50min and 113min, with 50mV forward and reverse bias
voltage applied, respectively. This is adapted from Ossig, C., Nietzold,
T., West, B., Bertoni, M., Falkenberg, G., Schroer, C. G., Stuckelberger,
M. E. X-ray Beam Induced Current Measurements for Multi-Modal X-ray
Microscopy of Solar Cells. J. Vis. Exp. (150), e60001, doi:10.3791/60001
(2019).

76



4.2 Application of lock-in amplification

Figure 4.8: Multi-modal measurement of a Cu(In,Ga)Se2 solar cell, taken at beamline
P06 at PETRA III with a focused flux of about 7 · 109 ph/s. The beam
energy was 15.25 keV, the chopper frequency was 8015Hz, and the pixel
size 50 nm × 50 nm. (a) - X-ray beam induced current (XBIC) measured
with a dwell time of 0.01 s, a PA with APA = 1 · 106V/A, and a LIA with
fcut-off = 501.1Hz (48 dB/oct); (b) - X-ray beam induced voltage (XBIV)
covering the same area as panel (a), measured with a dwell time of 0.5 s
and a LIA with fcut-off = 10.27Hz (48 dB/oct); (c) - Cu count rate from
an X-ray fluorescence (XRF) measurement, taken simultaneously with
the XBIV measurement. This is adapted from Ossig, C., Nietzold, T.,
West, B., Bertoni, M., Falkenberg, G., Schroer, C. G., Stuckelberger, M.
E. X-ray Beam Induced Current Measurements for Multi-Modal X-ray
Microscopy of Solar Cells. J. Vis. Exp. (150), e60001, doi:10.3791/60001
(2019).

With long dwell times and large maps, another point has to be kept in mind: during

measurements spanning multiple hours, sample drift can become a critical issue.

Thermal fluctuations (particularly after sample change or large motor movements

with poor heat dissipation) and the instability of mechanical stage components often

lead to sample drift as can be seen by comparing the vertical positions of Fig. 4.7(d)

and Fig. 4.7(b). The need for image registration in correlative analysis is thereby

shown.

XBIC of a solar cell with XBIV and XRF

Figure 4.8 shows a multi-modal scan of a Cu(In,Ga)Se2 solar cell, where the cell is

operated under short-circuit condition measuring XBIC in Fig. 4.8(a), and under

open-circuit condition measuring XBIV in Fig. 4.8(b). The XRF measurement shown

in Fig. 4.8(c) was taken simultaneously with the XBIV measurement. To collect

enough XRF counts, the dwell time per pixel was 0.5 s for Fig. 4.8(b–c) as compared

to 0.01 s in Fig. 4.8(a). Accordingly, a lower cut-off frequency in the low-pass filter

for the XBIV measurement could be used compared to the XBIC measurement

(10.27Hz vs. 501.1Hz, both with roll-off 48 dB/oct). For XBIV measurements alone,
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4 Lock-in amplification for XBIC measurements

the same dwell time and low-pass filter settings could have been used as for the

XBIC measurement with similar signal-to-noise ratio. However, it was overall more

time-efficient to combine XBIV with XRF measurements with the XRF measurement

governing the dwell time, than performing separate XBIV and XRF measurements.

Comparing Fig. 4.8(a), and Fig. 4.8(b), it is noted that the short-circuit current

ISC, measured as XBIC, and the open circuit voltage VOC, measured as XBIV, are

correlated: large high- and low-performing areas are visible in both measurement

modes. This indicates that local thickness variations and/or recombination dominate

the performance here, rather than bandgap variations, which would lead to opposite

trends in XBIC and XBIV [165].

Further, taking Fig 4.8(c) into account, one can see that certain areas with low

performance such as at (X, Y ) ≈ (1.7 µm, 6.7 µm) correlate with low Cu count rate,

whereas performance is not correlated with the Cu count rate in other areas.

4.2.2 XBIC and XRF of a nanowire

Beyond solar cells, contacted nanowires [204] or nano-sheets, as well as quantum

dots, are other examples of DUT that can profit from lock-in amplified XBIC

measurements. For demonstration, Fig. 4.9(a) shows the elemental distribution from

XRF measurements, and Fig. 4.9(b) the corresponding XBIC map of a CdS nanowire.

The two contacts made of Pt and the CdS wire are clearly distinguishable, and the

Figure 4.9: Multi-modal measurement of a CdS nanowire with Pt contacts, taken at
beamline 26-ID-C of the Advanced Photon Source with a beam energy
of 10.6 keV. (a) - Pt and Cd distribution from an X-ray fluorescence
measurement. (b) - X-ray beam induced current (XBIC) measurement
taken simultaneously with the XRF measurement, without lock-in ampli-
fication. This is adapted from Ossig, C., Nietzold, T., West, B., Bertoni,
M., Falkenberg, G., Schroer, C. G., Stuckelberger, M. E. X-ray Beam
Induced Current Measurements for Multi-Modal X-ray Microscopy of
Solar Cells. J. Vis. Exp. (150), e60001, doi:10.3791/60001 (2019).
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4.3 Considerations when measuring XBIC

XBIC signal shows a matching electrical response. Particularly noteworthy is the

fact that XBIC can unveil the electrical performance of the nanowire underneath

the Pt contact, which is unique to X-ray nanoprobes and attributable to the high

penetration depth of hard X-rays. The complementation of material composition

and electrical properties of the nanowire exemplary demonstrates the advantages of

multi-modal X-ray measurements.

4.3 Considerations when measuring XBIC

4.3.1 Noise and Error

Although lock-in amplification enables a higher signal-to-noise ratio compared to

direct amplification, it is critical to avoid the introduction of noise at all levels.

For further discussion, the literature discussing the measurement of small electrical

signals [205–208] is recommended. Although state-of-the-art lock-in amplifiers are

based on digital signal processing today, most strategies to reduce noise using analog

lock-in amplifiers still apply.

Summarizing, it should be kept in mind that cables are prone to act as antennae and

thus introduce noise into the system. This is particularly true in the environment

of X-ray nanoprobes, where strong electro-magnetic fields are often unavoidable,

their sources may even remain unknown. As a consequence, cables should be kept as

short as possible and oriented such that the induced noise level is minimized. Extra

shielding of the signal cables may further reduce the noise level.

The proper contacting of the DUT is equally important for noise minimization. A

clean and robust method with small contact points is wire bonding. For TF solar

cells, this does not always work due to adhesion issues. Alternatively, conductive

tape based on graphite, copper, or aluminum is suited for larger samples. In many

cases, the best results are obtained with manual application of silver paint to contact

thin copper, gold, or platinum wires to the device (see Sec. 3.2.4). While tape and

graphite paste might not give the best contact, silver paint can easily short circuit

the device and has to be deposited with utmost care. Polyimide tape can be used to

prevent short-circuiting of front and back contact.

Note that the cabling layout from contacting to signal transport needs to be adapted

to beamline-specific boundary conditions. For example, the layout depicted in Fig. 4.1

with the pre-amplified signal being split to the LIA and to the V2F converters is risky,
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4 Lock-in amplification for XBIC measurements

if the V2F converters are located outside of the hutch. In this case, the long cable

between pre-amplifier and V2F converter can catch noise that is transferred to the

LIA. Therefore, three cases of common signal paths for XBIC or XBIV measurements

are distinguished:

Case A: XBIC is measured with a pre-amplifier, and the DC/AC signal is split after

the PA as depicted in Fig. 4.1. In this case, a current offset can be applied in the PA

such that the signal is always positive, avoiding the need of recording the positive and

negative signal via two separate V2F converters. As a drawback, this would reduce

the available voltage acceptance range in the LIA and lead to reduced sensitivity.

Case B: Avoiding the splitting of the pre-amplified signal, which is only input to

the LIA, an additional demodulator can be used in the LIA with a low-pass filter

at the maximum value (i.e. not locking into the modulation frequency) such that

the pre-amplified signal can be effectively output to the DAQ unit as demonstrated

in Fig. 4.5(a,e). In this case, a voltage offset on the output can be applied to both

the AC and DC signal, avoiding the need of recording the positive and negative

signal via two separate V2F converters. This has no major drawbacks apart from a

reduction of the available frequency range of the V2F, which is rarely limiting.

Case C: XBIV is measured and the DC/AC signal is split between the DUT and

the lock-in amplifier. In this case, no voltage offset on the DC signal can be applied

without applying an unwanted bias voltage on the DUT, such that always two

separate V2F converters are required for the positive and negative signal parts.

In all cases, where the negative and positive parts of a signal are recorded via two

different V2F converters, the total XBIC or XBIV signal is obtained as the difference

between the positive and negative channel. If a LIA with two or more demodulators

is available, typically case B is preferred, as it minimizes the wiring of the raw signal

and allows easy switching between XBIC and XBIV measurements.

The error of XBIC measurements highly depends on the equipment and settings used

such that no error quantification can be given here. The absolute error is higher than

one might expect because of experimental and systematic errors. This is particularly

true if the XBIC signal is converted to charge collection efficiency by scaling with a

constant as described in the protocol. For example, the empiric relation between

bandgap and ionization energy described by α in Eq. 3.18 suffers from significant

scatter; photon flux measurements are often not available with absolute errors below

10%; and the nanoscopic structure of the DUT is poorly known. However, we

emphasize that the strength of lock-in amplified XBIC and XBIV measurements lies
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in the great relative accuracy within maps or comparable measurements.

4.3.2 Scanning speed

In many measurement modes that are based on photon detection such as XRF or

X-ray scattering, the signal intensity increases in first approximation linearly with the

acquisition time, with accordingly increased signal-to-noise ratio. This is not true for

XBIC measurements, where the window of possible scanning speeds is not dictated

by count statistics but by more complex considerations such as carrier dynamics and

device structure.

Nevertheless, slow measurements with many periods of modulated signal per pixel

typically lead to the best signal-to-noise ratio in lock-in amplified XBIC measure-

ments, and oversampling with smoothing during post-processing (e.g. by binning or

applying filters) can further reduce noise levels if measurement time allows. However,

apart from throughput considerations, further constraints can set lower limits to

the measurement speed, including: (1) X-ray beam induced degradation (see the

following section), or environment-induced sample changes during in-situ measure-

ments often reduce the allowable dwell time. (2) Sample drift and reproducibility of

stage movements can be limiting, particularly for measurements at the nanoscale.

(3) Variations of the electromagnetic noise level may be outrun by faster measure-

ments. (4) Whereas photon-counting measurements can easily be normalized to the

incident photon flux, the XBIC signal (and even more so the XBIV signal) is only

to some extent linear to the incident photon flux [165]. Therefore, normalization to

the photon flux only compensates part of the effects from photon-flux variation, and

one should avoid taking XBIC measurements (such as maps or time-series) while the

flux is varied. This is particularly an issue when the storage ring is filled during an

XBIC map.

If the XBIC measurement speed is not governed by other measurement modes (see

Sec. 3.3), XBIC measurements are typically taken with the maximum speed that

provides satisfying signal-to-noise ratio. Upper limits to the measurement speed are

given by the following constraints: (1) A fundamental upper limit to the measurement

speed is the response time of the DUT. Ultimately, the response time is limited by

the charge-collection time. For most TF solar cells with charge-carrier lifetimes in

the nano- or microsecond range, this is uncritical, but this has to be kept in mind

for high-quality crystalline-silicon solar cells with lifetimes of several milliseconds.

However, capacitance effects can increase the response time also of TF solar cells such
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4 Lock-in amplification for XBIC measurements

that it can limit the measurement speed. (2) Rotating chopper blades that are used

to modulate the X-ray beam have upper speed limits. Depending on their location in

the X-ray beam, the beam size may be up to 1mm wide, which defines the minimum

period of the blade. If the chopper is operated in vacuum, the rotation frequency is

rarely limiting, matching in some cases even the electron-bunch frequency. However,

the operation of choppers at such speeds in vacuum is challenging, such that most

choppers are operated in air. In this case, the rotating speed is limited by mechanical

vibrations and ultimately by the speed of the outermost part of the blade that needs

to be smaller than the speed of sound. From experience, the chopping frequency is

limited often to ∼ 7000Hz in air. (3) In many cases, the response time of the PA

sets the upper limit of the measurement speed. As shown in Fig. 4.3, fast rise times

of the PA are required to translate the signal modulation from the chopper. For

large amplification, low-noise current amplifiers are used, which have rise times up to

100ms. With such rise times, the chopping frequency can be limited to few Hz, which

would require dwell times of several seconds. Therefore, the best strategy is often

to choose a lower amplification by the PA with a faster response time that matches

the chopping frequency. Although this translates into smaller signal-to-noise levels

after pre-amplification, lock-in amplification can often still retrieve a high-quality

modulated signal.

As an example, the used PA provides a bandwidth of more than 10 kHz for amplifi-

cation in the µA/V range, even for the low-noise setting [198]. This allows chopping

at the kHz range and measurement speeds up to the 100-Hz range with a low-pass

filter with a cut-off frequency between the scanning and chopping frequency. These

are measurement conditions we often utilize.

To avoid measurement artifacts, it is critically important to analyze the signal along

the amplification chain: whereas limitation by the low-pass filter of the LIA can

easily be detected as line-artifacts in maps (smearing out of the XBIC signal across

several pixels), the system response of the DUT and PA requires inspection of the

signal by a scope, which can be integrated in the LIA.

4.3.3 Beam Damage

X-ray beam induced damage is a common issue and has been discussed for many

systems, from biological samples to silicon solar cells and detectors [175, 209]. Al-

though inorganic semiconductors are generally more robust against X-ray irradiation

compared to organic semiconductors or biological systems, X-ray beam induced dam-
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age is common also in TF solar cells. Specifically, we observed X-ray beam induced

damage of solar cells with CdTe, Cu(In,Ga)Se2 [5], perovskite [186], and organic

absorber layers. Note that the electronic response of DUT like solar cells is sensitive

to defect concentrations below the ppm level, where charge-carrier recombination

affects the performance without apparent chemical damage.

Therefore, it is generally required to test the sensitivity of a DUT to beam damage.

In practice, the X-ray beam induced degradation of any DUT is evaluated prior to

actual XBIC measurements, and conditions that allow measurements to be the least

influenced by degradation effects are established.

Different strategies exist to cope with X-ray beam induced damage, but what they

all have in common is that they aim to reduce the radiation dosage at a measurement

spot prior to the evaluation of the performance there. In other words, the objective

is to outrun degradation following the paradigm ”measure faster than the DUT

degrades”. The strategies include: (1) Use short dwell times. (2) Increase the step

size, reducing the measurement resolution. (3) Reduce the X-ray beam intensity by

attenuation filters. Depending on the beamline and DUT, different approaches may

be chosen or a combination thereof. For instance, the lack of fast shutters or fly-scan

modes exclude (1), and wide-spread X-ray beam profiles such as those generated

by zone plates can lead to significant degradation far away from the central beam

position.

Fortunately, most degradation mechanisms only lead to locally enhanced charge

carrier recombination. This limits the lateral effect of the degradation to the diffusion

length of the charge carriers, and XBIC measurements further away from the degraded

areas remain nearly unaffected. If, instead, degradation mechanisms lead to local

shunting of the DUT, further XBIC measurements would be seriously hampered. To

keep the deposited radiation dosage to a minimum, the critical measurements should

be performed first on a fresh spot and then afterwards, photon-hungry methods,

like XRF, that are more indifferent to beam damage, may be utilized in the same

location.
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5 X-ray vision of Cu(In,Ga)Se2: from

the Ga/In ratio to solar-cell

performance

Different studies were performed during the time frame of this work, which led to

publications. A whole Si-module was studied by Falkenberg et al. in Ref. 9 combining

XRF and XBIC, and a CdTe solar cell system was studied by Walker et al. in Ref. 10,

which also employed XRF and XBIC measurements.

In this chapter a first author publication will be presented, where we applied multi-

modal X-ray scanning microscopy to elucidate relevant aspects of solar cell charac-

terization. The text is slightly adapted for readability, and not further marked as

cited from Ref. 3.

This study [3] concerns a Cu(In,Ga)Se2 solar-cell series which has a shared first

authorship with Niklas Pyrlik, who conducted his Bachelor’s thesis in our group.

Cost efficiency and defect passivation are the two major challenges that TF solar cells

have to overcome for economic competitiveness. For Cu(In,Ga)Se2 solar cells, the first

is addressed by an increase of the Ga/In ratio, which widens the bandgap favorably

for tandem applications and reduces the requirement of costly, rare In. The second

is addressed by heavy alkali post-deposition treatments. However, the maximum

device efficiency is typically achieved with a comparably low Ga/In ratio, which is in

contrast to the economic interest of a higher Ga/In ratio and makes it paramount to

identify, understand and mitigate the sources of local underperformance in Ga-rich

cells. In this work, we investigate a series of Cu(In,Ga)Se2 cells with varying Ga/In

concentration in the absorber, using multi-modal scanning X-ray microscopy. In

particular, we analyze differences in chemical composition and electrical performance

on the nanoscale, with a focus on the effect of Rb. We find that In-rich cells show,

along with a greater overall performance, a more homogeneous distribution of the

nanoscale performance compared to the Ga-rich cells. Our analysis of Rb suggests

84



5.1 Introduction

that this effect is due to more effective passivation of structural defects in the

absorbers, i.e. voids and grain boundaries. These results shine a light on the causes

of the superiority of Ga-poor/In-rich absorbers and substantiate the trend of higher

defect density for Ga-rich absorbers.

5.1 Introduction

As humanity is racing towards a climate and energy crisis, renewable and clean

energy sources are key to a sustainable future [38]. TF solar cells offer an interesting

perspective due to their low energy pay-back time [210] and material requirements

compared to Si solar cells [211]. Furthermore, their compositional nature allows

the bandgap to be tuned, which is of particular interest for tandem applications

[49, 212, 213]. However, current state-of-the-art TF solar cells still contain scarce

elements, namely In in Cu(In,Ga)Se2 solar cells. Thus, the manufacturing of TF solar

cells from more abundant elements is an aspiration. In case of Cu(In,Ga)Se2 solar

cells, a record efficiency was found with a XGGI =[Ga]/([In]+[Ga]) ratio (denoted

as ’GGI’) of 0.3 [214], corresponding to a bandgap of 1.08 eV [214]. This bandgap

matches one of the two efficiency maxima of the Detailed-Balance Limit [78] for

single-junction solar cells with AM1.5G spectrum, but solar cells with an absorber

bandgap matching the second, wide-bandgap, efficiency maximum at 1.34 eV would

be desirable with XGGI = 0.5 [215]. For tandem applications with a Si bottom cell,

an even wider bandgap above 1.4 eV would be ideal. Hence, solar cells with lower In

concentrations would be desirable, but the efficiency of Cu(In,Ga)Se2 solar cells with

GGI values above 0.3 declines [216].

Lateral inhomogeneities pose another challenge that TF solar cells have to overcome

to become competitive on the photovoltaics (PV) market [50, 61, 217]. Bandgap

fluctuations induced by inhomogeneities and defects affect the efficiency of the whole

cell. Therefore, it is paramount to identify, understand and mitigate the sources of

local underperformance [217–219]. The effects of adding alkali elements such as Na,

K and Rb in a post-deposition treatment to mitigate defects has been extensively

studied before [179,191,193,194,220–222], and a segregation of the alkali elements

to grain boundaries was consistently observed. The diffusion mechanism for alkali

metals is assumed to be dominated by Cu vacancies (VCu) at grain boundaries, and

only small alkali metals can move via interstitial positions into grains [223,224]. This

leads to the formation of RbCu sites at grain boundaries, while Na diffuses into grains

85



5 X-ray vision of Cu(In,Ga)Se2: from the Ga/In ratio to solar-cell performance

via interstitial positions, effectively increasing the doping of the material [179,225].

Inhomogeneities at the sub-micrometer scale include chemical defects and voids;

they pose a particular characterization challenge and require imaging techniques on

the nanoscale to study them [50]. Synchrotron-based scanning X-ray microscopy

offers ideal tools for that purpose and has been used extensively in the last years

[1, 2, 43, 59, 66, 67, 191, 226, 227]. Hard X-rays allow to penetrate fully functional

solar-cell stacks, and the multitude of available measurement modalities [2,30,59] can

give complementary information. The combination of XBIC and XRF measurements

has been established as a sensitive approach to probe the spatially resolved electrical

performance together with the composition [1, 43,59,228].

In a previous study by West et al. [61], two cells were measured with XGGI = 0.3

and XGGI = 0.6, respectively. It was highlighted that the latter cell has a steeper

local GGI gradient from grain core to grain boundary. To elucidate the underlying

cause of the efficiency loss upon GGI increase, we simultaneously assessed XBIC and

XRF of four solar cells with different nominal depth-averaged GGI (XNom
GGI ) values

between 0.39 and 0.49. Beyond macroscopic comparison, we used point-by-point

correlation to link performance and composition for each cell individually. We studied

co-evaporated Cu(In,Ga)Se2 cells that had undergone Rb post-deposition treatment,

as the world record efficiency of 22.6% for co-evaporated Cu(In,Ga)Se2 cells was

achieved with this system [103]. Therefore, we evaluated especially the behavior

of Rb at identified voids and the impact on the charge-collection efficiency relative

to the surrounding absorber matrix. For an inter-cell comparison, we performed

a meta-analysis. This is a statistical tool commonly used in medicinal studies to

congregate smaller studies into a bigger sample pool [229]; here, the individual voids

are treated as sub-studies.

5.2 Experimental setup

5.2.1 Samples

The samples were prepared by EMPA. The Cu(In,Ga)Se2 solar cells were synthesized

on glass substrates with an SiOx diffusion barrier below the 500 nm Mo back contact

deposited by sputtering as described in [230]. The bandgap-graded Cu(In,Ga)Se2

absorber layers were deposited using a multistage co-evaporation process below 450 ◦C

substrate temperature, and were subjected to an in-situ NaF & RbF post-deposition
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Figure 5.1: Scheme of the experimental setup for multi-modal measurements including
XRF and XBIC of a Cu(In,Ga)Se2 solar cell. The color gradient in
Cu(In,Ga)Se2 indicates a higher (darker) and lower (brighter) GGI value.
The samples were scanned in the y − z plane.

treatment in Se ambient.

The CdS buffer layer (45 nm) was deposited in a chemical bath, followed by sputter

deposition of ZnO (250 nm) as transparent conductive oxide, and a MgF2 layer

(105 nm) as anti-reflective coating. An electron-beam evaporated Ni-Al grid was used

to contact the cells.

They were manually isolated by peeling off surrounding Cu(In,Ga)Se2 material.

The Ni-Al grids were electrically connected to a dedicated printed-circuit board

using thin Cu wires and manually applied silver paint (far from the investigated

region of interest). Figure 5.1 shows a scheme of the samples and the experimental

setup. The wiring for XBIC measurements followed the description in Ref. [43] with

the front contact grounded to avoid contributions of the replacement current for

ejected electrons to the XBIC signal. The sample preparation was noted before in

Ref. [172].

The solar cells were prepared with four different XNom
GGI values that are used for

referencing the cells in this work. They are listed in Tab. 5.1 along with the bandgap

Eg from external-quantum-efficiency measurements, the absorber-layer thickness dNom

as well as the open-circuit voltage VOC, VOC deficit Eg/q− VOC, short-circuit current

density JSC, fill factor CFF, and the efficiency η from current-voltage measurements

of co-processed sister cells using an AM1.5G spectrum with 1000Wm−2 illumination

intensity. Figure 5.2 shows the J-V curves and the external quantum efficiency (EQE)

ηEQE of the four evaluated solar cells.

These measurements highlight that high efficiency is associated with high In con-
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Table 5.1: Nominal properties and characteristic solar-cell parameters of the four solar
cells from current-voltage and external quantum-efficiency measurements,
including the nominal absorber-layer thickness dNom, bandgap Eg, open-
circuit voltage VOC, VOC deficit Eg/q − VOC, short-circuit current density
JSC, fill factor CFF, and the efficiency η. The cells are referred to by
their XNom

GGI value, and the mean stoichiometric value of Ga ν̄Ga from
synchrotron XRF measurements is shown for comparison.

XNom
GGI

νGa

(.)
dNom

(µm)
Eg

(eV)
VOC

(V)
Eg/q − VOC

(V)
JSC

(mA cm-2)
CFF

(%)
η

(%)

0.39 0.35 1.97 1.166 0.756 0.41 32.4 0.76 18.7
0.42 0.36 2.13 1.175 0.755 0.42 30.8 0.74 17.2
0.46 0.41 2.32 1.197 0.769 0.43 31.2 0.74 17.6
0.49 0.42 2.62 1.203 0.773 0.43 29.7 0.73 16.8

Figure 5.2: (a) J-V curves of the four cells under AM1.5G-spectrum [92] with
1000W/m2 illumination. (b) EQE curves of the four cells.

centration (low XNom
GGI ) and low VOC deficit, which means that the voltage remains

below expectations for cells with high XNom
GGI and is one of the key motivations for

this study.

5.2.2 Measurements

The X-ray microscopy measurements were performed by scanning the sample-surface

plane (y−z) across the focused X-ray beam at the microprobe endstation of the hard

X-ray scanning microscopy beamline P06 [54] at PETRA III (Deutsches Elektronen-

Synchrotron DESY) in Hamburg, Germany, as shown in Fig. 5.1. The photon

energy was set to 15.25 keV and the coherent part of the X-ray beam was focused
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by Be compound refractive lenses (CRL) and a correcting phase plate [135] to

108 nm× 105 nm (horizontal × vertical, FWHM). The subsequent XBIC and XRF

measurements were optimized for the electrical and compositional assessment. The

scans were performed in continuous mode and covered an area of 10 µm× 10 µm with

a set scanning speed of 5 µms−1 and 0.5 µms−1 for XBIC and XRF measurements,

respectively, assessed every 50 nm.

For maximum signal-to-noise ratio, lock-in amplification was utilized as described

in Chapter 4. A chopper (MC2000B, Thorlabs) modulated the incident X-ray

beam at 8.015 kHz, and the XBIC signal was demodulated to the chopper frequency

using a lock-in amplifier (UHFLI, Zurich Instruments) after the signal underwent

amplification by 1 µAV−1 through a current pre-amplifier (SR570, Stanford Research

Systems). The low-pass filter cut-off frequency of the lock-in amplifier was set to

501.1Hz (8th order). For the quantitative current evaluation, the XBIC signal was

normalized to the incident X-ray photon flux and to the effective pixel dwell time.

XRF photons were detected by a silicon drift detector (SII Vortex EM, Hitachi) that

was placed 2 cm from the sample under an angle of 8.25° to the sample surface. The

XRF detector was read out by a pulse processor (Xspress3, Quantum Detectors).

Fluorescence spectra were fitted using PyMca [159] (V. 5.3.3.) to obtain XRF count

rates ΦElement and stoichiometric fractions νElement (see Sec. 3.2.3) for every element,

taking self-absorption, photon flux and dwell time into account. The resulting images

from two subsequent scans optimized for XBIC and XRF signal were registered and

aligned as described in [7] based on the distribution of Se.

5.3 Results

5.3.1 Performance

Table 5.1 shows that the overall efficiency of the investigated Cu(In,Ga)Se2 solar cells

decreases with a higher XNom
GGI . To go from a macroscopic to a microscopic evaluation

of the performance, its distribution over the scanned maps was therefore measured

with XBIC. X-rays with an energy of 15.25 keV have an extinction length of around

100 µm in Cu(In,Ga)Se2 absorber material [160]. Accordingly, only 9–12% percent

of the incident photons are absorbed in the Cu(In,Ga)Se2 layer, and the XBIC signal

can be assumed to be constituted from electron-hole pairs being homogeneously

distributed along the X-ray path (flat generation profile).
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Figure 5.3: Distribution of IXBIC for the four investigated Cu(In,Ga)Se2 solar cells as
2D maps and violin plots. The dashed lines indicate the 25th, 50th and
75th percentile of the distribution. The blue dots highlight the lowest
value for each cell. The white lines in the 2D maps are contours indicating
the 33 percentiles of low performance. All maps share the same color
scale.

To compare the different cells without manipulating their charge-collection efficiency

distributions, we have normalized the measured Imeas. The scaling of the measured

XBIC Imeas follows the description in [1, 43]. To estimate the absorptance A of an

X-ray beam with 15.25 keV photon energy in Cu(In,Ga)Se2, we used the nominal

thickness dNom of the absorber layers of the four solar cells and reference [160]

accessed at https://henke.lbl.gov. The values for the four cells with different

XGGI =[Ga]/([In]+[Ga]) ratio are tabulated in Tab. 5.2. The normalization factor

representing the number of generated electron-hole pairs per incident photon is

calculated as

C =
A · 15 250 eV

3 · Eg

, (5.1)

utilizing the rule-of-thumb relation between the bandgap Eg and the ionization

energy E0 ≈ 3Eg as justified in [43,175]. The normalized XBIC signal I∗XBIC is thus
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XNom
GGI dNom (µm) Absorptance (.)

0.39 1.97 0.089
0.42 2.13 0.093
0.46 2.32 0.102
0.49 2.62 0.115

Table 5.2: Absorptance along with the nominal absorber thickness dNom for the four
cells with different XNom

GGI cells at 15.25 keV photon energy and an absorber
density of 5.7 g/cm3.

calculated as

I∗XBIC =
Imeas

C
(5.2)

and finally scaled to the median I∗XBIC of the cell with the smallest XNom
GGI ,

median
(
I∗XBIC,0.39

)
:

IXBIC =
I∗XBIC

median
(
I∗XBIC,0.39

) . (5.3)

The IXBIC maps are shown in Fig. 5.3 along with the corresponding distributions.

In these nanoscale performance measurements, the macroscopically measured superi-

ority of the cells with lower XNom
GGI is reflected in higher IXBIC values and narrower

distributions. Conversely, broad distributions, as the higher XNom
GGI cells display, are

typical for poor solar-cell performance [217, 227]. The trend of decreasing perfor-

mance with increasing XNom
GGI is particularly well visible for the points with the lowest

performance in each cell that are highlighted with a blue dot. As the underperforming

areas limit the overall solar-cell efficiency, the contours of the lowest 33 percentile

are indicated with white lines in the 2D maps in Fig. 5.3.

We further note that the spatial granularity of IXBIC seems to decrease with increasing

XNom
GGI from isolated small areas of underperformance for low-GGI cells to large

interconnected areas for high-GGI cells. To elucidate and quantify this trend, we have

evaluated for each point the shortest distance dmin to an area of the underperforming

33 percentiles. The resulting distance-maps and -distributions are shown as violin

plots and inlays in Fig. 5.4. The trend towards locally concentrated, severely

underperforming areas with increasing XNom
GGI value appears here as a rising median

distance and broader distribution as well as larger structures in the 2D maps.

These results offer an explanation for the macroscopically seen lower performance

for higher XNom
GGI : while high XNom

GGI values lead to fewer spots of accumulated defects,

we hypothesize that these defect areas have a greater negative impact than the more

broadly distributed defects in solar cells with a lower XNom
GGI .
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Figure 5.4: Shortest distance dmin of each point to an area of the underperforming 33
percentiles of the IXBIC signal shown as violin plots and 2D maps. The
dashed lines indicate the 25th, 50th (with numerical value in blue) and
75th percentile of the distribution. All maps share the same color scale.

5.3.2 Distribution of Rb

For the type of Cu(In,Ga)Se2 solar cells studied here, voids and crevices tend to

appear in the top part of the absorber layer [50], and we used XRF microscopy

to localize these material-deficit areas. We chose the excitation energy for our

experiment (15.25 keV) just above the absorption edge of Rb (15.2 keV) to be

most sensitive to the Rb distribution and evaluate its passivation effect on defects

[179, 191, 193, 194, 220–222]. In Cu(In,Ga)Se2 solar cells, the abundance of Cu is

sub-stoichiometric to dope the absorber, while Ga and In share a lattice point with

intentional spatial grading. Consequently, Se is the most homogeneously distributed

absorber-matrix element [231], which allows considering the depth-integrating XRF

Se count rate ΦSe as an estimate of the absorber-layer thickness. Accordingly, low ΦSe

values are usually associated with grain boundaries [190] or other material deficits

such as voids [2] that may–or may not–lead to local underperformance [50].

Figure 5.5 shows the XRF count rates ΦSe (gray) and ΦRb(red) of Se and Rb for

the four cells. These maps clearly unveil the anti-correlation of Rb and Se and
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Figure 5.5: (a–d) XRF count rate of Se ΦSe (grayscale) and count rate of Rb ΦRb

(red scale) overlaid. The anti-correlation of Rb and Se illustrates the
segregation of Rb towards material-deficit areas such as grain boundaries,
voids, and crevices. All color scales cover the entire range of the individual
maps.

the segregation of Rb to material-deficient areas (i.e. low Se signal) such as grain

boundaries, voids, and crevices. Figure 5.6 shows the XRF signal maps for the

absorber elements individually.

5.3.3 Correlation

The statistical correlation between performance, absorber thickness, Rb concentration,

and lateral Ga distribution is investigated by Pearson’s correlation coefficient ρ and

shown in Fig. 5.7; the correlation coefficients of further modalities are shown in

Fig. 5.8.
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Figure 5.6: Elemental XRF signal maps of Cu, In, Ga, Se, and Rb.

The strong positive correlation of ΦSe and IXBIC (purple squares in Fig. 5.7) is

explained by the sample topology dominating the beam/sample interaction volume,

which affects the XBIC signal and the fluorescence signal strength in a compara-

ble manner. Interestingly, this correlation decreases with increasing XNom
GGI , which

indicates that other effects than topology—likely defects—gain importance.

For a qualitative assessment of the local performance, we compensated IXBIC for the

influence of the beam-sample interaction volume and calculated the charge-collection
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Figure 5.7: Correlation coefficients ρ for selected inter-dependencies: the Se count
rate ΦSe, Ga stoichiometric fraction νGa and Rb stoichiometric fraction
νRb from XRF measurements; the X-ray beam induced current IXBIC and
the charge-collection efficiency ηXCE derived from IXBIC. The lines are
linear fits serving as a guide to the eye to illustrate the trend over the
solar-cell series. The green and red background colors indicate positive
and negative correlations, respectively.

Figure 5.8: Pearson’s correlation coefficient for the different modalities.

efficiency ηXCE as motivated in [43] and described in the Sec. 3.2.4 and Sec. 3.2.4.

Here, we scaled the charge-collection efficiency from 0 to 1 over the complete Ĩ

range of all four cells, emphasizing the strength of these measurements being spatial

variations rather than absolute values of ηXCE:

ηXCE =
1(

Ĩ − Ĩmin,all

)
max,all

·
(
Ĩ − Ĩmin,all

)
. (5.4)

The measured XBIC and the charge-collection efficiency are shown in Fig. 5.9. The

topology-corrected ηXCE is slightly positively correlated with ΦSe for all cells (orange

squares in Fig. 5.7), which indicates that areas with material deficit suffer from

higher charge-carrier recombination compared to bulk absorber material, which is in
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Figure 5.9: XBIC signal IXBIC, charge collection efficiency ηXCE.

agreement with earlier findings [191].

The In count rate ΦIn is low and strongly influenced by self-absorption artifacts

related to the low L-line fluorescence energy [58], which directly translates into

uncertainties of XGGI = ΦGa

ΦGa+ΦIn
. Therefore, the spatially resolved XGGI is not

considered here. Instead, we used the stoichiometric fraction of Ga, scaled to the

stoichiometric fraction of Se, νSe = 2, to represent the depth-averaged stoichiometric

Ga distribution νGa in the absorber matrix. Note that the absolute values of the

laterally averaged ν̄Ga values listed in Tab. 5.1 are slightly lower than the nominal

XNom
GGI values, which is probably caused by the effective XGGI differing from XNom

GGI

and by different experimental setups being used to measure the laboratory-based

XNom
GGI and the synchrotron-based νGa values. Both effects should, however, not affect

the observed intra- and inter-cell variation of νGa.

Figure 5.7 unveils a strong anti-correlation of νGa and the topology-representing Se

count rate ΦSe. This indicates a higher XGGI in material-deficit areas compared to

areas with a thick absorber layer and is in agreement with reports about increased
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Figure 5.10: Se count-rate distribution for the four cells, normalized to their respective
median value.

XGGI at grain boundaries compared to grain cores [50,61,191,232,233]. The slight

decrease in anti-correlation towards higher XNom
GGI cells may be caused by statistical

effects of increasing absorber thickness, which is consistent with a sharper normalized

Se count-rate distribution as seen in Fig. 5.10.

The correlation between the Rb concentration νRb and the charge-collection effi-

ciency ηXCE shown in Fig. 5.7 is negative as expected from the Rb segregation

towards material-deficit absorber areas (see Fig. 5.5). This indicates that the charge-

collection efficiency is worse in Rb-rich areas: although Rb has been associated with

defect-passivation [191,221], the defects are apparently not fully mitigated by Rb.

Additionally, we observed a slight increase in the anti-correlation for cells with a

higher XNom
GGI . This is compatible with the hypothesis that more severe defects are

present in the cells with higher XNom
GGI cells and hints toward the selectivity of Rb

segregation towards material-deficit areas.

5.3.4 Meta-analysis

From the anti-correlation between νRb and ηXCE alone, the passivating effect of Rb

cannot be corroborated. Therefore, we have segmented those areas with the 4%

lowest ΦSe counts and a minimum size of 3 scan pixels (0.0075µm2) and declared

them as ’voids’ for further discussion as compared to ’bulk’ for the remaining 96%.
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Figure 5.11: Maps of the cell XNom
GGI =0.39 highlighting the voids in (a) ΦSe, (b) νRb,

(c) ηXCE. (d–f) show the surrounding area, from which the mean value
of the bulk is determined as listed below.

Figure 5.12: Maps of the cell XNom
GGI =0.42 highlighting the voids in (a) ΦSe, (b) νRb,

(c) ηXCE. (d–f) show the surrounding area, from which the mean value
of the bulk is determined as listed below.
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Figure 5.13: Maps of the cell XNom
GGI =0.46 highlighting the voids in (a) ΦSe, (b) νRb,

(c) ηXCE. (d–f) show the surrounding area, from which the mean value
of the bulk is determined as listed below.

Figure 5.14: Maps of the cell with XNom
GGI =0.49 highlighting the voids in (a) ΦSe, (b)

νRb, (c) ηXCE. (d–f) show the surrounding area, from which the mean
value of the bulk, Φbulk

Se is determined. (g) Effect size for νvoid
Rb /νbulk

Rb and
ηvoidXCE/η

bulk
XCE of the different cells. The dashed line marks the equilibrium

between void and bulk values.
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Figures 5.11–5.14 show the areas of the voids in the maps of ΦSe, νRb and ηXCE

(a–c) as well as the surrounding area (d–f) from where the average bulk values

were extracted, to which we normalized our void values. We used the concept of

meta-analysis to obtain a statistically meaningful evaluation of the effect of Rb on the

charge-collection efficiency in material-deficient areas. The analysis follows [229] and

the most important steps will be introduced shortly in the following. A meta-analysis

combines sub-studies into one big study with greater statistical power compared

to the individual sub-studies. The sub-studies (groups) in our case are the voids.

We were interested in the Rb concentration and the charge-collection efficiency in

the voids relative to the bulk. Therefore, we evaluated the effect size X̄w (that

can be understood as a weighted average) of νvoid
Rb /νbulk

Rb and ηvoidXCE/η
bulk
XCE through

xi = νvoid i
Rb /νbulk

Rb and xi = ηvoid i
XCE /ηbulkXCE considering the mean Rb concentration and

charge-collection efficiency in each void. To get the effect size for all groups, xi of

each void was weighted with a factor

wi =
1

(E(xi)2 + σ2)
(5.5)

with σ as the standard deviation of the whole population and with the standard

error of the respective void calculated as

E(xi) =
σ(xi)√

n
(5.6)

with n as the number of samples (scanned pixels) in the group. The effect size for

the whole population is then given by

X̄w =

k∑
i=1

wixi

k∑
i=1

wi

(5.7)

with the standard error given as

E(X̄w) =


k∑

i=1

(wi)
2var(xi)[

k∑
i=1

wi

]2


1/2

. (5.8)

Intuitively, the effect size can be understood as a weighted average. Figure 5.15
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Figure 5.15: The individual mean values xi of each void are shown for νvoid
Rb and ηvoidXCE

normalized to the average values of non-void areas (νbulk
Rb and ηbulkXCE). The

error bar indicates the size of the standard error E, while the marker
size indicates the sample size of the group. The last value is the effect
size X̄w resulting from the weighted xi.
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shows the respective mean values xi of each void, with the marker size indicating the

group sample size and the error bar as the standard error E. The last value shows

the effect size X̄w extracted from all voids.

Figure 5.14 (g) shows the effect sizes X̄w of νvoid
Rb /νbulk

Rb and ηvoidXCE/η
bulk
XCE for all four

cells. It evidences that the Rb concentration is significantly higher in the areas

declared as voids compared to the bulk areas, while the charge-collection efficiency

is inhibited.

We have established the increased presence of Rb at material-deficit areas before

already and can now quantify this increase to be on the order of 10%. Note that

there is no systematic trend of the Rb effect size visible. In contrast, the effect size

of the charge-collection efficiency decreases with increasing XNom
GGI . For the cell with

the lowest XNom
GGI , the effect size of the charge-collection efficiency is close to the

equilibrium. This means that voids do not significantly underperform, most likely due

to the efficient Rb passivation. Towards higher XNom
GGI , the charge-collection efficiency

at voids decreases relative to the surrounding areas despite of comparable total Rb

concentration (c.f. Fig. 5.5) and Rb segregation towards voids. This observation

further corroborates the hypothesis of higher XNom
GGI leading to increased severity of

nanoscale defects that cannot be entirely mitigated by Rb passivation and deteriorate

the macroscopic solar-cell performance.

5.3.5 Discussion

The experimental evidence for a negative correlation between performance and

the GGI ratio is clear–both at the macro- and the microscale. However, we can

only hypothesize about the underlying reasons. From literature it is known that

Cu(In,Ga)Se2 solar cells with XGGI > 0.5 form a deep defect in the bandgap [234,235],

which merges with the conduction band for smaller GGI values. This state is asso-

ciated with a GaCu defect [234–236]. While the cells in this study were deposited

with nominal GGI ratios below the threshold of 0.5, we consider the presence of

locally enhanced GGI ratios likely, and the probability of such high-GGI spots

should increase with the overall GGI. Accordingly, we expect an enhanced den-

sity of deep GaCu defects for high-GGI solar cells, whereas shallow VCu defects

dominate for low-GGI cells. The ineffectiveness of Rb to passivate GaCu defects

explains the observed diminished passivation efficiency of Rb in solar cells with high

GGI. The experimental confirmation of this hypothesis would require 3D measure-

ments with great sensitivity to the local GGI, which is beyond the scope of this study.
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5.4 Conclusion

The compositional in-plane inhomogeneities of four Cu(In,Ga)Se2 solar cells with

different GGI were measured and correlated with their nanoscale performance. In

all samples, we observed lateral inhomogeneities in thickness, Rb concentration,

GGI, and charge-collection efficiency. Areas with material deficits corresponding to

grain boundaries, crevices, or voids exhibit Rb as well as Ga enrichment along with

charge-collection efficiency impairment.

We found that cells with an In-rich absorber outperform cells with a Ga-rich absorber

both at the macro- and microscale and could establish distinct defect patterns: for

low GGI, defects were comparably homogeneously distributed with limited impact on

performance; in contrast, cells with high GGI unveiled concentrated defect clusters

with a significantly stronger detrimental impact on the charge-collection efficiency.

Investigating further the decreasing charge-collection efficiency with increasing GGI

with a meta-analysis, we could corroborate the hypothesis that the Rb passivation

of electronically more detrimental nanoscale defects is insufficient for cells with high

XGGI. This is in accordance with the evolution of deep GaCu defect states that

become more severe for absorber compositions with high GGI.

Altogether, these measurements show a consistent picture linking the macroscopic

solar-cell performance to nanoscopic features. Specifically, we could demonstrate that

Cu(In,Ga)Se2 solar cells with a Ga-rich absorber suffer from severe electronic-defect

clusters that are related to inefficient passivation of areas with material deficits.
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6 X-ray optical analysis of the Cs

impact on mixed triple-cation

perovskite

This chapter presents a study on a perovskite solar cell (PSC) series, which is covered

in Ref. 4. Parts of the manuscript were already presented in Sec. 3 as theoretical

background and in Sec. 3.2.5.

Inhomogeneously thick absorber layers can emerge if the mixed-halide perovskites

contain Cs on the cation site. For these layers differences in electrical and opti-

cal performance have been observed between thick and thin areas. We employed

multi-modal scanning X-ray microscopy methods to correlate optical and electrical

performance with the composition and topology of the absorber. By correlating the

XBIC and the XRF point-by-point, we were able to rule out a compositional cause for

electrically under-performing areas. Therefore, we assessed the spatial variation of the

optical performance with a new XEOL setup in the temporal- and spectral-domain.

We observed segregation of Br to thin absorber areas, which lead to a bandgap

widening of roughly 20meV in these regions. Along with the wider bandgap, we

observed a shorter charge-carrier lifetime in areas with a thin absorber, which may

indicate either enhanced bulk defect concentrations or surface recombination.

6.1 Introduction

Triple-cation metal-halide perovskites are promising semiconductors for solar cell

applications [237] and have significantly improved stability compared to early-stage

metal-halide perovskites [238–240]. Density functional theory calculations of Kim et al.

[240] revealed that, while mixing Br on the halide side of FAPbI3 (FA: formamidinium)

is most effective in the crystallographic stabilization in favor of α-phase perovskite,

the bandgap widening diminishes the effectiveness. Therefore, methylammonium
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(MA) should be introduced to the cation site to reduce the amount of necessary

Br. Adding Cs results in only a minor contribution to stabilizing the α-phase but

dramatically increases the chemical stability of FAPbI3 [240]. Furthermore, Hu et

al. [241] showed that adding Cs reduces the trap density and charge recombination

rates. Promising results were shown by Peng et al. [242] who have created mixed

PSCs with an absorber composition of Cs0.05FA0.88MA0.07PbI2.56Br0.44 and a record

efficiency of 23.17%. However, an increase in Cs can greatly influence the morphology

of the resulting TF and leads to the formation of wrinkles [243–246]. We will

henceforth refer to thicker absorber areas as “mountains” and thinner absorber areas

as “valleys”. The underlying reason for the wrinkling is generally associated with a

relief of compressive strain [244, 246]. The optical performance of the PSC is usually

evaluated with photoluminescence measurements which revealed that the bandgap

is not homogeneous throughout the wrinkled layer. It was shown that a bandgap

narrowing at mountains [244] or a bandgap widening at mountains [245] is possible.

There are three possible causes for this inhomogeneous photoluminescence (PL).

First, a compositional inhomogeneity: An absorber with a higher content in Br and

Cs would exhibit a wider bandgap. Therefore, if the mountains and valleys would

exhibit a different composition the corresponding change in the bandgap could be

explained. This has been observed in the work of Bercegol et al. [245] where an

increase in Cs has been found in the mountain along with the bandgap widening.

Second, lattice strain: Braunger et al. [244] found no compositional variation between

mountain and valley, but observed systematically larger grains in the mountains.

They associated their observed narrowing of the bandgap at the mountains with

findings from D’Innocenzo et al. [247] where higher lattice strain observed in smaller

crystals led to a wider bandgap. Third, re-absorption effects: As the mountains are

much thicker than the valleys, PL photons have a greater chance to be re-absorbed

and emitted. This would shift the peak energy of the spectrally resolved PL spectrum

to lower energies and the interpretation of the peak energy as the bandgap energy

would be compromised [88,170,181,182].

As the composition [245] as well as the preparation method [244] impact the possible

formation of the wrinkles, a large parameter space is given and each system has to

be evaluated individually.

The studies mentioned above were challenged by the need to use different probes

for the evaluation of the performance (VIS-NIR photons), composition (electrons),

and grain structure (X-rays). As electrons are surface sensitive, while the visible or

near-infrared laser photons and especially the X-rays have a deeper penetration depth,
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Figure 6.1: Employed modalities in this work: X-ray fluorescence, X-ray beam in-
duced current with lock-in amplification, temporally and spectrally re-
solved X-ray excited optical luminescence.

their respective beam-sample interaction volumes are not comparable. Therefore,

a direct link between local optical performance and composition or grain structure

could not yet be established.

Here, we combined for the first time X-ray-based measurement techniques to elu-

cidate the local relation between topology (mountain vs. valley), composition, and

performance of PSCs. For the composition evaluation, we used XRF instead of

electron dispersive spectroscopy (EDS). The advantage of XRF over electron or

ion-based methods is the ability to measure the full depth of the solar cell in a

non-destructive fashion. The electrical performance of the solar cell was evaluated

with lock-in amplified XBIC measurements [1, 27, 43] instead of a laser-based LBIC

measurements. For the evaluation of the local optical performance, we implemented

for the first time the novel XEOL detection unit, introduced in Sec. 3.2.5, to directly

resolve the XEOL [2, 26, 106] in the spectral and the temporal domain, instead of

using classical PL measurements. An illustration of the measurement setup is shown

in Fig. 6.1.

By using high-energy X-rays, we were able to penetrate a full solar-cell stack and
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map the sample response to the modalities with sub-micrometer resolution. The

tuneable X-ray beam energy at synchrotron beamlines allowed us to choose the

excitation energy so that we were highly sensitive to the elements of interest.

The problem of degradation of the sample between and during measurements can

be mitigated with this simultaneous assessment, where the modalities evaluate the

sample in the same state and environment. The same probe for all modalities further

ensures that the sampled spot is identical, and we can directly link composition and

performance on a point-by-point basis.

6.2 Experimental setup

6.2.1 Samples

The samples were provided by KAUST and processed as follows: For PSC fabrication,

indium tin oxide (ITO)-covered glass (15Ω/sq, XinYan Technologies) substrates

were sonicated in water-acetone-IPA (isopropyl alcohol) baths, prior to a 10-minute

UV-Ozone treatment to clean the surface. The NiOx hole transport layer (HTL)

(20 nm) was deposited via RF magnetron sputtering following a well-established

procedure [248]. The perovskite layer (ca. 500 nm) was deposited under nitrogen

atmosphere via spin-coating of perovskite solutions of CsxMA0.15FA0.85-xPb(I0.8,Br0.2)3

(1M) in a co-solvent of dimethyl formamide (DMF)/dimethyl sulfoxide (DMSO)

(4/1:v/v). Here, a two-step spin-coating process with 2000 rpm for 10 s and 5000 rpm

for 30 s was used. During the second step on the 10th second, 300µL of chlorobenzene

were dropped as an antisolvent. The films were subsequently annealed at 100 °C
for 25min. The C60 electron transport layer (ETL) (20 nm, nano-C), 5 nm of

bathocuproine (BCP, Sigma-Aldrich), and 100 nm silver contacts were deposited via

thermal evaporation (Angstrom Engineering) within the same deposition chamber,

as reported previously [249].

6.2.2 Experimental settings

The measurements were conducted at the micro-imaging beamline P06 at DESY,

Germany. A removable optical chopper (Thorlabs), for lock-in amplification (UHFLI,

Zurich Instruments), running at 813Hz was installed upstream of the focusing optics

(Be-CRLs (compound refractive lenses) [136], a phase plate and a 400 µm pinhole).
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The beam energy was set to 13.5 keV and the coherent part of the beam was focused

down to a FWHM of 100 nm×96 nm. The sample surface was oriented perpendicular

to the beam path to minimize the footprint. The XEOL detector was angled to the

sample at 10° without blocking the beam. A fluorescence detector (VortexME4) was

situated opposite the XEOL detector with an angle of 47.6° to the sample surface.

The sample was mounted and contacted on a printed circuit board, fastened to a

kinematic mount (Thorlabs), as described in Sec. 3.2.4.

6.2.3 Measurement settings

For the XBIC and XEOL measurements, the beam was attenuated to only 1% of

the full beam, while XRF measurements were conducted at full beam intensity. All

overview maps were measured in 1 µm steps, with a dwell time of 25ms. The XEOL

maps were measured in 400 nm steps with a dwell time of 1.1 s. The XRF maps were

measured in 200 nm steps with a dwell time of 0.3 s.

6.2.4 XRF analysis

The XRF fitting was done with PyMca [159]. The channels of the VortexME4 were

fitted individually and summed after the fitting.

6.3 Results and discussion

6.3.1 Impact of Cs on the wrinkling periodicity

To study the impact of Cs, we prepared three samples with varying Cs content.

The perovskite mixture of the samples was CsxMA0.15FA0.85−xPb(I0.8,Br0.2)3, with x

being 0.05, 0.15, and 0.25. We henceforth refer to the three samples as Cs05, Cs15,

and Cs25, respectively.

For an overview of the samples, we first assessed the composition and electrical

performance with XRF and XBIC measurements, respectively. The beam energy was

chosen as 13.5 keV, which is slightly above the PbL3 edge (13.04 keV). Thus, we were

very sensitive to the Pb XRF count rate ΦPb. As most of the X-rays pass through the

sample, only a fraction is absorbed. Here, by using Lambert–Beer’s law, a perovskite

layer of 500 nm absorbs only 2% of a beam with an energy of 13.5 keV, while this
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Figure 6.2: XRF signal of Pb ΦPb of (a) Cs05, (b) Cs15, (c) Cs25. XBIC signal
IXBIC of (d) Cs05, (e) Cs15, (f) Cs25. (g) Line plots of Cs15 as indicated
in (b) (red line) and (e) (blue line) with a sine fit of ΦPb (green). (h)
Line plots of Cs25 as indicated in (c) (red line) and (f) (blue line) with a
sine fit of ΦPb (green). The line plots are normalized to their respective
median value. (i) Radial profiles of the fast Fourier transformed of (a–c).

value is around 2.8% for a 700 nm thick perovskite. [160]. For low absorption values,

a linear approximation between sample thickness and absorbed photons is justifiable,

which is in accordance with the TF approximation [250]. As Pb is not directly

contesting with other elements for its lattice space, the ΦPb count rate gives thus

a good measure of the absorber topology. Figure 6.2 shows the distribution of ΦPb

(a–c) together with the electrical performance as XBIC signal IXBIC (d–f). The

wrinkle structures of Cs15 and Cs25 are visible in the ΦPb distribution as well as

in the IXBIC signal. Areas of drastically lower performance are present in the IXBIC

maps (Fig. 6.2(d–f)). However, we could not find corresponding variations in the

XRF signals of the absorber elements, as can be seen in Fig. 6.3–Fig. 6.5, which

show the respective elemental distribution maps.

Thus, we speculate that pinholes of the size of only a few nanometers are responsible

for the underperforming areas instead of spatially extended inorganic inhomogeneities

in the absorber layer.

The overall XBIC signal shows the same wrinkling structure as the ΦPb count rate,

as it is inherently dependent on the beam-sample interaction volume. For XBIC, a

linear relationship between the number of absorbed photons and the XBIC signal

strength is usually assumed [186]. Therefore, we would have expected the XBIC
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Figure 6.3: XRF signal maps and ratios of absorber elements of Cs05.

Figure 6.4: XRF signal maps and ratios of absorber elements of Cs15.

Figure 6.5: XRF signal maps and ratios of absorber elements of Cs25.
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signal amplitude to relatively scale in the same way as the ΦPb count rate. However,

we observed systematic non-linearity between IXBIC and ΦPb comparing the maps

(b,c) and (e,f) in Fig. 6.2 and the lineplots in panels (g,h). While the periodicity

Tf of IXBIC and ΦPb match, the modulation amplitude is smaller for IXBIC than for

ΦPb. We speculated, that this non-linearity is due to the larger beam-interaction

volume for XBIC than XRF. As the PbL3 edge is close to the excitation energy,

secondary excitation is unlikely which limits the generation of the ΦPb XRF signal

to the direct beam-sample interaction volume. On the other hand, XBIC measures

the thermalized charge carriers, which are generated after a cascading process of

the initially excited high-energy electrons [106, 175]. This process increases the

effective beam-sample interaction volume [163]. Additionally, XBIC is influenced

by long carrier-diffusion lengths, which have been observed for similar systems on

a micrometer scale [251]. Therefore, the XBIC measured at the peak would also

encompass areas of the slope around it, which translates as a dampening of the

amplitude in the line plot. Comparing the behavior of XBIC in Fig. 6.2(g) and (h),

we noted that the delta between peak and valley of IXBIC in (h) is smaller than in

(g). Following the assumption of a carrier-diffusion length on the micrometer scale,

we considered the influence of a different frequency of the wrinkled structure. As a

first estimate, we fitted the ΦPb line plots with a sine to extract the periodicity. For

Cs15, this amounted to a period Tf of 14µm and for Cs25 to a Tf of 7.9 µm. Due

to the smaller periods, the spots at the bottom of the valley and at the peak were

heavily influenced by the surrounding slopes and the weight of their respectively

lesser or greater beam-interaction-volume was mitigated.

To analyze the periodicity of the wrinkles over the whole map, it was quantified

in Fig. 6.2(i) through the azimuthally integrated radial profile of the fast-Fourier

transform of the ΦPb maps. As expected, we did not see a prominent frequency in

Cs05 as the mapped area had no distinct features. For Cs15 this analysis unveiled a

characteristic frequency with a wrinkle period of Tf = 18.2 µm. While Cs15 had a

clear peak frequency, Cs25 had rather a threshold of prominent frequencies where

the smallest was highlighted in Fig. 6.2(i) with a Tf of 8.3 µm. This was close to

the frequency obtained through the line plot fit in Fig. 6.2(h). The frequencies

belonging to larger periods can be explained when two parallel running wrinkles were

interpreted as one unit.

The evaluation of the electrical performance showed that drastically underperforming

areas were not linked to compositional inhomogeneities nor that the underperformance

in localized areas was a direct cause of the wrinkles.
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Figure 6.6: XRF and XEOL analysis of Cs15. (a) XRF ΦPb signal. (b) XRF ΦBr to
ΦPb ratio. (c) Horizontal gradient ∇Pb,h of the ΦPb map. (d) XRF ΦPb

signal with different colormap from (a) to indicate the binned areas. (e)
Amplitude AXEOL of the spectrally resolved XEOL. (f) Central wavelength
λcen of the spectrally resolved XEOL. (g) Effective lifetime τeff from a
double exponential fit. (h) 2D histogram of λcen over ΦPb with a linear fit
(red line). (i) 2D histogram of τeff over ΦPb with a linear fit (red line). (j)
Pearson’s correlation coefficients ρ. (k) Triple exponential fits of summed
decay curves from the respective areas highlighted in (d).

6.3.2 Nanoscale inhomogeneities in perovskite solar cells

The overall impact of Cs on the optical performance of PSCs was observed in

previous studies in the temporal and spectral domain. In temporally-resolved PL

measurements, PSCs with higher Cs content exhibited longer PL lifetimes [245],

which was linked to a defect passivating role of Cs [238,241]. In spectrally-resolved

PL measurements, a general blue shift of the peak wavelength was observed, which

corresponds to a bandgap widening [238,252–254]. In the following, we will discuss

the spatially-resolved optical performance of Cs15.

In Fig. 6.6(a) ΦPb distribution is shown, which reflects the thickness of the absorber.

A horseshoe-like wrinkle structure is visible. The ratio of the XRF Br count rate ΦBr

to ΦPb is shown in Fig. 6.6(b) and exhibits the same horseshoe-like feature with an

opposite trend. If the absorber matrix was homogeneous over the raster scanned area,

the ratio of ΦBr to ΦPb should not have shown any features. Furthermore, as both

the PbL3 absorption edge and BrK absorption edges are above 10 keV, self-absorption
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effects are not strong enough to explain these variations in their ratio. Therefore, we

concluded that we indeed have a Br-richer area in the valleys, while the mountains

should have a higher I content. This demixing of Br and I is a known phenomenon

for perovskites [251,255]. With our raster scanned XEOL maps — the amplitude

AXEOL shown in Fig. 6.6 (e), the central wavelength λcen shown in (f) — we see that

the central wavelength of PL spectra is red-shifted at the mountains compared to

the valleys. In Fig. 6.6(f) we observed a difference of 10 nm in λcen over the scanned

area indicating a bandgap narrowing of ∼20meV from valley to mountain. This is

similar to the results by Braunger et al. [244], however, here we could directly link

the red-shift with the segregation of Br and I, observed in (b), while they found no

compositional change. To verify our statement we have overlaid a contour of λcen =

734 nm from (f) to (a–c). The contour clearly places the red-shifted signal in the

thicker absorber area (a) and the blue-shifted signal in the Br-poor region (b). We

excluded photon recycling by re-absorption as the driving force behind the red shift

in this study, as one would observe a stronger red shift at the side of the mountain

facing away from the XEOL detector. To illustrate the orientation of the absorber

surface to the detector that approaches from the left side, Fig. 6.6(c) highlights the

gradient of (a) in the horizontal direction, where positive values indicate that the

slope is facing toward the detector, and negative values indicate an away facing

slope. Comparing the contour with the positive and negative gradient it became

apparent that the away-facing areas did not have a significantly higher red shift

in XEOL. The clear correlation between λcen and the absorber composition and

topology is highlighted and further corroborated in Fig. 6.6(h), where λcen and ΦPb

are plotted.

While the spectral shift, in this case, was not significantly disturbed by the geometrical

arrangement of the detector to the sample surface, it did have an effect on the number

of XEOL photons collected as can be seen in Fig. 6.6(e). Despite the objective having

a large aperture, thus a large solid angle to collect photons, the amount of photons

that can be collected is diminished in the case that the solid angle of emission is

oriented in a different direction thus reducing the overlap. Therefore, the expected

increased signal due to a larger beam-sample interaction volume at regions of high

ΦPb, is not the only influence on the XEOL amplitude AXEOL. If these geometrical

and topological influences were perfectly accounted for, the XEOL amplitude AXEOL

would be a good indicator for the electronic quality of the cell, as a good solar

cell is also a good emitter [195], due to fewer trap-states promoting non-radiative

recombination being present.
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An overview of the correlations is shown in Figure 6.6(j) as Pearson’s correlation

coefficient ρ. Here, 1 stands for perfectly positively correlated, 0 for uncorrelated

and -1 for perfectly anti-correlated. The strong anti-correlation between the central

wavelength λcen and the ΦBr to ΦPb ratio is evident, while the slightly weaker

correlation of the amplitude AXEOL is explained by geometrical concerns.

The effective lifetime, as defined by Eq. 3.23, τeff shown in Fig. 6.6(g) was determined

from double-exponential fits. We saw a longer effective lifetime for thicker areas

of the absorber. As the map is quite noisy we have binned thicker and thinner

areas into five equally distributed parts (Fig. 6.6(d)) and fitted the averaged and

normalized decay curves with a triple-exponential fit, which is shown in Fig. 6.6(k).

The effective lifetimes from these fits, corroborated the impression of longer lifetimes

for thicker absorber areas as highlighted in Fig. 6.6(i) where τeff and ΦPb are plotted

and (j) where τeff shows a positive correlation with ΦPb.

This increase in the effective lifetime might be due to a diffusion of charge carriers

to the narrower bandgap at the mountains. Thus, when we probe the valley area,

carriers would diffuse out of our detection spot, which reduces the measured lifetime.

Consequently, carriers that had been excited at the mountainsides could first diffuse

away and later be drawn back to the narrow bandgap, thus increasing the measured

lifetime. Carrier funneling effects in perovskites have already been observed by

Frohna et al. [251]. On the other hand, a reduced number of defects in the mountains,

due to the passivating effect of Cs [241,245] could also be a cause for an increase in

lifetime. This would be in accordance with previous findings [244–246].

Comparing the three PSCs in their optical performance we could corroborate the

trends of an increase in the effective lifetime and blue shift of the spectrum with

higher Cs content. In Fig. 6.7(a) the effective lifetimes are plotted as violin plots.

The width of the violin is a histogram of the lifetimes (τeff , vertical axis). We

observed a clear increase in the effective lifetime from Cs05 to Cs15 by comparing the

distributions of the three cells, while the distribution of effective lifetimes for Cs25

was broader and no obvious trend can be observed. Fig. 6.7(b) similarly displays

violin plots of histograms of the distributions of the central wavelengths (λcen) of

the spectrally resolved XEOL. We clearly observed the blue-shifting effect of Cs

as well as an increasing spread in the distribution. The average peak-position of

the Gaussian fit over the whole map was 739 nm for Cs05, 733 nm for Cs15 and

722 nm for Cs25, showing the same trend of roughly 10 nm in blue-shift per 10% of

Cs as noted in the literature [238,252–254]. The red-side end of the distribution only
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Figure 6.7: Comparing the optical performance of the three PSCs Cs05, Cs15, and
Cs25. (a) Distribution of the effective lifetimes as violin plots, the dashed
lines indicate the 25th, 50th, and 75th percentile. (b) Distribution of the
central wavelength as violin plots, the dashed lines indicate the 25th,
50th, and 75th percentile. (c) ΦPb count rate of Cs05. (d) ΦPb count rate
of Cs15. (e) ΦPb count rate of Cs25. (f) Area averaged XEOL spectra
corresponding to the colored areas in (c–e) respectively.

shifts less than 10 nm while the bulk of the distribution shifts almost 20 nm. The

spectral shift in correlation to the thickness of the absorber is further highlighted

in Fig. 6.7(c–f). The maps indicate the respectively binned areas based on the ΦPb

maps and Fig. 6.7(f) shows the corresponding averaged spectra. Here, it seemed

that the red-side edge was almost not shifted at all, while the blue side was shifting

stronger for higher Cs containing PSCs. This non-intuitive ’pinning’ of the red side

could be explained as the increase in I inside of the wrinkle countering the blue shift

induced by higher Cs content. Additionally, the valley areas had a cumulative effect

of increased Cs and Br content, both of which are responsible for blue-shifting the

spectrum [256].

6.4 Conclusion

We spatially resolved the wrinkled structure of PSCs containing higher amounts

of Cs (Cs15, Cs25) using our multi-modal hard X-ray scanning microscopy setup.

The increased frequency of the wrinkles in Cs25 compared to Cs15 was assumed
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to have a mitigating effect on the variation of the local electrical performance, as

the diffusion length of the carriers seemed to be large. Regarding the analysis of

areas demonstrating drastic electrical underperformance, we speculate on pinholes

instead of compositional inhomogeneities in the perovskite absorber as the cause of

the underperformance. The XEOL analysis of the three cells allowed us to confirm

the overall blue-shifting effect of Cs. Our multi-modal approach allowed us to identify

the segregation of I and Br to thick and thin absorber areas respectively, which we

identified as the primary cause for the bandgap narrowing in the mountains and

bandgap widening in the valleys.

With these findings, a major advantage of XEOL over classical PL was demonstrated,

namely that by performing multi-modal, simultaneous XEOL and XRF measurements,

the optical performance was directly linked with the composition, eliminating the

disadvantages of separate measurements.

Conducting XEOL instead of classical PL measurements, gave rise to new constraints

and considerations. We were generally limited by low count rates, due to our small

beam-sample interaction volume, low absorption cross-section, and considerations

to beam damage. Therefore, our setup was designed to have an objective with a

large numerical aperture to collect as many photons as possible while not interfering

with the other detectors. Additionally, the detection units for the temporal and

spatial resolution were implemented separately to get the highest signal-to-noise ratio

possible. Other raster scanning XEOL setups operating with nanoscale resolution,

such as at the hard X-ray nanoprobe 23A in Taiwan [112], or at ID16B at the

ESRF [124], use a fiber-coupled system and streak cameras to measure spectrally and

temporally resolved XEOL simultaneously. While these setups allow a convenient

measurement, their indirect beam path and lower-EQE detectors lead to a worse

signal-to-noise ratio than our setup.

We can envision further experiments encompassing more modalities by demonstrating

the multi-modal compatibility of our setup in this study. A first logical extension

would be the inclusion of X-ray diffraction, to verify the impact of inhomogeneous

lattice spacing on the optical performance. However, the randomly oriented nature of

the grains in the absorber will only allow the measurement of those few grains which

coincidentally fulfill the Bragg condition. With the introduction of 4th generation

synchrotrons, ptychography appears as a feasible addition to our multi-modal suite

as the demand for a coherent beam would no longer limit the photon flux.
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7.1 Conclusions

Using synchrotron-based hard X-ray multi-modal scanning microscopy, we were able

to characterize full stacks of Cu(In,Ga)Se2 [2, 3] and perovskite [4] TF solar cells.

For the characterization, we showcased how to apply lock-in amplification to XBIC

measurements, to extract small current signals from the noisy background and when

the cell is electrically biased [1]. Furthermore, we expanded the measurement environ-

ment at P06 by designing an XEOL detection unit [2, 4] that allowed us to measure

temporally and spectrally resolved XEOL. In a proof-of-principle measurement, we

were able to combine the four modalities XBIC, XRF, XEOL, and ptychography for

the characterization of a Cu(In,Ga)Se2 solar cell. The advantages of simultaneous

(sample in the same state, direct correlation, time efficient) and sequential (optimal

scanning parameters) measurements were discussed and compared. In-depth studies

were conducted on two solar cell series.

We studied the impact of different Ga to In ratios on Cu(In,Ga)Se2 solar cells by

analyzing a series with XRF and XBIC. Additionally, we adapted the concept of a

meta-analysis to elucidate the role of Rb as a defect-mitigating agent and discovered

that cells with higher Ga content were prone to more severe defect sites where the

passivating effect of Rb is reduced [3].

PSCs were studied in regards to their tendency to exhibit a wrinkling structure

when Cs is added at the cation site. We were able to elucidate their inhomogeneous

performance, electrically via XBIC and optically via XEOL. By correlating their local

performance with the composition from XRF measurements, we were able to rule

out a compositional cause for electrically sub-performing areas, but we could directly

link segregation of Br and I rich areas to variations of the optical performance [4].

With the hard X-ray beam being able to fully penetrate a solar cell stack and

exploiting the multitude of measurement modalities, we were able to gain a more
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comprehensive picture of the devices. All in all, this work shows the feasibility and ad-

vantages of synchrotron-based multi-modal X-ray scanning microscopy measurements

for solar cell characterization.

7.2 Outlook

The advantages of multi-modal X-ray scanning microscopy measurements are evident

and can further be seen in the high number of already existing beamlines [6, 54–57,

107–113]. These beamlines are steadily improved and adapted to research needs

[2, 6, 116, 117, 122]. With the upgrade of the synchrotron sources to the fourth

generation, new measurement schemes will become feasible opening not only the door

to routinely conducted 3D but even 4D measurements [60]. The higher brilliance

and pulsed structure of fourth-generation synchrotron sources [35, 36] will allow high

throughput with spatial and temporal resolution.

For the analysis of solar cells, the works of Fevola et al. [151, 257] illuminate the

necessity of 3D measurements to fully elucidate the absorber topology. Uncertainties

concerning the cause of the inhomogeneous optical performance of perovskites [240,

244, 245] are a prime example, where a five-fold multi-modal measurement would

be of great interest. The simultaneous assessment of composition, crystallographic

properties, electronic density, as well as electrical and optical performance in a 3D

fashion would be able to pinpoint the contributions of the individual variations to

the performance. This ”Dream Experiment” is illustrated in Fig. 7.1 and would only

be possible at fourth-generation synchrotrons, as they have the capability to offer

a highly coherent and brilliant beam so that we would not be flux-limited. Taking

it even a step further, the inclusion of heating [258] or cooling environments [117]

would open the door to in-situ studies.

7.2.1 XEOL setup

The XEOL setup presented in Sec. 3.2.5 is further under development and the inte-

gration of an IR-CCD camera (Princeton, Nirvana 640) is one of the improvements.

Currently, it is used with a laser excitation source but due to its portable nature,

nothing prevents its application in new X-ray beamtime experiments. Experiments

based on pump-probe schemes using this setup are one further aspect that is inter-

esting for future endeavors and would extend the measurement modality in another
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Figure 7.1: A dream experiment, where the optoelectronic performance, the composi-
tion, the lattice structure, and the electron density can be simultaneously
assessed in 3D with the option to set the sample in a heating or cooling
environment. When all these can be assessed together, a comprehensive
picture of the sample can be gained.

dimension.

7.2.2 Scanning laser microscope

In analogy to the XEOL setup presented in Sec. 3.2.5, we have started to develop a

scanning laser microscope (SLM) which is the focus of the Ph.D. thesis of Jackson

Barp. The setup utilizes two vertically stacked layers: the laser source in the lower

layer and the detection unit on the top layer. Figure 7.2 schematically shows the

beam and signal path of the SLM setup (a) and a CAD drawing of the setup with the

box (b). The microscope is situated in a black box to eliminate light pollution. The

setup will encompass temporally and spectrally resolved PL detection units as well

as lock-in amplification for LBIC measurements. This allows the characterization of
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Figure 7.2: (a) Scheme of the signal pathway of the scanning laser microscope. (b)
CAD drawing of the scanning laser microscope, courtesy of FS-Petra-
Engineering.

solar cells before and after a beamtime for an optimization of the characterization

scheme. Furthermore, it offers a testbed to experiment with setup geometries and

settings to optimize XEOL and XBIC/XBIV measurements for the requirements at

the beamline.

7.2.3 Laboratory-based XBIC for industrial samples

With a laboratory-based X-ray source (Viscom-XT9160-TED, Mo target), an optical

chopper (Thorlabs), a lock-in amplifier (Zurich Instruments, UHFLI/MFLI), and a

focusing capillary (XOS, Polycapillary), it is planned to transfer XBIC measurements

from synchrotron-based X-ray sources to a laboratory source for XBIC measurements

targeted at industrial solar cells. First characterizations with the setup are part of

the Master’s thesis of Kathrin Raeker.
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[49] M. Jošt, E. Köhnen, A. Al-Ashouri, T. Bertram, S. Tomšič et al., “Per-
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IUS/LNLS,” in X-Ray Nanoimaging: Instruments and Methods IV, B. Lai and

A. Somogyi, Eds., vol. 11112, International Society for Optics and Photonics.

SPIE, 2019, pp. 8 – 19.

[109] A. Somogyi, K. Medjoubi, G. Baranton, V. Le Roux, M. Ribbens et al., “Opti-

cal design and multi-length-scale scanning spectro-microscopy possibilities at

the Nanoscopium beamline of Synchrotron Soleil,” Journal of Synchrotron Ra-

diation, vol. 22, no. 4, pp. 1118–1129, Jul 2015. doi:10.1107/S1600577515009364

[110] U. Johansson, D. Carbone, S. Kalbfleisch, A. Björling, M. Kahnt et al.,

“NanoMAX: the hard X-ray nanoprobe beamline at the MAX IV Labora-

tory,” Journal of Synchrotron Radiation, vol. 28, no. 6, pp. 1935–1947, Nov

2021. doi:10.1107/S1600577521008213

[111] G.-C. Yin, S.-H. Chang, B.-Y. Chen, H.-Y. Chen, B.-H. Lin et al., “Multi-

modal hard x-ray nanoprobe facility by nested montel mirrors aimed for 40nm

resolution at taiwan photon source,” AIP Conference Proceedings, vol. 1696,

no. 1, p. 020026, 2016. doi:10.1063/1.4937520

[112] B.-H. Lin, Y.-H. Wu, X.-Y. Li, H.-C. Hsu, Y.-C. Chiu et al., “Capabilities of

time-resolved X-ray excited optical luminescence of the Taiwan Photon Source

23A X-ray nanoprobe beamline,” Journal of Synchrotron Radiation, vol. 27,

no. 1, pp. 217–221, Jan 2020. doi:10.1107/S1600577519013675

[113] M. Holler, J. Raabe, A. Diaz, M. Guizar-Sicairos, R. Wepf et al., “Omny—a

tomography nano cryo stage,” Review of Scientific Instruments, vol. 89, no. 4,

p. 043706, 2018. doi:10.1063/1.5020247

[114] P. D. Quinn, L. Alianelli, M. Gomez-Gonzalez, D. Mahoney, F. Cacho-Nerin

et al., “The Hard X-ray Nanoprobe beamline at Diamond Light Source,”

Journal of Synchrotron Radiation, vol. 28, no. 3, pp. 1006–1013, May 2021.

doi:10.1107/S1600577521002502

[115] M. I. Bertoni, D. P. Fenning, V. Rose, M. Holt, J. Maser et al., “Synchrotron-

based characterization of solar cell nanodefects,” in 2011 37th IEEE Photo-

voltaic Specialists Conference, 2011, pp. 000 154–000 156.

[116] S. Bean, P. Amann, M. Bartlein, Z. Cai, T. Graber et al., “A Novel Vacuum

Chamber Design for the APS Upgrade of the 26-ID Nanoprobe,” JACoW, vol.

MEDSI2020, p. WEPB15, 2021. doi:10.18429/JACoW-MEDSI2020-WEPB15

132



Bibliography

[117] R. G. Steinmann, G. Martinez-Criado, D. Salomon, H. Vitoux, R. Tucoulou

et al., “A helium mini-cryostat for the nanoprobe beamline ID16B at ESRF:

characteristics and performance,” Journal of Synchrotron Radiation, vol. 27,

no. 4, pp. 1074–1079, 2020. doi:10.1107/S1600577520007110

[118] G. Falkenberg, F. Seiboth, F. Koch, K. V. Falch, A. Schropp et al., “CRL

optics and silicon drift detector for p06 microprobe experiments at 35 keV,”

Powder Diffraction, vol. 35, no. S1, pp. S34–S37, 2020.

[119] G. Falkenberg, G. Fleissner, D. Neumann, G. Wellenreuther, P. Alraun

et al., “Moonlight receptor of the ”1-h-midge” clunio marinus studied by

micro-xrf,” J. Phys.: Conf. Ser., vol. 463, no. 012016, 2013. doi:10.1088/1742-

6596/463/1/012016

[120] A. Johannes, D. Salomon, G. Martinez-Criado, M. Glaser, A. Lugstein et al.,

“In operando x-ray imaging of nanoscale devices: Composition, valence, and

internal electrical fields,” Science Advances, vol. 3, no. 12, p. eaao4044, 2017.

[Online]. Available: https://www.science.org/doi/abs/10.1126/sciadv.aao4044.

doi:10.1126/sciadv.aao4044

[121] A. Schropp, D. Brückner, J. Bulda, G. Falkenberg, J. Garrevoet et al., “Scan-

ning Hard X-Ray Microscopy Based on Be CRLs,” Microscopy and Microanal-

ysis, vol. 24, no. S2, pp. 186–187, 2018. doi:10.1017/S1431927618013284
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