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You should sit in meditation for twenty minutes every day – unless
you’re too busy; then you should sit for an hour.

— Zen Proverb

Enough of this miserable, whining life. Stop monkeying around!

— Marcus Aurelius, Meditations, 9.37

This task is appointed for you, Frodo; and that if you do not find a
way, no one will.

— Elrond, Lord of the Rings by J. R. R. Tolkien





A B S T R A C T

The particle physics community has expressed significant interest in a
10 TeV-class electron-positron collider to advance our understanding
of matter. However, the costs associated with such a collider using
conventional radio-frequency technology seem to be prohibitive. Thus,
significant research and development is needed on the accelerator side
to reduce both construction and power consumption costs.

Plasma-based accelerators, due to their extremely high accelerat-
ing gradients, are a potential solution to reduce construction costs.
Although significant progress has been made in plasma-based elec-
tron acceleration in recent years, positron acceleration still poses a
notorious challenge and has been identified as a critical point in the
realization of a plasma-based electron-positron collider. Additionally,
plasma-based positron acceleration, while preserving the required
high beam quality for a collider, is challenging even conceptually and
difficult to model with currently available simulation tools.

Positron acceleration in a plasma column is a promising new concept
owing to its high accelerating gradient and the ability to preserve
positron beam emittance, a fundamental requirement for a collider.
In this scheme, a relativistic electron beam travels along the axis of a
plasma column, driving a plasma wake in the blowout regime. Due
to the finite radius of the plasma, the restoring force acting on the
plasma electrons is reduced and the plasma electrons return in a long,
high-density electron filament to the axis some distance behind the
driver. This electron filament generates high-gradient accelerating and
focusing fields for positrons. However, questions regarding stability
and beam quality remain.

In this thesis, positron acceleration in a plasma column is put to
the test. Beyond proof of concept, the acceleration of high-quality
positron beams and its resilience to realistic conditions, such as mis-
alignment is demonstrated. Realistic plasma profiles and temperature
effects are also considered and found to be beneficial to the scheme.
The results show that positron acceleration in a plasma column is
indeed a viable concept for a possible collider application, although
additional research is needed to optimize efficiency. Furthermore, the
GPU-accelerated, quasi-static Particle-in-Cell code HiPACE++ has been
developed. The new code allows for modeling plasma-based positron
acceleration scenarios in full 3D with previously unattainable pre-
cision while drastically reducing computational costs, enabling the
studies presented. An outlook for the next possible steps towards a
plasma-based collider is given.
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Z U S A M M E N FA S S U N G

Die Gemeinschaft der Teilchenphysik hat großes Interesse an einem
Hochenergie-Elektron-Positron-Kollider geäußert, um das Verständnis
von Materie zu erweitern. Die damit verbundenen Kosten scheinen
jedoch unerschwinglich zu sein. Um sowohl Bau- als auch Strom-
verbrauchskosten zu reduzieren, ist daher erhebliche Forschung und
Entwicklung der Beschleunigertechnologie erforderlich.

Plasmabasierte Beschleuniger sind aufgrund ihrer extrem hohen Be-
schleunigungsfelder ein vielversprechender Ansatz, um die Baukosten
zu reduzieren. Obwohl in den letzten Jahren erhebliche Fortschritte
bei der plasmabasierten Elektronenbeschleunigung erzielt wurden,
stellt die Positronenbeschleunigung immer noch eine ungelöste Her-
ausforderung dar und wurde als entscheidendes Problem bei der
Realisierung eines plasmabasierten Elektron-Positron-Kolliders identi-
fiziert. Darüber hinaus ist plasmabasierte Positronenbeschleunigung,
unter Berücksichtigung der erforderlichen hohen Strahlqualität für
einen Kollider, selbst konzeptionell herausfordernd und schwer mit
den derzeit verfügbaren Simulationswerkzeugen zu modellieren.

Die Positronenbeschleunigung in einem Plasmazylinder ist ein neu-
es, vielversprechendes Konzept aufgrund der hohen Beschleunigungs-
felder und der Erhaltung der Emittanz bei der Beschleunigung, wel-
ches ein fundamentales Kriterium für einen Kollider darstellt. Im
Schema durchläuft ein relativistischer Elektronenstrahl einen Plas-
mazylinder auf der Achse und treibt eine Plasmawelle im Blowout-
Regime. Durch den endlichen Radius der Plasmas verringert sich
die Rückstellkraft, die auf die Plasmateilchen wirkt, und durch die
verzögerte Rückkehr formen die Plasmateilchen ein langes Filament
mit hoher Elektronendichte auf der Achse. Dieses Elektronenfilament
erzeugt Beschleunigungsfelder und Fokussierfelder für Positronen mit
hohen Feldgradienten. Trotzdem blieben einige Fragen bezüglich der
Stabilität und der Strahlqualität noch ungeklärt.

In dieser Arbeit wird die Positronenbeschleunigung in einem Plas-
mazylinder auf die Probe gestellt. Über den Beweis des Konzepts
hinaus wird eine Beschleunigung von Positronen mit hoher Strahlqua-
lität und ihre Widerstandsfähigkeit gegen realistische Bedingungen
wie Fehlstellungen demonstriert. Realistische Plasmaprofile und Tem-
peraturauswirkungen werden ebenfalls betrachtet und als vorteilhaft
für das Konzept befunden. Die Ergebnisse zeigen, dass die Positronen-
beschleunigung in einem Plasmazylinder in der Tat ein praktikables
Konzept für eine mögliche Anwendung in einem Kollider ist, auch
wenn noch weitere Forschung zur Optimierung der Effizienz erforder-
lich ist. Darüber hinaus wurde der GPU-beschleunigte, quasi-statische
Particle-in-Cell-Code HiPACE++ entwickelt. Der neue Code ermöglicht
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die Modellierung plasmabasierter Positronenbeschleunigungsszena-
rien in voller 3D-Darstellung mit bisher unerreichter Präzision bei
gleichzeitiger drastischer Reduzierung der Rechenkosten, was die
vorgestellten Studien erst ermöglichte. Es wird ein Ausblick auf die
nächsten möglichen Schritte hin zu einem plasmabasierten Kollider
gegeben.
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P R E FA C E

Particle accelerators, and especially particle colliders, have been the
driving tools to shape our understanding of matter and the funda-
mental forces of nature. In a collider, particle bunches are accelerated
to high kinetic energies and brought to head-on collisions. Following
Einstein’s famous relation between energy E and mass m of particles
via m = E/c2, where c is the speed of light in vacuum, the energy of
the colliding particles can be transformed into new, possibly heavier,
particles during the collision.

Increasingly powerful particle accelerators have revealed more and
more new particles, which have been embedded into the so-called
Standard Model of particle physics (SM) [176]. From this theoreti-
cal framework, the existence of further particles was deduced and
predicted. Recently, almost 50 years after its prediction [51, 64], the
last predicted particle by the SM, the Higgs boson, was confirmed
experimentally at the Large Hadron Collider at CERN [1, 33].

Yet, many important questions remain unsolved. The asymmetry of
the prevalence of matter over antimatter, the mass of neutrinos, the
unification of the three fundamental forces described by the SM with
gravitation, and the astrophysical observations that could be explained
by so-called dark matter and dark energy are strong indications that
the SM is incomplete. Since there are currently no clear predictions
for further particles in the SM, the next steps to uncover the laws of
nature are not straightforward. Two approaches are pursued: first, a
high-precision measurement of the not yet fully understood Higgs
boson in a so-called Higgs factory and, second, colliding particles at
unprecedented high energies to possibly reveal unknown physics
phenomena in a so-called discovery machine.

The particle physics communities have gathered to discuss the next
steps for the upcoming decades in the European Strategy for Particle
Physics (ESPP) [61] in Europe, and the Snowmass process [27] in the
United States. Both the ESPP and the Snowmass process agree that the
precision measurement of the Higgs boson in a dedicated electron-
positron collider has the highest priority as a next facility. Electrons
and positrons are beneficial, because they are elementary particles
and therefore their initial conditions at the collision can be precisely
determined. Knowing the initial conditions allows for a high-precision
measurement of all the properties of the Higgs boson, namely mass,
width, quantum numbers, and coupling to other particles [24, 113].
There are two mature proposals for a Higgs factory, the International
Linear Collider (ILC) [12] and the Compact Linear Collider (CLIC) [4,
5]. More proposals at an earlier stage can be found in the Snowmass

1



2 preface

report of the collider implementation task force [132]. Furthermore, the
report also includes a contemporary review of proposals for discovery
machines that aim to reach unprecedented energies beyond 10 TeV.
However, the associated costs and environmental impact of these ma-
chines due to construction and power consumption are immense and
might exceed the limit of affordability [132]. Therefore, the ESPP and
the Snowmass process concluded that research and development must
be prioritized to drastically reduce the cost and power consumption
of these big machines [61, 132].

As a consequence, the ESPP has developed a community-driven Ac-
celerator Research & Development Roadmap [3] for the next decades.
In the roadmap, the concept of plasma-based accelerators was iden-
tified as one of the five key areas of accelerator R&D owing to their
extreme accelerating gradients [13] that could potentially minimize
the construction costs.

In a plasma-based accelerator, a particle beam [35] or laser driver [157]
excites a wakefield in a plasma that can be used to accelerate particles
with gradients orders of magnitudes larger than those achievable in
radio-frequency (RF) cavities. Despite not yet being ready for applica-Radio-frequency-

based accelerators are
typically referred to

as conventional
accelerators

tion, plasma wakefield accelerators have made formidable progress
in the past decades, though, mostly for the acceleration of electrons.
Plasma-based positron acceleration still poses a notorious challenge,
and has been identified as a crucial point in the realization of a
plasma-based collider [3, 144]. So far, the Facility for Accelerator
science and Experimental Test beams (FACET) at Stanford Linear Ac-
celerator Center (SLAC) has been the only plasma-based accelerator to
demonstrate positron acceleration. Due to the limited availability of
positron beams, experimental progress is scarce. In addition to that,
high-quality positron acceleration in a plasma is challenging, even
conceptually.

Since positron acceleration is fundamental to the realization of a
plasma-based electron-positron collider, the community has responded
with various new plasma-based positron acceleration concepts. How-
ever, many of them have not been studied sufficiently. Often, a new
scheme is proposed and the basic acceleration is demonstrated, but
many important aspects are not yet shown that are vital for the re-
alization of a plasma-based collider, like acceleration of high-quality
beams, robustness against transverse instabilities, or efficiency. Ex-
perimental test facilities for positron acceleration require significant
investments, thus, without convincing concepts, they are not funded.
Therefore, it is a necessity to bring positron acceleration schemes con-
ceptually to maturity such that experiments can be planned, funded,
and conducted.

Due to the lack of experiments, plasma-based positron acceleration
is studied predominantly via computer simulations. On top of that,
even the simulation of plasma-based positron acceleration for collider
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applications is challenging and computationally expensive. For this
reason, the development of adequate modelling tools is an integral
part of the progress.

In this work, the promising concept of positron acceleration in a
plasma column [46] is put to the test. This thesis is intended as a
comprehensive guide of the scheme, laying the foundation for the ex-
perimental feasibility. The acceleration of high-quality positron beams
and the robustness against transverse instabilities is demonstrated
via simulations. Additionally, a new simulation code is presented
that allows for modelling challenging plasma-based accelerator sce-
narios including various positron acceleration schemes at previously
unattainable resolution.
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PA RT I C L E A C C E L E R AT O R S F O R H I G H E N E R G Y
P H Y S I C S





1
PA RT I C L E A C C E L E R AT I O N

A particle collider is designed to study rare physics processes that
can occur when high-energy particles collide head-on. To reach the
desired energies, the particles must be accelerated. Due to rarity of the
events of interest, as many particles as possible must be brought to
collision. Therefore, these machines do not accelerate single particles,
but instead so-called particle beams or particle bunches, which consist
of up to ∼ 1011 particles with a combined charge on the nanocoulomb-
level. In general, particle colliders operate at the frontier of what is
technologically possible and are highly complex machines. Covering
their respective challenges in detail exceeds the scope of this introduc-
tion, which focuses only on the most important accelerator parameters
of a collider, so that the proposed plasma-based positron acceleration
scheme can be discussed in that context. A more detailed introduc-
tion to colliders and their challenges can be found in e.g., Shiltsev
and Zimmermann [147] and a proper introduction into accelerator
physics in general can be found in handbooks, e.g., Chao et al. [32] or
Reiser [129].

Charged particles are relatively straightforward to accelerate via the
electromagnetic force. The equation of motion for a charged particle
with the position x, velocity v = dx/dt, mass m, and charge q is given
by the Lorentz force F [95]: Symbols written in

bold denote
three-dimensional
vectorsF =

dp
dt

= qE + q(v × B) , (1.1)

where p = γmv is the relativistic momentum of the particle, γ =

(1 −
(
v2/c2))−1/2 the Lorentz factor, c is the speed of light, and E and

B are the electric and magnetic fields, respectively. Notably, the first
term qE is fully responsible for the acceleration, because the second
term q(v × B) is always perpendicular to the velocity v due to the
cross product. Thus, the electric field E can be used for acceleration
and deflection, while the magnetic field B can be used for deflection
only. In conventional accelerators, magnetic fields are typically used
to guide relativistic charged particle beams, since moderate magnetic
fields of 1 T generate an equivalent force as large electric fields of
300 MV/m, which are, unlike 1 T magnetic fields, non-trivial to achieve
with current technology. In plasma-based accelerators both the electric
and magnetic fields significantly contribute to the focusing of the
charged particles [53].

The total energy gained by the particle ∆Ep is given by the force F
integrated over the path s. For convention, the longitudinal coordinate
z is chosen to be parallel to the path of the particle. Then, only the
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8 particle acceleration

longitudinal electric field Ez contributes to the acceleration and ∆Ep is
given by

∆Ep = q
∫ L

0
Ez(s)ds , (1.2)

where L is the total length of the accelerator. Since the charge q for
a given particle is fixed, the energy gain can only be increased via
two ways: either the accelerator length L or the longitudinal electric
field Ez must be increased. Conventional accelerators rely on RF to
generate the electric fields and are currently limited to field gradients
of ∼ 100 MV/m due to material breakdown [28]. Thus, the easiest
solution is to increase the path within the accelerating field. This can
be achieved by coupling many accelerator modules behind each other
– a linear accelerator. Another option is to re-use the same accelerator
module many times by guiding the accelerated particles in a circle – a
circular particle accelerator.

linear and circular accelerators

In a linear accelerator, many accelerator modules are coupled behind
each other and each of these accelerator stages are used only once. In
a circular accelerator, the particles are guided via magnetic fields to
follow a closed orbit, and an accelerator module can be used many
times. Re-using the accelerator modules allows for reaching high
energies with few accelerator modules. The currently most powerful
particle accelerator is the Linear Hadron Collider (LHC) at CERN,
which accelerates protons up to 7 TeV in a ring with a circumference
of 27 km. Still, the maximum energy in circular accelerators is limited
for two reasons.

The first reason is the available magnetic field strength. The re-
quired magnetic field strength B in a dipole to keep a charged particle
with charge q and momentum p on a circular path with a radius of
curvature of ρc is given by

1
ρc

=
qB
p

. (1.3)

For example, to keep the 7 TeV protons on the circular track in the
LHC with a radius of curvature of ρc ≃ 2.8 km, superconducting
dipole magnets with 8.3 T field strength are required, which was at the
edge of what was achievable at that time. Nowadays, 11 T have been
demonstrated [23] and 16 T are envisioned [161], enabling smaller
radii of curvature or higher beam energies.

The second limiting factor of a circular accelerator is synchrotron
radiation. When relativistic particles are accelerated, they emit syn-
chrotron radiation. While this effect is negligible for longitudinal
acceleration, it can be significant for transverse acceleration, i.e., when
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the particles are guided via magnetic fields. The radiated power PS A more detailed
explanation of
synchroton radiation
can be found in e.g.,
Reiser [129]

is proportional to the fourth power of the energy of the particle Ep

and inversely proportional to the mass of the particle squared and the
bending radius squared:

PS ∝
E4

p

m2ρ2
c

. (1.4)

Especially for light particles like electrons and positrons, synchrotron
radiation can be the limiting factor for reaching high energies. It
was found that the associated costs with a circular collider scales
with E2

p [130], while it scales only with Ep for a linear collider. As
a consequence, reaching high energies with light particles is more
cost-effective in a linear accelerator, and the turning point for an RF-
based accelerator was determined to be a beam energy of roughly
100 GeV [129]. Since this work investigates a plasma-based positron
acceleration scheme, the introduction focuses on linear colliders. High
beam energies are necessary to generate heavy, exotic particles – how-
ever, the chance of generating them is determined by the luminosity,
which is discussed in the next section.

beam requirements for a linear particle collider

Besides reaching high energies to enable certain physics processes, a
particle collider requires a high event rate, so that the desired processes
can be studied with sufficient statistics and signal can be distinguished
from noise. The event rate dN/dt in a collider is given by

dN/dt = LσI , (1.5)

where L is the luminosity and σI the cross section of the event. Since The luminosity is
discussed in more
detail in Herr and
Muratori [63]

the event cross section is a property of the physical process, it is
here not considered as a free parameter in the accelerator, although
polarization of electrons and positrons can lead to significantly higher
cross sections [112]. The luminosity is the pivotal property of the
collider that defines the achievable event rate and is desired to be
maximized.

The luminosity L for two colliding Gaussian bunches of equal sizes
is defined as [144]

L = HD
N2 f

4πσ∗
x σ∗

y
(1.6)

with N being the number of particles per bunch, f the frequency of the
bunch collisions, σ∗

x and σ∗
y being the root mean square (RMS) bunch

sizes in the horizontal and vertical plane, respectively, and HD a geo-
metric factor. The geometric factor HD takes into account the focusing
effect of the electron bunch on the positron bunch and vice-versa,
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which reduce the beam sizes and thus increase the luminosity [144].
While for RF-based accelerators it can be up to 2, it is expected to
be HD ≈ 1 due to the ultrashort bunches in plasma-based acceler-
ators [140]. The asterisks indicate the parameters at the interaction
point. Thus, to achieve a high luminosity, a high bunch charge, a high
collision frequency, and a small bunch size at the interaction point are
needed. Obtaining a small bunch size is strongly coupled to the beam
quality, which is elucidated in the next paragraphs.

The bunch sizes at the interaction point can be written as

σ∗
x,y =

√
ϵx,yβ∗

x,y

γ
(1.7)

with the normalized emittance ϵx,y, and the beta function β∗
x,y in

the horizontal and vertical plane. The beta function describes the
envelope of the beam width and depends on the focusing system
of the accelerator. At the interaction point, the final focusing system
squeezes the beam as tightly as possible to maximize the luminosity. In
the final focusing system, the minimum beta function at the interaction
point is limited by the focusing strength of the magnets and the
Oide effect [121]. Thus, the emittance is the crucial parameter that
determines the beam size and must be minimized to achieve a high
luminosity.

There are different definitions of the emittance in the literature. In
this work, following the convention by Reiser [129], the emittance
is defined as a measure of transverse beam quality. Furthermore,
the normalized RMS emittance is used, because it is preserved if the
acceleration is adiabatic and allows for a better description of the
beam quality throughout the accelerator. Then, the emittance in x (and
equivalently in y) is given by

ϵx =
√
⟨x2⟩⟨u2

x⟩ − ⟨xux⟩2 (1.8)

where ux = px/(mc) is the normalized momentum in x and ⟨·⟩ de-
notes the average over the beam particle distribution. Neglecting the
effect by an energy spread, the emittance is preserved during the beam
transport using linear focusing fields, while non-linear focusing fields
can deteriorate the beam quality. In general, the emittance can increase
due to various effects, but it requires significant effort to reduce the
emittance again, e.g., radiation cooling via synchrotron radiation. A
detailed description on sources of emittance growth can be found in
Reiser [129], Ch. 6 for conventional accelerators and in Lindstrøm and
Thévenet [89] for plasma-based accelerators.

Besides the emittance, another parameter linked to the beam quality
influences the spot size at the collision point, and that is the energy
spread of the beam. Similarly to the bending in the dipole in Eq. 1.3,
the focusing force in a quadrupole also depends on the particle mo-
mentum p and thus on the particle energy. Consequently, particles
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with higher energies are focused less strongly than particles with
lower energies, which leads to a smearing of the focus, an effect called
chromaticity. Although this can be corrected via sextupoles (see, e.g.,
Shiltsev and Zimmermann [147] and references therein for further
information), it still sets a stringent limit on the energy spread accep-
tance of the final focusing system. For example, the RMS energy spread
design value for CLIC is 0.35 % [4]. Designing a beamline with a larger
momentum acceptance requires further research and development.

In summary, to achieve a high luminosity it is a of utmost impor-
tance to accelerate high-charge, low-emittance, and low-energy-spread
particle bunches at a high frequency. More advanced effects that im-
pact the luminosity including crossing angle, hour-glass effect, or
misalignment are described in the literature, e.g., in Herr and Mura-
tori [63].

acceleration mechanism requirements for a particle

collider

Despite general requirements to the beam quality, a particle collider
must fulfill a few more constraints that impacts the possible accelera-
tion schemes.

Although the effect of misalignment of the colliding beams on the
luminosity is not discussed here in detail, stability is an important
issue in a collider. The underlying particle acceleration scheme must
be intrinsically stable, as otherwise small misalignment, which is
inevitable in any accelerator, can build up and ultimately lead to beam
loss or severe luminosity degradation. In fact, transverse instabilities
can be the limiting factor for the achievable beam current in a collider.

Further considerations for particle colliders are driven by their sheer
size and associated costs. Two important cost factors are the construc-
tion costs and the electrical power consumption. The estimated total
cost for a Higgs factory is in the range of multiple billions to a few
tens of billions of dollars, while the cost for a discovery machine above
10 TeV is estimated to be tens of billions of dollars. These are quite
restrictive costs considering that the total annual budget of the world’s
particle physics research is only the order of 3 billion dollars [148].
Therefore, the cost reduction must be one of the primary goals of
accelerator R&D [3, 132].

To reduce the construction costs for linear colliders, it is important to
reach high acceleration gradients to limit the accelerator length. In fact,
to achieve above 10 TeV center-of-mass energy, a paradigm shift in the
accelerator technology is necessary, as otherwise the construction costs
are prohibitive. Plasma-based accelerators are a promising candidate
to overcome this limitation due to their ultra high field gradients of
tens to hundreds of GV/m, orders of magnitude above the breakdown
limit of RF-cavities.
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To reduce the electrical power consumption, there are different ap-
proaches. First, one has to make sure that the particles are accelerated
as efficiently as possible. A decisive figure of merit is the wall-plug
efficiency, which is defined by how efficiently the power from the
electric grid can be transferred to the particle bunch. To achieve a
high wall-plug efficiency, all subsequent energy transfers within the
acceleration process, e.g., the generation of the electric fields and the
extraction of the energy by the accelerated bunch, must be highly effi-
cient, as otherwise the wall-plug efficiency plummets and the power
consumption gets prohibitively high. Another approach to reduce
the power consumption is energy recovery. This can in principle be
realized by recycling the energy of the accelerated bunch after the
collision, as proposed in several energy recovery colliders [15, 90, 158].
Still, this is ongoing research and currently no mature design ready
for implementation in a collider exists. To compare different collider
schemes including their power consumption, the luminosity per power
L/P is used as a figure of merit. This is especially important when
comparing circular and linear colliders since circular colliders emit
synchrotron radiation, but the bunches collide many times, while in
linear colliders there are no radiation losses, but the beams collide
only once.

In conclusion, a particle collider at the energy frontier is the most
challenging machine from the viewpoint of accelerator physics and
still requires significant research and development. Strict requirements
in beam quality, beam stability, efficiency, and accelerating gradient are
needed to achieve relevant luminosities of interesting particle physics
events at a reasonable cost. Any collider-relevant particle accelerator
scheme must fulfill these requirements and its performance can be
measured by these key parameters. As stated before, significant accel-
erator R&D is needed to reduce the costs of any future high-energy
collider. This work focuses on a plasma-based positron acceleration
scheme, therefore, the basic principles of plasma-based accelerators
are introduced in the next chapter.
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P L A S M A - B A S E D PA RT I C L E A C C E L E R AT I O N

In a plasma-based accelerator, a particle or laser beam excites a plasma
wake via the space charge field of the particle beam or the pondero-
motive force of the laser and thereby transfers energy to the plasma.
Subsequently, a so-called witness bunch can extract energy from the
plasma wake, leading to its acceleration and increased energy. This
chapter gives a brief introduction into the basic concepts of plasma-
based accelerators required to understand the main studies of this
work. A thorough review is given in Esarey, Schroeder, and Lee-
mans [53] for laser-driven and in Hogan [67] for beam-driven plasma
wakefield accelerators, respectively.

Fundamental properties of plasma

Plasma is the fourth fundamental state of matter after solid, liquid and
gas. By subsequently increasing the energy imparted, a solid turns
into a liquid and a liquid turns into a gas. Then, when the energy
imparted is on the order of the binding energy of the electrons of the
gas (e.g., 13.6 eV for hydrogen), the gas can be ionized into a plasma.
Strictly speaking, not every ionized gas is considered a plasma, since
any gas always has some finite degree of ionization. Therefore, a
more rigorous definition is needed. This work follows the textbook
definition from Chen [34]: "A plasma is a quasi-neutral gas of charged
and neutral particles, which exhibits collective behavior". The additional
requirements of quasi-neutrality and collective behavior are explained in
the next paragraphs.

In a plasma, local charge perturbations are shielded by freely mov-
ing charges on the spatial scale of the characteristic shielding length,
the so-called Debye length λD. From distances larger than the Debye
length, the plasma appears quasi-neutral. Due to the mass asymmetry
between the light electrons and the heavy ions, the shielding happens
mostly due to the mobile electrons, while the ions form a static back-
ground. Under the assumption of an immobile ion background, the
Debye length is given by

λD =

√
ϵ0kbTe

n0e2 , (2.1)

with ϵ0, kb, and e being the vacuum permittivity, the Boltzmann con-
stant, and the elementary charge, respectively. Te denotes the electron
temperature and n0 the unperturbed plasma electron density. For the
plasma shielding to work, two more conditions need to be satisfied.

13
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First, there must be a sufficient amount of particles for the shielding
to be a statistically valid concept. The plasma parameter ND describes
the number of particles within a sphere with the radius of a Debye
length:

ND =
4
3

πneλ
3
D ≈ 1.72 × 1012

√
(kbTe)3

n0
(kbTe in eV), (2.2)

and it must be a large number, which already hints at the required
collective behavior. Second, the spatial dimension of the plasma L must
be much larger than the Debye length, otherwise no quasi-neutrality
can be obtained within the plasma.

Small perturbations of the plasma electron density lead to oscil-
lations of the electrons around the charge equilibrium due to the
restoring force of the ion background. From the laws of electrostatics,
the angular oscillation frequency of the plasma electrons ωp can be
calculated [162] and is given by

ωp =

√
n0e2

meϵ0
(2.3)

where me denotes the mass of the electrons. The plasma frequency
ωp gives the characteristic time scale on which a plasma collectively
reacts to perturbations.

For the plasma to behave differently than a neutral or weakly ionized
gas, the so-called collective behavior is required. Collective behavior
means that the dynamics in the plasma are dominated by the electro-
magnetic forces which many charged particles take part in, and not
by single particle interactions like collisions. Therefore, it is required
that the mean time between collisions τ is long compared to the char-
acteristic time scale of the plasma defined by the plasma frequency,
namely, that ωpτ ≫ 1

In summary, the definition of plasma used in this work is given by
the following three conditions:

1. λD ≪ L, the Debye length must be significantly smaller than the
spatial dimension of the plasma to allow for Debye shielding
and thus, quasi-neutrality.

2. ND ≫ 1, the plasma parameter must be much larger than one
for the Debye shielding to work, as many particles are needed
for it to be a statistically valid concept.

3. ωpτ ≫ 1, the time scale of single particle collisions must be
larger than that of the collective, electromagnetic plasma re-
sponse.
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plasma acceleration

The potential of plasmas as an accelerator medium becomes apparent
when the electric field amplitude of a plasma wake is examined.
Assuming a plasma oscillation in one dimension, the electric field
can be obtained from Gauss’s law ∇ · E = ρ/ϵ0, with ρ being the
charge density. If electrons and ions are fully separated on the scale
of a plasma skin depth k−1

p = c/ωp, then ρ = n0e and one obtains an
estimate for the maximum electric field amplitude by

Emax =
1
kp

n0e
ϵ0

(2.4)

which is referred to as the cold, non-relativistic wave-breaking limit
amplitude E0 [53] and commonly written in the form of, by substitut-
ing k−1

p = c/ωp,

E0 =
ωpmec

e
. (2.5)

The cold, non-relativistic wave-breaking limit amplitude can be ap-
proximated by E0(V/m) ≈ 100

√
n0(cm−3). Thus, plasma densities of

1016-1018 cm−3 can sustain ultra-high electric fields of 10-100 GV/m,
orders of magnitude above the breakdown threshold of RF cavities.

To utilize these fields in plasmas for a high-gradient accelerator,
two elements are needed: a drive beam, which induces a charge
separation, and a witness beam, which is accelerated in the arising
fields. The driver can either be a high-power laser beam [157] that
relies on the ponderomotive force to achieve charge separation [79] or
a relativistic charged particle bunch [35, 134] that separates the charge
due to its space-charge fields. The driver traverses the plasma with
close-to speed of light, pushing (laser or electron drivers) or pulling
(positron or proton drivers) the light electrons, thereby inducing a co-
propagating plasma wake that sustains the aforementioned ultra-high
electromagnetic fields, called wakefields. From the Lorentz force, the
fields W acting on an ultra-relativistic particle beam (vz ≈ c) reduce
to

W =

Ex − cBy

Ey + cBx

Ez

 . (2.6)

Therefore, Ez is referred to as the longitudinal wakefield, and Ex − cBy

and Ey + cBx are referred to as the transverse wakefields, respectively.
In cylindrically symmetric geometries, the transverse and longitudinal
wakefields are connected by the Panofsky-Wenzel theorem [124] via

∇⊥Wz = ∂ζW⊥ . (2.7)
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with the co-moving, longitudinal variable ζ = z − ct, the time t, and
W⊥ = (Wx, Wy).

To drive a plasma wake effectively, the driver must excite the wake
resonantly, i.e., the length of driver must be on the same scale as
the plasma wavelength λp = 2π/kp. For a plasma density of n0 =

1018cm−3, this corresponds to a beam length of ∼ 30µm or, as typically
provided for lasers, a pulse duration of ∼ 100 fs. Longer beams need to
undergo self-modulation transforming into multiple short bunches on
the length scale of the plasma wavelength before they can resonantly
drive a wake in the plasma, see Sec III.D in Esarey, Schroeder, and
Leemans [53] for self-modulated laser bunches or Caldwell et al. [29]
for long, self-modulated proton bunches.

Linear wakefields

In the linear regime, the driver-induced plasma density perturbation
is much smaller than the ambient plasma density. This is the case
for particle beams with a peak density nb much smaller than the
plasma density n0, i.e., nb/n0 ≪ 1, and for laser drive beams with a
laser strength parameter a0 much smaller than one, a0 ≪ 1. In the
linear regime, the plasma wake can be calculated fully analytically [59,
134] from the cold fluid equations, namely the continuity equation
and the fluid momentum equation, and the Poisson equation. Then,
the trailing wakefields behind the driver are of sinusoidal shape,
as shown in Fig 2.1, where the perturbation of the electron plasma
density δne/n0 (top plot), the accelerating longitudinal wakefield Ez

(center plot) and the focusing transverse wakefield Ex − cBy (bottom
plot) are shown, respectively. Although the focusing and accelerating
phase is shifted, they still overlap for both electrons and positrons for
quarter the period. Thus, simultaneous acceleration and focusing of
both is possible. However, the accelerating gradient and the possible
accelerated charge is limited in the linear regime. Increasing the driver
strength to nb/n0 ≲ 1 for beam drivers or a0 ≲ 1 for laser drivers
increases the accelerating gradient and allows for higher witness beam
charge, while the field structure is still close-to sinusoidal, which
is called the quasi-linear regime. If the driver strength is further
increased, the wake becomes fully non-linear and a kinetic description
of the plasma is required.

Blowout wakefields

In the non-linear regime, one case is of special interest. In the so-
called blowout or bubble regime [126, 131], the space charge force of
a narrow drive bunch (nb/n0 ≫ 1) or the ponderomotive force of a
tightly focused laser pulse (a0 ≫ 1) is strong enough to fully expel
the plasma electrons, forming a cavity filled with only the ions. The
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Figure 2.1: Plasma wake and corresponding wakefields in the linear regime.
The electron density perturbation normalized to the background
plasma density, the accelerating field and the focusing field nor-
malized to the cold, non-relativistic wave-breaking field E0 are
shown in the x-ζ-plane in (a)–(c), respectively.
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ions attract the electrons and so they return in some distance behind
the driver to the propagation axis of the driver. Notably, almost all
electrons return in the same longitudinal position, forming a large
density spike.

The plasma wake and the corresponding wakefields in the blowout
regime are shown for an exemplary electron drive beam in Fig. 2.2.
The field structure in the ion cavity consists of a highly non-linear
accelerating wakefield and a linear transverse focusing wakefield for
electrons (if the motion of the background ions can be neglected
and the transverse ion profile is uniform), making the blowout regime
attractive for high-gradient, emittance-preserving electron acceleration.
Furthermore, the on-axis transverse focusing field has no longitudinal
dependence within the blowout cavity. Therefore, as a consequence
from the Panofsky-Wenzel theorem (see Eq. 2.7), the accelerating field
is uniform transversely, which allows for uniform acceleration at a
fixed longitudinal position in the wake. Note that the accelerating field
has a longitudinal dependence and therefore uniform acceleration of
a complete bunch requires beam loading, an effect described in more
detail in Ch. 6.

The blowout regime has demonstrated high-gradient electron ac-
celeration experimentally. Furthermore, significant progress has been
achieved in the terms of beam quality of the accelerated bunches in
the last years. Since early milestones like the energy doubling achieved
for fractions of a 42 GeV beam in a 85 cm long plasma target [22], the
wakefield has been precisely measured [135], and low-energy-spread
acceleration for both beam-driven [88] and laser-driven [77] plasma
accelerators in the blowout regime have been demonstrated.

Despite its successes in electron acceleration, the blowout is not
usable for positron acceleration – the ion cavity is defocusing for
positrons and only the narrow electron cusp at the back of the blowout
is focusing for positrons, see Fig. 2.2 (c). Using a positron instead of an
electron drive beam does not transfer to a blowout regime usable for
positron acceleration due to the mass asymmetry between the light,
mobile plasma electrons and the heavy, rigid plasma ions. Instead,
the mobile electrons are pulled towards the axis, forming a electron
density spike on axis [37, 82]. The resulting focusing fields are non-
linear and significant emittance growth is expected for a Gaussian
positron bunch. Thus, unlike the blowout regime for electrons, there is
currently no clear solution for plasma-based positron acceleration that
fulfills all the requirements of collider, namely efficient, low-emittance,
low-energy-spread, high-gradient, stable positron acceleration. There
are many approaches though, and the most popular are introduced in
the next chapter.
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Figure 2.2: Plasma wake and corresponding wakefields in the blowout
regime. The electron density normalized to the background
plasma density, the accelerating field and the focusing field nor-
malized to the cold, non-relativistic wave-breaking field E0 are
shown in the x-ζ-plane in (a)–(c), respectively.
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Efficiency in plasma accelerators

As discussed in Ch. 1, the wall-plug efficiency is of paramount im-
portance for a linear collider as otherwise the power consumption
costs are prohibitive. The wall-plug efficiency is defined by the energy
transfer ratio from the electrical grid to the accelerated beams. In
a plasma accelerator, the wall-plug efficiency is the product of the
wall-plug-to-driver efficiency, the driver-to-plasma efficiency, and the
plasma-to-witness efficiency. The wall-plug-to-driver efficiency is esti-
mated to be up to 55 % for particle beam drivers in the CLIC design [4].
Although it is typically below 1 % for widespread titanium-sapphire
laser systems, fiber lasers may achieve up to 60 % [55, 125]. Here,
the wall-plug-to-driver efficiency is excluded from the discussion of
various plasma-based positron acceleration schemes, as it may im-
pact all beam-driven schemes similarly or significantly altered in the
case of upcoming laser drivers. Furthermore, plasma-based positron
schemes rarely provide the total driver-to-witness efficiency, since that
requires modelling the full accelerator, but instead only the instanta-
neous energy-transfer efficiency from the drive beam to the witness
beam. Note that the total driver-to-witness efficiency is always smaller
than the instantaneous energy transfer efficiency, since it requires full
driver depletion for both to be equal, which is difficult to achieve. Still,
the instantaneous transfer efficiency is a useful estimate. Therefore,
throughout the rest of the thesis, the term efficiency refers to the in-
stantaneous energy-transfer efficiency and is used as a figure of merit
for the applicability in a linear collider.
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O V E RV I E W O F P L A S M A - B A S E D P O S I T R O N
A C C E L E R AT I O N S C H E M E S

Plasma-based positron acceleration is challenging, due to the asymmet-
ric plasma response and the strict beam requirements of the, currently,
only known application – a high-energy electron-positron collider.
As highlighted in Chapter 1, any linear-collider-relevant acceleration
scheme must fulfill the key requirements of high efficiency, high
gradient, low energy spread, low emittance, and stability. Thus, si-
multaneously accelerating and quality-preserving focusing fields for
positrons in a plasma are needed. To obtain a positron-accelerating
and -focusing wakefield structure, an area with a large excess of
plasma electrons must be generated. This is not trivial due to the
high mobility of the plasma electrons, i.e., a positron witness bunch The effect of the

witness bunch on the
wake is discussed in
detail in Ch. 6

with a reasonable charge affects the plasma electron distribution itself
significantly. Still, there are many different approaches to generate
positron-accelerating and -focusing wakefields. At the current status
of the research, it is not clear which scheme is the most promising
for a future linear collider. The most important schemes and their
respective challenges are introduced in this chapter.

Linear wakefields

The linear regime of plasma accelerators (see Ch. 2) requires a drive
beam with a peak density of nb,d/n0 ≪ 1 or a laser driver with
normalized peak laser amplitude a0 ≪ 1. Due to the symmetric plasma
response, it is suitable for both electron and positron acceleration. The
linear regime for positron acceleration was first demonstrated at FFTB
at SLAC [21]. Recently, the regime was discussed in depth in Hue et
al. [70]. Although the linear regime is suitable for positron acceleration
and focusing in general, there is a trade-off between high beam quality
and charge that can be accelerated.

The problem lies in the requirement for the linear regime, namely
nb,w/n0 ≪ 1, where nb,w denotes the density of the positron witness
bunch and n0 the background plasma density, respectively. The beam
size reduces during the acceleration, thereby increasing the peak
density, leading to the witness beam driving a non-linear wake itself.
Even worse, the background electrons may be sufficiently perturbed
so that the positron beam is defocused. To prevent the beam collapse, a
large witness beam emittance or weak focusing is required. For FACET-
like positron beam parameters, the required emittance in the linear
regime was reported to be 4000 mm mrad [9], which is unacceptably

21
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high for collider applications. Using a smaller emittance requires
to decrease the charge in the positron bunch. Alternatively, weak
focusing can be achieved by transversely tailoring the driver, reducing
the transverse wakefield and thus, the required emittance. Still, the
decreasing beam size due to the acceleration eventually leads to a non-
linear wake driven by the witness bunch. Notably, a positron witness
bunch that causes a nonlinear plasma response only suffers limited
emittance growth, if it is quasi-matched to the non-linear focusing
fields [70] and no defocusing occurs. However, this does not resolve
the issue that in general only a small charge can be accelerated in
linear wakes while maintaining reasonable beam quality.

The quasi-linear regime to mildly non-linear regime requires a
drive beam with nb,d/n0 ≲ 1 − 2 and enables higher accelerating
gradients while maintaining a similar focusing structure. Although
higher accelerating gradients can be achieved, the regime is generally
plagued by the same issues as the linear regime.

Non-linear, positron-beam-driven regime

A tightly focused, strong electron drive beam drives a wake in the
blowout regime. In contrast, a positron drive beam with a density of
nb/n0 > 1 attracts the mobile electrons, forming an electron densityFor nb/n0 ≫ 1 the

plasma electrons
overshoot the

propagation axis and
form a wake similar

to the electron
blowout

filament on axis, which enables positron acceleration and focusing. The
regime was first described by Lee et al. [82] and has been named flow-
in regime. The focusing fields in this regime are highly non-linear in
the transverse direction and vary along the bunch longitudinally. The
first experiments in 2003 used a single bunch, where the head of the
bunch acts as a driver and the tail of the bunch as a witness beam. In
that setup, the longitudinally varying focusing force was first observed
experimentally in Hogan et al. [66] and a significant emittance growth
was predicted, which was later experimentally confirmed by Muggli
et al. [117]. The acceleration of the bunch tail by 5 GeV in a 1.3 m long
plasma was demonstrated in Corde et al. [37]. Later, similar results
were obtained in a two beam setup, with a distinct drive and witness
positron beam [47].

Due to the strongly non-linear focusing fields and the resulting
emittance growth, the positron-beam-driven, non-linear regime does
not seem suitable for a collider.

Elongating the electron spike at the back of a blowout

Another way to generate a large excess of plasma electrons is utilizing
the electron cusp at the back of the blowout regime. In the blowout
regime (see Ch. 2), all plasma electrons are expelled and return after
some distance behind the driver to the driver’s propagation axis. This
leads to a small area with a very high plasma electron density that
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generates focusing and accelerating fields for positrons. The region is
longitudinally and transversely narrow and does not provide sufficient
space for a positron bunch with reasonable charge and length to be
accelerated. By elongating this electron density spike at the back of the
blowout, a longer, high-density electron filament can be created. This
filament provides sufficient space for the transport and acceleration of
positron beams with reasonable charge and length.

Utilizing the electron cusp at the back of the blowout was first stud-
ied via simulations by Lotov [98] for beam-driven plasma accelerators.
In that work, a positron witness bunch is placed in the electron cusp at
the back of the blowout, attracting more plasma electrons and thereby
leading to an elongated electron sheath. Recently, this approach was
further investigated and extended by a theoretical model to enable
high quality positron acceleration [187] in this setup. Thereby, the
acceleration of a positron beam with ∼GV/m accelerating gradient,
several µm emittance, few percent RMS energy spread, and tens of
percent transfer efficiency was demonstrated via simulations. Despite
the progress, the main limitation of this approach [98] has not been
addressed: Due to the steep, non-linear accelerating gradient along
the longitudinal axis, any small positional jitter of the witness beam
drastically affects the outcome in terms of energy gain and energy
spread, rendering a stable experimental implementation of this ap-
proach challenging.

The approach of utilizing the electron cusp at the back of the wake
was also investigated for laser-driven plasma accelerators via simula-
tions [92]. There, a laser drives a wake close to the blowout regime
and is guided in a parabolic plasma channel. By carefully choosing
the laser parameters and by loading the wake with a positron witness
bunch, the electron cusp at the back of the blowout is elongated. Ad-
ditionally, the positron witness bunch attracts more plasma electrons
and thereby strengthens the electron filament. Positron acceleration on
the order of hundreds of MeV-level was demonstrated. However, so
far the acceleration was only demonstrated with a large energy spread.
The approach requires significant optimization to become feasible for
a collider application.

Another approach proposes to use an electron witness beam in the
back of the blowout placed shortly before the electron cusp to decel-
erate the plasma electrons in the sheath [173]. Additionally, a warm
plasma was assumed. The combination of a plasma temperature and
the deceleration of the sheath electrons via an electron witness bunch
leads to an elongation of the electron cusp, generating an extended
electron filament, suitable for positron transport and acceleration. De-
spite achieving a high accelerating gradient of tens of GV/m, the
demonstrated energy spread in the simulation was on the order of ten
percent for a high-charge positron bunch. Thereby it should be noted
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that the results were not optimized and the energy spread could be
drastically reduced by shaping the positron beam current profile.

Last, using an electron drive beam and a finite radius plasma column
modifies the trajectories of the plasma sheath electrons, leading to an
elongated electron filament [46]. Again, the elongated electron filament
allows for simultaneous focusing and accelerating of a positron bunch.
The concept of positron acceleration in a plasma column is studied in
depth in this thesis and is explained in detail in Ch. 5. The concept
was extended by colleagues [128] by using a two column structure,
where a laser (instead of simply generating the column in front of
the drive beam) is placed behind the drive beam. Then, the drive
beam itself ionizes a column due to its space charge fields and the
laser increases the column radius by further ionizing the surrounding
gas. In the studied regime, a ring-shaped field structure focusing and
accelerating for positrons is generated, but the emittance is growing
significantly in this setup.

Hollow drivers

Another way to generate a high-density electron filament suitable
for positron acceleration is by means of a donut-shaped driver, i.e., a
hollow core electron drive beam [70, 72] or Laguerre-Gaussian laser
driver [170, 171]. For these hollow core drivers, the plasma electrons
within the hollow core radius are pushed towards the propagation
axis, leading to a high-density, on-axis plasma electron filament. Al-
though the setup enables simultaneous acceleration and focusing of
positron beams, it is challenging to preserve the shape of the driver
(both particle beam and laser) over a distance much longer than the
characteristic diffraction length. The hollow core electron drive beam
is susceptible to the Weibel instability [175]. It arises from noise in the
current distribution of the beam, leading to small fields that enhance
the noise in the currents, leading to beam filamentation. A transverse
(in a ring-shaped beam, azimuthal) momentum spread within the
beam can mitigate the instability [156]. However, the required mo-
mentum spread to damp the instability in a ring-shaped beam would
likely be large and make this approach impractical.

Hollow and quasi-hollow channels

In the previously presented concepts, the accelerating and focusing
fields are generated by the means of an excess electron density. If one
neglects the need for a focusing field, hollow core plasma channels are
a promising solution [36, 82, 142]. In a hollow plasma channel, electron
beams [188, 189], positron beams [58, 82], or proton beams [181, 182]
can be used to excite a longitudinal wakefield that is accelerating for
positrons. For a symmetric bunch that travels on the axis of the hollow
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core channel, no focusing field is present. Due to the absence of any
focusing field, in principle ultra-low emittance positron beams can
be accelerated. Therefore, the hollow core plasma accelerator concept
has spurred significant theoretical interest [76, 137, 139] and has been
proposed as a basis for a plasma-based linear collider [143].

Not too long ago, the hollow core plasma accelerator has been
demonstrated experimentally [58]. Despite its promising properties,
the concept is prone to the beam breakup instability [142]. Any offset
with respect to the hollow channel axis induces a deflecting force,
enhances the offset and leads to beam loss, which was measured
and confirmed experimentally [87]. Thus, the stability of both drive
and witness beam is of concern in a hollow core plasma accelerator.
Although external focusing with quadrupole magnets and a linear
energy chirp have been proposed as a possible solution [137, 139, 181],
a detailed study on the stability including external focusing is yet
missing.

Recently, using an asymmetric electron drive beam in a hollow core
plasma channel was proposed [188]. The asymmetric beam induces a
quadrupole moment in the focusing field, which leads to focusing in
one plane and defocusing in the other. Due to the defocusing force,
the drive beam is split and hits the hollow core channel wall in a
controlled fashion, providing improved stability against the initial
offsets. Another interesting finding of that study is that, in case of
a sufficiently high-charged electron drive beam, the electrons of the
hollow core plasma cylinder flow into the hollow channel and provide
an on-axis electron filament, similar to what can be obtained from
elongating the electron spike at the back of the bubble. In that con-
figuration, both accelerating and focusing fields are provided for the
positron witness bunch. An energy extraction efficiency from wake
to witness bunch of 30 % was demonstrated via simulations, while
maintaining a 1 % energy spread. The positron beam emittance used
in this example was > 50 mm mrad, too large for a collider. Thus, this
scheme needs to be demonstrated at lower emittances to be considered
for a collider design.

Another approach was proposed by Silva et al. [150], where a warm,
quasi-hollow channel and an electron drive beam are used to cre-
ate a wake with both positron accelerating and focusing fields. No-
tably, these warm, quasi-hollow channels arise as an aftereffect of
the blowout regime. The longitudinally varying focusing fields pro-
vide high robustness against transverse instabilities. The simulation- This is the same

effect that provides
stability in the
plasma column,
which is explained in
greater detail in
Ch. 7.

based study demonstrated the stable acceleration of positron beams of
100 pC charge, several mm mrad emittance, and a final energy spread
of several percent. Again, it should be noted that the results were not
optimized and tailoring the positron beam current profile, as explained
in Ch. 6, could drastically improve the performance.
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Other concepts

Since the development of a practical positron acceleration scheme is
of high priority within the plasma accelerator community, significant
R&D is ongoing and the brief description above cannot include all
proposed positron acceleration concepts. A few more proposals in-
clude the utilization of a long, self-modulated proton bunch [100],
coaxial plasma channels [127], or direct laser acceleration [102]. These
concepts are not further discussed in this work since they are not
mature enough to be considered for a collider application. The con-
cept of using a self-modulated proton bunch has a low efficiency and
the emittance of the positron bunch has not yet been analyzed [100],
coaxial plasma channels require ring-shaped positron bunches [127],
where the emittance preservation is unclear, and direct laser accelera-
tion has only been demonstrated for positron beams with a charge of
17 fC [102], too little for achieving reasonable luminosities.

Conclusion

The experimental progress on plasma-based positron acceleration
has been scarce in the last decade owing to the limited availability
of beam facilities generating positron beams. Yet, using simulations,
many promising approaches have been developed, although reaching
collider-relevant positron beam quality is challenging even concep-
tually. Many schemes have yet to be thoroughly examined and lack
optimization for high-quality beams, or have not addressed critical
issues such as stability. At this stage, a fair assessment of the schemes
that would identify the ideal one for a plasma-based collider is not
possible, since further optimization can drastically affect the outcome
in terms of beam quality or efficiency. It is beyond the scope of this
work to optimize each of the presented schemes. This work focuses
on one of the schemes, positron acceleration in a plasma column,
optimizes it in terms of beam quality, and demonstrates the intrinsic
transverse stability. This is an important step to assess the feasibility
of positron acceleration in a plasma column for a possible collider.
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The access to experimental positron wakefield acceleration facilities
is limited. So far, plasma-based positron acceleration were performed
only at FACET [37, 47, 58, 87] at SLAC [179], although new concepts [155,
186] could make GeV-level, low-emittance positron beams more ac-
cessible. Until new experiments emerge, numerical modeling is sim-
ulations are the fundamental approach for assessing and evaluating
plasma-based positron acceleration schemes. As stressed before, linear
colliders strictly require low-emittance beams, high beam energies,
and long propagation distances. The non-linear positron accelera-
tion schemes often rely on fine regions with high electron density.
These requirements impose challenges on the simulations, as these
fine electron-excess areas and the sub-micrometer scale beams must
be resolved. In fact, the physical studies presented in this work were
not attainable with previously existing plasma-accelerator simula-
tion codes. Therefore, the novel, quasi-static, 3D particle-in-cell code
HiPACE++ was developed and is introduced in this chapter. It com-
bines the latest high-performance computing software practices with
an optimized quasi-static particle-in-cell (PIC) algorithm and reaches
orders of magnitude speed-up on GPU-accelerated supercomputers
over its CPU-based predecessor. The quasi-static PIC method and mod-
ern High-Performance Computing (HPC) practices forming the basis
for HiPACE++ are outlined in the following sections.

4.1 the quasi-static particle-in-cell method

The PIC method [20, 65] is a fundamental tool for modeling and under-
standing kinetic plasma physics, including plasma-based accelerators.
The evolution of a plasma in the collisionless regime can be described A detailed,

contemporary review
of the PIC method is
given by Vay and
Lehe [168] or Arber
et al. [11].

by a Maxwell-Vlasov system. The PIC method solves an approximation
of this system numerically. Thereby, the plasma is modelled kinetically
by so-called macro-particles, each representing a ensemble of physical
particles, while the fields are represented on a spatial grid. To solve
the discretized Maxwell equations on the spatial grid, the currents
and densities must be known. Likewise, advancing particles with the
Lorentz force requires the electromagnetic fields at the particles posi-
tion. In PIC, this is solved by interpolating particle quantities from and
to grid quantities.

The core algorithm of the PIC method consists of

29
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1. The particle push: the positions and momenta of the macro-
particles are advanced by a time step ∆t using the Newton-
Lorentz equations of motion.

2. The charge/current deposition: the charge and current densities
of the macro-particles are interpolated on the spatial grid.

3. The field solver: The electromagnetic fields are calculated on the
spatial grid based on the charge and current densities.

4. The field gather: The electromagnetic fields are interpolated to
the macro-particles for updating the force terms for the next
particle push.

The PIC algorithm includes collective plasma effects, however, single
particle effects (e.g., incoherent radiation emission) are absent from
the Maxwell-Vlasov formulation. Still, additional physics such as
ionization, collisions, or quantum effects can be added to the routine
(see e.g., [11]).

The PIC routine is generally considered robust, although the time
step ∆t is typically restricted by a Courant-Friedrichs-Lewy condi-
tion [38] for finite-difference [180] or pseudo-spectral time-domain
field solvers [91]. A significant speedup can be achieved by performing
the simulation in a Lorentz-boosted frame [165] or by utilizing the
quasi-static approximation [153, 154, 160]. The speedup in quasi-static
PIC scales with increasing beam energies, therefore it is especially
useful for simulating high-energy beams as needed in a collider. Thus,
it is often the method of choice for simulating plasma-based positron
acceleration and also used throughout the simulation studies in this
work.

Quasi-static PIC

The time and length scales in a plasma-based accelerator span many
orders of magnitude: On one hand, the plasma wavelength λp is on the
order of tens of µm and the laser wavelength (in case of a laser driver)
is on the order of ∼ µm. On the other hand, the length of the plasma
target is on the order of centimeters to meters, and multiple plasma
target stages in a collider are on the order of kilometers. Thus, simulat-
ing a collider with a time step resolving the plasma wavelength takes
on the order of O(109) time steps, which is beyond feasibility. A rela-
tivistic particle beam evolves on the order of its betatron wavelength
λβ ≃ √

2γλp [52]. Similarly, a laser envelope evolves transversely on
the order of its Rayleigh-length zR ≃ πw2

0/λ [115], with w0 being the
beam waist and λ the laser wavelength, respectively. Longitudinally, a
laser envelope evolves on the order of its pulse dispersion time [153,
154]. In addition, the spectral phase content of a laser-pulse in a wake-
field can evolve more quickly and influence the acceleration process.
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Still, the evolution of the envelope for a typical laser used for plasma
acceleration is on a much longer distance than the plasma wavelength.
The disparity of time scales between the evolution of the plasma and
the laser envelope or particle beam gives rise to a separate treatment.
This was formulated as the quasi-static approximation [153, 154, 160],
where the laser or particle beams are assumed to be frozen during the
propagation through a plasma slice. As a consequence, only the beta-
tron motion of the beams or the evolution of the laser envelope must
be resolved, leading to a drastically increased time step, especially for
collider-relevant energies. For example, for an electron beam with an
energy of 10 GeV, the corresponding Lorentz factor is γ ≈ 20000, thus
the betatron wavelength is approximately

√
2γ = 200 times larger

than the plasma wavelength, allowing for a 200 times larger time step
in a quasi-static simulation. Thus, the simulation requires 200 times
fewer time steps to simulate the same accelerator length.

The separate treatment of the plasma and the beams is apparent in
the speed-of-light coordinate, using the co-moving variable ζ = z − ct.
While the fast plasma response is calculated in ζ, the beams are
assumed to be rigid. Then, when the fields for the given beams are
calculated, the beams are advanced in time t with a large time step ∆t
while the plasma is assumed to be static during the beam advance.

The quasi-static PIC algorithm shown in Fig. 4.1 is outlined as fol-
lows:

1. The beam deposits its current and charge densities

2. An unperturbed slice of plasma is initialized ahead of the bunches.

3. In a loop over the longitudinal grid points, the plasma slice
is pushed backwards through the beams along ζ. Thereby, at
each longitudinal grid point, the plasma particles deposit their
currents, the 2D fields on the slice are solved, and the plasma
particles are pushed to the next grid point. This corresponds
to the core PIC algorithm described above in 2D, whereby the
particles are pushed along the longitudinal variable ζ instead of
the time t.

4. When the full fields are calculated, the beams are advanced by
∆t ≫ ∆ζ/c, which is the reason for the large speedup.

Besides the larger time step, this approach has another advantage
over full electromagnetic PIC. By solving the 3D problem as nζ 2D
problems, with nζ being the number of longitudinal grid points, the
memory requirements are much lower, as only a 2D plasma slice
(instead of a full 3D plasma) needs to be stored, and only few 2D slices
(instead of a 3D grid) are simultaneously needed for the computation
of the 3D fields. This will be important for the porting to Graphics
Processing Unit (GPU)s, as explained in section 4.3.
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Figure 4.1: Schematic of the quasi-static PIC algorithm. The 3D simulation
domain is calculated slice-by-slice in a loop over the longitudinal
grid points from the head of the box to its tail. Only the beam
particles, a 2D slice of plasma particles, and a few 2D slices of
fields are required to determine the wake in the 3D simulation
domain. Source: [168]

The advantage of the increased time step in quasi-static PIC comes
at the cost of reduced physics. Due to separate treatment of plasma
and beam particles, it is not possible to self-consistently model self-
injection, where background plasma electrons are trapped and acceler-
ated to relativistic velocities, i.e., the transition from plasma particles
to beam particles. This drawback can be circumvented by modeling
the injection process with a fully electromagnetic PIC code and then
transferring to a quasi-static PIC code for the acceleration process. Also,
modeling strong longitudinal plasma density gradients is challenging
for quasi-static PIC, but latest research is aiming at overcoming this
limitation [163].

The quasi-static approximation has first been utilized in the 2D PIC
code WAKE by Mora and Antonsen [114] and since then has been
successfully implemented in various codes [19, 68, 86, 96, 106, 172].
Still, even with quasi-static PIC codes, modeling low-emittance beams
and resolving fine electron structures in 3D, e.g., as needed for the
stability analysis of positron acceleration schemes, is extremely com-
putationally demanding and only feasible if modern supercomputers
can be utilized.

4.2 gpu-accelerated high-performance computing

Supercomputers have significantly evolved in the last years, breaking
the exascale barrier with a performance above 1018 IEEE 754 Double
Precision (64-bit) floating point operations per second (FLOPS) [93].
They are required in all natural sciences to model challenging tasks
like earthquakes [56], the infectivity of the SARS-CoV-2 spike pro-
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tein [30], or, in the realm of plasma physics, modelling a Tokamak
fusion reactor [178]. Modelling a plasma-based collider in full 3D is
also tremendously challenging and requires efficient use of modern
supercomputers. Recent efforts have managed to model the first three
stages of a plasma-based collider using the electromagnetic PIC code
WarpX [167] on the supercomputer Summit [169]. However, up to
hundreds of stages are needed for a full collider and the later stages
are more challenging to model due to the decreasing beam width
with increasing beam energy. Thus, much more computing power is
needed to model a full collider. Even worse, stability tolerances must
be assessed, requiring many of these yet unfeasible simulations.

In the last decade, the supercomputer landscape has shifted to ac-
celerated computing, in particular using GPUs as accelerating devices.
Currently, 15 of the 20 supercomputers listed in the TOP500 [110] are
GPU-based with 11 using NVIDIA and 4 using AMD GPUs, respectively.
As nowadays the carbon footprint has gained increased importance, it
is noteworthy that 19 out of top 20 of the Green500, which ranks the
TOP500 supercomputers by power-efficiency, are GPU-based. Thus,
to be able to use the most powerful and most power-efficient su-
percomputers of today, simulation software must be able to run on
GPUs.

GPU-accelerated computing

Modern HPC GPU architectures provide tens of TFLOPS in double-
precision performance, tens of GB fast-access GPU memory, fast atomic
operations, and a relatively slow transfer between the host (CPU)
and the device (GPU) memories. Different vendors use different GPU
architectures and thus GPUs from different vendors require different
programming models (CUDA for NVIDIA, ROCm for AMD, OpenCL
for Intel, Metal for Apple). As it is impractical to re-write simulation
software for each programming model of the corresponding vendor,
it has become increasingly important to write portable code, e.g., by
using portability layers like Kokkos [50], RAJA [16], or Alpaka [184]. A
performance portability layer provides an abstraction for both parallel
execution of code and data management, such that a single source code
can be executed efficiently on different platforms, including different
GPUs. However, a portability layer alone does not guarantee good
performance on accelerators such as GPUs, because PIC simulations on
accelerators are typically memory-bandwidth-limited. Therefore, to
gain optimal performance on GPUs, an algorithm must be optimized
to minimize memory transfer between the host and device.

So far, the speedup and power-efficiencies provided by GPUs has
only been utilized in electromagnetic PIC codes [25, 26, 84, 119]. Here,
the first GPU-capable, quasi-static, 3D PIC code HiPACE++ is presented,
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which combines the large time step of quasi-static codes with the
possibility to run on the latest compute architectures.

Corresponding publication

S. Diederichs, C. Benedetti, A. Huebl, R. Lehe, A. Myers, A. Sinn,
J.-L. Vay, W. Zhang, and M. Thévenet,
HiPACE++: a portable, 3D quasi-static Particle-in-Cell code
Computer Physics Communications 278, 108421 (2022) [44].

4.3 hipace++: a portable , 3d quasi-static particle-in-
cell code

In HiPACE++, the quasi-static PIC algorithm is restructured for optimal
GPU performance by reducing the host-device transfers and a novel
parallelization scheme, which provides near optimal scaling up to
hundreds of GPUs, making the code a prime candidate to utilize GPU-
based supercomputers. On modern HPC GPUs, it outperforms CPU

implementations by orders of magnitude and allows for modeling
previously unattainable wakefield accelerator setups at unprecedented
resolution.

In the following, the GPU-optimized quasi-static PIC algorithm is
introduced.

GPU-optimized quasi-static PIC

In the quasi-static PIC algorithm outlined in Sec. 4.1, the beam op-
erations are detached from the plasma operations: First, the plasma
response to the beam current is calculated slice-by-slice, including the
plasma particle deposition and push, and the field solve. Finally, once
the fields are computed on the full 3D domain, the field is interpolated
to the beam particles and they are pushed. Thus, pushing the beam
particles implies that the fields on the 3D domain must be known
and therefore allocated in memory, which can be on the order of hun-
dreds of GB of memory, exceeding the memory available in current
state-of-the-art GPUs. In the GPU-optimized quasi-static PIC algorithm,
the 3D memory allocation is circumvented by integrating the beam
operations in the loop over slices, so that it reads as follows.

1. Gather fields and push plasma particles backwards from ζ + ∆ζ

to ζ;

2. Deposit plasma currents and densities;

3. Deposit beam currents and densities;

4. Solve fields on slice for given currents and densities;

https://doi.org/10.1016/j.cpc.2022.108421
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5. Gather fields and push beam particles located in slice ζ from t
to t + ∆t.

Since the fields are interpolated per slice to the beam particles, there
is no requirement to allocate the memory of the 3D simulation do-
main, which is a key feature to harness the full computing potential
of a GPU. It drastically reduces the needed memory of the algorithm,
which now only consists of the beam particles, a 2D slice of plasma
particles, and a few 2D slices. These typically fit in the memory of a
single GPU. Therefore, all quantities required for the computation are
directly allocated in the GPU memory, minimizing the slow transfer
between the host and the GPU. Host-device transfers are only needed
for input/output (I/O) and the longitudinal parallelization. Addition-
ally, since all required data is directly allocated in the GPU memory,
single-GPU fast Fourier transforms (FFTs) can be used, which are
significantly faster than single- or multi-CPU FFTs.

Furthermore, simulations can be accelerated by using multiple GPUs
in parallel. Since the fields and the plasma response are calculated suc-
cessively in a loop over the longitudinal slices, a quasi-static PIC code
can only be parallelized longitudinally via pipelining algorithms [54,
152]. In these pipelining algorithms, each GPU calculates a different
time step in a staggered way. Since host-device memory transfers are
expensive for GPUs, it is important to minimize both the number of
memory transfers between the GPUs and their size. A temporal domain
decomposition was developed, such that the amount of data to be More details on the

GPU-optimized
pipeline can be found
in Sec. 5.2 of the
corresponding
publication.

transferred decreases with the number of used GPUs. This novel longi-
tudinal parallelization allows for near-optimal scaling to hundreds of
state-of-the-art GPUs, allowing to fully harness the computing power
of modern supercomputers.

Besides the the advantage in raw computing power, GPUs are more
energy-efficient than CPUs. Exactly determining the gain in energy-
efficiency on a supercomputer is complex. Therefore, the following
simple estimate is used to determine the gain in energy-efficiency
of HiPACE++ when running on the GPU-equipped supercomputer
JUWELS Booster instead of running on the CPU-only supercomputer
JUWELS. The energy used per simulation is estimated as the product
of the run time on GPU and CPU, the fraction of number of compute
nodes used, and the total power consumption of JUWELS for CPUs and
the JUWELS Booster for GPUs, respectively. Using the example from
the GPU-versus-CPU performance benchmark in the corresponding
publication, running HiPACE++ on the GPUs of the JUWELS Booster is
estimated to be ∼ 10× more energy-efficient than using the CPUs on
JUWELS.
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Software implementation practices

HiPACE++ is build on top of two C++ libraries: first, AMReX [185],
which provides the data structures, Message Passing Interface com-
munications [109], and a performance-portability layer, and second,
the openPMD-api [71], which provides the I/O handling. The portabil-
ity layer allows the code to run on CPU, on modern NVIDIA GPUs
and on ROCm-capable AMD GPUs. In support of open science, the
code fulfills modern scientific coding practises [166] and has an open
repository [159], is well-documented, ensures robustness due to contin-
uous integration testing, and can be installed using modern package
managers such as Spack [57].

conclusion

Particle-in-cell simulations are an invaluable tool for modelling plasma-
based accelerators, especially for positron acceleration schemes. Three-
dimensional simulations of positron beams with collider-relevant pa-
rameters, i.e., low emittance and a small transverse beam size, are
extremely challenging. In this chapter, the novel code HiPACE++ was
introduced, which combines the advantages of the large time steps
in a quasi-static PIC code with an optimized algorithm to utilize the
immense computing power of modern GPUs. HiPACE++ achieves or-
ders of magnitude speed-up on modern GPUs over CPU implemen-
tations and scales efficiently to hundreds of GPUs. Thereby, it en-
ables modelling previously unattainable scenarios or parameter scans
of previously demanding simulation settings, such as challenging
positron acceleration schemes or the proton-driven plasma accelerator
AWAKE [62].

With this new, powerful tool at hand, the numerical basis for the
following physical studies is founded.

Key findings of the corresponding publication

• The first GPU-capable, quasi-static 3D particle-in-cell code
HiPACE++ is developed.

• A modified quasi-static PIC loop enables orders of magni-
tude speedup on modern GPUs over a Central Processing
Unit (CPU) implementation.

• Utilizing modern GPUs is estimated to be ∼ 10× more
energy-efficiency, reducing the carbon footprint of the
simulations.

• A novel longitudinal parallelization allows for near-
optimal scaling to hundreds of cutting-edge GPUs.



Part III

P O S I T R O N A C C E L E R AT I O N I N A P L A S M A
C O L U M N





5
C O N C E P T

Recently, a novel concept for positron acceleration in a beam driven
plasma accelerator has been proposed in Diederichs et al. [46]: positron
acceleration in a plasma column. The concept relies on an electron
drive beam and a finite-width plasma column as an accelerating
medium and enables high field gradients and emittance-preserving
positron acceleration. However, other requirements for a collider, i.e.,
low-energy-spread positron acceleration and robustness to transverse
instabilities, were not considered in the original publication.

In this part, the scheme is studied in depth: low-energy-spread
and low-emittance positron acceleration is demonstrated, the stability
of the drive and witness beams are shown, and the effect of initial
misalignment on the witness beam quality is evaluated. Non-ideal
column profiles are examined and temperature effects are considered.
But first, the basic principle of the concept and the field structure and
its properties are introduced.

Setup of positron acceleration in a plasma column

The concept of positron acceleration in a plasma column relies on
an electron drive beam propagating on the column axis and driving
a blowout wake with a blowout radius Rb larger than the column
radius Rp. In the case of a blowout wake in a homogeneous plasma,
the transverse focusing field increases linearly in r up to the bubble
radius [101], before it decays, close-to exponentially, in the plasma
electron sheath [183]. In contrast, in the case of a plasma column with a
radius Rp smaller than the blowout radius Rb, the transverse wakefield
increases linearly only up to the column radius, ∝ r for 0 < r ≤ Rp,
and then falls of as ∝ r−1 for Rp < r ≤ Rb, before it quickly decays in
the plasma sheath for r > Rb. Due to the lack of ions outside of the
column radius, the transverse wakefield at the location of the electron
sheath is reduced in comparison to the homogeneous plasma. This
reduction of the focusing field leads to a modification and, most im-
portantly, to a spread of the electron trajectories in the plasma sheath.
As a consequence, the longitudinal position where the electrons cross
the propagation axis of the drive beam strongly depends on their
initial transverse position in the plasma column. Furthermore, the
electrons return in a wide-spread area behind the blowout bubble,
creating an elongated, high-density electron filament. This electron
filament in turn provides strong focusing and accelerating fields for
positrons. The scheme is visualized in Fig. 5.1.
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Figure 5.1: Schematic of positron acceleration in a plasma column. (a) Electron density (blue) and drive beam density (red), (b) focusing wakefield (2D
plot) and on-axis accelerating field (blue line), and (c) electron trajectories (rainbow-colored lines). 1. An electron drive beam expels the
plasma electrons beyond the column radius Rp. 2. The lack of ions beyond the column radius reduces the focusing field in that region. 3. The
reduced focusing field leads to a spread of electron trajectories. 4. The electrons return on axis in a long, high-density electron filament.
5. The filament leads to an elongated region with accelerating and focusing fields for positrons.
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Field structures in a plasma column

The transverse focusing field (Ex − cBy)/E0 and the accelerating field
Ez/E0 in the region suitable for positron acceleration determine the
evolution of the bunch and its parameters, i.e., the emittance, energy
gain, and energy spread.

As an example, a setup is considered that consists of an electron
drive beam with a Gaussian density profile with RMS sizes of σx =

σy = 0.1 k−1
p in the transverse and σz = 1.41 k−1

p in the longitudinal
direction, and a beam current of Ib/IA = 1, with IA = 4πϵ0mec3/e ≈
17 kA being the Alfvén current. As a target, a plasma column with a
radius of Rp = 2.5 k−1

p is used. Many plasma physics phenomena scale
with the background plasma density n0, therefore more general results
can be obtained by normalizing the length scales to plasma skin depth
k−1

p and the fields to the cold, non-relativistic wave-breaking field E0.
The limits of the normalization are discussed in the last section of this
chapter.

For the example setup, the resulting accelerating field Ez/E0 in
the x-ζ plane is shown in Fig. 5.2. The inset shows its transverse
dependence at three different longitudinal positions within the region
suitable for positron acceleration, namely kpζ = −12.5 (dashed line),
kpζ = −11.5 (solid line), and kpζ = −10.5 (dotted line). As one can
see, the accelerating field decreases for increasing distance from the
propagation axis. Unlike in the transversely uniform accelerating field
of blowout in a homogeneous plasma for electrons, a positron beam
with a finite width obtains a per-slice uncorrelated energy spread in
this type of wake. The longitudinal dependence of the accelerating
field is shown in the on-axis field in Fig. 5.1 (b). In the presented
case, the peak of the accelerating field for the positrons is roughly
≈ 75 % of the peak decelerating field of the drive bunch, enabling
accelerating gradients on the order of 10 GV/m for plasma densities
on the order of n0 ∼ 1017 cm−3. The field is non-uniform along the
propagation axis, such that a beam acquires a correlated energy spread,
or chirp, during the acceleration process. This can be prevented by
using tailored positron current profiles that flatten the accelerating
field, as discussed in Sec. 6.3.

The focusing wakefield (Ex − cBy)/E0 along the x-ζ plane is shown
in Fig. 5.3. The inset shows the transverse dependence at the same three
longitudinal positions kpζ = −12.5, −11.5, −10.5. The focusing field
has a step-like jump at the column axis, before it decays almost linearly
for increasing distances from the axis. Although an initially Gaussian
witness beam cannot be perfectly matched to these non-linear fields,
a quasi-matched optimal spot size can be determined such that the
emittance growth is minimized during the acceleration process. To
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Figure 5.2: Two-dimensional (ζ, x) map of the accelerating wakefield, Ez/E0.
Positrons can be accelerated in the region −14 ≲ kpζ ≲ −10. Inset:
transverse dependence of accelerating field in the positron accel-
erating region at three different longitudinal locations denoted
by the dashed (kpζ = −12.5), solid (kpζ = −11.5), and dotted
(kpζ = −10.5) lines. The accelerating field falls off for increasing
distance from the propagation axis. The transverse gradient of
the field decreases further behind the driver.
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Figure 5.3: Two-dimensional (ζ, x) map of the focusing wakefield, (Ex −
cBy)/E0. Positrons can be focused in the region −14 ≲ kpζ ≲
−9, which widely overlaps with the positron accelerating region.
Inset: transverse dependence of focusing field at three different
longitudinal locations denoted by the dashed (kpζ = −12.5), solid
(kpζ = −11.5), and dotted (kpζ = −10.5) lines. The focusing
field decays almost linearly for increasing distances from the
propagation axis. The field decreases further behind the driver.
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allow for analytical estimations, the focusing field is assumed to be
step-like in the transverse direction x, namely

(Ex − cBy)/E0 = −αsgn(x) , (5.1)

where α is the field strength and sgn(x) is the sign function. Then,
from a simplified model, the optimal RMS size σx that minimizes the
emittance growth in such a wake was found to be [46]

σ3
x ≃ 1.72

ϵ2
x

kpαγ
, (5.2)

where ϵx is the transverse emittance and γ the Lorentz factor of the
beam, respectively. For a single beam slice with an initial emittance
of ϵx = 0.1 k−1

p , the estimated emittance growth at saturation for a
quasi-matched beam was found to be ≃ 2 %. In PIC simulations, the
emittance growth for a single slice was found to be ≈ 3 %, which is in
reasonable agreement with the model in the view of the approxima-
tions.

In conclusion, the field structures in the presented setup are suitable
for high-gradient positron acceleration. Despite the non-linear focusing
fields, the emittance growth for an initially Gaussian beam is small,
and saturates as soon as the beam is matched to these non-linear
focusing fields.

Realistic plasma column targets

The experimental realization of positron acceleration in a plasma
column strongly depends on the availability of the required plasma
sources. Therefore, it is important to determine how sensitive the
scheme is to the column radius or shape. In the original publication,
the column radius was scanned numerically, and the optimal column
radius was found to scale as [46]

kpRp ≈ 2 3
√

2Ib/IA (5.3)

for drive beam currents Ib between 1 ≤ Ib/IA ≤ 10. Additionally, a
reasonable flexibility on the column radius was found, i.e., a tolerance
of a few percent. So far, only idealized columns have been considered
and the scheme must be robust against realistic profiles obtainable in
the experiment. Therefore, realistic profiles are considered below.

Plasma columns can be generated by optical field ionization (OFI)
or via beam field ionization of the drive beam itself. The latter has
the advantage that the generated column is inherently aligned with
the drive beam. However, since the beam-field-induced ionization
rate is strongly coupled to the drive beam, the usable parameter
space is limited. Additionally, head erosion is a concern for a beam
propagating in a neutral gas [8], further restricting a stable column
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generation. Therefore, OFI-generated plasma columns by a laser seem
to be preferable.

Plasma columns have been generated as targets for beam-driven
plasma accelerators at FACET [60], but have attracted great attention as
laser waveguides in the context of laser-driven wakefield acceleration
recently [6, 48, 111, 145, 146, 149]. The radial density profiles obtained
in experiments [111, 145, 146] differ notably from a perfect column.
Therefore, the applicability of the positron acceleration scheme in
these realistic profiles must be demonstrated. After hydrodynamic
expansion [146], the OFI-generated radial density profiles can be ap-
proximated by a parabolic channel multiplied with an exponential
decay, namely

ne(r) = ne,0

(
1 +

r2

w2
M

)
exp

[
−

( r
d

)s]
(5.4)

with r being the radius, ne,0 the on-axis density, wM the characteristic
channel radius, d the decay constant, and s the exponent, respectively.
This description allows for different, column-like density profiles. Var-
ious density profiles and the resulting on-axis accelerating wakefield
(using the same drive beam as before) are shown in Fig. 5.4 (a) and
(b), respectively. Despite the vastly different shapes, the accelerating
wakefield and the focusing wakefield are very similar to those in the
simple column. Note that each of these shapes has been optimized
and has a tolerance of a few percent for achieving fields suitable for
positron acceleration.. Interestingly, the ratio of the peak positron-
accelerating and the peak drive-beam-decelerating field in case of
the dashed orange line is notably higher than that of the simple col-
umn. Thus, tailoring the transverse density profile, as it is possible
in OFI-generated density profiles, can increase the efficiency of the
scheme.

Temperature effects

Besides the smooth density profiles obtained from OFI using circular
polarized lasers, these realistic profiles have a temperature of roughly
tens of eV for common laser technologies such as titanium-sapphire
laser systems. The thermal electron pressure broadens the electron
peak at the back of the blowout bubble [138, 141] and could potentially
disrupt the positron accelerating wakefield structure. The effect of aTemperature effects

for positron
acceleration in a

plasma column are
discussed in detail in
Diederichs et al. [43]

temperature on the wakefields is presented in Fig. 5.5.
The on-axis accelerating field at plasma temperatures of 5, 15, 25,

and 50 eV for the setup introduced in the beginning of this chapter
is displayed in Fig. 5.5 (a). The accelerating field is hardly affected
by a temperature and even at 50 eV the positron-accelerating part of
the wakefield is not visibly changed. In contrast, the focusing field is
significantly altered, as shown along the transverse coordinate in the
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Figure 5.4: (a) Various OFI-like, radial density profiles obtained from Eq. 5.4
and the given parameters. (b) The respective on-axis accelerating
wakefield Ez along the co-moving variable ζ.
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Figure 5.5: (a) Longitudinal wakefield, Ez/E0, versus co-moving variable, kpζ
and (b) transverse wakefield amplitude, (Ex − cBy)/E0, versus
transverse position, kpx for various plasma temperatures. While a
temperature of up to 50 eV has almost no effect on the accelerating
field, it reduces the transverse wakefield amplitude and broadens
its linear region around the zero crossing.



concept 47

region of a positron bunch at a longitudinal position of kpζ = −10.5
in Fig. 5.5 (b). The step-like behavior of the focusing field presented
in the original publication [46] is smeared out and the focusing field
has a linear part on the column axis that widens with increasing
temperature. This effect has also been reported in a warm, elongated
bubble regime [173]. The step-like behavior only occurs for an infinite
density spike, as it is only possible in a cold plasma [40]. With a
temperature, the thermal electron pressure limits the on-axis density
spike and increases the width of the on-axis electron filament, leading
to the smeared-out focusing field. Note that these linear focusing
fields could in principle be used for emittance-preserving positron
acceleration. Thus, a temperature, as it is always prevalent in realistic
plasma columns, does not significantly change the accelerating field
but modifies the focusing field in a favorable way by decreasing its
transverse non-linearity. As a consequence, a temperature reduces
the emittance growth of the positron beam [43]. On a side note, a
temperature also alleviates numerical convergence in quasi-static PIC

codes because they typically struggle with divergence of the on-axis
density spike in cold plasmas [43, 73].

Density limits

So far, the physics of positron acceleration in a plasma column have
been discussed using normalized units, because the results scale with
the plasma density. However, the approach cannot be scaled to arbi-
trary densities. In fact, if the density is too high, since the wakefield
amplitude scales as E ∼ E0 ∝ n1/2

0 , the wakefield within the blowout
radius (which exceeds the column radius) can ionize the neutral gas
outside of the column, causing the column to expand and perturb the
positron accelerating and focusing fields. In case of a plasma column
consisting of ions that are not fully stripped of all their electrons,
e.g., He+, the wakefield or the space charge field of the drive beam
can ionize the plasma in the column to a higher ionization level. The
plasma electrons generated by this additional ionization can disrupt
the wakefield structure and deteriorate the positron accelerating wake-
fields. Therefore, for given drive beam parameters and depending on
the gas used, the plasma density must be below some maximum value
where additional ionization occurs.

For the sample drive beam parameters used throughout this section,
the maximum density is determined by scanning the background
plasma density with PIC simulations. The ionization in HiPACE++ is
modelled via tunneling ionization based on the Ammosov-Delone-
Krainov (ADK) model [7]. The on-axis accelerating fields for various
densities using a helium plasma ionized to the first level and a hy-
drogen plasma are shown in Fig. 5.6 (a) and (b), respectively. The
maximum densities in a helium plasma and hydrogen plasma for
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Figure 5.6: Longitudinal wakefield, Ez/E0, versus co-moving variable, kpζ
for various plasma densities in (a) helium and (b) hydrogen. For
higher densities, additional ionization occurs and disrupts the
accelerating wakefield.

the given drive beam are ≃ 1 × 1017 cm−3 and ≃ 5 × 1016 cm−3, re-
spectively. The focusing field is also not affected at these densities. In
principle, higher densities can be reached in a helium plasma ionized
to the second level or lowering the drive beam current. The required
laser intensity to ionize helium to the second level is on the level of
∼ 1016W/cm2, which entails new challenges, as a resonant laser pulse
in that regime can already drive a small wake itself [74], thus, it is not
further discussed here.
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Particle colliders have strict requirements on the beam quality. As
discussed in Ch. 1, besides a low emittance and high bunch charge,
the energy spread among the beam particles is crucial to achieve a
high luminosity. Due to chromatic effects, a low energy spread is
needed to tightly focus the beam at the interaction point to decrease
the beam spot size and increase the luminosity. The energy acceptance
of the final focusing system determines the maximum tolerable energy
spread. As an example, the RMS energy spread design value for the
CLIC is 0.35 % [4], which is a substantial challenge for plasma-based
accelerators.

Typically, one differentiates between the energy spread within a
beam slice (the uncorrelated energy spread) and the energy spread
between beam slices (the correlated energy spread, often called chirp).
Uncorrelated (slice) energy spread is caused by non-uniformity in the
accelerating field within each slice (see inset of Fig. 5.2). Correlated
energy spread occurs when different slices see different accelerating
fields. The latter can be compensated for by an effect called beam
loading, which works as follows.

High-charge particle bunches generate strong electromagnetic fields,
which affect the fields within the accelerating structure. The resulting
net field is the field that ultimately accelerates the bunch. By shaping
the current distribution of the to-be-accelerated bunch, the accelerating
field can be flattened [103], so that uniform acceleration is possible,
leading to low energy spreads. While the beam-loading effect is a
simple superimposition in the case of a linear wake [75], it is more
challenging in case of high-charge witness bunches, as used in the non-
linear regime. Then, the fields of a witness bunch act on the plasma,
changing the plasma dynamics and thus significantly affecting the
wakefields.

6.1 optimal beam loading in plasma-based accelerators

Optimal beam loading in the blowout regime

The blowout regime is most interesting for high-gradient electron
acceleration in a uniform plasma if background ion motion can be
neglected. The uniform ion background provides a linear focusing
field that is constant for all slices of the witness bunch. Additionally,
the accelerating field is radially constant within the blowout cavity.
Thus, the energy spread is only induced by the longitudinal variation

49
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of the accelerating field. Due to the simple wake structure, analytical
estimates are possible, although an description of the field structure
itself is challenging.

A seminal work by Tzoufras et al. [164] derived a theoretical de-
scription of the effect of the witness bunch on the resulting wakefield
based on the model by Lu et al. [101] (which has been recently ex-
tended to increased accuracy [39]). In the ultra-relativistic limit and
assuming a maximal blowout radius much larger than the plasma skin
depth, the ideal bunch profile to flatten the accelerating field in the
blowout regime was found to be trapezoidal. This is shown in Fig. 6.1,
which shows an optimally beam-loaded wake in the blowout regime.
The witness beam profile was numerically calculated, see Sec. 6.2.
Another important finding from the theory is that the efficiency in
the optimally-loaded blowout regime is constant, i.e., that the prod-
uct of the witness beam charge and the (flattened) accelerating field
Qw × Eacc is constant.

Figure 6.1: Optimally beam-loaded wake. (a) Two-dimensional (ζ, x) map of
the plasma electron density ne/n0 (blue) and the beam distribu-
tions (red). The drive and witness beam current profiles Ib/IA are
denoted by the red line. The trapezoidal witness beam current
flattens the accelerating wakefield Ez/E0 along the co-moving
variable ζ as shown in (b). Thus, the wake is optimally loaded
and the witness beam does not obtain a correlated energy spread
under the assumption that the wakefield stays constant during
acceleration.

Still, optimal beam loading is an open topic of research, as the
theory is relatively restrictive and did not include a description of the
driver. A recent effort used the Broyden–Fletcher–Goldfarb–Shanno
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algorithm and a simulation parameter scan to optimally load the
blowout wake with Gaussian witness bunches [174]. However, the
algorithm is intricate and does not reveal the optimal witness current
shape. This limitation is resolved in Sec. 6.2, where an algorithm
that numerically calculates the beam current to flatten an arbitrary
wakefield is presented.

Close-to-optimal beam loading in the blowout regime has recently
been achieved experimentally by Lindstrøm et al. [88], preserving
per-mill level energy spread in a beam-driven plasma accelerator.

Note that laser beams propagate in a plasma at a group velocity
slower than the speed of light. Thus, the ultra-relativistic witness
bunch catches up with the laser driver and outruns the accelerating
phase, a phenomenon called dephasing. Consequently, it is more diffi-
cult to achieve uniform average acceleration along the plasma stage
in a laser-driven plasma accelerator.Flattening the average wakefield
in a laser-driven plasma accelerator has been studied in Schroeder
et al. [136] and demonstrated experimentally in Kirchen et al. [77],
achieving energy spreads as low as 1.2%.

Optimal beam loading for positron acceleration

Although in the linear regime optimal beam loading can be solved
analytically for both a uniform plasma [70] or hollow core plasma
channels [139, 189], the non-linear positron acceleration schemes [37,
46, 72, 150, 188] are considered more relevant due to the higher acceler-
ating gradients and positron bunch charge. However, so far no general
analytic theory was found for these non-linear regimes due to their
complex structure. Plasma-based positron acceleration requires areas
with a large excess of plasma electrons. Due to the mass asymmetry
of the plasma, the electrons are much more mobile. Thus, unlike the
almost static ions in the blowout regime to an electron witness bunch,
the plasma electrons react much stronger to a high-charge positron
bunch, resulting in complex, non-linear behavior that is difficult to
describe analytically. Recently, an analytic description was found for
the beam loading of a positron bunch in the electron cusp at the back
of the blowout [187], but this is not generally applicable for other
positron acceleration schemes.

Another challenge of these non-linear electron structures is the ra-
dial dependence of the accelerating field. Thus, optimal beam loading
in these structures does not only involve flattening the field longi-
tudinally, but also in the transverse directions, which has not been
demonstrated yet.

So far, beam loading in these non-linear positron schemes has been
optimized by trial-and-error, mostly using Gaussian-shaped witness
bunches. This typically results in energy-spreads on the percent-level,
too large for a collider application. In the next section, an algorithm is
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presented that utilizes the quasi-static approximation to numerically
calculate the witness beam current profile that flattens the average
accelerating field in an arbitrary wakefield – optimal for non-linear
positron acceleration schemes.

Corresponding publication

S. Diederichs, C. Benedetti, E. Esarey, J. Osterhoff, and
C. B. Schroeder,
High-quality positron acceleration in beam-driven plasma
accelerators
Phys. Rev. Accel. Beams 23, 121301 (2020) [41]

6.2 the slicing advanced loading algorithm for mini-
mizing energy spread (salame)

The following algorithm utilizes the slice-by-slice calculation of the
wakefields in quasi-static PIC codes to recursively construct, startingA similar approach

has been used by
Lotov [97, 98]

from a predetermined position, the optimal current profile of a wit-
ness bunch that flattens the accelerating field along the bunch. The
algorithm is introduced in the context of positron acceleration, but it
equivalently works to generate electron witness bunches.

A radially symmetric bunch is considered with a profile of the form

nb(ζ, r) = g∥(ζ)g⊥(ζ, r) (6.1)

where g∥(ζ) and g⊥(ζ, r) denote the longitudinal and transverse slice-
dependent density profiles, respectively. Thereby, it is required that∫

g⊥(ζ, r)rdr =
∫

g⊥(ζ = ζhead, r)rdr for any ζ, where ζhead is the loca-
tion of the bunch head, such that the bunch current density profile only
depends on g∥(ζ). Although the algorithm works for arbitrary trans-
verse density profiles, first only radially Gaussian and longitudinally
uniform profiles g⊥ are considered for simplicity, i.e.,

g⊥(r) = exp
(
− r2

2σ2
r

)
(6.2)

with σr being the radial RMS bunch size.
The algorithm iterates from the location of the bunch head back-

wards over every longitudinal grid point and determines the optimal
beam current via g∥(ζ) that flattens the average accelerating field ⟨Ez⟩
in that particular beam slice. The accelerating field Ez is averaged over

https://doi.org/10.1103/PhysRevAccelBeams.23.121301
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the transverse beam distribution to take into account the transverse
dependence of Ez via

⟨Ez⟩ =

∫ ∞
0 Ez(r)g⊥(r)r dr∫ ∞

0 g⊥(r)r dr
(6.3)

=

∫ ∞
0 Ez(r) exp[−r2/(2σ2

r )]rdr∫ ∞
0 exp[−r2/(2σ2

r )]rdr
.

Note that, in case of a transversely uniform accelerating field, e.g., as
in a blowout wake, the average simplifies to the on-axis accelerating
field.

The algorithm is incorporated in the quasi-static PIC algorithm as
follows: First, the quasi-static plasma response, which is calculated as
a loop over the longitudinal grid points, is evaluated up to the slice
where the witness bunch head is supposed to start. There, the average
accelerating field at the head ⟨Ez,head⟩ is determined. Then, at each slice
with the longitudinal index i and the respective averaged accelerating
gradient ⟨Ez,i⟩, the following procedure, which is visualized in Fig. 6.2,
is performed to find the optimal beam current:

1. The initial condition |⟨Ez,i⟩| > |⟨Ez,head⟩| is evaluated. If it is not
satisfied, no further beam loading is possible and the algorithm
terminates. The absolute value of the average field is used so
that the algorithm works to generate both electron and positron
witness beams.

2. To determine the optimal beam-loading current with a bisection
method, beam density values that are lower (g∥,min) and higher
(g∥,max) than the optimal one are required. Due to the initial
condition, g∥,min = 0 is a valid first value. g∥,max is determined
by generating a beam slice with g∥ and evaluating ⟨Ez,i⟩ by
solving the quasi-static equations. Iteratively, g∥ is increased (e.g.
by a factor of 10 per iteration) until the wake is overloaded, i.e.,
|⟨Ez,i⟩| < |⟨Ez,head⟩|. Then, g∥,max = g∥ and g∥,min is set to the last
g∥ that was not overloading the wake. With the explicit

field solver in
HiPACE++ the
bisection is not
needed, since the
current to flatten Ez
can be calculated
directly, see [151].

3. A modified bisection method is used to determine the optimal
beam current from g∥,min and g∥,max. The new value of the beam
density is given by

g∥ = wgg∥,min + (1 − wg)g∥,max , (6.4)

where the weight wg is given by

wg =
|⟨Ez,head⟩| − |⟨Ez,min⟩|
|⟨Ez,max⟩| − |⟨Ez,min⟩|

, (6.5)

with ⟨Ez,min⟩ and ⟨Ez,max⟩ being the averaged fields on the slice
with a beam density of g∥,min and g∥,max, respectively. Using this
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Figure 6.2: Visualization of the optimal beam loading algorithm : (a) Ensure
that the initial condition |⟨Ez,i⟩| > |⟨Ez,head⟩| is satisfied, other-
wise terminate. (b) By step-wisely increasing the current (red
bars) on grid point i, the ⟨Ez,i⟩) (blue line) decreases until the
wake is overloaded (i.e. |⟨Ez,i⟩| < |⟨Ez,head⟩|). The overloading
current determines g∥,max, the last underloading current g∥,min.
(c) A modified bisection method using g∥,min and g∥,max is used
to determine the optimally loading current on grid point i. (a)-(c)
are repeated in a loop over the longitudinal grid points, until the
initial condition is violated and the wake cannot be loaded any
further
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modified bisection method has shown to converge with far fewer
iterations than the standard bisection method with wg = 0.5.
The bisection method terminates and moves to the next slice, if
⟨Ez,i⟩ converges to ⟨Ez,head⟩ within a predetermined tolerance,
otherwise g∥,min and g∥,max are updated and a new bisection is
performed.

The bunch current profile obtained from this procedure flattens
the average accelerating field, preventing a correlated energy spread
under the assumption that the bunch size does not change during
acceleration. However, this assumption is generally not true. If the
size of a beam slice is not matched to the transverse focusing field,
it will evolve until it is matched (and suffer some emittance growth).
Additionally, during the acceleration, the matched spot size reduces
adiabatically with increasing particle energy. In a radially non-uniform
accelerating field, a changed spot size samples different parts of the
accelerating field, leading to a correlated energy spread. To fully
eliminate the uncorrelated energy spread, these effects need to be
taken into account, which is briefly summarized in next paragraph
and explained in more detail in the corresponding article.

The mismatch can be mitigated by introducing a slice-dependent
bunch size σr(ζ) and numerical matching of the bunch size to the
focusing field per slice. This slice-by-slice matching also minimizes
the emittance growth [18]. To mitigate the effect of the adiabatic spot
size reduction due to acceleration, the scaling of the matched spot
size with the particle energy must be known. Then, if one anticipates
the final energy of the bunch at the end of the accelerator stage, an
average transverse spot size during the acceleration can be calculated
and used to weight the averaged accelerating field in Eq. 6.3. Note
that these advanced techniques are not needed in a simple blowout
wake for electron acceleration, because then the accelerating field
does not depend on the transverse extent of the beam, provided that
the beam is fully contained in the ion cavity, but only for a radially
non-uniform accelerating field as encountered in various positron
acceleration schemes.

6.3 low-energy-spread positron acceleration

The positron-accelerating wake in a plasma column generated by an
electron drive beam is highly non-linear. No analytic description of
the optimal current profile to flatten the field has been found so far,
therefore it is a prime candidate to be optimized using the algorithm
presented in Sec. 6.2. Here, the optimal beamloading in the plasma
column configuration is studied by varying the starting position of the
witness bunch head and using the SALAME to generate an optimally
loaded wake. The current profiles (red lines) for the optimally loaded
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Figure 6.3: Current profiles Ib/IA (red) for an optimally loaded wake and the
corresponding averaged accelerating field ⟨Ez⟩/E0 (blue) along
the co-moving variable ζ. The charge values for the different
witness beam profiles are given assuming a background plasma
density of n0 = 5 × 1017cm−3.

wake at different starting positions and the corresponding average
accelerating field ⟨Ez⟩/E0 (blue lines) are show in Fig. 6.3.

The optimal current profile is close to Gaussian, with a little shift to
the head of the bunch. Interestingly, placing the bunch head further
in the front of the wake, leading to a lower acceleration gradient,
does not necessarily increase the witness bunch charge Qw. Thus, the
efficiency is not constant and does depend on the starting position of
the bunch, which is in contrast to the blowout regime for electrons,
as demonstrated in Tzoufras et al. [164]. Defining the instantaneous
driver-to-witness efficiency as

η =
Qw × E+

w

Qd × E−
d

, (6.6)

where Qd is the drive beam charge and E+
w and E−

d are the average
energy gain and loss rates per particle of the witness and drive beam,
respectively. The highest efficiency in this setting was found to be
η ≈ 3 %, for a witness bunch head position of −10.8 ≲ kpζhead ≲ −10.6.
This is less than the η = 4.8 % achieved with a simple Gaussian-shaped
witness beam current in Diederichs et al. [46], however, at the cost of
a higher energy spread.

As explained in Sec. 6.2, an evolving beam in a radially non-uniform
accelerating field still obtains a correlated energy spread. Via slice-by-
slice matching to the non-uniform focusing field along the bunch, and
incorporating the spot size reduction due to the bunch acceleration
(it scales as σr,matched ∝ 3

√
1/γ according to Eq. 5.2 in Sec. 5), the cor-



6.3 low-energy-spread positron acceleration 57

−12.0 −11.5 −11.0
kp ζ

5.45

5.50

5.55

5.60

5.65

E
[G

eV
]

∆E

Algorithm flattening 〈Ez〉
+ slice-by-slice matching

+ avg. over acc. distance

Figure 6.4: Mean energy of each slice vs. longitudinal position in the positron
bunch after acceleration. The blue line refers to algorithm flat-
tening ⟨Ez⟩ with a longitudinal uniform σr. The red line and
the green line refer to additionally applying slice-by-slice match-
ing and averaging of the bunch spot size over the acceleration
distance, respectively. That way, the correlated energy spread is
reduced to the noise level.

related energy spread can be fully mitigated. As shown in Fig. 6.4,
the simple field flattening algorithm (blue line) still exhibits a corre-
lated energy spread of ∆E = 100 MeV after acceleration from 1 GeV to
≈ 5.5 GeV. The slice-by-slice matching (red line) reduces the correlated
energy spread to ∆E = 60 MeV, and finally, after taking into account
the spot size reduction due to the energy gain, the correlated energy
spread is suppressed to the noise level. Note that these additional
corrections do not significantly change the current profiles and charge
values.

Reducing the uncorrelated energy spread

Including the corrections, the SALAME is able to fully suppress a
correlated energy spread. Due to the transverse non-uniformity of the
accelerating field (see Fig. 5.2) and the finite width of the beam, an un-
correlated energy spread cannot be prevented, it can only be reduced
since, so far, no beam-loading strategy to flatten Ez transversely has
been identified.

In the following, the dependence of the uncorrelated energy spread
on the witness beam emittance is investigated. A matched witness
bunch with a smaller emittance has a smaller transverse width and
samples a smaller transverse domain of Ez, and, thus, obtains a smaller
uncorrelated energy spread. The radial dependence of the accelerating
field in the vicinity of the axis can approximately be described as
Ez(r) = Ez,0 − βr, with Ez,0, β, and r being the on-axis accelerating field,
the transverse gradient of Ez, and the radius, respectively. Then, from
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geometric considerations, one can expect that the relative uncorrelated
energy spread of a beam slice at saturation scales as σγ/γ ∼ βσr/Ez,0,
and so σγ/γ → 0 in the limit of a small bunch.

Unfortunately, it is not possible to model much smaller emittance
beams with the currently available numerical tools, as they require ex-
treme transverse resolutions and tremendous computational resources.
Therefore, a reduced model is employed to provide some insight into
the scaling to smaller emittances. Since the correlated energy spread
can be fully eliminated, only a single slice of the bunch is considered
in the reduced model. The slice of the peak current of the positron
beam is chosen, which was found to reasonably represent the total
energy-spread of the bunch. In the reduced model, test particles are
advanced with a second-order-accurate particle pusher in the static
fields extracted from the PIC simulation. The reduced model showsMore details on the

reduced model can be
found in Sec. III C of

the corresponding
publication.

reasonable agreement in terms of energy spread and emittance with
the PIC simulation for an initial emittance of ϵx = 0.05 k−1

p , which corre-
sponds to ϵx = 0.38µm at a background density of n0 = 5× 1017 cm−3.
Then, using the reduced model, the emittance can be reduced to previ-
ously numerically inaccessible values. The relative uncorrelated energy
spread for 0.38µm (blue line for reduced model, dashed-black line for
PIC simulation), 0.19µm (red line), and 0.08µm (green line) along a
propagation of 15 cm are depicted in Fig. 6.5.
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Figure 6.5: Relative slice energy spread vs. acceleration distance. Advancing
test particles in an approximated step function yields similar
energy-spread in comparison with the HiPACE simulation. The
results indicate that emittances smaller than 0.1µm induce an
energy spread below 0.1%.

The results indicate that for emittances below 0.1µm, the relative
uncorrelated energy spread is below 0.1 %, sufficient for a collider.
Sub-per-mill energy spreads have previously not been anticipated for
plasma-based positron acceleration and this indicates an important
step to collider-relevant parameters. It should be noted that the ob-
tained results assume a static wakefield and do not capture the effect



6.3 low-energy-spread positron acceleration 59

of a reduced positron beam size on the wake itself. Eventually, one
could expect a disruption of the positron accelerating wake structure
for an extremely intense positron bunch. However, beams smaller than
the electron filament can currently not be modelled even with current
numerical tools, and will be subject of future studies.

Key findings of the corresponding publication

• A novel algorithm to numerically determine the optimal
beam current to flatten the accelerating field is introduced.

• Tayloring the positron current profile allows to fully sup-
press the correlated energy spread.

• Decreasing the witness beam emittance decreases the un-
correlated energy spread that is obtained during accelera-
tion.

• Plasma columns potentially enable sub-micron emittances
and sub-per-mill energy spread positron acceleration.





7
S TA B I L I T Y A N A LY S I S

In the previous chapter, positron acceleration in a plasma column has
shown promising results in terms of beam quality, making it subject
of interest for collider applications. Nonetheless, these promising
results hold only true if, and only if, the system is stable towards
small asymmetries, which are inevitable in an actual accelerator. For
example, the infamous instability of the hollow core plasma channel
(see Ch. 3) has made its application challenging in practise. Since
positron acceleration in a plasma column relies on a cylindrically
symmetric wakefield structure, one might expect it to be prone to
similar beam breakup instabilities. In this chapter, the stability of
positron acceleration is studied in terms of drive and witness beam
misalignments, and the induced effect on the witness beam quality.
The chapter is organized as follows: In Sec. 7.1, the most prevalent
beam instabilities for plasma-based accelerators are introduced. In
Sec. 7.2 the stable propagation of the electron drive beam through
a plasma column is demonstrated. Finally, in Sec. 7.3, the witness
beam stability and the deteriorating effects of drive and witness beam
misalignment are evaluated.

7.1 transverse beam instabilities

Beam breakup instabilities pose a major challenge for linear collid-
ers [31, 80, 123]. Small misalignments between the beam and the
accelerator can amplify exponentially, blow up the emittance, and
thus, decrease the luminosity, or in the worst case, lead to total beam
loss. In conventional accelerators, these instabilities limit the charge
that can be safely accelerated and hence, determine the achievable
efficiency. In plasma-based accelerators, the extreme transverse field
gradients enhance the rapid growth of these instabilities. Therefore,
a study came to the conclusion that the maximum charge in plasma-
based colliders in the blowout regime is severely limited [81], however,
the study overlooked important damping mechanisms [104].

In general, beam breakup instabilities can be mitigated by intro-
ducing a betatron frequency spread along the beam, which is often
referred to as the Balakin-Novokhatsky-Smirnov (BNS) damping mech-
anism, named after the proponents [14]. Although BNS damping was The BNS damping

mechanism has been
recently reviewed
again by
Novokhatski [120]

originally proposed for conventional accelerators, the same underlying
physics are nowadays also applied in plasma-based accelerators in
various regimes [83, 104, 107, 122, 150].

61
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In the following, the most relevant transverse instability in plasma
accelerators, the hosing instability, is introduced.

Hosing instability in plasma-based accelerators

The so-called hosing instability, first identified by Whittum et al. [177],
arises when initially misaligned beams couple coherently to their
induced plasma response. For example, a beam that is initially mis-
aligned with respect to its propagation axis, e.g., by a tilt, induces a
shift of the plasma wake centroid that in turn acts on the beam and, in
the worst case, exponentially amplifies the initial tilt, leading to beam
breakup.A detailed review of

the hosing instability
in plasma-based

accelerators is given
in Mehrling et al.

[108]

The hosing instability is particularly prevalent in the blowout regime
due to its longitudinally constant and transversely linear focusing
fields, which enables a coherent coupling for a mono-energetic bunch.
It was initially found to grow exponentially [69, 177], threatening
applicability of the blowout regime. Later, the relativistic mass change
of the electrons in the plasma sheath [69] and the collective behavior of
the sheath [105] were found to reduce the coupling. An energy chirp
(inducing a BNS-damping-like betatron frequency spread) was found
to saturate the hosing instability [107]. However, the required energy
spread is on the order of few percents, which may be too much for the
witness beam in a collider application. Therefore, this mechanism can
only be utilized to stabilize the drive beam propagation. Additionally,
large drive beams, for which the head does not witness a full blowout
wake, and hence, a nonlinear focusing force that varies along the
head, were reported to be more stable against hosing [122]. Again, this
mechanism is inapplicable to the witness beam in the blowout wake.

For the witness beam stabilization, another mechanism must be
utilized. Intense witness beams, as required for a linear collider, pro-
vide space charge fields that modify the background ion distribution,
leading to a longitudinally-varying non-linear focusing field. Thus,
a betatron spread along the beam is induced that effectively damps
the oscillation [104]. Note that, these non-linear focusing fields induce
emittance growth [10], although the emittance growth can be mitigated
by matching the beams to these non-linear fields [17, 18]. Alternatively
to the blowout regime, other regimes, like the quasi-linear regime,
naturally provide longitudinally-varying focusing fields that induce a
betatron frequency spread that suppress the hosing instability [83].

In conclusion, the hosing instability is a concern for plasma-based
accelerators, although many BNS-like mechanisms have been identified
to efficiently suppress it. Analogously to conventional accelerators,
a trade-off between the stabilizing effects of ion motion and energy
spread versus the ion-motion-induced emittance growth and the en-
ergy spread acceptance in the collider must be found. The trade-off
determines the possible efficiency in plasma-based accelerators and
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needs to be studied in the future, as the aforementioned study [81] ne-
glected important damping effects and thus, misses the key parameter
trade-off. This optimization study is out of the scope of this thesis.

7.2 electron drive beam stability

Since the positron accelerating wakefield structure in a plasma col-
umn is based on cylindrical symmetry, the drive beam stability is of
utmost importance. Fortunately, unlike the hollow core channel, the
drive beam itself is subject to the transverse wakefield in the plasma
column, which provides focusing and, as shown later, stability. The
plasma column (compared to a homogeneous plasma) introduces a
new symmetry axis though, therefore it is important to determine the
robustness of the scheme against misalignment between the beams
and the plasma column.

Previous work has reported on the long-range attraction of an elec-
tron beam towards a neutral plasma column [2] and on the deflection
of an electron beam at the plasma-gas boundary [99, 116, 118]. Fur-
thermore, a severe misalignment between the column and the electron
beam was found to seed the hosing instability [8]. In case of a isotropic
acceleration medium, e.g., a homogeneous plasma, the hosing insta-
bility is seeded only by asymmetries of the beam itself. In a plasma
column, both the beam asymmetries and misalignment between the
beam and the column axis can seed the hosing instability. To assess
the robustness against the hosing instability of an electron beam in
the plasma column versus a homogeneous plasma, first asymmetric
beams, i.e., tilted beams, are considered, before the column-specific
robustness against misalignment with respect to the column center is
evaluated. The results are discussed in depth in the publication below
and the core findings are presented in the following.

Corresponding publication

S. Diederichs, C. Benedetti, E. Esarey, M. Thévenet, J. Osterhoff,
and C. B. Schroeder,
Stable electron beam propagation in a plasma column
Physics of Plasmas 29, 043101 (2022) [42].

Tilted drive beams

Modelling the hosing instability has significantly contributed to un-
derstanding the relevant physics. Advanced analytical models have
identified the relativistic mass change of the plasma electrons [69] as
well as the collective behavior in the blowout sheath [105] as mitigation
mechanisms to the hosing instability. Recent efforts [105] describe the
plasma response based on an analytic model of the blowout wake [183],

https://aip.scitation.org/doi/10.1063/5.0087807
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including the collective behavior of the plasma sheath. In this work,
the model is extended to capture finite-radius plasma columns, as
required for the proposed positron acceleration scheme. Details on
the extended model are presented in Sec. II A and in the Appendix of
the corresponding publication. The model, confirmed by PIC simula-
tions, demonstrates that a tilted beam traversing a plasma column is
slightly more robust against the hosing instability than it is traversing
a homogeneous plasma. The model shows that the increased robust-
ness is mostly caused by the increased plasma sheath thickness in
the column, which arises because of the larger spread of the electron
trajectories due to the reduced focusing field in the area of the sheath.
The increased plasma sheath thickness decreases the coupling of the
beam centroid to the plasma centroid, leading to the observed increase
of stability. However, the plasma column has an additional degree
of freedom, namely that the propagation axis of the beam must be
aligned with the center of the drive beam, which is discussed in the
next subsection.

Drive beams misaligned with respect to the column axis

Similarly to small beam asymmetries, the whole beam centroid can be
displaced with respect to the column axis, e.g., due to machine jitters.
For a transversely displaced beam, a restoring force is acting on the
beam in a plasma column, unlike the deflecting force in the hollow core
channel. When all plasma electrons of the column are expelled beyond
the column radius, more background ions are on the opposing site
of the displaced beam. The transverse wakefields are mostly caused
by the ion distribution, therefore the wake centroid Xp is then not
aligned with the beam centroid Xb, but instead shifted towards the
column center. Thus, the beam is pulled towards the column axis. The
wake centroid Xp depends on the co-moving variable ζ, since the ion
distribution depends on the blowout radius, as illustrated in Fig. 7.1.
The ζ-dependence of the wake centroid causes the head and the tail
to experience different restoring forces, potentially seeding the hosing
instability.

The evolution of a transversely displaced drive beam is studied
via PIC simulations. The previously mentioned analytical model is
not applicable, because, as explained in the publication, one of the
key assumptions of the model is not met for fully displaced beams.
The simulations reveal that, indeed, the hosing instability is seededMitigating the

hosing instability
due to large

beams [122] is not
reasonable here, as
the hosing is only

induced at the center
and tail of the beam.

due to the different restoring force from head to tail. To mitigate
the induced oscillation, most of the BNS-like damping mechanisms
discussed in Sec. 7.1 are applicable. The damping via an ion-motion-
induced, longitudinally varying focusing fields for a helium plasma
is illustrated in Fig. 7.2, where the tail of the drive beam, which
is most susceptible to the hosing instability, is plotted against the
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Figure 7.1: Characterization of the wake structure of a beam with a transverse
offset with respect to the column axis. (a) Snapshot of the plasma
charge density in the x-ζ-plane for a beam (shown in blue) with an
initial transverse offset of Xb = 0.05 k−1

p with respect to the plasma
column center. (b) The resulting ζ−dependent wake centroid Xp
(red line) that lays between the beam centroid Xb (blue line) and
the center of the column (black line), leading to an attraction of
the beam towards the center of the column. (c) Lineout of the
beam current profile (blue line) and focusing wakefield (red line)
along x at ζ = −1 k−1

p .



66 stability analysis

𝑘𝑝
−!

𝑘𝑝

𝑘𝑝

𝑘𝑝

𝑘𝑝

𝑘 𝑝
𝑘 𝑝

𝑘 𝑝

𝑘 𝑝

Figure 7.2: Evolution (a) of the beam centroid at the tail of the beam
Xb,tail along the propagation distance for an initial offset of
Xb,0 = σx = 0.05 k−1

p assuming an immobile ion background
(dashed line) and with mobile ions in a Helium plasma (solid
line). The inset shows the final slice-dependent beam centroid.
Waterfall plot (b) with the evolution of the beam centroid for
Xb,0 = 0.05 k−1

p in Helium vs longitudinal coordinate (horizontal
axis) and propagation distance (vertical axis). The beam centroid
decreases via a damped oscillation towards the column center.

propagation distance. In the case of immobile ions (dashed line) an
oscillation is induced, which saturates at an amplitude on the order of
the initial offset. Assuming a helium plasma (solid line), the oscillation
is damped, leaving dominantly a drift towards the column axis. The
final ζ-dependent bunch centroid is shown in the inset of Fig. 7.2 (a).
In agreement with the predicted wake centroid Xp in Fig. 7.1, the tail
of the beam has drifted closer to the column axis than the head. The ζ-
dependent temporal evolution of the full bunch is shown in Fig. 7.2 (b).
While the tail and the center of the bunch undergo oscillations, the
head slowly drifts towards the axis. The oscillations are damped,
leaving only a slow drift towards the column axis.

Besides transversely displaced beams, pointing jitters also deterio-
rate the alignment between beam and column axis. Pointing jitters are
tested via PIC simulations using a beam with an initial transverse mo-
mentum (results shown in Sec. IV of the corresponding publication).
Thereby, it is shown that the column hardly affects the beam for small
pointing jitters and that the beam is bent towards the column axis for
large jitters, in agreement with previous studies [99, 116, 118]. Stable
propagation requires initial pointing angles of X′

b,0 ≪ Rp/Lp with Rp

and Lp being the column radius and the plasma length, respectively.
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Consequently, for beam parameters similar to FACET-II and assuming
a plasma column with density n0 = 1 × 1017cm−3 and a radius of
Rp = 42µm, a pointing jitter below ≲ 10µrad is required to allow for
stable beam propagation and thus stable wakefield structures usable
for positron acceleration.

In conclusion, the propagation of an electron beam in a plasma
column is stable. Although initial misalignment induces hosing, it
can be effectively mitigated by ion motion or an energy spread. Fur-
thermore, the intrinsic stability allows for alignment of the beam via
active feedback loops [8], since the emitted betatron radiation by an
oscillating bunch scales with the amplitude of the oscillation, which
in turn scales with initial offset. Thus, the emitted betatron radition
scales with the initial offset, allowing for alignment of the electron
beam and the plasma column by minimizing the emitted betatron
radiation.

Key findings of the corresponding publication

• The electron drive beam is intrinsically attracted to the
column center.

• Initial misalignment of the drive beam and the column
axis induces the hosing instability.

• The hosing instability is efficiently damped by BNS-like
mechanisms in form of ion motion or energy spread.

• The overall drive beam propagation through a plasma
column is stable.

7.3 positron witness beam stability

After the drive beam stability has been shown in the previous section,
the witness beam stability is investigated. Currently, there is no ana-
lytic model that describes the highly non-linear field structure in the
region suitable for positron acceleration. Therefore, the witness beam
stability is investigated via 3D PIC simulation using HiPACE++ and
a reduced model in this section. The findings are described in detail
in the publication below and the key findings are presented in the
following.

Corresponding publication

S. Diederichs, C. Benedetti, E. Esarey, M. Thévenet, J. Osterhoff,
and C. B. Schroeder,
Self-stabilizing positron acceleration in a plasma column
Phys. Rev. Accel. Beams 25, 091304 (2022) [45].

https://doi.org/10.1103/PhysRevAccelBeams.25.091304
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In the simulations, the same drive beam and plasma parameters
are used as before. To preclude the hosing suppression due to a slice-
dependent energy chirp [107], a witness beam profile that optimally
loads the wake (see Sec. 6.2) is used. Since the current profiles obtained
in Sec. 6.3 are non-trivial, a linear combination of two Gaussian current
profiles is used for simplicity that captures the salient features of the
profiles presented in Sec. 6.3.The full simulation

settings are provided
in Sec. III of the

corresponding
publication

The evolution of the witness beam centroid Xw is studied for var-
ious initial misalignments of the witness beam centroid Xw,0, drive
beam centroid Xd,0, or both. The results are shown in Fig. 7.3, where
the difference between the witness beam centroid and the wakefield
centroid ⟨W⟩ is plotted. The wakefield centroid is subtracted to take
into account that the wakefield centroid is shifted for a displaced drive
beam. As one can see, the witness beam quickly converges to the
wakefield centroid in a strongly damped oscillation in all presented
cases.

The oscillation is damped by two effects: first, the longitudinal
varying focusing field induces a varying betatron frequency (see
Sec. 7.1), which has also been observed in other positron acceleration
schemes [150]. Second, the transverse non-linearity of the focusing
field causes phase mixing within a single slice, ultimately damping
the witness beam centroid motion.

Damping via transverse non-linearity of the focusing field

The scaling of the damping due to the transverse non-linearity of the
focusing field is investigated via a simplified 1D model. Thereby, theDetails on the

simplified model are
presented in the

Appendix A of the
corresponding

publication

focusing field is again assumed to be step-like

Ex − cBy

E0
= −α sgn(x) , (7.1)

where x is the transverse coordinate, α that the strength of the wake-
field, and sgn(x) the sign function. Furthermore, the model neglects
drive beam evolution (i.e., the focusing field is assumed to be constant),
head-to-tail effects (i.e., a single slice within the beam is considered),
and assumes the particles are not significantly accelerated within a
betatron period. Finally, the initial centroid displacement is assumed
to be small compared to the transverse RMS beam size, i.e., Xw,0 ≪ σx,w.
Under these assumptions, the evolution of the beam centroid Xw is
found to be a damped oscillation with a damping length Sdamp scaling
as

kpSdamp ∝

√
kpσx,wγ

α
(7.2)

where γ is the Lorentz factor of the beam. Notably, and confirmed by
the simulations, the damping length does not depend on the initial
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Figure 7.3: (a) Difference between witness beam centroid Xw and focusing
wake centroid ⟨W⟩ for different initial witness and/or drive beam
offsets as a function of the propagation distance. The witness
beam centroid quickly converges to the wake centroid within
a few damped oscillations, demonstrating the stability of the
scheme versus initial offsets. The cases of a misaligned driver
(b) and both a misaligned driver and misaligned witness beam
(c) are also shown for higher witness energies of 5 and 10 GeV,
respectively. Despite an increased damping length, the evolution
is still stable.
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Figure 7.4: Distribution of betatron wavenumbers kβ/kp along the co-moving
variable ζ. The rms wavenumber spread per slice σkβ

is depicted
by the red bars. The head-to-tail wavenumber spread, defined as
the difference between the mean wavenumber at the head of the
bunch (located at +1σz) and the tail (located at −1σz) is depicted
by the black bar. The head-to-tail spread is roughly four times
larger than the average of the intra-slice spread.

offset, at least for small displacements. The scaling with γ, α, and
σx,w is in good agreement with the simulations. Note that the limit of
σx,w → 0 violates the underlying assumption of the model Xw,0 ≪ σx,w

and is therefore not described by the model. In fact, in the limit of an
infinitesimal beam size, the per-slice betatron spread becomes zero
(similarly to the uncorrelated energy spread in Sec. 6.3), thus the
damping length becomes infinite.

Damping via longitudinally varying focusing field

The damping caused by the longitudinally varying focusing field is
harder to quantify, since it strongly depends on the witness bunch
parameters, i.e., the beam loading and bunch length. To quantify,
whether the transverse non-linearity or the longitudinal variance of
the focusing field is dominating the damping process, the betatron
wavenumber distribution along the bunch can be extracted numerically.
Using the example with an initial witness beam centroid offset of
Xw,0 = 0.2 σx,w, the betatron wavenumber spread from the head to the
tail of the bunch is found to be four times larger than the betatron
spread within a single slice, as shown in Fig. 7.4. Thus, for this example,
the longitudinally varying focusing field is the dominating effect in
the damping process.
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Figure 7.5: (a)–(c) Emittance, energy gain, and relative energy spread as a
function of the propagation distance. Depending on the offset,
emittance growth can be observed, which saturates as soon as the
beam is aligned with the wake centroid. Only marginal differences
in energy gain and energy spread are observed.

Effect of misalignment on the positron beam quality

Having discussed the stability, now the effect of initial misalignments
on the positron beam quality is addressed. For the cases presented in
Fig. 7.3, the effect of the misalignment on the emittance, energy, and
relative energy spread of the witness bunch are shown in Fig. 7.5 (a)-
(c). While a small witness beam offset (solid blue line) increases the
emittance by only a few percent in comparison to the aligned case
(solid grey line), a large witness beam offset (dash-dotted red line), a
drive beam offset (dashed green line), or a drive and witness beam
offset (dotted orange line) significantly deteriorate the emittance. Still,
the emittance growth saturates as soon as the oscillation observed in
Fig. 7.3 is damped and beam centroid converges to the wake centroid.
This is even the case for an evolving wake centroid, as it occurs for an
misaligned drive beam. The energy gain and relative energy spread
are hardly affected by initial misalignments. Additionally, the strong
focusing fields fully capture the positron bunch and the bunch charge
is conserved in all studied cases.

Since the damping of the oscillation is based on phase mixing, a
certain emittance growth is to be expected in the process. To gain
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further understanding of the scaling with the initial offset, the theory
for emittance growth at saturation presented in Diederichs et al. [46]
is extended to capture initial misalignments. Then, for an initial dis-A full derivation is

given in the
Appendix B of the

corresponding
publication

placement of the witness beam ∆x = Xw,0/σx,w, the emittance growth
and saturation is given by√

⟨x2⟩⟨u2
x⟩

σxσux
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(7.3)

with

η =
σ2

ux

kpσxγα
. (7.4)

While the emittance growth predicted by the theoretical model shows
reasonable agreement with the case of a small witness beam offset,
it significantly underestimates the emittance growth for larger ini-
tial misalignments. The difference arises because the model does not
capture the beam-loading effect on the focusing field. A misaligned,
high-charge witness beam asymmetrically modifies the focusing field,
leading to an increased emittance growth that is not covered by the
model. Therefore, the model provides a reasonable scaling only for
small initial offsets ∆x ≪ 1. Additionally, since some of the assump-
tions made in the model are quite rigorous (flat beam, neglect of
head-to-tail effects, neglect of acceleration) the model should be used
for qualitative purposes only.

In conclusion, the longitudinally varying and transversely non-linear
focusing fields provide stability since initial offsets are quickly damped
due to phase mixing. This mechanism comes at a cost of emittance
growth. Therefore, tight tolerances in terms of beam alignment must
be met in the context of a linear collider, to limit the emittance growth
and subsequent luminosity decrease.

Key findings of the corresponding publication

• Initial misalignment of the drive beam, witness beam, or
both induces the hosing instability to the witness bunch.

• The longitudinally varying and transversely nonlinear fo-
cusing fields efficiently damp the oscillation of the hosing
instability.

• An approximate scaling for the damping length and the
induced emittance growth is given.

• Overall, positron acceleration in a plasma column is stable.
As expected, misalignments between the beams and the
plasma column affect the witness beam quality.
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Conclusion

The particle physics community has demonstrated interest towards a
lepton collider with a center-of-mass energy above 10 TeV, which can-
not be met by conventional RF-based accelerators at a reasonable cost.
Thus, an energy frontier machine of this kind requires a paradigm shift
in the accelerator technology. Plasma accelerators are a promising can-
didate due to their 10-100s of GV/m field gradients that could reduce
the construction costs drastically. Although plasma acceleration of
electrons has made rapid progress in the last decade, the acceleration
of positrons is still challenging, even conceptually. Different schemes
have been proposed and high-gradient positron acceleration has been
demonstrated experimentally, but the results were plagued with low
beam quality or transverse instabilities. On top of that, even modelling
positron acceleration in the collider-relevant regime is challenging,
since this requires resolving small beams and can be numerically
extremely expensive.

This dissertation has served the field of plasma-based positron
acceleration in two ways:

First, the portable, quasi-static, 3D particle-in-cell code HiPACE++
was developed. By adopting the quasi-static PIC algorithm and utiliz-
ing modern HPC programming standards, HiPACE++ is able to fully
harness the immense compute power of modern GPUs, enabling or-
ders of magnitude speedup in comparison with equivalent CPU-based
codes. As a consequence, previously unattainable beam parameters
can be modelled with HiPACE++ at reasonable computational cost.
Since the code is open-source, the whole community benefits from the
development.

And second, the concept of positron acceleration in a plasma column
has been significantly advanced. Low-emittance, low-energy-spread
positron acceleration has been demonstrated. To obtain the low energy
spread, an algorithm was introduced that calculates the witness bunch
profile that optimally loads an arbitrary plasma wake. The algorithm
is beneficial to all positron and electron acceleration schemes and
has already been adopted by others [187]. Meeting the strict energy
spread requirements of a collider is an important step to its realization.
The transverse stability of positron acceleration in a plasma column
has been demonstrated. Both the drive and the witness beam are
inherently stable to small transverse misalignment.

The positron beam quality is affected by an initial misalignment,
therefore precise alignment of the beams with the plasma column is
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crucial to the realization of the scheme. Notably, the stability of the
positron bunch arises due to the transversely non-linear and longi-
tudinally non-uniform focusing field structure, which has also been
observed in other positron acceleration schemes. Furthermore, the
concept of positron acceleration in a plasma column has been demon-
strated in realistic setups. Smooth transverse plasma profiles and
temperature effects have been studied. Both can be beneficial to the
acceleration (smooth plasma profiles) or focusing (temperature effects)
of positron bunches. The density limit for certain beam parameters was
evaluated and is in reasonable range for the experimental realization.

Outlook

Despite the promising progress this work has shown for positron accel-
eration in a plasma column, the concept requires further optimization.
The efficiency must be increased to tens of percent to be applicable in
a collider, as otherwise the power consumption renders it prohibitively
expensive. As shown in this work, the efficiency can in principle be
increased by using a smooth transverse plasma profile, which has to
be studied in detail. Furthermore, shaping the drive beam current
can significantly increase the efficiency [85, 94, 133], which has also
been utilized in other positron acceleration concepts to achieve tens of
percent energy transfer efficiency [187].

After the optimization of the efficiency, positron acceleration in
a plasma column needs to be compared and evaluated against the
other positron acceleration schemes. Currently, a fair comparison is
difficult to make, as the publications use vastly different witness beam
parameters, i.e., different emittances, which consequently leads to
different efficiencies and energy spreads. Therefore, in the spirit of the
ESPP Accelerator R&D Roadmap [13], the community should agree
on positron beam emittance as a reference value. Then, the beam
loading algorithm presented in this work can be utilized to minimize
the energy spread and a proper comparison between plasma-based
positron acceleration schemes can be made.

Finally, true progress towards a plasma-based collider can only be
achieved by experiments. This simulation- and theory-based work
serves as a stepping stone towards an experimental test facility. Based
on this work, positron acceleration in a plasma column has been
selected as one of the positron acceleration schemes to be tested
at FACET-II at SLAC. Although there are many other open questions
regarding a plasma-based collider, such as staging, efficiency, or a
sufficient repetition rate, the experimental realization of high-quality
positron acceleration in a plasma accelerator will mark an important
milestone.
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My contributions to the core publications of this thesis are listed in
chronological order below:

1. HiPACE++: a portable, 3D quasi-static Particle-in-Cell code [44]
I proposed the idea of porting HiPACE to GPUs and the novel,
GPU-optimized parallelization scheme. I implemented large
fractions of the code, conducted most of the underlying PIC
simulations and the corresponding data analysis, and mainly
wrote the manuscript.

2. High-quality positron acceleration in beam-driven plasma ac-
celerators [41]
I implemented the SALAME algorithm in HiPACE and adjusted
it to the nonlinear fields to fully suppress the correlated en-
ergy spread. I performed all underlying simulations and the
respective data analysis, and mainly wrote the manuscript.

3. Stable electron beam propagation in a plasma column [42]
I extended the analytic hosing model to capture finite-radius
plasma columns, and conducted the numerical comparison. I
performed all underlying simulations and the respective data
analysis, and mainly wrote the manuscript.

4. Self-stabilizing positron acceleration in a plasma column [45]
I derived the analytic model to describe the positron beam emit-
tance growth at saturation with an initial offset. I performed
all underlying PIC simulations and the respective data analysis,
and mainly wrote the manuscript.
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1. Introduction

Plasma accelerators [1,2] enable the acceleration of charged 
particles over short distances due to their multi-GeV/m field gra-
dients. Although great progress in terms of beam quality and 
stability has recently been achieved [3–6], significant advance is 
still required to make plasma-accelerator-driven applications fea-
sible. The Particle-in-Cell (PIC) method [7,8] is a reliable tool to 
simulate plasma acceleration, and PIC simulations play a major 
role in understanding, exploring and improving plasma accelera-
tors [9–11].

https://doi.org/10.1016/j.cpc.2022.108421
0010-4655/© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Simulation of a multi-GeV plasma-based accelerator typically 
requires modeling sub-micron-scale structures propagating over 
meter-scale distances, hence full electromagnetic PIC simulations 
require millions of time steps due to the Courant-Friedrichs-Lewy 
(CFL) condition [12], which makes them unpractical. Several meth-
ods were developed to circumvent this limitation and enable larger 
time steps, including running PIC in a Lorentz-boosted frame [13]
or using a quasi-static approximation [14–17], both of which have 
proved performant for modeling of high-energy plasma accelerator 
stages [18–26].

Besides algorithmic improvements, further speedup can be ac-
complished from hardware improvement. Accelerated computing 
is growing in popularity in the supercomputer landscape [27], and 
in particular using GPUs (Graphics Processing Units) as accelera-
tors enabled significant speedup in High-Performance Computing 
(HPC) applications including PIC [28–31].

The heterogeneity of processor architectures in HPC makes it 
difficult to maintain a portable codebase but, following modern 
HPC practices, this challenge can be efficiently addressed with 
performance-portability layers [32–34].

In this article, we present the portable, three-dimensional, 
open-source, quasi-static PIC code HiPACE++1 [35]. HiPACE++ is 
written in C++ and is built on top of the AMReX [36] frame-
work, which provides field data structure, Message Passing Inter-
face (MPI) communications, and a performance-portability layer. 
In particular, the quasi-static PIC algorithm is adapted to acceler-
ated computing, and HiPACE++ demonstrates orders-of-magnitude 
speedup over CPU implementations as well as near-optimal scaling 
up to hundreds of cutting-edge GPUs. These performances enable 
realistic simulations of 1024 × 1024 × 1024 cells for 1000 time 
steps in less than two minutes on modern GPU-accelerated super-
computers. HiPACE++ is a new software, combining the algorithm 
from the legacy C code HiPACE [22] with a portability layer and 
specific modifications enabling GPU computing.

The article is organized as follows: Section 2 summarizes the 
well-known quasi-static PIC algorithm. The GPU-porting strategy 
is introduced in Sec. 3. Correctness of the code is demonstrated 
in Sec. 4. Sec. 5 presents performance results and a novel paral-
lelization strategy improving scalability on accelerated platforms. 
Additional code features are highlighted in Sec. 6.

2. The quasi-static particle-in-cell algorithm

In a plasma accelerator, a driver perturbs the plasma elec-
trons (the ions, heavier, can generally be considered immobile) and 
drives an electron plasma wave. While the driver can be a laser 
pulse or a particle beam, we hereafter focus on the case of a par-
ticle beam (beam-driven wakefield acceleration) for simplicity, as 
this is what is currently implemented in HiPACE++. In the wake of 
the driver, a witness beam of charged particles can be accelerated 
with a high field gradient. In most conditions (with the notable 
exception of witness beam self-injection), the driver and witness 
beams evolve on a time scale much longer than the plasma re-
sponse [37]. The quasi-static approximation (QSA) treats the beams 
as rigid when computing the plasma response at a given beam lo-
cation, hence decoupling the beam and plasma evolutions. Under 
this approximation, the Maxwell equations take the form of Pois-
son equations, and the scheme is not subject to a CFL condition. 
Then, the time step is determined by the smallest betatron period 
of the beams (the betatron period is the characteristic time scale 
over that a beam evolves), making it possible to use time steps 
orders of magnitude larger than those in conventional electromag-
netic PIC [22]. The algorithm has two main parts: first, from the 

1 https://github .com /Hi -PACE /hipace.

Fig. 1. Snapshot of the quasi-static PIC algorithm. The 3D simulation domain is cal-
culated slice-by-slice in a loop over the longitudinal grid points from the head of 
the box to its tail. Only the beam particles, a 2D slice of plasma particles, and a few 
2D slices of fields are required to determine the wake in the 3D simulation domain.

distributions of the beams, compute the plasma response (compu-
tationally expensive). Second, from the plasma fields, advance the 
beams by one time step (computationally cheap).

For a given distribution of the beams, the plasma response is 
computed in the co-moving frame defined by ζ = z − ct , with c
being the speed of light in vacuum (the beams propagate in the 
+z direction). A slice of unperturbed plasma is initialized ahead of 
the beams and pushed backwards along the ζ coordinate. At each 
longitudinal position, the wakefields are calculated as a 2D prob-
lem in the transverse plane. The 3D problem is then solved as nζ

2D transverse problems (called slices), with nζ being the number of 
longitudinal grid points in the simulation domain. Fig. 1 illustrates 
the algorithm. In the standard algorithm, the fields are calculated 
in the whole 3D domain before the beams are advanced by one 
time step. In this work, we propose to integrate the beam advance 
in the loop over slices, hence pushing beam particles slice by slice. 
With this change, all parts of the simulation are done per slice, 
which is a crucial condition for our performance-portability strat-
egy, in particular on GPUs.

From Maxwell’s equations and the QSA, the following field 
equations can be derived [21]. The wake potential ψ = φ − c Az , 
with φ and A being the scalar and vector potential respectively, is 
obtained from

∇2⊥ψ = − 1

ε0

(
ρ − 1

c
J z

)
, (1)

where ε0 is the vacuum permittivity and ρ and J are the total 
(beams + plasma) charge and current densities, respectively. The 
transverse wakefields Ex − c B y and E y + c Bx are calculated from 
the transverse derivatives of ψ :

Ex − c B y = − ∂

∂x
ψ , (2a)

E y + c Bx = − ∂

∂ y
ψ. (2b)

The longitudinal field Ez is obtained from

∇2⊥Ez = 1

ε0c
∇⊥ · J⊥ . (3)

The components of the magnetic field are given by

∇2⊥Bx = μ0(−∂y J z + ∂ζ J y) , (4a)

∇2⊥B y = μ0(∂x J z − ∂ζ J x) , (4b)

and
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∇2⊥Bz = μ0(∂y J x − ∂x J y), (5)

where μ0 denotes the vacuum permeability. All quantities ex-
cept the longitudinal derivatives ∂ζ J x and ∂ζ J y are directly ac-
cessible after the current deposition. These derivatives can be ob-
tained with a predictor-corrector loop [20,22] or by explicit inte-
gration [38,39]. Both options are available in HiPACE++, hereafter 
referred to as predictor-corrector or explicit method respectively, 
and their implementations are described in Sec. 3.2.

In the QSA PIC algorithm presented here, the fields at slice ζ
are advanced in space (from ζ + �ζ to ζ ) and the beam particles 
are advanced in time (from t to t + �t) together, in the following 
sequence:

1. Gather fields and push plasma particles backwards from ζ +
�ζ to ζ ;

2. Deposit plasma currents and densities;
3. Deposit beam currents and densities;
4. Solve equation (1) for ψ to calculate Ex − c B y and E y + c Bx

with equation (2);
5. Solve equation (3) for Ez;
6. Solve equation (5) for Bz;
7. Solve equations (4) for Bx/y .
8. Gather fields and push beam particles located in slice ζ from 

t to t + �t .

In the standard QSA PIC algorithm (see [20,22]), the beam op-
erations (current deposition, field gather and particle push) are 
separated from the loop over slices: at the end of the loop over 
slices, once the fields are computed on the whole 3D domain, the 
3D fields are used to advance the beam. Here, we integrate the 
beam operations into the 2D slice routine, which removes the ne-
cessity to allocate the memory of the 3D simulation domain. This 
modification is a key requirement to harness the full compute po-
tential of a GPU, as explained in the next section. Additionally, the 
3D field arrays are never used for computation and therefore do 
not need to be allocated, which allows for fitting high-resolution 
simulations on a single GPU. This enables production-quality sim-
ulations even with modest GPU resources.

3. Porting quasi-static PIC to GPU

3.1. Porting strategy

HiPACE++ is written considering modern GPU architectures 
with tens-of-GB global memory, relatively slow transfers between 
host (CPU) and device (GPU) memories, and fast atomic operations. 
As illustrated in Fig. 1, the data that needs to be allocated for com-
putation is modest, and only consists in the beam particles, a 2D 
slice of plasma particles, and a 2D slice of grid quantities. In a 
vast majority of practical cases, these quantities fit in the global 
memory of a single GPU. Thus, these are directly allocated in the 
GPU memory, reducing the need for host-device transfers during 
computation to its minimum. Host-device transfers are only used 
for I/O and communication during the longitudinal parallelization, 
although both can be in principle circumvented by using buffer-
ing methods combined with optimized transfers, such as using 
NVIDIA GPUDirect. Additionally, keeping all required data directly 
on the GPU makes it possible to use single-GPU Fast Fourier Trans-
forms (FFTs) that are considerably faster than single- or multi-CPU 
FFTs, which accounts for a significant fraction of the observed 
speedup.

A practical consequence of this strategy is that the full 3D do-
main is not needed for computation and thus never allocated on 
GPU, leading to much reduced memory utilization. The GPU mem-
ory limits the transverse resolution, though high (2048 ×2048 grid 

points) up to extreme (8192 × 8192 grid points) resolutions are 
achievable with small GPUs (8 GB GPU-memory) and state-of-the-
art GPUs (80 GB GPU-memory), respectively.

This has another important consequence: Since the 3D domain 
is not allocated on the GPU, the fields on a slice overwrite the 
previous values and are not known at the end of the loop over 
slices. For this reason, the beam operations (field gather, particle 
push and current deposition) must be performed per slice within 
the loop over slices. To that end, beam particles are sorted per 
slice at the beginning of each time step. Although this results 
in many small and inefficient kernels (a slice of beam particles 
contains ∼1000 particles for typical simulation parameters), the 
beam operations take a negligible amount of time overall. Finally, 
field data in the full 3D domain can be stored for the purpose 
of diagnostics. In that case, the required data is stacked in host 
(CPU) memory until the last slice is computed, and then flushed to 
disk.

In summary, the porting strategy combines two elements: (i) 
fit the 2D transverse problem in GPU memory, so it can be 
solved without excessive communications and (ii) reduce host-
device transfers to a minimum. Space is saved on device memory 
by not allocating 3D field arrays, thus enabling the computation of 
large domains on a single GPU.

3.2. Implementation

As part of the main loop over slices, the most time-consuming 
functions in the quasi-static PIC method are the field solver, 
the plasma particle pusher, and the plasma current deposi-
tion. Performance-portability is achieved via the AMReX frame-
work [36], and the same methods as in Ref. [30] are applied: 
low-level loops (over all particles or over all grid points in a slice) 
are written in an abstract form (through a function amrex::Par-
allelFor), which is compiled into a vectorized loop (for CPU) or 
a GPU kernel depending on the target platform, enabling porta-
bility of a unique source code. The GPU implementation exploits 
fast single-GPU FFTs as well as fast atomic operations on modern 
GPUs (in particular for the current deposition, the most expensive 
particle operation). The implementation of the core functions is 
described in the next paragraphs.

For the plasma particle push, HiPACE++ uses a fifth-order 
Adams-Bashforth particle pusher, as described in [22]. The trans-
verse beam position x⊥ , the transverse normalized momentum 
u⊥ = 1

Mc

(
px, p y

)
, and the normalized plasma wake potential 	p =

e
mec2 ψp of each plasma particle (with M being the mass of the 
pushed plasma particle, me the mass of an electron, and e the ele-
mentary charge) are updated as follows:

∂ζ x⊥ = − u⊥
1 + 	p

, (6)

∂ζ u⊥ = − q

M

[
γp

1 + 	p

(
Ex − cB y

E y + cBx

)
+

(
cB y

−cBx

)

+ cBz

1 + 	p

(
u y

−ux

)]
,

(7)

∂ζ ψp = − qme

Me

[
1

1 + 	p

(
ux

u y

)
·
(

Ex − cB y

E y + cBx

)
− Ez

]
, (8)

with q being the charge of the particle and γp the Lorentz factor 
given by

γp = 1 + u2⊥ + (
1 + 	p

)2

2
(
1 + 	p

) . (9)
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The beam particles are advanced by a second-order symplectic 
integrator. The field gather and particle push are embarrassingly 
parallel operations well-suited to GPU computing.

Due to the handling per slice, the current deposition is so far 
limited to zeroth order longitudinally for both plasma and beam 
particles, while orders 0-3 are available in the transverse direction. 
On GPU, the otherwise expensive current deposition is performed 
using fast atomic operations to global device memory.

As can be seen in Eqs. (2), (3) and (5), most fields are computed 
by solving a transverse Poisson equation and applying finite-
difference operators. The Poisson equation with Dirichlet boundary 
conditions is solved by means of fast Poisson solvers [40], which 
are based on a Discrete Sine Transform (DST) of the first type. The 
DST is provided by the FFTW [41] library on CPU and by a cus-
tom implementation using FFTs [42] on GPU. The FFTs on GPU are 
provided by vendor libraries. The capability to run 2D FFTs on a 
single GPU instead of parallel FFTs on many CPUs is critical to 
provide good performance, considering that parallel FFTs require 
large amount of communications. Special care is needed to com-
pute Bx/y , because of the longitudinal derivatives ∂ζ J x and ∂ζ J y
in Eq. (4). The Bx/y field solver is usually the most expensive part 
of the 3D QSA PIC method.

Two options are implemented for the Bx/y field solver algo-
rithm. The first option is a predictor-corrector field solver, as 
implemented in the legacy code HiPACE. The longitudinal deriva-
tives ∂ζ J x/y are evaluated on slice ζ from the previously-computed 
slice ζ +�ζ and slice ζ −�ζ still to be computed. An initial guess 
is made for Bx/y , with which particles are pushed from slice ζ
to ζ − �ζ where their current is deposited. The current on slice 
ζ −�ζ is used to calculate Bx/y at ζ , and the procedure is repeated 
until a convergence criterion is reached or a maximum number of 
iterations is attained. Each iteration involves all PIC operations for 
plasma particles as well as several Poisson solves.

The second option for the Bx/y field solver is an explicit field 
solver using analytic integration, as done in Refs. [38,39]. A 2D 
non-homogeneous Helmholtz-like equation must be solved (see 
equation (19) in Ref. [39]), for which HiPACE++ uses the GPU-
capable multigrid solver provided by AMReX. The multigrid solver 
is an expensive operation relying on an iterative solver, but does 
not require multiple iterations of PIC operations.

4. Correctness

The reference setup used throughout this article consists in 
a typical beam-driven wakefield acceleration simulation contain-
ing a driver beam and witness beam with Gaussian distributions 
with rms sizes kpσ⊥,d = 0.3, kpσζ,d = 1.41 and kpσ⊥,w = 0.1, 
kpσζ,w = 0.2, where kp = ωp/c is the plasma wavenumber, ωp =√

n0e2/(meε0) is the plasma frequency, and n0 the ambient plasma 
density (subscripts d and w stand for driver and witness, respec-
tively).

The driver beam is located at the origin and has a peak density 
of nb,d/n0 = 10. The witness beam is centered around longitudinal 
position kpζ0,witness = −5 and has a peak density of nb,w/n0 = 100. 
The electron plasma is modeled with 4 particles per cell, and the 
background ions are assumed to be immobile. The simulation do-
main in x, y, and ζ is, in units of k−1

p , (−8, 8), (−8, 8), and (−7, 5) 
and uses 1024 × 1024 × 1024 grid points. All simulation parame-
ters and the used software are listed in the Appendix.

Fig. 2 shows a comparison between HiPACE++, the legacy code 
HiPACE, and the full GPU-capable 3D electromagnetic PIC code 
WarpX [25]. The accelerating field Ez/E0, where E0 = cmeωp/e is 
commonly referred to as the cold non-relativistic wave breaking 
limit [37], shows excellent agreement between these three codes. 
For HiPACE++, both the predictor-corrector and the explicit solver 
were used, and both demonstrate again very good agreement, as 

Fig. 2. (a) x-ζ snapshot of the electric field in a beam-driven wakefield acceleration 
simulation using WarpX (top) and HiPACE++ (bottom). (b) Lineout of the acceler-
ating field from WarpX, HiPACE, and HiPACE++. The inset shows a zoom on the 
witness beam region, where flattening of the accelerating field due to beam load-
ing is visible. Both the predictor-corrector (pred.-corr.) and the explicit field solvers 
are shown. (For interpretation of the colors in the figure(s), the reader is referred to 
the web version of this article.)

shown in Fig. 2(b). For WarpX, the rigid beams propagated in a 
uniform plasma long enough for the wake to reach a steady state. 
Minor differences in the witness beam region and in the spike at 
the back of the bubble can be attributed to different physical mod-
els, numerical methods, and initialization.

5. Performance and parallelization

In this section, the performance of HiPACE++ is evaluated. Al-
though QSA PIC codes are considered fast due to their large time 
steps, full 3D simulations remain computationally expensive. To 
reduce the runtime, the QSA PIC loop can be parallelized in two 
independent ways: First, for so-called transverse parallelization, the 
computation of a 2D slice can be performed by multiple processing 
units via transverse domain decomposition. Second, in the lon-
gitudinal parallelization, the domain is decomposed longitudinally, 
and different processing units compute different parts of this do-
main. Due to intrinsic dependencies of the QSA PIC method (at a 
given time step, the head of the domain must be computed be-
fore the tail), this longitudinal parallelization takes the form of 
a pipeline [43,44], where different ranks compute different time 
steps.

Transversely, the computation of individual slices in HiPACE++
is performed on 1 GPU (when running on GPU, see Sec. 5.1) or 
using multiple OpenMP threads (when running on CPU). Longitu-
dinally, the code is parallelized with MPI through a novel pipeline 
algorithm, see Sec. 5.2.

Unless stated otherwise, all simulations in this section ran on 
the JUWELS Booster, where each node is equipped with 2 AMD 
EPYC 7402 processors with 24 cores each and 4 NVIDIA A100 GPUs 
(40 GB, NVLink3) per node.

5.1. Single-GPU performance

As discussed in Sec. 3 and illustrated in Fig. 1, the amount of 
data that must be allocated for a 3D domain is relatively modest 
and consists of beam particles and 2D slices of plasma particles 
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Fig. 3. Performance comparison between GPU and CPU, for the same setup as 
Sec. 4 for a single time step with medium (512 × 512 × 1024 cells, blue lines) 
and high (2048 × 2048 × 1024 cells, red lines) resolutions, with predictor-corrector 
field solver) on the JUWELS Booster. Simulations on CPU used HiPACE (MPI-parallel, 
dashed lines) and HiPACE++ (OpenMP-parallel, dotted line). Simulations on GPU 
used HiPACE++. The high resolution run with HiPACE does not fit on less than 16 
nodes on CPU.

and fields on the grid. Due to the relatively small size of beam 
data, the amount of data virtually depends only on the transverse 
number of cells. For example, the total allocated data on the global 
memory of a NVIDIA A100 GPU with the explicit solver (respec-
tively predictor-corrector method) with 2 million beam particles 
(accounting for ∼ 230 MB) and 1 particle per cell for the plasma 
electrons is 2.0 GB (resp. 2.0 GB) for a problem of 128 × 128 cells 
transversely, 2.9 GB (resp. 2.6 GB) for a 1024 × 1024 problem and 
19.2 GB (resp. 12.9 GB) for a 4096 × 4096 problem size (for de-
tails on all simulation parameters see the Appendix). Therefore, 
most practical problems fit on a single GPU, and the performance 
of HiPACE++ on a single NVIDIA A100 GPU is detailed below.

The benefit of fitting the problem on a single GPU is clearly 
demonstrated in Fig. 3. Typical CPU implementations of the 3D 
QSA PIC method [22,39,21] accelerate the calculation by decom-
posing the domain transversely, resulting in large amounts of com-
munications (in particular in the Poisson solver) that dominate the 
runtime and cause non-ideal scaling. The CPU runs used only the 
48 CPU cores on the nodes of the JUWELS Booster. The GPU runs 
also used the 4 GPUs. The CPU runs were parallelized in the trans-
verse direction only. Longitudinal parallelization is an orthogonal 
problem, and is done in the exact same way on CPU and GPU 
(see Sec. 5.2). On GPU, the simulations at medium and high resolu-
tions take 3.6 sec and 22.9 sec and cost 2.5 × 10−4 node-hours and 
1.6 × 10−3 node-hours, respectively. For the same simulations us-
ing 1024 cores on CPU, HiPACE requires 17.5 sec and 556.1 sec for 
a cost of 0.10 node-hours and 3.3 node-hours. At medium resolu-
tion, the run on 1 (1024) CPU cores was 145× (4.7×) slower and 
cost 12× (630×) more node-hours than on 1 GPU. At high resolu-
tion, the run on 16 (1024) CPU cores was 197× (24×) slower and 
cost 261× (2050×) more node-hours than on 1 GPU. The number 
of node-hours was calculated as [number of CPU cores]/48 for CPU 
runs, and [number of GPUs]/4 for GPU runs, as each node has 48 
CPU cores and 4 GPUs.

For CPU computing with no hardware accelerator, shared-
memory parallelization with OpenMP is implemented to enable 
transverse parallelization when running on CPU only. In that case, 
tiling is implemented for plasma particle operations (field gather, 
particle push and current deposition), and the threaded version 
of FFTW can be called. As shown by the dotted line in Fig. 3, 
the transverse OpenMP parallelization of HiPACE++ gives a simi-
lar scaling as the pure MPI transverse parallelization of the legacy 
code HiPACE up to 16 threads (running on 16 cores of the 24-core 
JUWELS Booster CPUs). We attribute the performance improve-
ment of HiPACE++ over HiPACE to better memory handling, but 

Fig. 4. Runtime for different transverse resolutions on (a) NVIDIA A100 GPUs and 
(b) a single Graphics Compute Die (GCD) of an AMD Instinct MI250X. Left bars: 
using the predictor-corrector loop. Right bars: using the explicit field solver. The 
runtimes of 1024 × 1024 for AMD Instinct MI250X only, 2048 × 2048 and 4096 ×
4096 transverse grid points are plotted on a separate y-axis to improve readability 
of the figure.

detailed profiling of the legacy code HiPACE is out of scope of this 
article.

For further insight into the performance of HiPACE++, we ran 
the reference setup presented in Sec. 4 with increasing transverse 
resolution, keeping all other parameters constant (for more details 
see the Appendix). This scan uses 1024 longitudinal grid points, 
and performance data is given for both the predictor-corrector loop 
and the explicit field solver. The predictor-corrector loop used up 
to 5 iterations, which typically yields a comparable level of conver-
gence between the two solvers in standard beam-driven plasma 
accelerator scenarios. We observed that the explicit solver con-
verges faster than the predictor-corrector loop in challenging sim-
ulation settings, such as large transverse box sizes or abrupt beam 
current spikes.

The most time-consuming functions of the two solvers on an 
NVIDIA A100 are shown in Fig. 4 (a). In both cases a vast majority 
of the time is spent in solving for Bx/y . While both the fast Pois-
son solver and particle operations dominate the predictor-corrector 
solver at different resolutions, the multigrid solver is always the 
most expensive operation for the explicit solver. As a reminder, 
each iteration in the predictor-corrector loop involves all PIC oper-
ations for the plasma particles (field gather, particle push, current 
deposition and field solve) repeated up to 5 times per slice. Note 
that this study is not a comparison of the two field solvers, as they 
have different convergence properties, but rather a performance 
analysis of each solver separately.

The performance portability of HiPACE++ on ROCm-capable 
AMD GPUs is demonstrated by running the transverse scaling on 
a single Graphics Compute Die (GCD) of an AMD Instinct MI250X, 
shown in Fig. 4 (b). The scan was performed on the early-access 
test system Crusher at the Oak Ridge Leadership Facility, which is 
equipped with a 64-core AMD EPYC 7A53 “Optimized 3rd Gen EPY-
C” CPU and four AMD Instinct MI250X. Each MI250X contains two 
GCDs, which can be viewed as two separate GPUs from a program-
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ming perspective. The run time differs roughly by 0.7 −1.6× (resp. 
0.9 − 3.7×) for the predictor-corrector solver (resp. explicit solver) 
in comparison with the NVIDIA A100. Note that these results were 
obtained on a test platform to demonstrate the portability and 
significant performance improvements are to be expected, for ex-
ample by optimizations of rocFFT, which currently suffers from 
performance penalties for FFTs with grid sizes that are not a power 
of two.

5.2. Longitudinal parallelization via temporal domain decomposition

As presented in Sec. 2, the computation of the fields in the 
full domain at a given time step relies on a loop from the head-
most slice to the tail, and consequently cannot be parallelized lon-
gitudinally by standard domain decomposition. When computing 
multiple time steps, longitudinal parallelization can be achieved 
via pipelining algorithms [43,44], which were first realized in the 
form of a spatial decomposition [43]. Because of the combina-
tion of (i) faster computation of each slice and (ii) using a single 
rank per slice, the standard spatial decomposition demonstrates 
poor scaling with our GPU implementation. We hereafter present a 
temporal domain decomposition, more suitable to the GPU imple-
mentation in HiPACE++. This implementation has some similarities 
with the streaming pipeline presented in Ref. [44]. Both pipelines 
are summarized below, assuming the problem is decomposed lon-
gitudinally in as many sub-domains (boxes) as the number of ranks 
nranks , and runs for nt time steps.

In the spatial decomposition, each rank gets assigned one sub-
domain, which it consecutively calculates for every time step. After 
the rank has calculated its sub-domain for time step t , it passes 
the plasma particles and slices required for computation via MPI 
to the next rank downstream. It then receives the plasma particles 
and slices at t + �t from the next rank upstream. A rank keeps its 
associated beam particles, unless they slip backwards out of the 
sub-domain due to longitudinal velocities smaller than the speed 
of light. The communication caused by beam particle slippage is 
usually negligible.

The algorithm (in pseudo-code) reads:

# Rank r computes box b for all time steps
for t in 0:nt-1:

Receive last slice from box b+1 at time t
Compute box b at time t
Send last slice to box b-1 at time t

where a slice consists in field data and plasma particle data. 
This pipeline is represented on the left of Fig. 5. The number 
of scalars communicated per time step and per rank reads Ns =
nxny(Scell +nppc S plasma) where nx (ny) is the number of cells in the 
transverse direction x (y), Scell is the number of scalars communi-
cated per cell (in HiPACE++, Scell = 6 for J x and J y of the previous 
slice, and Bx/y of the two previous slices) and S plasma is the num-
ber of scalars communicated per plasma particle (in HiPACE++, 
S plasma = 35 due to fifth-order Adams-Bashforth pusher). Here, 
nppc is the number of plasma particles per cell. Each rank always 
communicates a full slice, so the amount of data communicated 
does not scale with nranks .

In the temporal decomposition, each rank computes the full 
domain for the subset of time steps t for which t ≡ r (mod nt)
(where r is the current rank). At each time step, the assigned rank 
computes the full domain in a loop over the boxes, from head to 
tail. After each box is calculated, the beam particles within that 
box are sent to the next rank downstream, which calculates the 
next time step for this box. Then, the rank receives the beam par-
ticles of the next box from the rank upstream and continues its 

Fig. 5. Left: spatial domain decomposition. Each rank calculates a fixed sub-domain 
for all time steps. Plasma particles and 2D field slices need to be communicated. 
Right: temporal domain decomposition. Each rank calculates the full domain for a 
sub-set of time steps. The beam particles of a sub-domain need to be communi-
cated.

calculation from head to tail. The rank keeps the plasma particles 
and 2D grid quantities and resets them at each new time step in 
the first box.

The algorithm (in pseudo-code) reads:

# Rank r computes all boxes for time step t
for b in nb-1:0:

Receive beam from box b at time t-1
Compute box b at time t
Send beam to box b at time t+1

This pipeline is represented on the right of Fig. 5. The num-
ber of scalars communicated per time step and per rank reads 
Nt = nbeam,r × Sbeam where nbeam,r and Sbeam denote the number of 
beam particles on that rank and number of scalars communicated 
per beam particle, respectively. As can be seen in Fig. 5, nbeam,r
scales with the number of ranks (i.e., the number of sub-domains), 
so this pipeline should perform better for strong scaling.

Scalability is the key advantage of the temporal decomposition: 
in the spatial decomposition, the amount of data to send/receive 
is constant (one slice of fields and plasma particles) while, in the 
temporal decomposition, it scales with the number of ranks (only 
the beam particles within the sub-domain are communicated).

As an example, let us consider a typical problem with nx =
ny = 1024, nppc = 1, and nbeam,total = 2 × 106. Even in the most 
favorable case (exchanging as few scalars as possible), S plasma = 7
for position, momentum and particle weight (HiPACE++ uses 35), 
Sbeam = 7 and Scell = 6 to calculate the initial guess, the amount 
of data (assuming IEEE 754 double precision) exchanged per 
rank and per time step is 110 MB for the spatial decomposi-
tion. Although this is usually not the case, we assume a load-
balanced beam particle distribution across ranks for simplicity, so 
that nbeam,r = nbeam,total/nranks . The temporal decomposition ex-
changes roughly 110 MB/nranks per rank and per time step. For 
nranks = 256 the temporal decomposition exchanges roughly two 
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Fig. 6. Strong scaling for two different problems with a) 1024 × 1024 × 1024 cells 
with 4 plasma particles per cell for 1000 time steps and b) 2048 ×2048 ×2048 cells 
with 1 plasma particle per cell for 2048 time steps. Both settings used two beams 
with 106 beam particles each. The final run time is given for the maximum number 
of ranks used. In b) the scaling starts at 4 GPUs due to time limit restriction on the 
supercomputer. The problems are parallelized in the longitudinal direction only.

orders of magnitude less data than the spatial decomposition, and 
is hence expected to show better scalability.

The performance of the temporal decomposition pipeline is as-
sessed via a strong scaling of two different setups. One setup is 
the reference simulation setup from Sec. 4 with nsteps = 1000 time 
steps and the other uses 2048 × 2048 × 2048 cells and 2048 time 
steps (for more details see the Appendix). The efficiency η is given 
by η(nranks) = t(1)/[nrankst(nranks)] where t(i) is the run time on 
i ranks. Due to the filling and emptying of the pipeline, the ideal 
efficiency for both pipelines is not identically 1 but rather given by

ηideal(nranks) =
(

1 + nranks − 1

nsteps

)−1

. (10)

An efficiency of 1 is obtained in the limit of nsteps � nranks . The 
results are shown in Fig. 6. The temporal domain decomposition 
(red lines) shows an efficiency close to the ideal pipeline scaling 
(black dashed line). The spatial decomposition (blue lines) suffers 
from efficiency degradation above 8 ranks. Both scalings were per-
formed on the JUWELS Booster and the reference setup was also 
run on Summit (red dotted line), which is equipped with 6 NVIDIA 
V100 GPUs per node. The maximum number of ranks is chosen so 
that only 4 slices remain per sub-domain, which was the case at 
256 ranks (= 256 GPUs) for the reference setup and 512 ranks for 
the higher-resolution case.

Note, that the temporal domain decomposition outperforms the 
spatial decomposition even though it is at a disadvantage: due 
to performance enhancements unrelated to the parallelization, the 
absolute run time is reduced, causing the communications to take 
up a larger fraction of the total run time.

6. Software practice and additional features

HiPACE++ is a versatile, open-source, 3D, quasi-static PIC soft-
ware with an object-oriented design to invite the integration of 
new numerical methods or physics packages. HiPACE++ uses the 
cross-platform build system CMake and can be installed, as well 
as its dependencies, with software package managers, such as 
Spack [45].

HiPACE++ complies with the openPMD standard [46] and uses 
the openPMD-api [47] for I/O, allowing for interoperability and 
simple benchmarking with other codes. Both HDF5 [48] and 
ADIOS2 [49] file formats are supported (a feature inherited from 

Fig. 7. (a) Evolution of the emittance during propagation over 3000 time steps of 
the witness beam presented in Sec. 4 with an initial transverse offset of the witness 
bunch centroid of xb = σx , for the two field solvers, in normalized units. The error 
due to single precision is computed for each field solver with respect to the double-
precision simulation; (b) Same for a simulation running in SI units, where k−1

p =
10 μm.

the openPMD-api), and the capability to read an external beam 
from file at the openPMD format is available.

Two unit systems, SI units and normalized units, are avail-
able as a runtime parameter. In normalized units, all lengths are 
re-scaled to the plasma skin depth k−1

p , the fields to the cold, 
non-relativistic wave breaking limit E0, and all densities to the 
background plasma density n0. All operations are performed in 
the unit system chosen by the user. An advanced parser makes 
it possible to write the input file in a unit system and run the 
simulation in the other one, allowing to use the advantages of 
both unit systems (numerical accuracy, interoperability with other 
codes, convenience for multi-physics implementations, etc.) in a 
flexible manner.

The code can be compiled in either double (C++ double) or 
single (C++ float) precision, a feature inherited from AMReX. The 
effect of the precision on the simulation accuracy is investigated by 
comparing the evolution of the emittance of the witness beam of 
the reference setup with an initial emittance of εx,0 = 0 when an 
initial transverse offset of the bunch centroid xb = σx is present in 
Fig. 7. For both predictor-corrector and explicit field solvers, the er-
ror attributed to using single precision remains well below 1% (2%) 
in normalized units (SI units) after 3000 time steps. As expected, 
the difference between single and double precision is higher for 
SI units than for normalized units, although both remain on the 
percent level.

Table 1 shows the runtime in single and double precisions 
for the two solvers on two different architectures, a cutting-edge 
HPC GPU (NVIDIA A100) and a typical consumer-grade (“gaming”) 
GPU (NVIDIA RTX2070), easily available on a laptop. As antici-
pated, double-precision calculations are much faster on the HPC 
GPU than on the gaming GPU. However, with the capability to 
run high-resolution production simulations on a gaming GPU with 
comparable accuracy and performance as on an HPC GPU in single 
precision, HiPACE++ provides useful scalability from laptops to the 
largest supercomputers.
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Table 1
Runtime for 1 time step of the simulation presented in 
Fig. 7 on NVIDIA A100 and NVIDIA RTX2070 GPUs. P-C 
stands for the predictor-corrector loop.

GPU Solver Tdouble Tsingle speedup
A100 P-C 14.9 s 11.4 s 1.3×
A100 explicit 8.0 s 5.8 s 1.4×
RTX2070 P-C 96.9 s 33.7 s 2.9×
RTX2070 explicit 52.4 s 17.0 s 3.1×

Though in active development, HiPACE++ features numerous 
capabilities useful for production simulations including multiple 
beams and plasma with different species and profiles (driver and 
witness beam, ion motion, etc.), the possibilities to load external 
beams and apply external fields as well as specialized mesh re-
finement capabilities [50]. Field ionization using the ADK-model 
[51] is available in SI units and could readily be extended to nor-
malized units. HiPACE++ proposes different field solvers, and uses 
modern software practices to make it a user-friendly and stable 
code (continuous integration, open development repository, exten-
sive documentation and comments). Planned upgrades include a 
laser envelope model [52,17,53], full mesh refinement, and the 
support of more GPU architectures from other providers. The code 
is fully operational on CPU, on modern NVIDIA GPUs, and modern, 
ROCm-capable AMD GPUs.

7. Conclusion

This paper presented the open-source, performance-portable, 
3D quasi-static PIC code HiPACE++. The main adjustments required 
to port the quasi-static PIC loop to accelerated computing consist 
in (i) ensuring that all operations, including the beam operations, 
are performed within the loop over slices so little data needs to 
be stored on device memory and (ii) proposing a different longi-
tudinal parallelization (pipeline) with which the amount of data 
communicated per rank scales down with the number of ranks, 
enabling excellent scalability for production simulations up to hun-
dreds of GPUs.

Focusing on runtime rather than scalability, HiPACE++ is not 
MPI-parallel transversally: each slice is computed on a single GPU, 
enabling orders-of-magnitude speedup with respect to CPU im-
plementations. Transverse parallelization will be considered if it 
provides significant speedup without impacting the code clarity. 
Benchmarks show excellent agreement with legacy code HiPACE 
and full electromagnetic PIC code WarpX.

HiPACE++ is built on top of cutting-edge libraries (in particular 
AMReX and openPMD-api) to harness top performance-portability 
and encourage open science, while improving sustainability. It en-
ables production simulations of plasma acceleration from laptops 
to supercomputers.
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Appendix A. Simulation parameters

In all simulations, second-order current deposition was used in 
the transverse direction. The reference setup consists of a drive 
and a witness beam. Both beams are Gaussian with rms sizes 
kpσ⊥,d = 0.3, kpσζ,d = 1.41 and kpσ⊥,w = 0.1, kpσζ,w = 0.2. The 
peak densities are nb,d/n0 = 10 and nb,w/n0 = 100. The drive beam 
has an initial energy of 10 GeV and 0.1% rms energy spread, the 
witness beam has an initial energy of 1 GeV and no initial energy 
spread. The drive beam is located at the origin, the witness beam 
is centered around longitudinal position kpζ0,w = −5. The beams 
are initialized at waist, either with a fixed number of particles per 
cell with a variable weight or with random positions and fixed 
weights. The beams initialized by a variable weight use 1 particle 
per cell. The randomly initialized beams use 106 fixed weight par-
ticles per beam. For all simulations, the domain is, in units of k−1

p , 
(−8, 8), (−8, 8), and (−7, 5) in x, y, and ζ . The varying simulation 
parameters for the presented studies are listed in Table A.2. The 
time step in all simulations is dt = 6 ω−1

p .
For the HiPACE++ and WarpX simulations on the JUWELS 

Booster, we used GCC 9.3.0, CUDA 11.0, OpenMPI 4.1.0rc1, CMake 
3.18.0, and FFTW 3.3.8, except for the strong scaling using the 
temporal domain decomposition on the JUWELS Booster, which 
used GCC 10.3.0, CUDA 11.3, and OpenMPI 4.1.1. The GPU runs 
were compiled with nvcc 11.0.221 using the following flags:
-O3 -gencode=arch=compute_80,code=sm_80
-gencode=arch=compute_80,code=compute_80
-maxrregcount=255 --use_fast_math.

The HiPACE++ CPU runs were compiled using the following 
flags: -O3 -DNDEBUG -pthread -fopenmp 
-Werror=return-type.

The legacy code HiPACE was compiled with ICC 19.1.2.254 using 
the flags: -std=c99 -march=native -O3 -Os.

On the laptop, we used GCC 8.4.0, CUDA 11.0, MPI 3.1, and 
CMake 3.20.3. The code was compiled with nvcc 11.0.194 using the 
following flags: -O3 -DNDEBUG --expt-relaxed-constexpr
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--expt-extended-lambda -Xcudafe
--diag_suppress=esa_on_defaulted_function_ignored
-maxrregcount=255 -Xcudafe --display_error_number
--Wext-lambda-captures-this --use_fast_math
-Xcompiler -pthread.

Throughout the studies, we used AMReX v21.05 to v22.04 and 
HiPACE++ from commit 3f2f4e15a607 to v22.04, except for the 
simulation using spatial domain decomposition, which was con-
ducted on commit 11523c24c0f7c73ce3fe8d3424ede54565f58d50.
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Acceleration of positron beams in plasma-based accelerators is a highly challenging task. To realize a
plasma-based linear collider, acceleration of a positron bunch with high-efficiency is required, while
maintaining both a low emittance and a subpercent-level energy spread. Recently, a plasma-based positron
acceleration scheme was proposed in which a wake suitable for the acceleration and transport of positrons
is produced in a plasma column by means of an electron drive beam [Diederichs et al., Phys. Rev. Accel.
Beams 22, 081301 (2019)]. In this article, we present a study of beam loading for a positron beam in this
type of wake. We demonstrate via particle-in-cell simulations that acceleration of high-quality positron
beams is possible, and we discuss a possible path to achieve collider-relevant parameters.
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I. INTRODUCTION

Plasma-based particle accelerators potentially enable
compact linear electron-positron colliders due to their large
acceleration gradients [1]. In a plasma wakefield acceler-
ator (PWFA), an ultrarelativistic, high-charge density
particle beam expels all plasma electrons from its propa-
gation axis and an ion cavity is formed [2,3]. The cavity,
also referred to as bubble or blowout, features a region with
a large, longitudinally accelerating gradient and a trans-
versely linear restoring force for relativistic electrons.
Whereas high-energy gain, high-efficiency [4,5], and
stably beam-loaded [6] electron acceleration has been
demonstrated experimentally in PWFAs, stable and quality
preserving positron acceleration remains a challenge.
Identifying a positron acceleration scheme that fulfills
the requirements imposed by a particle collider, namely
the stable and efficient acceleration of high-charge positron
bunches, while maintaining both a low emittance and a low
energy spread, has been an outstanding challenge, and
previously proposed positron acceleration concepts were
not able to meet all the necessary requirements. For
instance, utilizing hollow core electron drive beams showed
only a per-mille-level driver-to-witness energy conversion
efficiency [7]. PWFAs driven by a positron beam have been
investigated in Ref. [8]. While this scheme demonstrated
high-efficiency acceleration of the positron witness beam,

the nonlinear nature of the transverse focusing fields, and
their variation as the drive beam evolves renders the
preservation of the witness beam emittance challenging.
Hollow core plasma channels have been proposed as
potential plasma target candidates for positron acceleration
[9,10]. However, owing to the lack of any focusing field for
the beam in a hollow channel, this scheme suffers from
severe beam breakup instability [9,11].
In a recent article, a novel method for positron accel-

eration was proposed that uses an electron beam as driver
and a plasma column as the acceleration medium [12]. For
a plasma column with a column radius smaller than the
blowout radius, the transverse wakefields are altered,
resulting in an elongation of the background plasma
trajectories returning toward the axis. This creates a long,
high-density electron filament, leading to the formation of a
wake phase region which is suitable for acceleration and
transport of positron beams. Despite the nonlinear nature of
the transverse wakefields, it was shown that quasimatched
propagation of positron beams was possible. Due to the
non-uniformity of the accelerating field created in these
structures, the energy-spread was found to be at the
percent-level, which is too high for application in a
plasma-based linear collider. Another study has investi-
gated beam loading of simple Gaussian beams in these
plasma structures [13]. Despite achieving higher efficiency
than the one reported in Ref. [12], the emittance was not
preserved.
In this article, we investigate beam loading of a positron

bunch in the nonlinear wake formed in a plasma column
with the goal of minimizing the energy spread of the bunch,
while maintaining both a low emittance and a high charge.
Beam loading has been first described for linear wakes in
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Ref. [14]. In the nonlinear blowout regime, beam loading of
electron beams was studied in Ref. [15], where an ana-
lytical expression for the longitudinal witness beam current
profile that eliminates the energy spread was obtained.
Owing to the different nature of the wakefield structure,
this type of analytic result is not valid in the case of the
nonlinear positron accelerating fields considered in this
study. Here, beam loading is studied by means of a
numerical algorithm that reconstructs, slice-by-slice and
self-consistently, the longitudinal current profile of an
optimal witness beam which flattens the accelerating fields
within the bunch. We further discuss the transport of the
positron witness bunch and its optimization with the goal of
minimizing the energy spread and preserving the emittance,
both crucial parameters for the employment of this accel-
eration scheme in a future plasma-based linear collider.
Lastly, we assess a possible path to achieve collider-

relevant parameters.

II. NONLINEAR WAKEFIELDS FOR
POSITRON ACCELERATION

The generation of positron beam focusing and accel-
erating wakes using plasma columns was first described in
[12]. Using an electron drive beam and a plasma column
with a radius smaller than the blowout radius leads to the
formation of a wide longitudinal electron filament behind
the blowout bubble. This elongated region of high electron
density provides accelerating and focusing fields for
positron beams. This is illustrated in Figs. 1 and 2, which
show two-dimensional maps of the accelerating fieldEz=E0

and focusing field ðEx − ByÞ=E0, respectively. The fields
are normalized to the cold, nonrelativistic wave-breaking

limit E0 ¼ ωpmc=e, where c denotes the speed of light in
vacuum,ωp ¼ ð4πn0e2=mÞ1=2 the plasma frequency, n0 the
background plasma density, and e and m the electron
charge and mass, respectively. In this example, we consider
a plasma column with a radius kpRp ¼ 2.5 and a Gaussian

electron drive beam with sizes kpσ
ðdÞ
x;y ¼ 0.1, kpσ

ðdÞ
ζ ¼ ffiffiffi

2
p

,

and peak current IðdÞb =IA ¼ 1, where IA ¼ mc3=e ≃ 17 kA
is the Alfvén current. The modeling was performed using
the quasistatic particle-in-cell (PIC) code HiPACE [16]. To
reduce the high computational cost of the modeling
imposed by the required numerical resolution, the wake-
fields were computed using an axisymmetric cylindrical
solver based on the one implemented in the quasistatic
version of the code INF&RNO [17], while the particles are
advanced in full 3D. Denoting by kp ¼ ωp=c the plasma
wave number, the dimensions of the computational domain
are 12 × 12 × 20k−3p in the coordinates x × y × ζ, where x,
and y are the transverse coordinates, and ζ ¼ z − ct is the
longitudinal co-moving coordinate, with z and t being
the longitudinal coordinate and the time, respectively.
The resolution is 0.0056 × 0.0056 × 0.0075k−3p . The back-
ground electron plasma was modeled with 25 constant
weight particles per cell. The drive beam was sampled with
106 constant-weight particles.
The positron focusing and accelerating phase is located

between−14≲ kpζ ≲ −9. The accelerating field has its peak
at kpζ ≈ −11.5. Unlike in the blowout regime case, Ez has a
transverse dependence. The inset of Fig. 1 shows Ez=E0

along the transverse coordinate x at three different longi-
tudinal locations denoted by the dashed (kpζ ¼ −12.5), solid
(kpζ ¼ −11.5), and dotted (kpζ ¼ −10.5) lines in Fig. 1.

FIG. 1. Two-dimensional (ζ, x) map of the accelerating wake-
field, Ez=E0. Positrons can be accelerated in the region
−14≲ kpζ ≲ −10. Inset: transverse dependence of accelerating
field in the positron accelerating region at three different
longitudinal locations denoted by the dashed (kpζ ¼ −12.5),
solid (kpζ ¼ −11.5), and dotted (kpζ ¼ −10.5) lines. The accel-
erating field falls off for increasing distance from the propagation
axis. The gradient of the transverse field decreases further behind
the driver.

FIG. 2. Two-dimensional (ζ, x) map of the focusing wake-
field, ðEx − ByÞ=E0. Positrons can be focused in the region
−14 ≲ kpζ ≲ −9, which widely overlaps with the positron
accelerating region. Inset: transverse dependence of focusing
field at three different longitudinal locations denoted by the
dashed (kpζ ¼ −12.5), solid (kpζ ¼ −11.5), and dotted
(kpζ ¼ −10.5) lines. The focusing field decays almost linearly
for increasing distances from the propagation axis. The field
decreases further behind the driver.
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In all three locations, EzðxÞ has an on-axis maximum and
decays for increasing distances from the propagation axis.
Notably, the transverse gradient of the accelerating field is
smaller further behind the driver. The nonuniformity of Ez
will lead to a ζ-dependent uncorrelated slice energy spread
since particles that remain closer to the axis will experience
a larger accelerating gradient compared to the ones further
off axis. This effect will be investigated more thoroughly in
Sec. III C.
The transverse behavior of the focusing field,

ðEx − ByÞ=E0, is depicted in the inset of Fig. 2, where
we show transverse lineouts of the focusing wakefields for
the same three longitudinal locations used in Fig. 1. We see
that the transverse wakefild decays almost linearly for
increasing distances from the propagation axis. The field
decrease is smaller further behind the driver. As shown in
Ref. [12], the field becomes almost a step-function when
sufficiently loaded by a positron bunch.

III. SELF-CONSISTENT BEAM LOADING TO
MINIMIZE THE ENERGY-SPREAD

In many beam-driven plasma wakefield accelerator
applications, both the driver and the witness beams are
usually highly relativistic and evolve on a much longer time
scale than the background plasma. In this case the quasi-
static approximation [18], which allows treatment of the
plasma and the relativistic beams in a separate manner, can
be used. In the quasistatic approximation, the wakefields
generated by a given beam are determined by initializing a
slice of unperturbed plasma ahead of the beam and then
follow its evolution as the slice is pushed through the beam
from head to tail along the negative ζ direction (here ζ can
be interpreted as a fast “time” that parametrizes plasma-
related quantities), while the beam is assumed to be frozen.
This implies that to calculate the fields at some longitudinal
position ζ, only the information upstream of this point is
required.
We used this feature of the quasistatic solution to design an

algorithm that recursively constructs, slice-by-slice and
starting from the head, the optimal current profile of a
witness bunch such that the accelerating field along the
bunch is constant and equal to a set value. This leads to a
reduced energy spread of the accelerated particles. The
algorithm is described in detail in the Appendix. We
considereda (radially symmetric) bunch initiallydescribedas

nbðζ; rÞ ¼ gkðζÞg⊥ðζ; rÞ; ð1Þ

where gkðζÞ and g⊥ðζ; rÞ denote the longitudinal and trans-
verse density profiles, respectively.We require that, for any ζ,R
g⊥ðζ; rÞrdr ¼

R
g⊥ðζ ¼ ζhead; rÞrdr, where ζhead is the

location of the bunch head, so that the bunch current density
profile only depends on gkðζÞ. For simplicity, we first
consider bunches with transverse profiles that are radially

Gaussian and longitudinally uniform, i.e., g⊥ðζ; rÞ ¼
exp½−r2=ð2σ2rÞ�, where σr is the (longitudinally constant)
rms bunch size. At every longitudinal location ζ (bunch
slice), the algorithm performs an iterative search for the
optimal bunch current, determined via gkðζÞ, that flattens the
accelerating field in that particular slice. The procedure is
repeated recursively for all the slices going from the head to
the tail of the bunch. Note that, besides a constant accel-
erating field along the bunch, other field configurations
yielding an energy chirp during acceleration are possible. In
order for a solution to be found, the positron bunch has to be
located in a phase of the wake where ∂ζEz < 0. To take into
account the fact that, in general, Ez varies in the transverse
plane across the beam, the figure of merit considered by the
algorithm is a transversally weighted accelerating field hEzi,
defined as

hEzi ¼
R∞
0 EzðrÞg⊥ðrÞrdrR

∞
0 g⊥ðrÞrdr

¼
R∞
0 EzðrÞ exp½−r2=ð2σ2rÞ�rdrR∞

0 exp½−r2=ð2σ2rÞ�rdr
: ð2Þ

In case of a transversally uniformaccelerating field, e.g., as in
the blowout regime, the averaged accelerating field simply
reduces to the on-axis accelerating field.

A. Optimization of the witness bunch position

The choice of the location of thewitness bunch head, ζhead,
sets the amplitudeof the acceleratinggradient anddetermines
the shape of bunch current profile. In the following, we study
the effect of different witness head positions for a bunch
in thewake described in Sec. II. To fulfill the requirement that
the bunch head has to be located in a wake phase such that
∂ζEz < 0, and to achieve a reasonable acceleration gradient,
we chose −11.5≲ kpζhead ≲ −10. Also, we consider a
witness bunch an emittance such that kpϵx ¼ 0.05, and a
bunch size kpσr ¼ 0.0163. Numerical results for the current
profiles and their corresponding loaded averaged accelerat-
ing fields, hEzi, for four values of the witness bunch head
position are depicted in Fig. 3. Interestingly, placing the
bunch head in a more forward position in the wake,
corresponding to a lower accelerating gradient, does not
necessarily increase the charge of thewitness bunch. This can
be seen in Table I, wherewe show thewitness charge,Qw, as
a function of the bunch head position.Values of the charge
have been computed assuming a background density of
n0 ¼ 5 × 1017 cm−3. For this density the charge of the drive
beam is Qd ¼ 1.5 nC.
The driver-to-beam efficiency, η, can be calculated from

the charge of the witness beam, its energy gain rate, Eþ
w , the

charge of the drive beam, and its energy loss rate, E−
d , via
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η ¼ Qw

Qd

Eþ
w

E−
d
: ð3Þ

For the chosen density the driver energy loss rate is
E−
d ¼ 34 GeV=m. Values of the energy gain for the witness

bunch and the efficiency as a function of the witness head
position are given in Table I.
The results show that the efficiency peaks around the

position −10.8≲ kpζhead ≲ −10.6. As shown in Sec. II, the
accelerating field is transversely flatter for more negative
head positions, therefore the case kpζhead ¼ −10.8 is
preferable since the choice of this witness position will
result in a smaller energy-spread, while maintaining close
to maximum efficiency. We recall that for this witness
position the charge of the bunch is 52 pC and the efficiency
η ≈ 3%. This is less than what was achieved with a simple
Gaussian density profile in [12], which featured a witness
bunch charge ofQw ¼ 84 pC and an efficiency of η ≈ 4.8%.

However, energy-spread minimization was not taken into
consideration in that study, which lead to an energy-spread
on the few-percent-level.
Choosing bunch head positions that are closer to the

driver, i.e., kpζhead ≥ −10.2, yields complex (e.g., multi-
peaked) bunch current profiles. In this case, the positron
beam significantly alters the background plasma electron
trajectories, resulting in the formation of a second on-axis
electron density peak behind the blowout region. This, in
principle, allows for the loading of a second positron beam
or an increase of the length of the first. This can be seen in
Fig. 3. In fact, for kpζhead ¼ −10.4 (dotted line) we see that
hEzi has a local maximum behind the bunch which is
higher than the value within the bunch, allowing for further
beam loading. We did not investigate further such forward
starting positions because we consider the resulting com-
plex bunch structures difficult to realize experimentally.

B. Minimizing the correlated energy-spread

Using the weighted accelerating field hEzi from Eq. (2)
as the figure of merit in the proposed algorithm yields a
bunch current profile that eliminates the correlated energy-
spread only under the assumption that the bunch size does
not change during acceleration. However, this assumption
is generally not true. First, if the spot size is not matched to
the focusing field at some position along the bunch due to,
e.g., the slice-dependent nature of the transverse wake-
fields, it will evolve until it is matched. Second, due to the
acceleration, the matched spot size adiabatically decreases
with increased particle energy. Both effects must be taken
into account in order to eliminate the correlated energy
spread entirely. Eliminating the mismatch requires perform-
ing a slice-by-slice matching of the beam, i.e., introducing a
slice-dependent bunch size, σrðζÞ. Note that this also leads
to a ζ-dependence of g⊥. In our algorithm, calculation of
the self-consistent, slice-dependent bunch size can be done
numerically while the optimal bunch is generated. As a
desirable side effect, the slice-by-slice matching also
minimizes the emittance growth [19]. To take into account
the change of σrðζÞ due to acceleration, the averaged spot
size over the acceleration distance should be used in
calculating hEzi in Eq. (2). We recall that for the here
considered steplike wakes with a field strength of α the
matching condition for a given emittance ϵx is σ3r;matched ≃
1.72ϵ2x=ðkpαγÞ and so the matched spot size is expected to

scale with the energy as σr;matched ∝
ffiffiffiffiffiffiffi
1=γ3

p
, where γ is the

bunch relativistic factor [12].
The averaged bunch size over the acceleration distance

can then be estimated as

σrðζÞ ¼
σrðζÞ

γfinal − γinit

Z
γfinal

γinit

ffiffiffiffiffiffiffi
γinit
γ

3

r
dγ

¼ 3

2
σrðζÞγ1=3init

γ2=3final − γ2=3init

γfinal − γinit
; ð4Þ

FIG. 3. Current profiles for an optimally loaded wake Ib=IA
(red), and corresponding lineouts of the transversally averaged
accelerating field, hEzi=E0 (blue). The current profiles and their
corresponding accelerating gradient is given for four values of the
witness bunch head position, kpζhead ¼ −11.0 (dotted dashed),
−10.8 (solid), −10.6 (dashed), −10.4 (dotted). Their relative
averaged accelerating gradients within the beam are (in the same
order as the starting position) 0.462,0.438,0.403,0.367 with
respect to the maximum averaged accelerating gradient of the
unloaded wake hEmaxi=E0 ¼ 0.49. The same line style marks the
current profile and its corresponding field lineout. The presented
current profiles optimally load the wake, resulting in a flattened
hEzi=E0.

TABLE I. Charge and energy gain of the witness bunch, and
driver-to-witness efficiency as a function of the witness head
position. Values are computed assuming a background plasma
density n0 ¼ 5 × 1017 cm−3. The driver parameters are the same
as in Sec. II, yielding Qd ¼ 1.5 nC and E−

d ¼ 34 GeV=m.

kpζhead Qw [pC] Eþ
w [GeV/m] η [%]

−10.4 54 25.0 2.7
−10.6 57 27.4 3.1
−10.8 52 29.8 3.0
−11.0 36 31.4 2.2
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where γinit and γfinal refer to the initial and final bunch
energy, respectively. Note that to calculate σ̄rðζÞ, the final
beam energy γfinal is required. We also notice that the
inclusion of the slice-by-slice matching and of the energy-
averaged bunch size when computing the optimal bunch
profiles do not significantly alter the current profiles and
charges discussed in Sec. III A. Changes to the optimal
beam loading algorithm including slice-by-slice matching
and averaged spot size are described in the Appendix.
The efficacy of the slice-by-slice matching and inclusion

of the average spot size is demonstrated in Fig. 4, where we
show the mean energy of each slice for a positron witness
bunch that accelerates from 1 GeV to ≈5.5 GeV in a
distance of 15 cm. The blue line refers to algorithm
flattening hEzi with a longitudinal uniform σr. The red
line and the green line refer to additionally applying slice-
by-slice matching and averaging of the bunch spot size over
the acceleration distance, respectively. In this example, the
location of the bunch head was kpζhead ¼ −10.8 and the
bunch had an initial emittance such that kpϵx ¼ 0.05. All
the other parameters were as before (see Sec. II). In order to
mitigate the computational cost, these results were obtained
with a frozen field approximation (i.e., the particles of the
witness bunch are pushed in a nonevolving wakefield).
This approach has shown both reasonable agreement of the
energy spread and the emittance of the witness bunch with
full quasistatic PIC simulations. The agreement is facili-
tated by the slice-by-slice matching, which mitigates the
witness beam evolution. We see that the bunch obtained
without slice-by-slice matching and using the initial longi-
tudinal uniform σr (blue line in Fig. 4) shows a range of
mean energy variation of ΔE ≈ 100 MeV. Using the slice-
by-slice matching (red line) reduces the amplitude of the
variation to ΔE ≈ 60 MeV. Finally, by using the energy-
averaged bunch size σrðζÞ in the calculation of the optimal

bunch (green line) the correlated energy spread is essen-
tially removed (ΔE ≈ 3 MeV).

C. Minimizing the uncorrelated energy-spread

Whereas the correlated energy-spread can be completely
eliminated, the uncorrelated energy-spread can only be
reduced, as it arises from the transverse nonuniformity of
Ez. We did not identify a strategy to reduce the transverse
gradient of Ez by loading the wake with a positron bunch.
However, we explored two possible solutions to minimize
the impact of such gradient and reduce the uncorrelated
energy spread. First, one can position the witness bunch in a
region of the wake where Ez is transversally as flat as
possible, and second, one can use a transversally smaller
witness beam.
As described in Sec. II, Ez flattens transversally further

behind the driver (i.e., for more negative ζ). Therefore, it is
favorable to choose the starting position of the bunch
furthest behind the driver, which still has a reasonable
efficiency. According to this criterion and the results from
Sec. III A, the optimal starting position is kpζhead ¼ −10.8.
In the following, we study the dependence of the

uncorrelated energy-spread on the witness bunch emit-
tance. A matched bunch with a smaller emittance will have
a smaller transverse extent and will sample a smaller
domain of Ez and, hence, it will acquire a smaller
uncorrelated energy spread. For a flat beam, and assuming
that in the vicinity of the axis the accelerating field can be
modeled as EzðxÞ ¼ Ez;0 − βjxj, where β describes the
transverse gradient of Ez (see inset of Fig. 1), then, from
geometric considerations, we expect the relative slice
(uncorrelated) energy spread at saturation to scale as
σγ=γ ∼ βσr=Ez;0, and so σγ=γ → 0 in the limit of a small
bunch. We note that it is not possible with our current
numerical tools to model collider-relevant low-emittance
witness beams, owing to the required high resolution and
associated computational costs. To overcome this limita-
tion, we use a reduced model to assess the scaling of the
energy-spread for these conditions. Since the correlated
energy-spread can be eliminated with the procedure dis-
cussed in the previous section, we consider a single slice of
the beam in the reduced model. We chose the slice of the
peak current of the positron bunch, which we have found
to reasonably represent the total energy-spread of the
bunch. Using the previous example with a starting position
of kpζhead ¼ −10.8, the peak of the current is located
at kpζpeak ¼ −11.45. We reuse the simulation, which
included the slice-by-slice matching and the averaging
over the acceleration distance. Assuming the same density
of n0 ¼ 5 × 1017 cm−3 as for the efficiency consideration,
the emittance of the beam is ϵx ¼ 0.05k−1p ¼ 0.38 μm. In
the reduced model, we generate test particles, which we
advance with a second-order-accurate particle pusher in the
radial fields provided by the simulation. High-resolution

FIG. 4. Mean energy of each slice vs longitudinal position in
the positron bunch after acceleration. The blue line refers to
algorithm flattening hEzi with a longitudinal uniform σr. The red
line and the green line refer to additionally applying slice-by-slice
matching and averaging of the bunch spot size over the accel-
eration distance, respectively. That way, the correlated energy
spread can be reduced to the noise level.
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simulations with the cylindrically symmetric PIC code
INF&RNO indicate that the focusing field converges toward a
step function [12]. Likewise, we model the focusing field in
the reduced model with a piecewise constant function,
ðEx − ByÞ=E0 ¼ −αsignðxÞ, where α ¼ 0.6 for our exam-
ple. We have found the model in reasonable agreement with
HiPACE simulations in terms of energy-spread, emittance,
and bunch size evolution. This is shown for the energy-
spread in Fig. 5. The black dashed line and the blue
solid line describe the energy-spread at an emittance of
ϵx ¼ 0.38 μm obtained from the HiPACE simulation and
the reduced model, respectively. The energy-spread of the
peak-current slice of the beam is ≈0.65% for both the
simulation (dashed line) and the reduced model (blue line).
The final energy-spread and the emittance growth of the
whole bunch in the PIC simulation are ≈0.7% and ≈2%
(both not shown in Fig. 5), respectively. Under the
assumption that a smaller emittance beam with the same
charge does not significantly change the wake structure, we
can decrease the beam emittance in the reduced model to
previously numerically inaccessible values. The results are
shown in Fig. 5. The results of the reduced model indicate
that for emittances well below 0.1 μm, we can achieve
energy spreads below 0.1%. The red and green line denote
the energy spreads for initial emittances of ϵx ¼ 0.19 μm
and ϵx ¼ 0.08 μm, respectively. Their corresponding final
energy spreads are 0.3% and 0.1%. This indicates the path
to possible collider-relevant parameters. However, this
model does not capture the change of the wake structure
due to a reduced witness bunch spot size. Eventually, when
the on-axis density of the positron bunch exceeds the
density of the background electrons, we expect a significant
disruption of the positron accelerating wake structure.
Additionally, a finite initial background plasma temper-
ature can smooth the piecewise constant focusing field,
possibly affecting the results presented here. These effects

will be the topic of further research and require extensive
development of simulation tools to enable detailed studies.

IV. CONCLUSION

High-quality positron acceleration with sub-percent-
level energy spread is possible in beam driven plasma
wakefield accelerators. Utilizing an electron drive beam
and a narrow plasma column allows for high-charge, and
low-emittance positron beams. By shaping the longitudinal
density profile of a transversally Gaussian witness beam,
the energy-spread can be controlled and kept at the
subpercent-level. Thereby, correlated energy spread can
be completely eliminated. The uncorrelated energy spread
scales with the transverse beam spot size. Our results
indicate that using collider-relevant beam emittances might
yield energy spreads as low as 0.1%. Further research will
aim to strengthen this result. Additionally, the efficiency
might be increased by proper shaping the drive beam
[20,21], by optimizing the transverse plasma profile [12] or
by using the here proposed technique to generate longitu-
dinally chirped bunches. Extending these results to higher
efficiencies will pave the path to a plasma-based collider.

ACKNOWLEDGMENTS

We acknowledge the support of the Director, Office of
Science, Office of High Energy Physics, of the U.S.
Department of Energy, and its Science User Facility
National Energy Research Scientific Computing Center
(NERSC) under Contract No. DE-AC02-05CH11231.
We gratefully acknowledge the Gauss Centre for
Supercomputing e.V. [22] for funding this project by
providing computing time through the John von
Neumann Institute for Computing (NIC) on the GCS
Supercomputer JUWELS at Jülich Supercomputing
Centre (JSC). We acknowledge the Funding by the
Helmholtz Matter and Technologies Accelerator Research
and Development Program.

APPENDIX: ALGORITHM FOR DETERMINING
THE BUNCH PROFILE WITH OPTIMIZED

BEAM LOADING

The algorithm used in this study calculates, by exploiting
the quasistatic approximation, the longitudinal current
profile of a witness bunch that maintains the average
accelerating gradient over the full bunch length. The
average accelerating gradient is set at the bunch head,
hEz;headi. The bunch is constructed recursively by stacking
infinitesimal longitudinal slices of charge, one after the
other, starting from the head and going toward the tail of the
bunch. For each slice, the calculation of the optimal current
is done using an optimized bisection procedure.
The steps of the algorithm are as follows. First, for

any generic longitudinal slice i (i ¼ 0 represents the bunch
head, slices are counted starting from the head), the

FIG. 5. Relative slice energy spread vs acceleration distance.
Advancing test particles in an approximated step function yields
similar energy-spread in comparison with the HiPACE simulation.
The results indicate that emittances smaller than 0.1 μm induce
an energy spread below 0.1%.

S. DIEDERICHS et al. PHYS. REV. ACCEL. BEAMS 23, 121301 (2020)

121301-6



algorithm computes the weighted accelerating field right
behind the current slice assuming zero charge in the slice.
We denote this quantity by hEz;ii. We then check if
jhEz;iij > jhEz;headij. The absolute value is used so the
algorithm works for both electron and positron witness
bunches. If this condition is not fulfilled then no further
beam loading is possible and the recursive procedure
terminates (i.e., the bunch tail is reached). On then other
hand, if the condition is satisfied, then beam loading is
possible and the algorithm initializes the optimized bisec-
tion procedure to determine the current in the slice. We
recall that the current is set via the gk function in Eq. (1).
In order for the bisection procedure to converge, values of
the current lower (gk;min) and higher (gk;max) than the
optimal one need to be determined. Since we know that
with no charge in the ith slice we have jhEz;iij > jhEz;headij,
then we can set gk;min ¼ 0. Determining gk;max requires
a trial and error procedure where, starting from, e.g.,
gk;max ¼ 1.2gk;i−1, the value of the current in the slice is
progressively increased in a geometric way (i.e., typically
multiplying the current by a factor 10) until overloading of
the wake is reached, i.e., until the condition jhEz;iij <
jhEz;headij is satisfied. Note that every time the value of the
current in the slice is changed, a solution of the quasistatic
field equations for the slice is required in order to determine
the current value of the weighted accelerating field behind
the slice. Once gk;min and gk;max are known, the optimized
bisection procedure begins. A new value of the current is
computed according to

gk ¼ wggk;min þ ð1 − wgÞgk;max; ðA1Þ

where wg¼ðjhEz;headij− jhEz;minijÞ=ðjhEz;maxij− jhEz;minijÞ,
and where hEz;mini and hEz;maxi are the averaged field
values behind the slice correspond to gk;max and gk;min,
respectively. The bisection procedure terminates, and the
algorithm advances to the next slice (iþ 1), if the averaged
field computed with gk converges to hEz;headi within a
predetermined tolerance, otherwise gk;min and gk;max are
updated and a new optimized bisection is performed. We
note that by using Eq. (A1) instead of the classical bisection
procedure, i.e., gk ¼ 0.5ðgk;min þ gk;maxÞ, the number of
iterations required to reach convergence is significantly
reduced.

Algorithm modifications for slice-by-slice
matching and average bunch size

Incorporating the slice-by-slice matching procedure
into the algorithm requires the following modification.
At each slice i, the matched spot size σr;matched needs to be
determined. This is done by exploiting a fixed-point
method. We generate a Gaussian test particle distribution
with some rms size, σrðiÞ. As an initial guess, the spot size
from the previous slice, σrði − 1Þ, is used. Then, the test

particles are evolved in time without acceleration in the
focusing field given by ðEx − ByÞði − 1Þ by using a second
order accurate particle pusher until the second order spatial
moment of the distribution has saturated. The value of the
moment is used to set a new value for σrðiÞ, and the whole
process is repeated until the sequence of values of σrðiÞ has
converged. Note that the focusing field of the slice i − 1 is
used to compute σrðiÞ under the assumption that the
longitudinal resolution is high enough that the focusing
field changes only marginally between two adjacent slices.
To further take into account the spot size reduction due to
acceleration of the particles, the averaged matched spot size
σr;matched can be calculated via Eq. (4). Finally, σr;matched or
σr;matched can be used to calculate the average accelerating
field hEzi by Eq. (2). It should be noted that σr;matched is
only used to calculate hEzi, the bunch is still generated with
a spot size of σr;matched.
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ABSTRACT

The stability of plasma-based accelerators against transverse misalignments and asymmetries of the drive beam is crucial for their applicabil-
ity. Without stabilizing mechanisms, even small initial offsets of the drive beam centroid can couple coherently to the plasma wake, grow,
and ultimately lead to emittance degradation or beam loss for a trailing witness beam. In this work, we demonstrate the intrinsic stability of a
beam propagating in a plasma column. This result is relevant in the context of plasma-based positron acceleration, where a wakefield suitable
for the transport and acceleration of a positron witness beam is generated in a plasma column by means of an electron drive beam. The stable
propagation of the drive beam is a necessary condition for the experimental implementation of this scheme. The differences and similarities
of stabilizing mechanisms in a plasma column compared to a homogeneous plasma are identified via theory and particle-in-cell simulations.
Experimental tolerances are given, demonstrating the experimental feasibility of the scheme.

VC 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0087807

I. INTRODUCTION

Plasma-based accelerators provide extreme field gradients and
enable compact accelerator facilities, potentially drastically reducing
their costs. In a plasma-based accelerator, a high-intensity laser pulse1

or an ultra-relativistic, high-density particle bunch2 drives a plasma
wake, which can be utilized to accelerate a trailing witness bunch. In
the so-called blowout regime,3,4 the driver is strong enough to expel all
plasma electrons along the propagation axis, leaving an ion cavity with
accelerating and focusing fields on the order of tens to hundreds of
GV/m. While high-energy-gain,5,6 high-efficiency,7 and low-energy-
spread8 electron acceleration were demonstrated experimentally in
this regime, the blowout regime is not applicable to positron accelera-
tion because the ion cavity defocuses positron beams. Application of
plasma accelerator technology to an electron-positron collider requires
the development of plasma-based methods for positron acceleration.
To date, stable, high-quality positron beam acceleration in plasma
remains a challenge.

Several positron acceleration concepts have been proposed,
including utilizing positron drive beams,9 hollow-core drive beams10

or lasers pulses,11 or the back of the blowout wake.12 Unfortunately,

none of these concepts support low emittance, low energy spread, and
reasonable efficiency simultaneously. Although hollow core plasma
channels are a promising candidate,13,14 they suffer from intrinsic
beam-breakup instability due to the absence of focusing fields for the
drive beam.13,15 Using asymmetric drive beams provides stability in at
least one direction,16 but only positron beams with large beam emit-
tances (>50lm rad) have been accelerated in simulations, which is
too large for collider applications. The wake generated in a thin, warm,
quasi-hollow plasma channel provides accelerating fields for positrons
while being robust against instabilities.17 However, this scheme has
been investigated via simulations for a positron beam with several lm
rad emittance and several percent relative energy spread only, i.e., a
beam quality insufficient for collider-relevant applications.

Recently, a concept has been proposed that utilizes an electron
drive beam and a plasma column to generate positron-accelerating
and -focusing wakefield structures that show sub-lm rad emittance
and sub-percent energy spread positron acceleration in simula-
tions.18,19 Since the scheme relies on a cylindrically symmetric wake-
field structure, the drive beam stability is of utmost importance.
Previous work has reported on the attraction of an electron beam
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toward a column of neutral plasma20 and on the deflection of an elec-
tron beam at the plasma-gas boundary.21–23 Furthermore, a severe
misalignment between the column and the electron beam was found
to seed the hosing instability.24

In this article, we analyze the drive beam stability in depth via
theory and particle-in-cell (PIC) simulations. We compare the suscep-
tibility of tilted beams toward the hosing instability in a plasma col-
umn and in a homogeneous plasma. We find that the drive beam is
self-stabilizing toward tilts and transverse offsets with respect to the
center of the plasma column. Finally, we quantify the expected stability
of a beam in a plasma column in the context of a potential future
experimental realization at FACET-II.25

The paper is organized as follows: In Sec. II, we derive an analyti-
cal model for the hosing instability in plasma columns and validate it
with PIC simulations. Results obtained for the column are compared
with that obtained in a homogeneous plasma. In Sec. III, we investigate
drive beams with a transverse displacement with respect to the plasma
column center. In Sec. IV, we evaluate the stability for a possible exper-
imental implementation. Section V concludes this work.

II. HOSING FOR A BEAM WITH A TILT
IN THE CENTROID

The transverse stability of plasma wakefield accelerators is a
long-standing problem that arises due to the coupling between the
beam centroid, Xb, and the plasma wake centroid, Xp, created by the
beam space-charge. For example, an initial displacement of the beam
centroid with respect to the wake centroid affects the evolution of the
wake centroid itself, which in turn resonantly affects the beam centroid
at all phases behind and so forth. The amplification of an initial trans-
verse beam displacement had originally been predicted to grow expo-
nentially in time and along the beam,26,27 threatening the application
of plasma wakefield accelerators. Later, various mechanisms similar to
the Balakin–Novokhatsky–Smirnov (BNS) damping in conventional
accelerators28 were identified, predicting saturation of the hosing insta-
bility. These include energy spread of the drive beam,29 non-uniform
focusing fields due to ion motion,30,31 or longitudinally varying focus-
ing fields in the case of large beams sizes.32

Modeling the hosing instability has significantly increased the
understanding of the relevant physics. In a homogeneous plasma,
tilted beams are often used to seed and study the hosing instability. In
the following, we further develop and expand the most recent hosing
model presented in Ref. 33 to include the effect of a finite-radius
plasma column. An accurate description of the plasma response is crit-
ical because, as was shown in previous works, the relativistic mass
gain/loss27,33 and the collective behavior of the plasma sheath have
been found to mitigate the hosing instability.33 We use the adapted
model to study the stability of a tilted beam against hosing in a column
and compare it with the homogeneous case, thereby gaining under-
standing of the physics relevant in the column case.

We consider a setup where an electron beam propagating in a
plasma column drives a wake in the blowout regime, as illustrated in
Fig. 1(a), where we plot the plasma charge density q (red-gray color-
scale) and the beam density (blue color-scale). Within Secs. II and III,
all length scales are normalized to the plasma wave number
kp ¼ xp=c, all times to the plasma frequency xp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pn0e2=me

p
,

densities to the ambient plasma density n0, charges to the elementary
charge e, masses to the electron mass me, fields to the cold,

non-relativistic wave-breaking field E0 ¼ mecxp=e, and potentials to
mec2=e. The beam centroid is tilted transversely, as depicted in
Fig. 1(b), which shows the beam centroid Xb (blue line) and the plasma
wake centroid Xp (red line) along the co-moving variable f ¼ z � ct (z
is the longitudinal variable, c is the speed of light in vacuum, and t is
the time). Here, the wake centroid XpðfÞ is defined as the x-position of
the zero-crossing of the focusing field Ex � By . A transverse line-out at
f ¼ �2 is presented in Fig. 1(c), where the blue line denotes the beam
current profile and the red line a lineout of the transverse wakefield,
respectively.

A. Analytical model

The mathematical model presented in Ref. 33 describes the hos-
ing by means of a set of coupled partial differential equations for the
evolution of the f� dependent plasma wake centroid and the beam
centroid, namely,

@2Xp

@f2
þ CdðfÞ

@Xp

@f
þ
CpðfÞ
2

Xp ¼
CbðfÞ
2

Xb; (1a)

@2Xb

@t2
þ kðf; tÞ @Xb

@t
þ X2

bðf; tÞXb ¼ X2
bðf; tÞXp: (1b)

Both are driven, damped harmonic oscillator-like equations for
Xpðf; tÞ along f ¼ z � ct and Xbðf; tÞ along t, respectively.

The coefficients of the beam centroid equation kðf; tÞ and
X2

bðf; tÞ were introduced in Ref. 29. The term kðf; tÞ represents the
change in the amplitude of the beam centroid oscillation due to relativ-
istic mass gain or loss of the beam electrons, while X2

bðf; tÞ accounts

FIG. 1. Characterization of the wake structure of a tilted drive beam in a plasma
column. (a) Snapshot of the plasma charge density in the x-f-plane for a drive
beam (shown in blue) with an initially tilted beam centroid. (b) The corresponding
f� dependent wake centroid Xp (red line) and beam centroid Xb (blue line). Over a
longer propagation distance, the small induced offset of Xp by the beam offset Xb
can build up and lead to strong hosing. (c) Line-out of the beam current profile
(blue line) and focusing wakefield (red line) along x at f ¼ �2.
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for the effect of the change in the betatron frequency for a changing
beam energy.

The coefficients for the plasma wake centroid Cd, Cp, and Cb were
introduced in Ref. 33: Cp/2 is the square of the undamped oscillation
wavenumber of the system, Cb describes the coupling of the wake cen-
troid to the beam centroid, and Cd describes the damping/amplifica-
tion of the wake centroid oscillation due to the relativistic mass gain/
loss of the plasma electrons in the sheath. In the case of a narrow
beam in the blowout regime, where the overlap between the beam cur-
rent density and the electron sheath is negligible, the three wake cen-
troid coefficients are33

Cp ¼�
1

h1þWir
1þ Jz;p

~n � Jz;p

� �
@rW
r

� �
r

"

þ @fAr

r

� �
r

þ @rAz;p

r

� �
r

#
; (2)

Cb ¼
1

h1þWir
@rAz;b

r

� �
r
; (3)

Cd ¼
h@fWir
h1þWir

; (4)

with the radial moments being defined as

hUðrÞir ¼
1
N

ð1
0

~nðrÞUðrÞrdr; (5)

and where the normalization factor N is given by

N ¼
ð1
0

~nðrÞrdr: (6)

Here, r denotes the radius; W is the pseudo-wakefield potential; Ar is
the radial component of the vector potential; Az;b and Az;p are the lon-
gitudinal components of the vector potential associated with the beam
and plasma, respectively; Jz;p represents the longitudinal plasma cur-
rent density; and ~nðrÞ the plasma density profile of the electron sheath.
Thus, if the electromagnetic potentials, the plasma current density,
and the plasma density profile are known, the coefficients can be cal-
culated. Several analytical models in the blowout regime34–37 calculate
the electromagnetic potentials for a given beam current profile and
parameterization of the electron sheath. The model in Ref. 35 assumes
an exponentially decaying current and electron density profile in the
sheath and has shown good agreement with simulations in the analysis
of hosing in a homogeneous plasma.33 Namely, the electron density in
the sheath is assumed to be

~n ¼ ~ns exp � r � Rb

Dq

� �
Hðr � RbÞ; (7)

where Rb is the blowout radius, Dq is the sheath thickness, ~ns is the
peak sheath electron density, and HðxÞ is the Heaviside step function.
We adapt the model in Ref. 35 for plasma columns by the following
assumptions:

1. For a blowout radius Rb smaller than the column radius Rp, the
model remains unchanged;

2. For a blowout radius Rb larger than the column radius Rp, we
assume the ions extend to Rp and that there is vacuum/non-

ionized gas between Rp and Rb. This reduces the peak sheath
electron density, since less electrons contribute to it.

The assumptions are illustrated in Fig. 2, which shows the focus-
ing field (blue lines) for the column (solid lines) and a homogeneous
plasma (dashed lines) and the respective source for the plasma poten-
tial S ¼ �ðq� Jz;pÞ (black lines), with q being the normalized plasma
charge density. The lack of ions in the column between Rp and Rb
reduces the focusing field at Rb as well as the peak of the source. The
electron sheath is spread over a larger radial extent in case of the col-
umn, which is consistently observed in simulations. Using the stated
assumptions of the model, the potentials Ar, Az, and W for both the
plasma column and the homogeneous plasma are derived in the
Appendix. Using these potentials and assuming that the thickness of
the plasma electron sheath Dq is much smaller than the blowout
radius (Dq=Rb � 1) and the thickness of the plasma electron current
DJ spreads over a plasma depth (DJ ’ 1, see the Appendix), we obtain
the following coefficients in the column for Rb < Rp (which are equal
to that in the homogeneous case33):

Cp ¼
1�R02b

4
� Dq

4Rb
1þK�R2

b

4
1�R02b � 2RbR

0
bþR2

b

� �	 

þO

D2
q

R2
b

 !
;

(8)

Cb ¼
K
R2
b

1� Dq
2
Rb
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4

� �	 

þO

D2
q

R2
b

 !
; (9)

Cd ¼
R0b
4

Rb �
Dq

2
R2
b

2
� 1

� �	 

þO

D2
q

R2
b

 !
; (10)

with R0bðfÞ ¼ @fRbðfÞ; KðfÞ ¼ 4Ib=IA the integrated beam current,
and where IA ¼ mec3=e ’ 17 kA is the Alfv�en current. Note that the
coefficient Cp was rewritten in comparison with Eq. (36) in Ref. 33 to
highlight the differences of the coefficient in the plasma column.

In the plasma column with Rb> Rp, we obtain the new coefficients

Cp¼j
1�R02b

4
�jDq

4Rb

� 1þK�4R02b �
R2
p

4
1�R02b �2RbR

0
bþR2

b

� �	 

þO

D2
q

R2
b

 !
; (11)

FIG. 2. Source term S ¼ �ðq� Jz;pÞ (black lines) as assumed in the model and
resulting focusing field (blue lines) in a plasma column (solid lines) and a homoge-
neous plasma (dashed lines). In a plasma column with a radius Rp smaller than the
blowout radius Rb, the focusing field is reduced at the blowout radius.
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Cd ¼
jR0b
4

Rb �
Dq

2

R2
p

2
þ 3

� �	 

þO

D2
q

R2
b

 !
; (13)

with j ¼ R2
p=R

2
b < 1. A qualitative comparison of the stability in the

column versus the homogeneous plasma based on the coefficients
alone is difficult, because the plasma column consistently features a
larger sheath thickness Dq than the homogeneous plasma, which can
be attributed to the larger spread in the electron trajectories in the
sheath due to the reduced focusing field.18

B. Comparison with simulation results

For a comparison of the transverse beam stability in a plasma col-
umn and in a homogeneous plasma, we employ three-dimensional
particle-in-cell (PIC) simulations performed using the quasi-static PIC
code HiPACEþþ.38

We consider beam parameters that have been used to demon-
strate high-quality positron acceleration18,19 and introduce a tilt in the
bunch distribution to seed the hosing instability. The beam has a bi-
Gaussian distribution with rx;y ¼ 0:1; rz ¼ 1:41; Ib=IA ¼ 1, it has a
mean energy of c0 ¼ 20 000, and the emittance is such that the beam
is matched in the focusing field of a blowout wake. The initial centroid
of the beam is linearly tilted for f < 0 according to Xb;0 ¼ 0:014
�fHð�fÞ. The beam is sampled with 107 macro-particles. The com-
putational domain is ð�16; 16Þ � ð�16; 16Þ � ð�6; 6Þ in x � y � f
in case of the plasma column and ð�8; 8Þ � ð�8; 8Þ � ð�6; 6Þ in case
of a homogeneous plasma. In both cases, the mesh resolution is
0:0078� 0:0078� 0:0012. The plasma column has a radius of Rp

¼ 2:5 and is modeled by 25 macro-particles per cell. The homoge-
neous plasma is modeled by 4 macro-particles per cell. The numerical
parameters were chosen to ensure convergence, which is reached for
different parameters in the column and the homogeneous plasma. The
ion background is assumed immobile. The beam is advanced in both
cases by a constant time step of Dt ¼ 10.

First, the effect of the beam tilt on the wake centroid is compared in
the column case and in the homogeneous plasma case by integrating Eq.
(1a) backwards in f from the start of the tilt to the tail of the beam. To
calculate the coefficients Cp, Cd, and Cb in Eq. (1a), RbðfÞ is extracted
from the first time step of a PIC simulation using a beam without a tilt.
The slope of the blowout radius R0bðfÞ is calculated from the extracted
RbðfÞ. The parameterization of the electron sheath using Eq. (7) is
in reasonable agreement with the simulation forDq;h ¼ 0:25 andDq;c ¼
0:5 for the homogeneous plasma and plasma column, respectively. We
compare the predicted wake centroid from the model (solid lines) with
wake centroid from the simulations (dashed and dashed-dotted lines) in
Fig. 3. The wake centroid is extracted by the interpolation to the zero
crossing of the transverse wakefield Ex � By . The model shows reason-
able agreement with the simulations. Both the model and the PIC simu-
lation show that the wake centroid displacement in the column is smaller
than in the homogeneous plasma. This indicates that a beam propagat-
ing in a column is less prone to the hosing instability than in a homoge-
neous plasma due to the larger sheath thickness in the column case.

To confirm these findings, we solve the coupled equations Eqs.
(1a) and (1b). During the numerical integration of Eq. (1b) in t, at

each time step, we integrate Eq. (1a) in f to calculate the wake centroid
offset. To calculate kðf; tÞ (cf. Ref. 29) in Eq. (1b), we additionally
extract the accelerating field Ez from the PIC simulation with the
aligned beam. We evaluate the beam centroid at the position of the tail
Xb;tail , which is most susceptible to the hosing instability, and compare
it with the PIC simulation results. We define the tail in the simulation
as Xb;tail � Xbð�4:26 < f < �4:20Þ, while we can directly evaluate it
in the model at f ¼ �4:23.

The model (black lines) shows good agreement with the simula-
tions (blue lines for homogeneous plasma and red lines for plasma col-
umn), as shown in Fig. 4. As it can be seen in Figs. 4(a) and 4(b), the
envelope of the oscillation in the homogeneous plasma has a higher
slope than in the column and reaches its maximum after �40x�1b;0,
while it takes �50x�1b;0 in the column. Here, xb;0 denotes the initial
(i.e., at injection) betatron frequency of the beam. Both cases saturate
at roughly two times the initial offset. The presence of an initial uncor-
related relative energy spread detunes the oscillation,29 suppressing the
hosing. For instance, an initial energy spread of rc=c0 ¼ 3% damps
the oscillation in both the homogeneous plasma and the column case,
as shown in Figs. 4(c) and 4(d). Here, the oscillation envelope is
damped quicker in the column, which we attribute to the reduced cou-
pling (see Fig. 3). Besides reducing the hosing at the tail, an uncorre-
lated energy spread also prevents the emergence of a wave-like pattern
in the beam profile, which can be seen in the video of the full evolution
of the bunches in the supplementary material.

In summary, we find that beam propagation in the column case
is more robust against hosing seeded by a tilt in the beam centroid
compared to the homogeneous plasma case. Our model demonstrates
that this is mostly due to the increased sheath thickness in the plasma
column, leading to a decreased coupling of the wakefield centroid Xp

to the beam centroid Xb. However, the column has an additional con-
straint in comparison with the homogeneous plasma, namely, that the
propagation axis of the beam must be aligned with the center of the
column. The stability for a transverse displacement of the beam with
respect to the column axis is discussed in Sec. III.

III. HOSING FOR A BEAM NOT ALIGNED WITH THE
COLUMN AXIS

The transverse displacement of the electron beam with respect to
the plasma column axis is a problem that may arise in experiments
due to machine jitters. A transversely misaligned beam that drives a

FIG. 3. Wake centroid as a function of f for the beam shown in Fig. 2. In the model,
the sheath thicknesses are assumed to be Dq;h ¼ 0:25 and Dq;c ¼ 0:5 for the
homogeneous case and the column case, respectively. The wake centroid deviation
due to the beam tilt is smaller for the plasma column than in a homogeneous
plasma, indicating a higher stability in the column. This feature is observed in simu-
lations and is well captured by the model.
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wake in the blowout regime experiences a restoring force toward the
column center. In fact, when all plasma electrons of the column are
expelled, the majority of the background ions are located on the
opposing side of the column with respect to the location of the dis-
placed beam. As the transverse wakefields are mostly caused by the
ion distribution, the wake centroid Xp is not aligned with the beam
centroid Xb but shifted toward the column center. As a consequence,
Xp depends on the co-moving variable f, since the ion distribution
depends on the blowout radius, as illustrated in Fig. 5. Therefore, the
head and the tail of the beam are experiencing different restoring
forces, which potentially seed the hosing instability.

The analytical model derived in Sec. II is not applicable in this
case. In the solution of the coupled centroid equations, the integration
has to begin at the start of the beam displacement, which is at the head
of the beam. However, in this location, the assumption that the elec-
tron sheath is much smaller than the blowout radius (Dq � Rb) is not
fulfilled anymore, rendering the model inaccurate. Therefore, PIC sim-
ulations were used to investigate the stability of a transversely dis-
placed beam.

The parameters of the beam considered for this study are the
ones introduced in Sec. II B, except for the uncorrelated energy spread
that has been set to zero, and a beam size of rx ¼ 0:05. The initial
transverse beam offset with respect to the column is set equal to one
root-mean-square (rms) size of the beams, namely, Xb;0 ¼ rx ¼ 0:05.

The beam is advanced in the plasma column for 2000 time steps with
an adaptive time step, resolving each energy-dependent betatron
period of the beam with 81 temporal steps. The evolution of the bunch
centroid at the tail of the beam, Xb;tail, is shown in Fig. 6(a). As indi-
cated in Fig. 5, the tail of the beam drifts toward the column axis and
hosing is seeded. Using an immobile ion background (dashed line),
the induced hosing grows initially and saturates at an amplitude on
the order of the initial offset. When ion motion is enabled (assuming a
Helium plasma, solid line), the oscillation is damped, leaving domi-
nantly a drift toward the column axis. The final f-dependent bunch
centroid is shown in the inset of Fig. 6(a). As predicted by the wake
centroid Xp in Fig. 5, the tail of the beam has drifted closer to the col-
umn axis than the head. The f-dependent temporal evolution of the
full bunch is shown in Fig. 6(b). We see that while the tail and the cen-
ter of the bunch undergo oscillations, the head slowly drifts toward the
axis. The oscillations are damped, leaving only a slow drift toward the
column axis.

The damping of the oscillation is caused by the detuning effect
associated with the motion of background Helium ions.39–41 The origi-
nally uniform background ion distribution is perturbed by the strong
space charge fields of the bunch, leading to f-dependent, non-linear
focusing fields. Any longitudinal dependence of the focusing fields
causes decoherence of the centroid oscillations,31,32,42 which is similar
to the BNS damping mechanism28 in conventional accelerators. While
the longitudinal variation of the focusing fields for small, high-density
drive beams is caused by ion motion, larger, less-intense drive beams
can be subject to longitudinally varying focusing fields due to the fact

FIG. 4. Comparison between the evolution of Xb;tail in the model and the simulation
in (a) a homogeneous plasma and (b) the column without an initial energy spread.
The oscillation in the plasma column rises less steeply than in the homogeneous
plasma but saturates at the same value of roughly two times the initial offset. (c)
and (d) Show the results for an initial uncorrelated energy spread of rc=c0 ¼ 3%.
The detuning of the oscillation due to the uncorrelated, relative energy spread has
a greater effect in the plasma column and leads to oscillations with an amplitude
slightly smaller than that in the homogeneous plasma.

FIG. 5. Characterization of the wake structure of a beam with a transverse offset
with respect to the column axis. (a) Snapshot of the plasma charge density in the x-
f-plane for a beam (shown in blue) with an initial transverse offset of Xb ¼ 0:05
with respect to the plasma column center. (b) The resulting f� dependent wake
centroid Xp (red line) that lays between the beam centroid Xb (blue line) and the
center of the column (black line), leading to an attraction of the beam toward the
center of the column. (c) Lineout of the beam current profile (blue line) and focusing
wakefield (red line) along x at f ¼ �1.
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that their head is not experiencing a full blowout wake, and this can
suppress the hosing instability, as discussed in Ref. 32.

In summary, an initially transversely displaced electron beam in
a plasma column is attracted by the column center, but seeds the hos-
ing instability by inducing a longitudinal dependence in the wake cen-
troid Xp. However, multiple damping mechanisms cause decoherence
of the oscillation, such as ion motion, energy spread, or the head not
being in the blowout wake. These processes mitigate the hosing insta-
bility and lead to an overall stable propagation of the beam in the
plasma column.

IV. ASSESSMENT OF STABILITY FOR FACET-II
BEAM PARAMETERS

The demonstrated stability against tilts and transverse offsets
makes plasma columns a promising candidate for positron accelera-
tion. Currently, FACET-II25 is the only beam-driven plasma wakefield
accelerator facility that plans to accelerate positrons. Using electron
drive beams similar to those available at FACET-II, we test both trans-
verse offsets as well as pointing jitters to evaluate tolerances in a possi-
ble experiment. Using SI units in this section, the beam is assumed to
be bi-Gaussian with rx;y ¼ 10lm, rz ¼ 20lm, has a charge
of Qb ¼ 3 nC, a mean energy of c0 ¼ 20 000, an initial emittance
of �0 ¼ 10 lmrad, and an uncorrelated relative energy spread of
rc=c0 ¼ 3%. We consider a Helium plasma column with a density of
1� 1017cm�3 and with a radius of Rp ¼ 2:5 k�1p ¼ 42lm. Helium is
used owing to its high ionization threshold: for the given beam param-
eters, other gases would be ionized outside of the column by the driven
wakefield (which exceeds the radius of the column) causing the

column to expand and deteriorate the positron accelerating and focus-
ing fields.

Three different offsets are tested in PIC simulations with the
same numerical parameters as in Sec. II B. The evolution of the full
beam centroid (a) and the centroid measured at the tail (b) are shown
in Fig. 7. Here, the tail is defined as Xb;tail ¼ Xbð�62 lm < f
< �58 lm). The blue line corresponds to a small initial offset,
Xb;0 ¼ 1lm, the red line to an offset equal to a rms size of the beam,
Xb;0 ¼ rx ¼ 10 lm, and the green line to an offset equal to half the
column radius, Xb;0 ¼ 0:5Rp ¼ 21lm. Simulations show that in all
cases, an oscillation is induced, which, as expected, is more pro-
nounced at the tail of the beam. However, even for an initial misalign-
ment of 0:5Rp (green line), which significantly perturbs the wakefield,
the drive beam does not breakup, and the seeded hosing is mitigated.
We find that, in this case, the mitigation is not caused by ion motion,
but rather by the uncorrelated energy spread developing as the beam
propagates in the plasma. Although the beam is slightly pulled toward
the axis, the drift is not sufficient to compensate and cancel the initial
offset. For the presented cases, the beam energy is partially depleted at
the end of the propagation distance.

Notably, the induced oscillation scales with the initial offset.
Although offsets by a large fraction of the column radius significantly
distort the wakefield behind the bunch, the intrinsic stability of the
bunch is an important finding. In combination with the scaling of
the oscillation with the initial offset, the intrinsic stability allows for
the alignment of the beam via active feedback loops.24 The emitted
betatron radiation by the oscillating bunch scales with the oscillation
amplitude, and, thus, with the initial offset, allowing for alignment of
the electron beam and the plasma column by minimizing the emitted
betatron radiation.

We also tested the stability of the beam against pointing jitters,
modeled by adding an initial normalized transverse momentum ux to
the beam particles. It is expected that the maximum pointing angle
X0b ¼ ux=uz to achieve stable beam propagation should be much
smaller than the ratio of the column radius Rp and the plasma length
Lp, i.e., X0b � Rp=Lp. Here, uz is the mean normalized longitudinal

FIG. 6. Evolution (a) of the beam centroid at the tail of the beam Xb;tail along the
propagation distance for an initial offset of Xb;0 ¼ rx ¼ 0:05 assuming an immo-
bile ion background (dashed line) and with mobile ions in a Helium plasma (solid
line). The inset shows the final slice-dependent beam centroid. Waterfall plot (b)
with the evolution of the beam centroid for Xb;0 ¼ 0:05 in Helium vs longitudinal
coordinate (horizontal axis) and propagation distance (vertical axis). The beam cen-
troid decreases via a damped oscillation toward the column center.

FIG. 7. Evolution of the (a) full beam centroid and (b) beam centroid measured at
the tail of the beam for different offsets. Despite offsets of large fractions of the col-
umn radius, the overall propagation in a plasma column is stable.
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momentum of the beam. A plasma length of Lp ¼ 42 cm is assumed,
such that Rp=Lp ¼ 10�4. Three different pointing angles are used to
study the pointing jitter. The evolution of the full beam centroids (a)
and the centroids measured at the tail (b) are shown in Fig. 8. The blue
line corresponds to an initial pointing angle of X0b;0 ¼ 0:01Rp=Lp
¼ 1 lrad, the red line to an initial pointing angle of X0b;0 ¼ 0:1Rp=
Lp ¼ 10 lrad, and the green line to an initial pointing angle of X0b;0
¼ Rp=Lp ¼ 100lrad. The dashed lines indicate the vacuum propaga-
tion, which was calculated analytically assuming ballistic propagation
in vacuum.

For the small and medium pointing angles, the propagation of
the centroids hardly differs from that in vacuum. For the large point-
ing angle of X0b;0 ¼ Rp=Lp, the beam centroid significantly deviates
from the column axis. In contrast to the vacuum propagation, propa-
gation in the plasma column results in the centroid trajectory being
bent toward the column center. This affects only the center and tail of
the beam, while the head still propagates almost unchanged away
from the column axis, as shown in the videos in the supplementary
material and in agreement with previous studies.21–23 Therefore, the
initial assumption to achieve stable beam propagation that the point-
ing jitter should be much smaller than Rp=Lp was verified. In the con-
text of the presented parameters, a pointing jitter of � 10 lrad is
required to allow for stable wakefield structures usable for positron
acceleration.

In summary, beam parameters similar to those available at
FACET-II predict stable beam propagation for even large offsets and
moderate pointing jitters. Large offsets or significant pointing jitters
deteriorate the wakefield structure and, therefore, a positional align-
ment on the lm-level and an angular alignment on the �10lrad-level
are required for positron-relevant applications. The implications of a
misaligned drive beam on the quality of a potential trailing positron
beam will be addressed in detail in a forthcoming work.43

V. CONCLUSION

In this work, we have extended an existing model to describe the
hosing instability to plasma columns and have validated the model by

means of PIC simulations. We found that plasma columns are in fact
more stable against hosing of tilted beams than homogeneous plasmas
because of the increased sheath thickness in the column. However, the
propagation axis of the beam needs to be aligned with the central axis
of the column. A transversely misaligned drive beam is attracted
toward the column center with longitudinally varying forces.
Although hosing is seeded, it is efficiently damped by various BNS-like
mechanisms, including ion motion31 or energy spread of the beam.29

Finally, we have evaluated the tolerance for misalignment of an elec-
tron beam for the experimental realization at FACET-II. We found
that even for large offsets, the beam is stable. The scaling of the oscilla-
tion with the initial offset allows for alignment via active feedback
loops. The demonstrated overall stability of an electron beam in a
plasma column is an important step toward the experimental realiza-
tion of positron acceleration in a plasma column.

SUPPLEMENTARY MATERIAL

See the supplementary material for videos of the full evolution of
the tilted bunches from Sec. II.
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APPENDIX: DERIVATION OF THE POTENTIALS IN A
PLASMA COLUMN

In the quasi-static approximation, Maxwell’s equations can be
written as35

�r2
?

A

/

" #
¼

J

q

" #
; (A1)

with the Lorentz gauge condition being

FIG. 8. Evolution of the (a) full beam centroid and (b) beam centroid measured at
the tail of the beam for different offsets. The column affects the beam propagation
only for large pointing jitters.
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r? � A? ¼
@w
@f

; (A2)

and the wake potential w ¼ /� Az , where / and A are the scalar
and vector potentials, respectively. Assuming cylindrical symmetry
(A? ¼ Arr̂),
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: (A3)

Thus, for a given parameterization of q and Jz, we can use Eq. (A3)
and (A2) to calculate w, Az, and Ar. Following Ref. 35, we assume:
First, the beam expels all electrons within the blowout radius, such
that q is solely determined by the ions inside the ion cavity. Note
that q ¼ 0 for Rp < r < Rb. Second, the plasma electron sheath
density and current can be parametrized by an exponential function
and the source term for Eq. (A3) is Sðf; rÞ � �ðq� JzÞ � �q,
which is consistently observed in PIC simulations. Using the expo-
nential parameterization of the sheath, Sðf; rÞ in the homogeneous
plasma and in the column, with Rb < Rp, is

Sðf; rÞ ¼
�1 ; r < RbðfÞ;
S0ðfÞe� r�RbðfÞ½ �=Dq ; r 	 RbðfÞ;

(
(A4)

with S0ðfÞ being the peak and Dq the thickness of the electron
sheath, respectively. In the case of the plasma column with Rb 	 Rp,
the source term is

Sðf; rÞ ¼
�1 ; r < Rp < RbðfÞ;
0 ; Rp < r < RbðfÞ;
S0ðfÞe� r�RbðfÞ½ �=Dq ; Rp < RbðfÞ < r:

8>><
>>: (A5)

The peak of the source terms S0ðfÞ is calculated from Eq. (12)
in Ref. 35 and is in the case of a plasma column given by

S0ðfÞ ¼

R2
bðfÞ

2Dq RbðfÞ þ Dq
� � ; RbðfÞ < Rp;

R2
p

2Dq RbðfÞ þ Dq
� � ; RbðfÞ 	 Rp:

8>>>><
>>>>:

(A6)

The case RbðfÞ < Rp is equal to S0ðfÞ in a homogeneous plasma.
The plasma current density Jz;p is parameterized by

Jz;p f; rð Þ ¼
0; r < Rb fð Þ;
Js fð Þe� r�Rb fð Þ½ �=DJ ; r 	 Rb fð Þ;

(
(A7)

where JsðfÞ is the peak current density and DJ is the thickness of the
sheath current density, respectively. JsðfÞ is calculated by Eq. (16) in
Ref. 35 via

JsðfÞ ¼
KðfÞ=2�

ð1
0
rdrd2W=df2

DJðRb þ DJÞ
; (A8)

where KðfÞ ¼ 4Ib=IA is the normalized beam current.
Using the source term, we can calculate w from (A3) by inte-

gration and assuming that limr!1 wðrÞ ¼ 0. For the case

Rp 	 RbðfÞ, which is equivalent to a homogeneous plasma, we
obtain the same result as Ref. 35,

wðf; rÞ ¼ R2
b � r2

4
þ DqR2

b

2ðRb þ DqÞ
1þ eRb=DqE1

Rb

Dq

� �	 

(A9)

for r < RbðfÞ and

wðf; rÞ ¼ DqR2
b

2ðRb þ DqÞ
e�ðr�RbÞ=Dq 1þ er=DqE1

r
Dq

� �	 

(A10)

for r 	 RbðfÞ, with E1 being the exponential integral function. For
the case Rp < RbðfÞ, we obtain the new results,

wðf; rÞ ¼
R2
p � r2

4
þ
R2
p

2
log

Rb

Rp

� �

þ
DqR2

p

2ðRb þ DqÞ
1þ eRb=DqE1

Rb

Dq

� �	 

for r < Rp < RbðfÞ,

wðf; rÞ ¼
DqR2

p

2ðRb þ DqÞ
1þ eRb=DqE1

Rb

Dq

� �	 


þ
R2
p

2
log

Rb

Rp

� �
� log

r
Rp

� �" #

for Rp < r < RbðfÞ, and

wðf; rÞ ¼
DqR2

p

2ðRb þ DqÞ
e�ðr�RbÞ=Dq 1þ er=DqE1

r
Dq

� �	 

(A11)

for Rp < RbðfÞ < r.
For the longitudinal component of the vector potential Az, we

get the following results both in the plasma column as in the homo-
geneous plasma. Within the blowout radius r < RbðfÞ,

Azðf; rÞ ¼
KðfÞ
2

ln r; (A12)

and outside of the blowout radius r 	 RbðfÞ,

Azðf; rÞ ¼
KðfÞ
2

ln r � JsðfÞDJ Rb ln
r
Rb

� �(

þDJ �1þ ln
r
Rb

� �
þ e�ðr�RbÞ=DJ

"

þ eRb=DJ E1
r
DJ

� �
� E1

Rb

DJ

� � !#)
: (A13)

Note that although Az has the same form in the column and in the
homogeneous case, they still differ, because the peak current Js
depends on w, which is different in the column and homogeneous
case [see Eq. (A8)].

The radial component of the vector potential Ar in the homo-
geneous plasma yields within the blowout radius r < RbðfÞ,

Arðf; rÞ ¼
Rb

4ðRb þ DqÞ2
@Rb

@f
ðR2

b þ 2DqRb þ 2D2
qÞ

�r 1þ eRb=DqE1
Rb

Dq

� �	 

; (A14)
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and outside of the blowout radius r 	 RbðfÞ, we get

Arðf; rÞ ¼
Rb

4ðRb þ DqÞ2
@Rb

@f
ðR2

b þ 2DqRb þ 2D2
qÞ

� 1
r

R2
b þ 3DqRb þ 3D2

q þ r2eRb=DqE1
r

Dq

� �	

�3DqðDq þ rÞe�ðr�RbÞ=Dq



: (A15)

Note that there are sign differences between Eqs. (A14) and (A15)
and the corresponding Eqs. (21) and (22) in Ref. 35, which do not
originate from the choice of co-moving variable. In the column case
with r;Rp < RbðfÞ, we obtain the new results

Arðf; rÞ ¼
RbR2

p

4ðRb þ DqÞ2
@Rb

@f
r 1þ eRb=DqE1

Rb

Dq

� �	 

; (A16)

and for Rp < RbðfÞ < r,

Arðf; rÞ ¼
RbR2

p

4ðRb þ DqÞ2
@Rb

@f

� 1
r

R2
b þ 3DqRb þ 3D2

q þ r2eRb=DqE1
r

Dq

� �	

�3DqðDq þ rÞe�ðr�RbÞ=Dq



: (A17)
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Plasma accelerators sustain extreme field gradients and potentially enable future compact linear
colliders. Although tremendous progress has been achieved in accelerating electron beams in a plasma
accelerator, positron acceleration with collider-relevant parameters is challenging. A recently proposed
positron acceleration scheme relying on the wake generated by an electron drive beam in a plasma column
has been shown to be able to accelerate positron witness beams with low emittance and low energy spread.
However, since this scheme relies on cylindrical symmetry, it is possibly prone to transverse instabilities
that could lead, ultimately, to beam breakup. In this article, we show that the witness beam itself is subject
to various damping mechanisms and, therefore, this positron acceleration scheme is inherently stable
toward the misalignment of the drive and witness beams. This enables stable, high-quality plasma-based
positron acceleration.

DOI: 10.1103/PhysRevAccelBeams.25.091304

I. INTRODUCTION

The ability to build the next, TeV-class linear particle
collider is severely constrained due to its high construction
costs and power consumption. Providing extreme accel-
erating gradients, plasma-based accelerators potentially
enable compact linear colliders, promising drastic cost
reductions [1,2]. In a plasma-based accelerator, either
an intense laser pulse [3] or an ultrarelativistic, high-
charge particle bunch [4] drives a plasma wake, which
can sustain accelerating gradients on the order of tens to
hundreds of GV=m. Although high-energy-gain [5,6],
high-efficiency [7], and low-energy-spread [8] electron
acceleration was demonstrated experimentally, positron
acceleration with collider-relevant parameters is signifi-
cantly more challenging.
Several concepts have been proposed, including utilizing

positron drive beams [9], use of hollow-core drive beams
[10] or lasers pulses [11], a combination of particle and
laser drivers [12], or use of the rear portion of a blowout
bubble wake [13]. Unfortunately, these concepts lack low
emittance, low energy spread, or reasonable efficiency.

Hollow core plasma channels have been a promising
candidate [14,15], but they suffer from instabilities due
to the absence of focusing fields for the drive beam [14,16].
Using asymmetric drive beams provides stability in at least
one transverse direction [17], but only positron beams with
large beam emittances (>50 μm rad) could be accelerated,
which is too large for collider applications. It was found
that the wake generated in a thin, warm, quasi-hollow
plasma channel provides accelerating fields for positrons
while being robust against instabilities [18]; however, this
scheme was demonstrated for a positron beam with several
μm rad emittance and several percent relative energy spread
only, i.e., beam quality too poor for a collider.
In Ref. [19], a concept was proposed that utilizes an

electron drive beam and a plasma column to generate
positron-accelerating and focusing wakefield structures
and has shown sub-μm rad emittance and sub-percent
energy spread positron acceleration [19,20]. Since the
scheme relies on cylindrical symmetry, one might expect
it to be prone to beam breakup instabilities similar to the
ones affecting the hollow core plasma channel. In a recent
study [21], the electron driver was found to propagate
stably in a plasma column for initial misalignments
smaller than the beam size. Still, neither the effect of a
misaligned drive beam on the witness beam nor the
stability of a misaligned witness beam itself has been
investigated so far.
In this article, we demonstrate by means of theory and

particle-in-cell (PIC) simulations the stability of a positron
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witness beam in the plasma column configuration in the
case of a misaligned drive beam or when the witness beam
itself is misaligned, and we discuss the corresponding
witness beam quality deterioration in presence of such
asymmetries. We show that the witness beam is subject
to various damping mechanisms and, therefore, this posi-
tron acceleration scheme is inherently stable with respect to
the misalignment of both the drive and witness beams.
These results pave the path for a stable acceleration of low-
emittance, low-energy-spread positron beams, a critical
step toward the realization of a plasma-based electron-
positron collider.
The article is organized as follows: In Sec. II, we

recapitulate positron acceleration in a plasma column. In
Sec. III, the stability of the positron beam in the presence of
initial misalignments is investigated. In Sec. IV, the effect
of initial misalignments on the positron beam quality (e.g.,
deterioration of emittance and energy spread) is deter-
mined. Sec. V concludes this work.

II. POSITRON ACCELERATION IN A
PLASMA COLUMN

As was first discussed in Ref. [19], if an electron beam
drives a wake in a plasma column with a column radius
smaller than the blowout radius, the transverse wakefields
are reduced outside the column due to the lack of ions.
The reduced focusing fields induce a spread in the
background plasma electron trajectories moving near
the boundary of the blowout wake, which return to the
propagation axis over an elongated longitudinal region,
forming a high-density electron filament at some distance
behind the drive beam. The filament creates a wakefield
suitable for acceleration and transport of a trailing wit-
ness positron bunch, as shown in the left column (a)–(c)
of Fig. 1, where we plot the plasma charge density (a),
normalized to en0, where e is the elementary charge and
n0 is the ambient plasma density, respectively, and the
accelerating (b) and focusing (c) fields, normalized to the
cold, nonrelativistic wave-breaking field E0 ¼ mec2kp=e,
in the x-ζ-plane. Hereby, kp ¼ ð4πn0e2=mec2Þ1=2 is the
plasma wave number, e is the electron charge, me is the
electron mass, c is the speed of light in vacuum, x is
the transverse coordinate, ζ ¼ z − ct is the longitudinal
comoving variable, with z and t being the longitudinal
coordinate and the time, respectively. We use a bi-
Gaussian electron drive beam with a peak current
Id=IA ¼ 1, and root-mean-square (rms) sizes σz;d ¼
1.41 k−1p (longitudinal) and σx;d ¼ σy;d ¼ 0.05 k−1p (trans-
verse), with IA ¼ mec3=e ≃ 17 kA being the Alfvén
current. The plasma column has a radius Rp ¼ 2.5 k−1p .
For simplicity, a column with a transverse steplike profile
is used, however, the scheme also works for realistic,
smooth profiles like the ones obtainable via optical field
ionization [22–26].

In the presented configuration, a helium plasma ionized
to the first level is assumed within the column radius
and neutral helium gas outside of the column radius.
Helium is optimal owing to its high ionization threshold.
The usable density range for the plasma column scheme is
limited by the wakefield-induced ionization at the boun-
dary of the column. Since the wakefield amplitude scales
as E ∼ E0 ∝ n1=20 , if the density is too high, the wakefield
within the blowout radius (which exceeds the column
radius) ionizes the neutral gas outside of the column,
causing the column to expand and perturb the positron
accelerating and focusing fields. Additionally, the
space charge fields of the drive beam can further ionize
the plasma in the column to a higher ionization level
and disturb the wakefield. For the above drive beam
parameters, the maximum densities in a helium
plasma and hydrogen plasma are ≃1×1017 cm−3 and
≃ 5 × 1016 cm−3, respectively.
A transverse displacement of the drive beam centroid by

one rms size, Xd;0 ¼ σx;d, modifies the electron trajectories
asymmetrically, perturbing the wake centroid hWi at the
back of the blowout. The effect of a misaligned drive beam

FIG. 1. Wakefield generated in a plasma column by an aligned
(left column) and misaligned (right column) drive beam. The
normalized plasma charge density, the accelerating field, and the
focusing field in the x-ζ-plane are shown for the case with aligned
drive and witness beams (a)–(c) and for misaligned drive and
witness beams with offsets of Xd;0 ¼ Xw;0 ¼ 0.05 k−1p (d)–(f). As
shown in (f), an offset of the drive beam of Xd;0 > 0 results in a
wake centroid of hWi < 0.
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is shown in the right column (d)–(f) of Fig. 1. The stable
propagation of a misaligned electron drive beam has been
shown in a recent study [21]. There, the transversely
displaced drive beam was found to be attracted to the
center of the plasma column. Although an initial misalign-
ment was found to seed the hosing instability [27], the
induced oscillation is damped by various well-known
mechanisms such as ion motion [28], energy spread [29],
and others [30,31]. Thus, transversely displaced drive
beams undergo damped oscillations and drift toward the
plasma column axis. For the drive beam parameters
presented in this work, and assuming a background density
of 1 × 1017 cm−3, a positional alignment at the μm level
and an angular alignment on the ≲10 μrad-level are
required for stable drive beam propagation in meter-scale
plasma columns.
The effect of a misaligned drive beam on the positron

witness bunch is discussed in the next sections.

III. STABILITY OF THE WITNESS BEAM

Based on the premise that the drive beam is stable,
we now investigate the witness beam stability and the
witness beam quality degradation in the presence of a
misaligned drive or witness beam using 3D PIC simulations
with the quasistatic code HiPACE++ [32]. In the simulations,
the computational domain is ð−16; 16Þ × ð−16; 16Þ ×
ð−14; 6Þ k−3p in x × y × ζ, where x and y are the transverse
coordinates. The mesh resolution is 0.0078 × 0.0078×
0.001 k−3p . The same drive beam and helium plasma
column parameters, as in Sec. II, are used. The helium
plasma is modeled by electrons and ions with 16 macro-
particles per cell each. The drive beam has an initial energy
of 5 GeV, no energy spread, and a normalized emittance
of ϵ0 ¼ 0.18 k−1p , which is matched to the focusing field
provided by the background ions in the column. The drive
beam is sampled with 107 macroparticles. The simulation
is propagated for 1000 time steps with a constant time step
of Δt ¼ 5ðckpÞ−1.
The witness beam has a transversely Gaussian and a

longitudinally tailored profile. To preclude hosing sup-
pression due to the presence of a slice-dependent energy
chirp along the positron beam [29] (the energy spread
required to suppress the instability is several percent, and
this might be incompatible with collider applications), we
use a witness beam current profile that optimally loads the
wake, minimizing the development of a correlated energy
spread. As shown in Ref. [20], the current profile that
flattens the accelerating wakefield by optimal beamload-
ing is nontrivial for the nonlinear positron-accelerating
wake. To approximately flatten the wakefield, we consider
a current profile that captures the salient features of the
one described in Ref. [20]. This is obtained by linearly
combining two Gaussian distributions centered in ζ0;w1 ¼
−11.57 k−1p and ζ0;w2 ¼ −11.3 k−1p , and with a length of

σz;w1 ¼ 0.5 k−1p and σz;w2 ¼ 0.2 k−1p , respectively. The
corresponding peak densities are nw1=n0 ¼ 260 and
nw2=n0 ¼ 44.6. The transverse size of the witness
bunch is σx;w ¼ σy;w ¼ 0.029 k−1p , its initial energy is
1 GeV, it has no initial energy spread, and the initial
normalized emittance is ϵx ¼ ϵy ¼ 0.1 k−1p (corresponding
to 0.75 μm rad for n0 ¼ 5 × 1017 cm−3). The witness
bunch is sampled with 1.25 × 108 macroparticles.
After presenting the basic numerical setting, we now

analyze the evolution of the witness beam in the case of
various misalignments of the witness beam centroid, the
drive beam centroid, or both with respect to the plasma
column axis. The evolution of the witness bunch centroid
Xw is shown in Fig. 2(a), where we plot the difference

(a)

(b)

(c)

FIG. 2. (a) Difference between witness beam centroid Xw and
focusing wake centroid hWi for different initial witness and/or
drive beam offsets as a function of the propagation distance. The
witness beam centroid quickly converges to the wake centroid
within a few damped oscillations, demonstrating the stability of
the scheme versus initial offsets. The cases of a misaligned driver
(b) and both a misaligned driver and misaligned witness beam
(c) are also shown for higher witness energies of 5 and 10 GeV,
respectively. Inset in (c): Xw along the propagation axis. Despite
an increased damping length, the evolution is still stable, i.e., Xw
converges to hWi.
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between the witness beam centroid Xw and the wakefield
centroid, which we define as the zero crossing of the
transverse focusing field, at the phase location of the
witness bunch hWi. In the next paragraphs, different beam
configurations are reviewed in detail.
First, the setup of an on-axis drive beam and a mis-

aligned witness beam is considered. In this configuration, a
small initial transverse witness beam offset (Xw;0¼ 0.2σx;w,
solid blue line) and a larger witness beam offset (Xw;0 ¼
σx;w, dash-dotted red line) are tested. For both offsets, the
witness beam centroid quickly converges to the wake
centroid via a strongly damped oscillation. For the small
initial transverse beam offset, we also test higher initial
witness beam energies, namely 5 GeV (dashed red line) and
10 GeV (dash-dotted green line) as shown in Fig. 2(b). To
keep the witness beams quasimatched [19], their transverse
rms sizes are reduced σx;w ¼ σy;w ¼ 0.017 k−1p and σx;w ¼
σy;w ¼ 0.0135 k−1p for 5 GeVand 10 GeV, respectively. The
initial offset is kept constant relative to the reduced beam
size with Xw;0 ¼ 0.2σx;w. As shown in Fig. 2(b), a higher
witness beam energy results in a longer damping length.
Second, the setup of a misaligned drive beam and an on-

axis witness beam is considered. For initial displacements
of Xd;0 ¼ 0.2σx;w and Xw;0 ¼ 0 [dashed green line in
Fig. 2(a)], the witness beam centroid again quickly con-
verges to the wake centroid in a damped oscillation. Small
deviations of the witness beam centroid from the wake
centroid are caused by small asymmetries of the wakefield
around the zero crossing so that the bunch equilibrium
distribution in that wake is itself slightly asymmetric,
implying a small offset of the centroid. Notably, the witness
beam centroid stays aligned with the wake centroid, even if
the wake centroid is changing due to the evolution of the
drive beam.
Finally, the same behavior is also observed in the most

challenging setup of a misaligned drive beam and a
misaligned witness beam, where both the drive and the
witness beams are misaligned by Xd;0¼ 0.2σx;w and Xw;0 ¼
0.2σx;w, respectively [dotted orange line in Fig. 2(a)].
Hereby, we chose the most challenging case, where both
beams are displaced in the same direction, which increases
the offset between Xw and hWi, see Fig. 1. Due to its lower
energy, the witness beam adjusts to the (slowly) evolving
wake centroid driven by the 5-GeV drive beam. Thus, we
also tested quasimatched, higher witness beam energies of
5 GeV [dashed red line in Fig. 2(c)] and 10 GeV [dash-
dotted green line in Fig. 2(c)] to verify the stability even in
cases where the witness beam is evolving at a slower rate
compared to the drive beam. Despite the increased damping
length due to the higher witness beam energy, the witness is
still able to follow the wake centroid. The inset in (c) shows
the corresponding witness beam centroids Xw along the
propagation distance without the subtraction of the wake
centroid. In the presented cases, the witness beam centroids
are displaced from the column axis. Since the attraction of

the drive beam toward the column center is rather slow (see
Ref. [21]), the initial drive beam offset is not fully corrected
during the propagation. The resulting nonzero wake cent-
roid leads to a displacement of the witness beam centroids.
We also considered cases where the drive and witness

beams are offset in orthogonal directions (results not
shown), but we did not observe any detrimental coupling
between the motion in the two planes.
In all presented cases, the oscillation of the positron

witness beam centroid is quickly damped and the witness
centroid converges to the wake centroid. The damping is
caused by two effects that result in high stability of the
witness beam toward transverse displacements: first, the
oscillation is damped due to the longitudinally varying
focusing fields (see Fig. 1), which has also been observed
in other positron acceleration schemes [18]. This effect is
similar to the Balakin-Novokhatsky-Smirnov (BNS) damp-
ing mechanism [33] in conventional accelerators and has
been discussed in the context of quasilinear wakefields in
Ref. [31]. Second, the nonlinear transverse wakefields
cause phase mixing within a single slice of the beam that
ultimately leads to a damping of the witness beam centroid
motion.
The scaling of the damping due to the nonlinear

transverse wakefields can be obtained from a simplified
theoretical model, described in Appendix A. In the
simplified model (see also Ref. [19]), we consider a flat
beam (i.e., σx ≫ σy) in a steplike confining wakefield,
namely ðEx − ByÞ=E0 ¼ −α sgnðxÞ, where x is the trans-
verse coordinate, α is the strength of the wakefield, and
sgnðxÞ is the sign function. The evolution of the drive
beam is neglected (i.e., the confining wake is constant),
we neglect head-to-tail effects (i.e., we consider damping
in a slice at a given longitudinal location along the beam),
and we assume the acceleration to be slow (i.e., the
particle energy changes significantly over distances longer
than the characteristic betatron period). Finally, we
assume the centroid displacement is small compared to
the characteristic beam size, namely Xw;0 ≪ σx;w. With
these assumptions, the evolution of the beam centroid Xw
is found to be a damped oscillation with a damping length
Sdamp scaling as

kpSdamp ∝
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kpσx;wγ

α

r
: ð1Þ

Notably, and confirmed by the simulations, the damping
length does not depend on the initial offset (at least for
small displacements). The scaling of the damping length
with γ, α, and σx;w is in good agreement with the
simulation results.
Since the damping is caused by phase mixing, the

damping length is linked to the spread of the betatron
frequencies within the bunch. In the case of a Gaussian
betatron wave number distribution, the damping length is
proportional to Sdamp;Gauss ∝ 1=σkβ , where σkβ is the rms
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spread of betatron wave numbers. Although the wave
number distribution within the bunch is not Gaussian in
this case, their distribution can be used to quantify which
mechanism dominates the damping process between
(i) BNS damping due to the longitudinally varying focusing
strength resulting in a ζ-dependent betatron period for
particles in different bunch slices, and (ii) nonlinear focus-
ing wakefield resulting in an amplitude-dependent betatron
period for the particles in a beam slice. Therefore, we
examine the distribution of betatron frequencies within the
witness bunch. Using the example with the misaligned
witness beam with an initial offset of Xw;0 ¼ 0.2σx;w, the
betatron frequencies are extracted from 1D test particles
simulations by employing a second-order particle pusher
and using the initial focusing field of the PIC simulation
along x at various slices in the beam. Note that it is possible
to obtain the betatron frequencies directly from the PIC
simulation, but it is impractical due to the acceleration of
the particles and the required data intensity as a short output
period is needed for reasonable accuracy.
The distribution of the wave numbers of the test particles,

kβ=kp, along the bunch is shown in Fig. 3. The red dots and
bars denote the per-slice average hkβi and the per-slice rms
spread σkβ of the betatron wave number, respectively. We
define the head and the tail of the bunch as the slices at
ζ ¼ σz and ζ ¼ −σz. Then, the head-to-tail wave number
spread is obtained as the difference between the mean
betatron wave numbers at the head and at the tail and is
visualized in the plot as a black bar. As shown, the head-to-
tail wave number spread, which is caused by the longi-
tudinal variation of the focusing field, is approximately 4
times larger than the average intraslice wave number spread
caused by the transverse nonlinearity of the focusing field.

Thus, the variance of the focusing field along the bunch
dominates the damping of the positron bunch. Note that the
longitudinal variance strongly depends on the beamloading
of the witness bunch.

IV. EFFECT OF MISALIGNMENT ON WITNESS
BEAM QUALITY

Having discussed the positron stability, we now address
the effect of an initial misalignment on the beam quality.
For the cases described in Fig. 2(a), the effect of the
misalignment on the emittance, energy gain, and relative
energy spread of the positron witness beam are shown
in Figs. 4(a)–4(c). For a small witness beam offset (solid
blue line), the emittance grows only by a few percent in
comparison to the aligned case (solid gray line). A large
witness beam offset (dash-dotted red line), a drive beam
offset (dotted green line), or both (dashed orange line)
degrade the emittance due to the larger initial difference
between wake centroid and beam centroid. Nevertheless,
the emittance growth saturates as soon as the beam centroid
converges to the wake centroid. This is also the case for
the misaligned drive beam, where the wake centroid is
evolving. The energy and the relative energy spread are not
sensitive to initial misalignments of the beam centroids, and

FIG. 3. Distribution of betatron wavenumbers kβ=kp along the
comoving variable ζ. The rms wave number spread per slice σkβ is
depicted by the red bars. The head-to-tail wave number spread,
defined as the difference between the mean wave number at the
head of the bunch (located atþ1σz) and the tail (located at −1σz),
is depicted by the black bar. The head-to-tail spread is larger than
the average of the intraslice spread.

(a)

(b)

(c)

FIG. 4. (a)–(c) Emittance, energy gain, and relative energy
spread as a function of the propagation distance. Depending on
the offset, emittance growth can be observed, which saturates
as soon as the beam is aligned with the wake centroid. Only
marginal differences in energy gain and energy spread are
observed.
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results differ only marginally from the aligned case.
Notably, no positrons are lost during the stabilization
process in all studied cases.
To gain a further understanding of the effect of an initial

offset of the witness beam centroid on the emittance,
we use the model for the emittance growth at saturation
presented in Ref. [19]. In the model, the same general
assumptions as in the previous section are made. Then,
assuming a small relative initial offset of the witness beam
Δx ¼ Xw;0=σx ≲ 1, the emittance growth at saturation is
given by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hx2ihu2xi

p
σxσux

≈
�

8

45

��
1þ 4

π

�
ð1þ Δ2

xÞ þ
ffiffiffi
2

π

r
η−1ð2þ 3Δ2

xÞ

þ 5

2

ffiffiffi
2

π

r
η

�
1þ Δ2

x

2

�
þ 3

4
η2
��

1=2
; ð2Þ

with

η ¼ σ2ux
kpσxγα

: ð3Þ

A detailed derivation of Eq. (2) is presented in
Appendix B.
We now compare the emittance growth obtained from the

model with results from the PIC simulations. The emittance
growth at saturation is estimated using Eq. (2) with an
energy of γ ¼ 2000, an initial transverse beam size of
σx ¼ 0.029 k−1p , an initial emittance of ϵ0 ¼ 0.1 k−1p , and a
field strength of α ¼ 0.5, which is extracted from the PIC
simulation with aligned beams with respect to the column
axis. For the aligned case with Δx ¼ 0, the small offset case
with Δx ¼ 0.2, and the large offset case with Δx ¼ 1, the
predicted emittance growth is 6%, 8%, and 50%, respec-
tively. While the emittance growth predicted by the
simplified model is in reasonable agreement with the
simulation in the aligned and small offset cases, it is
significantly underestimated in the large offset case. A
reason for the underestimation is that the beamloading
effect on the transverse wakefield of a high-charge, strongly
misaligned witness beam is not captured by the model. In
the case of a large offset, the transverse focusing field is
asymmetrically altered, thus the assumption of a simple
steplike wake in the model is not fulfilled anymore.
Therefore, the model provides a reasonable scaling only
for small offsets. Additionally, some of the assumptions
(flat beam, neglect of head-to-tail effects) made in the
model are not fulfilled in the full PIC simulation, so the
model should be used for qualitative purposes only.
In summary, the nonlinearity of the focusing field

transversely provides stability as initial offsets are quickly
damped due to the phase mixing of the particles. However,
this mechanism comes at a cost, since the phase mixing
increases the witness beam size and the emittance.

V. CONCLUSION

In this paper, positron acceleration in a plasma column is
shown to be inherently stable: in case of misalignments
between the drive and witness beams with respect to the
plasma column, the witness beam centroid is attracted to
the centroid of the focusing wake and the witness beam is
not susceptible to the hosing instability due to a longitu-
dinally varying and transversely nonlinear focusing field in
the region of the positron bunch. The initial misalignment
is corrected via a damped oscillation, which affects the
witness beam quality. A scaling for the damping length of
the oscillation and the induced emittance growth is pre-
sented. By analysis of the betatron wave numbers distri-
bution within the bunch, the variation of the focusing field
along the bunch is identified to be the dominating effect in
the damping. To achieve high-quality positron acceleration,
the alignment of drive and witness beam with respect to the
plasma column is essential, but, in principle, achievable due
to the intrinsic stability, which allows for the implementa-
tion of active feedback loops. Plasma columns enable
stable, low-emittance, low-energy-spread positron acceler-
ation as required for a linear collider. Initial experiments of
this configuration may be performed at beam test facilities,
such as FACET-II [34].

Data availability.—The input scripts for the PIC simu-
lations used in Figs. 2 and 4 are available online [35]. The
data that support the other figures are available upon
reasonable request from the corresponding author.
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APPENDIX A: DAMPING LENGTH OF THE
POSITRON WITNESS BEAM CENTROID

OSCILLATIONS

Here we derive an expression for the characteristic
damping length of the positron witness beam centroid
oscillations. In the derivation, the following assumptions
are made: (1) The transverse wakefield close to the axis is
approximately steplike (see Fig. 4 in Ref. [19]) and is
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described by ðEx − ByÞ=E0 ¼ −α sgnðxÞ, with sgnðxÞ
being the sign function, and the field strength α > 0 a
constant, respectively. (2) The drive beam evolution is
neglected and the transverse wakefield is constant in time.
(3) The beam is considered to be flat, i.e., σw;x ≫ σw;y and
σux ≫ σuy , with σux and σuy being the transverse rms
momentum spreads in x and y direction, respectively.
(4) The acceleration process is adiabatic (i.e., the single
particle action is conserved). (5) A small centroid offset is
considered, namely Xw;0 ≪ σx;w.
The damping length depends on the spread in betatron

frequencies of the particles in the beam and this, in turn,
depends on the beam’s initial phase-space distribution.
Analytical calculations for the damping length are tractable
in the case of an initial phase-space distribution that is
perfectly matched (in the case without centroid displace-
ment) in the idealized steplike wakefield (i.e., the unper-
turbed phase-space distribution is a stationary solution of
the Vlasov equation for the system). Note that, as explained
in Ref. [19], the Gaussian distribution that is used as the
initial condition in all the simulations presented in this
work is not a stationary solution of the Vlasov equation.
Hence, in our calculations, we will consider an exponential
distribution (see below for details on its definition). We
verified numerically that the damping length for an
exponential distribution is comparable to that of a quasi-
matched initial Gaussian distribution with the same rms
size (the exponential distribution is a good proxy for a
Gaussian distribution). Extension of the results to other
types of matched initial distributions is straightforward.
The calculation of the beam centroid evolution requires

first determining the centroid motion for a displaced beam
with a Kapchinskij-Vladimirskij (KV) [37] phase-space
distribution (KV beamlet, note that an undisplaced KV
beam is also a stationary solution of the Vlasov equation,
see Sec. A 1). Then, the centroid evolution for the whole
beam is obtained by considering that a generic matched
beam can be decomposed into a sum of KV beamlets (see
Sec. A 2).

1. Evolution of the beam centroid of a
single KV beamlet

The KV phase-space distribution is defined as [37]

fKVðx; uxÞ ∝ δ½Hðx; uxÞ −H0�; ðA1Þ

where δ is the Dirac delta distribution,Hðx; uxÞ is the single
particle Hamiltonian for a particle in a steplike wakefield,
and it is given by [19]

Hðx; uxÞ ¼
u2x
2γ

þ αkpjxj; ðA2Þ

with x, ux, and γ being the position, the momentum, and the
Lorentz factor of the particle, respectively. Finally, H0 is a

parameter that depends on the initial condition and sets the
characteristic size of the beamlet. We also introduce the
parameter X0, defined as

kpX0 ¼
H0

α
: ðA3Þ

Since the phase-space distribution depends on the coor-
dinates via the Hamiltonian, then it is, by construction,
a stationary solution of the Vlasov equation and so the
beamlet is matched (i.e., all the beam moments are constant
in time). In a KV beamlet, all the particles satisfy, at all the
times, the condition Hðx; uxÞ ¼ H0 or, equivalently,

u2x
2γ

þ αkpjxj ¼ αkpX0: ðA4Þ

Thus, the particle momentum is a function of the position
according to

ux ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γαkpðX0 − jxjÞ

q
: ðA5Þ

We see that jxj ≤ X0, and so X0 represents the maximum
coordinate for a particle in a KV beamlet. The betatron
periodLβ of a single particle in the steplikewake is obtained
by integrating the equation of motion dx=ds ¼ ux=γ, with
uðxÞ given by Eq. (A5), over a closed orbit, yielding

Lβ;KV ¼ 2

Z
X0

−X0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ

2αkpðX0 − jxjÞ
r

dx ¼ 8

ffiffiffiffiffiffiffiffiffiffi
γX0

2αkp

s
: ðA6Þ

All the particles in a KV beamlet have the same betatron
period that depends on the beamlet size, X0. The betatron
wave number is then given by kβ;KV ¼ 2π=Lβ;KV, or

kβ;KVðX0Þ≡ k0β ¼
π

4

ffiffiffiffiffiffiffiffiffiffi
2αkp
γX0

s
: ðA7Þ

We now consider a KV beamlet whose centroid is
initially displaced by Xw;0 (in the following, we assume
Xw;0 > 0 for illustration purposes). The particles in such
beamlet satisfy

u2x
2γ

þ αkpjx − Xw;0j ¼ αkpX0: ðA8Þ

Notably, a displaced KV beamlet is not an equilibrium
distribution anymore, as shown in Fig. 5, which displays
the phase space of the unperturbed KV beam (gray solid
line) and that of the displaced KV beamlet (blue-red-black
solid line). The particles in the displaced beamlet can be
categorized into three subsections: first, the particles with
x < 0 (solid red line, we denote this set of particles with the
symbol C−) that satisfy
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u2x
2γ

þ αkpjxj ¼ αkpðX0 − Xw;0Þ: ðA9Þ

Second, the particles with x > Xw;0 (solid blue line, Cþ)
that satisfy

u2x
2γ

þ αkpjxj ¼ αkpðX0 þ Xw;0Þ; ðA10Þ

and third, the remaining particles with 0 < x < Xw;0 (solid
black lines, C0). When comparing Eqs. (A9) and (A10)
with Eq. (A4), one can see that the particles in C− and Cþ
are effectively part of KV beamlets with parameters
X0 − Xw;0 and X0 þ Xw;0, respectively. Thus, during evo-
lution, the particles initially in C− and Cþ remain in their
respective perturbed KV orbits with sizes X0 ∓ Xw;0, as
indicated by the dashed lines in the corresponding colors in
Fig. 5. The particles in C0 fill the space area between the
red and the blue orbits (filamentation), but the fraction of
such particles is small for small centroid displacements.
Hence, we see that we can represent a displaced KV
beamlet as the sum of two half KV beamlets of different
characteristic sizes. From Eq. (A7), the betatron wave
numbers for the particles in C� are k�β ¼ kβ;KVðX0 � Xw;0Þ,
which reduce, for small offsets Xw;0=X0 ≪ 1, to

k�β ¼ k0β

�
1 ∓ 1

2

Xw;0

X0

�
: ðA11Þ

To calculate the evolution of the centroid of the full,
displaced KV beamlet Xw;KV, the centroids and the fraction

of particles in C−, Cþ, and C0 must be computed. Starting
with the latter, we define f−, fþ, and f0 as the fraction of
particles in C−, Cþ, and C0, respectively. We have
f− þ fþ þ f0 ¼ 1. For small offsets, Xw;0=X0 ≪ 1, we
can neglect the fraction of particles in C0, and we modify
Cþ by adding the particles in 0 < x < Xw;0 along the
dashed blue orbit. In this case, we have f− þ fþ ¼ 1. The
fraction in C� is obtained by integrating the corresponding
phase-space distribution over the suitable domain. For
instance, we have

f− ¼ 1

N

Z
0

−∞
dx

Z
∞

−∞
duxδ

�
u2x
2γ

þ αkpðjxj − X0 þ Xw;0Þ
�
;

ðA12Þ

with the normalization

N ¼
Z

∞

−∞
dx

Z
∞

−∞
duxδ

�
u2x
2γ

þ αkpjxj − αkpX0

�
: ðA13Þ

We obtain f− ¼ ð1=2Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − Xw;0=X0

p
, and assuming

Xw;0=X0 ≪ 1, we have

f− ≃
1

2

�
1 −

1

2

Xw;0

X0

�
; ðA14Þ

and so

fþ ¼ 1

2

�
1þ 1

2

Xw;0

X0

�
: ðA15Þ

The centroid of the KV beamlet at any time is given by

Xw;KVðsÞ ¼ f−X−ðsÞ þ fþXþðsÞ; ðA16Þ

with X�ðsÞ being the centroids of C�, respectively. Note
that since particles in C� will rotate clockwise following
the respective orbits with betatron periods k�β , we can
assume that the corresponding centroids are performing a
harmonic motion with the same betatron periods, hence

X�ðsÞ ¼ X�ð0Þ cos k�β s: ðA17Þ

Here X�
w ð0Þ is the initial C� centroid computed by

averaging x over the corresponding initial distributions,

X�ð0Þ ¼ � 2

3
ðX0 � Xw;0Þ: ðA18Þ

Inserting Eqs. (A14), (A15), (A17), and (A18) into
Eq. (A16), we have

FIG. 5. Phase-space of an unperturbed (solid gray line) KV
beamlet and of a KV beamlet with an initial offset Xw;0 > 0 (solid
blue-red-black line). The KV beamlet with an initial offset is not
an equilibrium distribution anymore: the particles that are initially
on the blue (Cþ) and red (C−) arch continue their trajectories
on the blue and red dashed lines, respectively. Thus, they are
effectively part of KV beamlets with sizes X0 þ Xw;0 (blue) and
X0 − Xw;0 (red), respectively. The particles that are initially on the
black arches (C0) fill trajectories in between the red and blue
orbits (filamentation).
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Xw;KVðsÞ ¼ −
X0

3

�
1 −

3

2

Xw;0

X0

�
cos k−β s

þ X0

3

�
1þ 3

2

Xw;0

X0

�
cos kþβ s: ðA19Þ

Keeping only first order terms in Xw;0=X0, the expression
for Xw;KVðsÞ can be further simplified to

Xw;KVðsÞ ¼
2

3
X0 sin

�
k0β
2

Xw;0

X0

s

�
sin k0βsþ Xw;0 cos k0βs:

ðA20Þ

We see that, as a consequence of the beating between the
betatron frequencies k�β associated with the particles in C�,
the centroid of a perturbed KV beamlet performs transverse
oscillations with an amplitude that changes periodically
in time. The periodicity of the modulation is determined
by Xw;0.
Finally, we can further simplify Eq. (A20) for early

times, ðXw;0=X0Þk0βs ≪ 1, to

Xw;KVðsÞ ≃ Xw;0

�
cos k0βsþ

k0βs

3
sin k0βs

�
: ðA21Þ

2. Evolution of the centroid for a beam with an
exponential phase-space distribution

We now compute the centroid motion for a displaced
beam with an exponential phase-space distribution. The
exponential phase-space distribution, including the correct
normalization (i.e., such that ∬ fðx; uxÞdxdux ¼ 1), is
defined as

fðx; uxÞ ¼
αffiffiffiffiffiffiffiffiffiffiffiffi
8πγh30

q exp

�
−
Hðx; uxÞ

h0

�
; ðA22Þ

where h0 is a parameter setting the width of the beam. The
rms size of the bunch is given by σexp ≡

ffiffiffiffiffiffiffiffi
hx2i

p
¼ ffiffiffi

2
p

h0=α.
A beam with an exponential phase-space distribution can

be decomposed into a sum of different KV beamlets of
different sizes. From geometric considerations, we have
that the fraction of particles in KV beamlets with sizes
between X0 and X0 þ dX0 is given by

dNðX0Þ ¼
27=4ffiffiffi
π

p
σ3=2exp

ffiffiffiffiffiffi
X0

p
exp

�
−

ffiffiffi
2

p X0

σexp

�
dX0: ðA23Þ

The motion of the centroid for the whole beam, Xw, in
case of an initial centroid displacement is calculated by
superimposing the centroids of different KV beamlets,
Eq. (A21), taking into account the weighting given by
Eq. (A23), we obtain

XwðsÞ ¼
Z

∞

0

Xw;KVðs;X0ÞdNðX0Þ; ðA24Þ

where we explicitly indicated the dependence of Xw;KV

on X0. After some algebra, we obtain the following
expression for the evolution of the whole beam centroid:

XwðsÞ ¼ Xw;0
4

π

Z
∞

0

�
cos ðψ0tÞ þ

ψ0t
3

sinðψ0tÞ
�
e−

1

t2

t4
dt;

ðA25Þ

with

ψ0 ¼ ψ0ðsÞ ¼
π

4

�
2

ffiffiffi
2

p
α

kpσexpγ

�1
2

kps: ðA26Þ

For short propagation distances, kps≪ð4 ffiffiffi
2

p
kpσexpγ=αÞ1=2=

π (i.e., when ψ0 ≪ 1), the solution Eq. (A25) can be
approximated as

XwðsÞ
Xw;0

≃ 1 −
ψ2
0

3
¼ 1 −

π2
ffiffiffi
2

p
α

24σexpγ
kps2: ðA27Þ

For longer propagation distances, ψ0ðsÞ grows, and for
large enough values of ψ0, the fast oscillating trigonometric
functions in Eq. (A25) will cause the integral to vanish.
Hence, Eq. (A25) describes the damping of the centroid
oscillations. A numerical study of Eq. (A25) shows that
this occurs for ψ0 ≳ 2π. From this, and using Eq. (A26),
we derive the following expression for the characteristic
distance over which damping of the centroid oscillations
occurs:

kps≳ kpSdamp ¼ 4

� ffiffiffi
2

p
kpσexpγ

α

�1
2

: ðA28Þ

Since the damping length was derived for a beam with an
exponential phase-space distribution, while all the simu-
lations in this work use an initial Gaussian phase-space
distribution, we verified numerically that the damping
length agrees with that of a Gaussian beam to a reasonable
level. For the comparison, we assumed that σexp ¼ σx;w,
with σx;w being the rms size of the Gaussian witness beam.
The evolution of the centroid is obtained with test-particles
simulations (using a second-order particle pusher) for
beams in a steplike wakefield. Results are shown in
Fig. 6, where we compare the centroid evolution from test
particles simulations for an exponential beam (red dashed
line), and for a Gaussian beam (green dash-dotted line) to
the numerical solution of Eq. (A25) (blue solid line). The
physical parameters used in this example are α ¼ 0.5,
γ ¼ 2000, σx;w ¼ 0.029 k−1p , Xw;0 ¼ 0.005 k−1p , and an
emittance of the Gaussian beam of ϵx ¼ 0.1 k−1p . We find

SELF-STABILIZING POSITRON ACCELERATION … PHYS. REV. ACCEL. BEAMS 25, 091304 (2022)

091304-9



that the solution of Eq. (A25) is in excellent agreement with
the simulation results for an exponential beam and in good
agreement with that of a Gaussian beam. We also see that
the envelope of the damped centroid oscillations can be
well approximated by the exponential � expð−s=SdampÞ,
with Sdamp given by Eq. (A28) (gray dotted lines).
Note that in the full PIC simulations presented in this

work, many of the assumptions discussed here are only
approximately fulfilled (e.g., round beams are used instead
of flat beams, the actual confining wakefield is not an exact
steplike function, the drive beam is evolving, etc.) and thus
we expect the damping length derived here to be only
qualitatively correct.

APPENDIX B: EMITTANCE GROWTH AT
SATURATION WITH INITIAL OFFSET

Under the assumptions of the model described in Sec. III,
the emittance growth at saturation is calculated similarly
to Refs. [19,38]. The Hamiltonian for a particle in a
steplike transverse wakefield, ðEx − ByÞ=E0 ¼ −αsgnðxÞ,
is given by

Hðx; uxÞ ¼
u2x
2γ

þ αkpjxj: ðB1Þ

The maximum of any particle trajectory xmax is obtained
by setting ux ¼ 0 for a given initial condition ðx0; ux0Þ,
yielding

xmax ¼ Hðx0; ux0Þ=α: ðB2Þ

Using Eqs. (B1) and (B2), the momentum ux for any given
initial condition is

ux ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γαkpðxmax − jxjÞ

q
; ðB3Þ

with jxj ≤ xmax.
Following Ref. [38], the time average of phase-space

moments over a closed particle orbit is given by

x2ðx0; ux0Þ ¼
∂hP2

∂hP0

				
h¼Hðx0;ux0 Þ¼αkpxmax

ðB4aÞ

u2xðx0; ux0Þ ¼
γP0

∂hP0

				
h¼Hðx0;ux0 Þ¼αkpxmax

; ðB4bÞ

with

PlðhÞ ¼
Z

xmax

0

xlðh − αkpjxjÞ1=2dx: ðB5Þ

Evaluating Eq. (B4) with the given Hamiltonian yields

x2ðx0; ux0Þ ¼
8

15
x2max ðB6aÞ

u2xðx0; ux0Þ ¼
2

3
γαkpxmax: ðB6bÞ

The second-order phase-space moments for the beam
are obtained by averaging over the initial Gaussian
phase-space distribution. In contrast to Ref. [19], the
Gaussian distribution used for the averaging has an initial
offset of Xw:

hx2i ¼ 1

2πσxσux

Z
∞

−∞

Z
∞

−∞
x2ðx0; ux0Þ

× exp

�
−
ðx0 − XwÞ2

2σ2x
−

u2x0
2σ2ux

�
dx0dux0 ðB7aÞ

hu2xi ¼
1

2πσxσux

Z
∞

−∞

Z
∞

−∞
u2xðx0; ux0Þ

× exp

�
−
ðx0 − XwÞ2

2σ2x
−

u2x0
2σ2ux

�
dx0dux0 : ðB7bÞ

Solving the integrals in Eq. (B7) gives the second-order
phase-space moments

hx2i ¼ 8

15

�
σ2x þ X2

w þ σ2ux
γαkp

�
σxe−Δ

2
x=2

ffiffiffi
2

π

r

þ XwErf

�
Δxffiffiffi
2

p
��

þ 3

4

σ4ux
γ2α2

�
ðB8aÞ

hu2xi ¼
1

3

�
σ2ux þ 2γαkp

�
σxe−Δ

2
x=2

ffiffiffi
2

π

r
þ XwErf

�
Δxffiffiffi
2

p
���

;

ðB8bÞ

FIG. 6. Damping in a steplike transverse focusing field during
propagation time s. The numerical solution of Eq. (A25) agrees
well with the reduced modeling of an exponential beam and with
an exponential decay assuming the damping length Sdamp. The
damping of a Gaussian beam in the reduced model takes slightly
longer but the physical scaling was found to be the same.
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with Δx¼Xw=σx and the error function ErfðxÞ¼
2ffiffi
π

p
R
x
0 e

−t2dt. Finally, the relative emittance growth is given

by the emittance at saturation ϵf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hx2ihu2xi

p
divided by

the initial emittance ϵi ¼ σxσux :ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hx2ihu2xi

p
σxσux

¼
�
8

45

�
1þ4

π
e−Δx þΔ2

x

þ4e−Δx=2

ffiffiffi
2

π

r
ΔxErf

�
Δxffiffiffi
2

p
�
þ2ΔxErf

�
Δxffiffiffi
2

p
�

2

þ2η−1
�
½1þΔ2

x�
� ffiffiffi

2

π

r
e−Δ

2
x=2þΔxErf

�
Δxffiffiffi
2

p
���

þ5

2
η

� ffiffiffi
2

π

r
e−Δ

2
x=2þΔxErf

�
Δxffiffiffi
2

p
��

þ3

4
η2
��

1=2
;

ðB9Þ

with

η ¼ σ2ux
kpσxγα

: ðB10Þ

A second-order Taylor expansion for Δx ≪ 1 yields

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hx2ihu2xi

p
σxσux

≈
�
8

45

��
1þ 4

π

�
ð1þ Δ2

xÞ þ
ffiffiffi
2

π

r
η−1ð2þ 3Δ2

xÞ

þ 5

2

ffiffiffi
2

π

r
η

�
1þ Δ2

x

2

�
þ 3

4
η2
��

1=2
: ðB11Þ

The Taylor expansion is accurate for Δx ≲ 1 and under-
estimates the emittance growth at saturation by less than
1% and 5% for Δx ¼ 0.5 and Δx ¼ 1, respectively.
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L I S T O F F I G U R E S

Figure 2.1 Plasma wake and corresponding wakefields in
the linear regime. The electron density pertur-
bation normalized to the background plasma
density, the accelerating field and the focusing
field normalized to the cold, non-relativistic
wave-breaking field E0 are shown in the x-ζ-
plane in (a)–(c), respectively. 17

Figure 2.2 Plasma wake and corresponding wakefields in
the blowout regime. The electron density nor-
malized to the background plasma density, the
accelerating field and the focusing field normal-
ized to the cold, non-relativistic wave-breaking
field E0 are shown in the x-ζ-plane in (a)–(c),
respectively. 19

Figure 4.1 Schematic of the quasi-static PIC algorithm. The
3D simulation domain is calculated slice-by-
slice in a loop over the longitudinal grid points
from the head of the box to its tail. Only the
beam particles, a 2D slice of plasma particles,
and a few 2D slices of fields are required to de-
termine the wake in the 3D simulation domain.
Source: [168] 32

Figure 5.1 Schematic of positron acceleration in a plasma
column. 40

Figure 5.2 Two-dimensional (ζ, x) map of the accelerating
wakefield, Ez/E0. Positrons can be accelerated
in the region −14 ≲ kpζ ≲ −10. Inset: trans-
verse dependence of accelerating field in the
positron accelerating region at three different
longitudinal locations denoted by the dashed
(kpζ = −12.5), solid (kpζ = −11.5), and dotted
(kpζ = −10.5) lines. The accelerating field falls
off for increasing distance from the propaga-
tion axis. The transverse gradient of the field
decreases further behind the driver. 42
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Figure 5.3 Two-dimensional (ζ, x) map of the focusing
wakefield, (Ex − cBy)/E0. Positrons can be fo-
cused in the region −14 ≲ kpζ ≲ −9, which
widely overlaps with the positron accelerat-
ing region. Inset: transverse dependence of
focusing field at three different longitudinal lo-
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