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Abstract

This thesis investigates applications of laser induced strain for creation, precise

control and probing of surface deformations and their further applications. The

applications include shortening and gating of X-ray pulses at synchrotron facili-

ties, independent control of induced transient thermal grating and standing surface

acoustic waves, measurement of periodic surface displacements with sub-angstrom

precision, as well as an investigation of laser induced magnetization precession in

thin ferromagnetic films. A prerequisite for developing strain-driven applications

is the ability to generate and control localized lattice strain on short time- and

lengthscales. This prerequisite is developed in this thesis.

The main tool for generating strain on short time- and lengthscales are ultrashort

laser pulses capable of launching strain waves by means of a rapid expansion due

to a sudden temperature rise. Periodic surface deformations are generated using

the Transient Grating technique, which deploys overlapping laser beams, resulting

in an interference pattern on the sample surface. It is used to generate surface

deformations with 1.5 µm period and up to 5 nm surface excursion and control the

deformations on sub nanosecond timescales using the Transient Grating technique.

This thesis is based on the research that resulted or contributed to the following

publications: The experimental deployment and test of a new improved design of

a laser-driven multilayered Bragg-switch at ESRF ID09. It allowed shortening of

X-ray pulses from 100 ps to 10 ps with a repetition rate higher than 1 MHz and a

low thermal background. The new experimental setup utilizing multiple subsequent

transient grating excitation with an independent temporal and spatial phase control,

opening a possibility for an independent control of periodic transient thermal surface

deformations and induced surface acoustic waves. It was successfully deployed and

tested at ESRF ID09 as well. The method based on mathematical modelling of

periodic surface displacements and diffraction theory, allowing precise measurements

of an absolute amplitude of periodic surface displacements. A study of excitation

mechanisms of the magnetization precession in ferromagnetic thin films, which led

to the exclusion of pure thermal excitation by means of a change of temperature

dependent anisotropy contributions.

1



Zusammenfassung

Die vorliegende Arbeit beschäftigt sich mit der Frage nach Anwendungen der

laserinduzierten Oberflächenverformungen als multifunktionale Werkzeuge in der

Festkörperphysik. Die untersuchten Anwendungen beinhalten Verkürzung und Se-

lektion der von Synchrotronquellen erzeugten Röntgenpulsen, unabhängige Kon-

trolle von induzierten Wärmegittern und stehenden akustischen Oberflächenwellen.

Weitere Anwendungen sind das Verfahren zur Messung der Amplitude von pe-

riodischen Oberflächenverformungen mit einer Präzision besser als ein Ångström

und Untersuchung von Anregungsmechanismus der Präzision der Magnetisierung in

dünnen Filmen. Die Voraussetzung für die Entwicklung von solchen Werkzeugen ist

eine Möglichkeit, die lokalisierten Oberflächenverformungen des Kristallgitters auf

kurzen Zeit- und Längenskalen zu generieren und kontrollieren.

Das Hauptwerkzeug für die Erzeugung von Oberflächenverformungen eines

Kristallgitters auf kurzen Zeit- und Längenskalen sind die ultrakurzen Laserpulse,

die in der Lage sind, akustische Oberflächenwellen durch eine schnelle Expansion

eines Kristallgitters zu erzeugen. Die periodischen Oberflächenverformungen

können durch die Transient Grating (TG) Methode, bei der zwei Laserstrahlen

an der Oberfläche eines Festkörpers interferieren, erzeugt werden. Mit der TG

Methode wurden Oberflächenverformungen mit der Periode von 1,5 µm und einer

Extrusion der Oberfläche von 5 nm erzeugt und auf Zeitskalen unterhalb einer

Nanosekunde manipuliert.

Diese Arbeit ist das Ergebnis folgender Forschungsarbeit: ein experimenteller

Aufbau und Test von neuartigen mehrschichtigen Bragg-Schaltern an ESRF ID09.

Sie erlauben Röntgenpulse von 100 ps auf 10 ps mit einer Wiederholrate von über

1 MHz und einem geringen Wärmehintergrund zu verkürzen. Ein neuer exper-

imenteller Aufbau, der mehrere nacheinander folgende TG-Anregungen verwen-

det, um eine unabhängige Kontrolle von akustischen Oberflächenwellen und dem

statischen Wärmegitter zu ermöglichen. Dieser Aufbau war ebenfalls an ESRF

ID09 getestet. Ein Verfahren, welches ein mathematisches Modell der periodis-

chen Oberflächenverformungen und die Beugungstheorie verwendet, und dabei eine

Messung der absoluten Amplitude der angeregten Oberflächenverformungen erlaubt.

Eine Untersuchung der Anregungsmechanismen der ferromagnetischen Präzision in

dünnen Pt/Co/Pt Filmen, welche eine Anregung allein durch die Änderung der

Temperatur der Oberfläche ausschließt.

2



Publications included in this thesis

(I) Demonstration of a picosecond Bragg switch for hard X-rays in a

synchrotron-based pump–probe experiment

M. Sander, R. Bauer, V. Kabanova, M. Levantino, M. Wulff, D. Pfuetzen-

reuter, J. Schwarzkopf, P. Gaal. Journal of Synchrotron Radiation, 26(4),

1253–1259. (2019)

(II) Quantitative disentanglement of coherent and incoherent laser-

induced surface deformations by time-resolved x-ray reflectivity

M. Sander, J.E. Pudell, M. Herzog, M. Bargheer, R. Bauer, V. Besse, V.

Temnov, and P. Gaal, Appl. Phys. Lett. 111, 261903 (2017)

(III) Full Spatiotemporal Control of Laser-Excited Periodic Surface De-

formations

J.E. Pudell, M. Sander, R. Bauer, M. Bargheer, M. Herzog, P. Gaal. Phys.

Rev. Applied, 12, 024036. (2019)

(IV) A new concept for temporal gating of synchrotron X-ray pulses D.

Schmidt, R. Bauer, S. Chung, D. Novikov, M. Sander, J.E. Pudell, M. Her-

zog, D. Pfuetzenreuter, J. Schwarzkopf, R. Chernikov, P. Gaal. Journal of

synchrotron radiation, 28 (Pt 2), 375–382. (2021)

(V) Strain induced magnetization precession in Pt/Co/Pt multilayers

R. Bauer, J. Wagner, H.P. Oepen, and P. Gaal. In preparation.

3



Declaration of contribution

List of the contributions to the listed publications.

(I) I participated in preparation of the experimental setup at ESRF ID09, acqui-

sition of the experimental data, creation of simulations with UDKM toolbox,

evaluation of the experimental data and discussions of the results. I con-

tributed to writing and proofreading of the final manuscript.

(II) I participated in preparation of the experimental setup at ESRF ID09, acqui-

sition of the experimental data, creation of simulations with UDKM toolbox,

evaluation of the experimental data and discussions of the results. I con-

tributed to writing and proofreading of the final manuscript.

(III) I participated in preparation of the experimental setup at ESRF ID09, acqui-

sition of the experimental data, creation of simulations with UDKM toolbox,

evaluation of the experimental data and discussions of the results. I con-

tributed to writing and proofreading of the final manuscript.

(IV) I participated in development of concepts leading to the experiment and dis-

cussions of the results. I contributed to writing and proofreading of the final

manuscript.

(V) I developed a mathematical model and applied it for the evaluation of the

experimental data. I participated in creation of simulations for the experiment

data and discussions of the results. I wrote the first draft of the manuscript

and contributed to writing and proofreading of the final version.

4



Contents

1 Introduction 6

2 Theoretical and experimental concepts 9

2.1 Surface Acoustic Waves . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Transient Grating Spectroscopy . . . . . . . . . . . . . . . . . . . . . 11

2.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2.2 Implementation of experimental setup for TG spectroscopy . . 15

2.2.3 Characteristic parameters of TG setup . . . . . . . . . . . . . 16

2.3 Diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3.1 Diffraction at an optical phase grating . . . . . . . . . . . . . 18

2.3.2 Diffraction at crystal lattice . . . . . . . . . . . . . . . . . . . 21

2.4 Magnetic anisotropy and magnetization dynamics . . . . . . . . . . . 23

2.4.1 Magnetic anisotropy . . . . . . . . . . . . . . . . . . . . . . . 23

2.4.2 Temperature dependence of anisotropy and magnetoelastic

constants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4.3 Equations of motion of the magnetization vector . . . . . . . . 26

2.4.4 Ferromagnetic resonance frequency . . . . . . . . . . . . . . . 27

2.4.5 Magnetoelastic coupling and free energy density of Pt/Co mul-

tilayers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3 Strain as functional tool in thin films - selected applications 31

3.1 Shortening of hard X-ray pulses at synchrotrons . . . . . . . . . . . . 31

3.2 Measurement of periodic sub-angstrom surface distortions . . . . . . . 35

3.3 Spatiotemporal control of periodic surface distortions . . . . . . . . . 39

3.4 Strain-induced magnetization dynamics . . . . . . . . . . . . . . . . . 43

3.4.1 Sample and Geometry . . . . . . . . . . . . . . . . . . . . . . 43

3.4.2 Strain-induced precession of the magnetization . . . . . . . . . 45

3.4.3 Heat-induced precession excitation . . . . . . . . . . . . . . . 47

4 Summary 50

5



Chapter 1

Introduction

Strain in solids and nanostructures can be used as a powerful tool for dynamic con-

trol and measurement of a wide variety of different material properties. Depending

on the material, it can induce electric and magnetic fields, and even trigger phase

transitions [1–7]. Moreover, its application extend beyond the solid itself as it can be

used to shape diffracted and reflected X-rays, filter RF signals, switch laser pulses,

drive optomechanical devices [8–12]. This thesis contains an investigation of strain

applications as a tool for measurement and control of surface displacement in solids

and nanostructures, application of periodic surface displacement as a tool for manip-

ulation of X-rays at synchrotron facilities. Investigation of laser-induced excitation

of ferromagnetic resonance by means of heat and acoustic waves. It attempts to an-

swer important questions about new limits of current strain applications and expand

them by an introduction of new experimental methods and theoretical analysis.

Shortening of X-ray pulses at synchrotron facilities was achieved before using a

structure consisting of a single layer on top of the substrate [13]. The layer was

pumped by ultra-short laser pulses, causing the change of the diffraction efficiency

on timescales of picoseconds. This effect can be used to switch X-ray pulses on

and off, thus shortening the pulse duration. However, heat accumulation in the

pumped layer does not allow a fast return to its initial state after it was switched on

and off, hence lowering the efficiency and repeatability. New multilayer structures

discussed in this thesis can avoid this problem by having separate layers that serve

as a laser pulse absorption medium and an X-ray diffraction layer. Their structure,

application, efficiency, repeatability rate and other limitation are discussed in this

thesis based on experimental data collected at ESRF.

Transient grating technique discussed in Chapter 2 is a widely used tool for

creation of periodic surface displacements [14]. However, measurement of an ab-

solute amplitude of such displacement is not a trivial task, since its typical values
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are below one nanometer. An analytical method that allows to measure such sur-

face displacements with a sub-angstrom precision and decompose it in acoustic and

thermal components is presented in this thesis.

The ability to control standing surface acoustic waves by mixing, amplifying

or extinguishing them through multiple subsequent excitations has been used to

study a variety of physical effects. Standing acoustic waves generated by means

of laser-induced transient grating excitations are always accompanied by a thermal

transient grating due to the heat absorption. This thermal transient grating is

often an undesired effect that interferes with the measurement by contributing to

the measured signal. This thesis includes an experimental setup that achieves a

full independent control of acoustic and thermal surface displacements, which was

successfully deployed at ESRF ID09.

An application of strain or heat to ferromagnetic thin layers can induce a mag-

netization precession. Strain can directly affect the energy of the system through

the magnetoelastic coupling. Increasing the temperature of a ferromagnetic thin

layer changes anisotropy constants that have strong temperature dependence and

determine magnetization orientation. A part of this thesis is focussed on an investi-

gation of excitation mechanisms of the magnetization precession in Pt/Co multilayer

structures.

The thesis is structured in the following way. Chapter 2 introduces experimental

and theoretical methods and concepts necessary for understanding of physics used

in this thesis. First, it covers laser-induced transient gratings as an important tool

of dynamic strain and thermal surface displacement generation. It describes an

implementation of the experimental setup used to generate transient gratings, as

well as the spatial and the temporal shape of surface displacements generated by a

transient grating excitation. Second, the diffraction at phase gratings is described

with focus on grating shapes and parameters used in this thesis. It is an essential

concept for both generation of transient gratings in an experiment setup and probing

periodic surface displacements as a result of transient grating excitation. Third,

magnetization dynamics and the magnetoelastic coupling. It allows an excitation

and manipulation of magnetization dynamics by means of an introduction stain and

heat to the sample surface.

Chapter 3 contains selected application of strain as a tool for exciting and control-

ling X-ray reflection and diffraction, creation and measurement of periodic surface

displacements and investigation of magnetization dynamics, based on the papers

included in this thesis. The following applications are discussed: Shortening and

selection of X-ray pulses generated at synchrotron facilities by means of strain in-
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duced in multilayered structures, from which X-rays are either reflected or diffracted.

Excitation and control of both temporal and spatial parameters of periodic surface

displacements in solids. Independent control of standing surface acoustic waves

and thermal surface displacement. Measurement of the absolute amplitude of sur-

face displacements with sub-angstrom precision. Investigation of strain and heat

as excitation mechanisms of magnetization precession and its dynamics in Co/Pt

multilayered structures.

Results described in Chapter 3 are summarized and briefly discussed in Chapter

4. Papers included in this thesis can be found and the end of the thesis as an

attachment.
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Chapter 2

Theoretical and experimental

concepts

This chapter contains theoretical and experimental concepts necessary to understand

methods of the applications of strain as a functional tool in solids and nanostructures

presented in Chapter 3. A general overview of surface acoustic waves (SAW), in

particular Rayleigh waves and surface-skimming longitudinal waves (SSLW) is given

in Section 2.1. Rayleigh SAW and SSLW are launched when solids are excited with

high-intensity ultrashort laser pulses in transient grating configuration. Section 2.2

contains a detailed description of laser-induced transient grating spectroscopy, its

parameters and description of an experimental setup used in such measurements.

Elements of the theory of diffraction at gratings and crystal lattice are summarized

in 2.3. Their understanding is necessary for understanding of theoretical methods

presented in Section 3.2.

2.1 Surface Acoustic Waves

Surface acoustic waves (SAW) are elastic waves propagating along the surface of the

material. In this thesis, the term surface acoustic wave is reserved for a special type

of surface acoustic waves, so-called Rayleigh surface acoustic waves. Rayleigh waves

are a superposition of longitudinal pressure waves known as primary waves (P-waves)

and vertical shear waves (SV-waves). In general, Rayleigh waves are dispersionless

in homogeneous materials but not in materials with additional layers, e.g., coated

samples. The characteristic depth above which most of a Rayleigh waves energy is

contained corresponds approximately to the wavelength of the Rayleigh wave itself,

with its maximum at the material surface [15, 16]. The velocity of Rayleigh waves

is smaller than of respective P- and SV-waves.

9



2.1. Surface Acoustic Waves

Rayleigh waves can be described by a general wave equation using potential

Φ(x, y, z, t) and vector potential Ψ(x, y, z, t) [17]:

∂2
t Φ(x, y, z, t) = α2∇2Φ(x, y, z, t)

∂2
t Ψ(x, y, z, t) = β2∇2Ψ(x, y, z, t)

(2.1)

where α and β are the velocities of the P-wave and S-wave, respectively.

These equations must satisfy a boundary condition for absence of the stress at the

free surface: σzz = 0 and σxz = 0 at z = 0. In general, the displacement can be

calculated from the potentials using the following expression:

u(x, y, z, t) = ∇Φ(x, y, z, t) +∇×Ψ(x, y, z, t) (2.2)

Using the potentials and applying the boundary conditions, the displacement for

a Rayleigh wave that is travelling along the x-direction in a homogeneous material

can be given explicitly as

ux(x, z, t) = A(z) sin(kx− ωt)
uz(x, z, t) = B(z) cos(kx− ωt)

(2.3)

where the double exponential functions A(z) and B(z) represent a decreasing am-

plitude of the wave at the depth z of the material. Eq. 2.3 implies that particles in

a Rayleigh wave move on elliptical paths in the opposite direction of the Rayleigh

wave propagation direction.

Figure 2.1 shows a Rayleigh wave with the wavelength of 7 µm propagating

in the positive direction along the x-axis. The Rayleigh wave particles, shown as

the red dots, follow elliptical paths rotating counterclockwise near the surface and

changing their rotation direction to clockwise below approximately 2 µm depth.

The amplitude of the wave decays exponentially with the depth. Near the surface,

the vertical displacement uz(x, 0, 0) is approximately 49% bigger then the horizontal

displacement ux(x, 0, 0).

Surface skimming longitudinal waves are dispersive waves that propagate above

a critical angle into material from its surface following an excitation of the medium.

Thus, an exponential decay of their amplitude with the time is usually observed in

reflective pump probe experiments [18].

10



2.2. Transient Grating Spectroscopy
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Figure 2.1: Propagation of a Rayleigh wave. The wave is propagating along the
positive direction of the x-axis and has a wavelength of 7 µm. The red dots represent
Rayleigh wave particles that are moving on elliptical paths. The direction of the
rotation changes at a certain depth that depends on the wavelength of the wave.
The amplitude of the wave decays exponentially with the depth. The displacements
were calculated for a case of the equal Lamé coefficients λ and µ.

2.2 Transient Grating Spectroscopy

2.2.1 Overview

Transient Grating technique is an experimental setup configuration that allows non-

destructive measurements of a big variety of material properties, such as direc-

tional dependent sound velocities, temporal heat-induced and strain-induced sur-

face displacement, control of coherent phonon excitations and properties of strain

induced magnetic excitations [19–26]. The laser-induced transient grating excita-

tion is achieved by overlapping two tilted laser beams that interfere on the surface

of the sample [27], as depicted in Figure 2.3. This leads to a sinusoidal inten-

sity distribution, which is modulated by a transverse beam profile. The energy of

the exciting pulses is absorbed by the electrons and then transferred to the lattice

within a few picoseconds due to electron-phonon scattering. The full cascade of

energy transfer from laser excitation to strain generation is not discussed in this

thesis because investigated strain propagation and heat diffusion phenomena occur

on smaller timescales.
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2.2. Transient Grating Spectroscopy

Excitations with different wavelengths, fluence and temporal pulse width can

trigger different processes within the sample. The wavelength of the exciting pulse

determines the penetration depth and is responsible for the longitudinal energy dis-

tribution within the sample [18]. A TG excitation with nanosecond long pulses cre-

ates a transient sinusoidal surface displacement that lasts on the timescales of tens

to hundreds of nanoseconds, depending on the fluence. Such surface displacement

is a result of the material expansion due to the temperature change and depends on

heat capacity and expansion coefficient of the material. The decay time of its am-

plitude depends on in-plane and out-of-plane thermal conductivity coefficients [28].

The heat from repeated excitations can accumulate if the time between excitations

is not enough for it to completely dissipate. This creates an additional surface dis-

placement and can have an effect on the shape of the induced grating. For most

cases, the heat induced surface displacement uth(x, t) can be described as

uth(x, t) =
u0

2
e−αxq2‖t(1 + sin(q‖x− φx)) (2.4)

where αx is the in-plane thermal diffusivity, φx the spatial phase shift and q‖ = 2π
Λ

with Λ being the grating period.

Ultrashort laser pulses with fluences of a few mJ/cm2 can in addition to creation

of a thermal grating also excite acoustic waves with amplitudes high enough to be

measured experimentally. Such excitations manifest in additional surface displace-

ment on top of the thermal displacement. This measurable displacement is a result

of acoustic waves such as surface acoustic waves (SAW), surface skimming longitu-

dinal waves (SSLW) and others. These waves are launched at the same times from

different points of the induced grating, and their overlap results in a standing wave

with a spatial period Λ. Their oscillation period T depends on the sound velocity of

their respective mode c and can be calculated as T = Λ/c. The surface displacement

caused by a standing surface wave can be described as

uac(x, t) =
u0

2
sin(q‖x− φx) cos(ωt− φt) (2.5)

where u0 is the peak-to-peak amplitude of the displacement and φt the tempo-

ral phase shift. The total amplitude of the surface displacement u(x, t) is the

sum of displacements cause by thermal expansion and acoustic wave u(x, t) =

uth(x, t)+uac(x, t). The observed decay rate of the amplitude of an induced standing

acoustic wave can differ a lot, depending on the type of the wave. In reflective mea-

surements, the SSLW is usually observed for a few hundred picoseconds, depending

on its speed and how far the reflected probe beam propagates inside of the sample.
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2.2. Transient Grating Spectroscopy

In transmission measurements, it can be observed for much longer time until it dis-

sipates its energy. A SAW can be observed for hundreds of nanoseconds with no

significant change of amplitude.

Figure 2.2 (top) shows results obtained from a reflective pump probe experiments

on gold-coated AlN sample. The sample was excited by 150 fs laser pulses in TG

geometry with transient grating period of Λ = 2.6 µm. The data was fitted using

Eq. 2.4 for a double exponential thermal decay and Eq. 2.5 for SAW and SSLW. A

double exponential decay is usually observed in optically and X-ray probed transient

grating experiments [29]. Two different decay constants can be attributed to the

in- and out of plane decay of the thermal grating. The individual components

of measured signal extracted from the fit are shown in Fig. 2.2 (middle). The

contribution of the thermal grating to the measured signal is shown in red. The

thermal decay rates obtained from the fit are 450 ps and 1.37 ns. The Rayleigh

SAW is shown in blue and SSLW in green. The frequencies of the SAW and SSLW

are 4.08 GHz and 6.91 GHz, respectively. The dip at approximately 20 ps stems

from the overlap of the Rayleigh SAW and the SSLW. This is a typical feature

seen in TG experiments. However, it cannot be observed in synchrotron-based time

resolved X-ray reflectivity (TR-XRR) experiments show in [29,30] due to the limited

temporal resolution. This model does not provide a perfect fit due to several reasons.

First, the detector is not sensitive to the sign of the surface displacement along the

surface normal unless there is an offset present. Thus, when the thermal grating has

decayed below the amplitude of the acoustic mode, the detector rectifies the transient

signal, resulting in homodyne detection of the signal. Homodyne and heterodyne

detection in TR-XRR measurements is shown in [29]. This can contribute to the

second harmonic of the SAW seen in Fig. 2.2 (bottom), which shows an FFT of

the difference between the data and the fit. Second, the FFT shows an additional

oscillation with 11 GHz frequency not described by the model. This frequency is

the sum of 4.08 GHz SAW and 6.91 GHz SSLW frequencies.

Different probing techniques allow measurement of different material properties

and ability to differentiate between them. For example, probing with X-ray under

small angle is sensitive to the surface displacement, while probing with visible

light, measures thermally and elastically induced change of the refractive index in

addition to surface displacement.
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2.2. Transient Grating Spectroscopy
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Figure 2.2: Transient grating excitation of gold-coated AlN sample. The period of
the transient grating is 2.6 µm. The sample was pumped with 800 nm and probed
with 400 nm laser pulses with 150 fs pulse width. (top) Measured optical data and
the respective fitted curve based on Eq. 2.4 and 2.5. The difference between the
measured data and the fitted curve is shown in black. (middle) Decomposition of
the excitation signal in single components. The double exponential decay is shown in
red, the SAW (4.08 GHz) is shown in blue and SSLW (6.91 GHz) in green. (bottom)
FFT of the data and fit difference shows presence of the second harmonic of the SAW
(8.1 GHz) as well as sum of SAW and SSLW frequencies (11 GHz).
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2.2. Transient Grating Spectroscopy

2.2.2 Implementation of experimental setup for TG spec-

troscopy

Creation of laser induced transient grating requires spatial and temporal overlap

of two laser pulses at the sample surface. One of the ways to achieve this, is to

split incoming laser beam with help of a diffraction grating and use a system of

lenses to guide both beams to the same spot on the sample surface. A schematic

implementation of such setup is depicted in Figure 2.3.

+1

-1
0

Probe

Pu
m
p

Lenses

Grating
θ

Figure 2.3: Laser Induced Transient Grating setup. The pump beam is split by a
diffraction grating and subsequently collected by an imaging system consisting of two
cylindrical lenses. First and minus first orders of the diffracted beam are redirected
to the same spot on the sample where they interfere, resulting in a sinusoidal thermal
grating modulated by the transverse beam shape. The sample surface with the
induced grating is probed by either X-ray or laser beam.

A laser beam passes through an optical phase grating and is split into multiple

diffraction order beams. The phase grating is optimized to provide maximum in-

tensity in +1st and -1st first orders. The beams of +1st and -1st first orders are

collected and refocused on the sample surface by a pair of cylindrical lenses in 4f

geometry. The 0th and higher orders of the diffraction, as well as the reflection,

are blocked. In this geometry, each individual beam is not focussed on the sample

surface by itself, but its size is affected by the magnification of the lens system. This

means that for a unitary magnification of the imaging system, the spot size on the

surface is the same as the initial beam radius. In the region where the overlapping

beams cross, an area with periodic intensity modulation is created.

Such configuration has multiple advantages over other implementations. First,
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2.2. Transient Grating Spectroscopy

it is very stable since it does not have a sharp focussing plane and is not sensitive

to the distance between the sample and imaging system as long as the sample stays

inside the interference region. However, the spot size will change if the sample is

moved along the optical axis. Second, it guarantees a temporal overlap of both

beams, as the optical path of both beams passing through a lens is always the same.

Third, the wavefronts of both beams are perpendicular to the sample surface, which

is a result of properties of a phase grating.

This experimental setup can be expanded and modified for different experiments.

To achieve a higher fluence, an additional cylindrical lens rotated by 90◦ relative to

the other two lenses can be placed at the focal distance from the sample, making the

overlap more narrow. Multiple excitation pulses can be used to excite the sample

at the same time or with a required delay. This can be achieved by passing the

incoming beam through a Michelson interferometer. A variable arm length of the

interferometer provides a variable delay between both pulses. A precision of a few

femtoseconds can be achieved by placing one of the interferometer mirror on an

optical delay stage with a micrometer resolution. Further, the spatial phase of the

induced grating can be controlled using two quarter-wave plates placed into +1st

and -1st order diffraction beams parallel or perpendicular to their polarization.

2.2.3 Characteristic parameters of TG setup

The projected grating can be characterized by its intensity distribution, grating

period, spatial shape, temporal shape, wavelength, and phase. The wavelength,

spatial and temporal shapes are given by the properties of the laser beam used in

the experiment.

The intensity distribution on the sample surface I(r) is given by

I(r) = |E1 exp (ik1 · r) + E2 exp (ik2 · r)|2

= |E1|2 + |E2|2 + 2|E1 · E2| cos((k1 − k2) · r)
(2.6)

where E1,E2 are electric fields or first and minus first orders and k1,k2 their re-

spective wave vectors. The intensity I(r) is periodic and reaches its maximum

when cos((k1 − k2) · r) = 1. Both beams of the first order of diffraction with wave

vectors, k1 and k2 have the same perpendicular components with respect to the

sample plane. Their parallel components have the same magnitude but opposite

signs, leading to
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10

5

0

5

10
Y

(
m

)

40 20 0 20 40
X ( m)

0.0

0.5

1.0

No
rm

al
ize

d 
In

te
ns

ity
0.2 0.4 0.6 0.8

Figure 2.4: Calculated intensity distribution of two overlapping Gaussian beams on
the sample surface. The beam size is 20 µm x 6 µm and grating period 2 µm. The
interference of two beams creates an intensity grating with grating period depending
on the wavelength and incidence angle.

k1 − k2 =

(
k⊥

k‖

)
−
(
k⊥

−k‖

)
=

(
0

2k‖

)
(2.7)

where k‖ = k sin θ with θ being the angle between surface normal and pump

beam. Using periodicity condition k · r = 2kΛ sin θ = 2π yields the period of the

induced grating

Λ =
λ

2 sin θ
=

d

2M
(2.8)

where d is the period of the phase grating used to split the pump beam, M = f1/f2

the magnification of the imaging system and λ the wavelength of the used laser

beam [31]. The result is in contrast to the geometrical imaging theory where the

period of the projected grating would be the same as the period of the diffraction

grating assuming M = 1 and the induced grating sharp in image plane only. The

right part equation Eq. 2.8 uses parameters of the experimental setup described in

Section 2.2.2. It can be seen that such setup configuration eliminates the wavelength

and the incidence angles from the equation, making its implementation suitable for

multiple wavelength.
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2.3. Diffraction

From Eq. 2.6 we can see that the maximum intensity in the induced grating is four

time the intensity in the single pump beam and the minimum is zero. The calculated

intensity distribution of the induced transient grating in shown in Fig. 2.4. (The

Gaussian transverse beam shape is assumed.) The period of the induced grating

can be controlled by tilting the diffraction grating, changing the magnification or

selecting phase grating with difference period [32].

2.3 Diffraction

2.3.1 Diffraction at an optical phase grating

The diffraction of electromagnetic waves is best described by solving Maxwell equa-

tions with appropriate boundary conditions. Although such description is precise

in the classical limit, it requires solving partial differential equations, which in most

cases cannot be done analytically. For most applications, an exact solution is not

required, and the problem can be simplifiedin multiple ways. First, the amplitude

of the electromagnetic field can be treated as a scalar field, thus neglecting the

information about the polarization of the diffracted wave. Second, the diffraction

pattern is described by a sum of spherical waves emitted from every point of the

grating surface as a response to a given input field:

A(x, y) =
1

λi

∫∫
A(x′, y′)

r
eikr cos θdx′dy′ (2.9)

A(x′, y′) is the amplitude of an incoming wave at the point (x′, y′) of the grating

surface and θ is the angle between the incoming wave and the surface normal. This

equation is known as Rayleigh–Sommerfeld diffraction integral. Figure 2.5 shows

the coordinate system with relationship between r = (x, y, z) and r′ = (x′, y′, z′).

A detailed description of the Rayleigh–Sommerfeld diffraction theory, its derivation

and computation methods can be found in [33–37].

The integral in the Eq. 2.9 gives a precise solution for many diffraction problems

but is still hard to calculate because of r =
√

(x− x′)2 + (y − y′)2 + z2 containing

a root expression in the phase term. Therefore, further simplifications can be done

assuming that the distance between the grating and the imaging plane is much larger

than the grating period.
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2.3. Diffraction

Optical path difference

Imaging plane

Grating

Figure 2.5: Diffraction at sinusoidal phase grating. The coordinate system is chosen
in a such way that the grating grooves are parallel to the y-axis. The vector r′ =
(x′, y′, z′) points to the point on the grating and r = (x, y, z) to the point on the
imaging plane. The optical path difference (OPD) is shown on the top-left with the
incidence angle αi and the diffraction angle αf . The total OPD is u

2
(cosαi + cosαf )

for u being the peak-to-peak grating amplitude.

r = z

√(
x− x′
z

)2

+

(
y − y′
z

)2

+ 1 ≈ (x− x′)2 + (y − y′)2

2z
+ z (2.10)

≈ x2 + y2

2z
− xx′ + yy′

z
+ z (2.11)

In the approximation done in Eq. 2.10 the radius r is expanded up to the first

term of the Taylor series. This is known as Fresnel (near-field) approximation. It

can be further simplified by neglecting x′2 and y′2 terms if they are much smaller

than z. This additional approximation, shown in Eq. 2.11, is known as Fraunhofer

(far-field) approximations. Plugging Eq. 2.11 in Eq. 2.9 leads to the Fraunhofer

diffraction integral

A(x, y) ∝
∫∫

A(x′, y′)e−2πi(fxx′+fyy′)dx′dy′ (2.12)
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2.3. Diffraction

which is proportional to the Fourier transform of the complex incoming field ampli-

tude with fx = x
λz

and fy = y
λz

, where λ is the wavelength of the beam.

The analysis of a sinusoidal grating in Fraunhofer approximation is described by

in detail by Goodman [33] and expanded in [38–40]. The complex amplitude of the

input field is given as

A(x′, y′) ∝ ei∆φ sin(2πx′/Λ) =
∞∑

n=−∞

Jn (∆φ) e2πinx′/Λ (2.13)

where A does not depend on y due to the chosen geometry depicted in Fig. 2.5. The

Jn are Bessel functions of the first kind, and ∆φ is the phase difference. Plugging

the expression given in the Eq. 2.13 into Eq. 2.12 leads to

A(x, y) ∝
∫ ∞∑

n=−∞

Jn (∆φ) e2πi(n/Λ−fx)x′dx′ =
∞∑

n=−∞

Jn (∆φ) δ(n/Λ− fx) (2.14)

where δ is the delta function. This means that n
Λ
− fx = 0⇒ x

z
= nλ

Λ
, resulting in a

pattern with discrete amplitude maxima given by the index n.

The phase difference ∆φ for the diffraction at a grating with an arbitrary inci-

dence angle was derived by Harvey and Pfisterer [38]. For the peak-to-peak grating

amplitude u the phase difference can be written as a function of the incidence angle

αi and the diffraction angle αf

∆φ =
2π

λ
OPD =

πu

λ
(cosαi + cosαf ) (2.15)

The optical path difference (OPD) is shown in Fig. 2.5 in red.

The intensity of the beam is the square of its complex amplitude I(x, y) =

|A(x, y)|2 and the efficiency in the n-th order can be written as

ηn =
K

cosαn
|Jn (∆φ)|2 (2.16)

with K being the renormalization factor [38]. The renormalization factor K is given

by [41,42]

K =
1∑

Prop. Orders ηn
(2.17)

The maximum efficiency expected from Eq. 2.16 is the maximum of the square

of the Bessel function max(|J1(x)|2) ≈ 33%. However, this prediction is only valid

for the paraxial approximation, which is equivalent to the Fraunhofer approxima-
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2.3. Diffraction

tion. Non-scalar diffraction theories and rigorous EM theory predict much higher

diffraction efficiencies for λ/Λ > 0.1 [43–45]. Harvey et al. states that diffraction

efficiencies up to 100 % can be achieved in +1th order of the sinusoidal grating by

choosing the grating period and tilt angle so that only +1th order appears and sub-

sequently varying the grating amplitude to shift intensity from 0th to 1st order. [46]

The diffraction can also be described using the momentum conservation law as

kd = ki + Q (2.18)

where ki and kd are incident and diffracted light wave vectors. Q is the mo-

mentum supplied by the grating with |Q| = 2π
Λ

where Λ is the grating period.

Diffraction at the grating is an elastic scattering process where the wavelength of

scattered photons is not changed |kd| = |ki| and no energy is transferred between

scattered photons and the grating.

2.3.2 Diffraction at crystal lattice

Diffraction at crystal lattice is nothing else than the diffraction at grating as de-

scribed in 2.3.1, meaning that Eq. 2.9 - 2.12 can be used in the same manner as

before. However, unlike the sinusoidal phase grating described in 2.3.1, the lattice

is a discrete grating with each atom type having its own specific cross section.

The crystal lattice can be defined by its periodicity and every point of the lattice

can be described as a lattice vector

R = n1a1 + n2a2 + n3a3 (n1, n2, n3 ∈ Z) (2.19)

where {ai} is a set of primitive vectors spanning the lattice. Using periodicity of

the electron density in crystal n(r) = n(r + R) and performing the Discrete Fourier

Transform

n(r + R) =
∑

ñeiG·(r+R) =
∑

ñeiG·reiG·R = n(R) =
∑

ñeiG·r (2.20)

we can obtain the periodicity condition eiG·R = 1 or G ·R = 2πn (n ∈ Z). The

vector

G = h1b1 + h2b2 + h3b3 (h1, h2, h3 ∈ Z) (2.21)

is called reciprocal space vector, and the set of vectors {bi} constitute the basis of

the reciprocal space.

The X-ray diffraction at the crystal lattice follows very similar principles as the
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2.3. Diffraction

Figure 2.6: (left) Schematic depiction of two-dimensional periodic crystal lattice
with basis vectors a1 and a2. (right) The Ewald sphere in reciprocal space. In a
perfect crystal, the diffraction is only possible if the momentum transfer between
photons and lattice correspond exactly to the reciprocal space vector.

diffraction at the grating described in 2.3.1. For the diffracted X-ray photons holds

the momentum conversation in the form

kd = ki + Q = ki + G (2.22)

with |kd| = |ki| where G is the reciprocal lattice vector defined in Equation 2.21.

Figure 2.6 shows on the left an example of crystal lattice with its basis vectors and

on the right the Ewald sphere. The Ewald sphere represents all possible diffraction

peaks at the points where it intersects with the reciprocal lattice.

The intensity of diffraction reflex I(G) on the number of elementary cells N and

the structure factor S:

I(G) ∝ |NS(G)|2 (2.23)

where the structure factor is the Fourier transform of the electron density of the

elementary cell

S(G) =

∫
n(r)e−iG·rdV (2.24)

More detailed description lattice structure and diffraction at crystal lattice can

be found in [47,48]
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2.4. Magnetic anisotropy and magnetization dynamics

2.4 Magnetic anisotropy and magnetization dy-

namics

2.4.1 Magnetic anisotropy

The magnetic anisotropy in solids arise mainly from two sources: the magnetic dipole

and the spin-orbit interactions [49]. The long range dipole-dipole interactions are

responsible for the anisotropy contribution that depends on the shape of the solid

and is called the shape anisotropy. The spin-obit interaction couples the intrinsic

magnetic moments of electrons to the crystal axes. This type of the anisotropy is

called the magnetocrystalline anisotropy.

Shape anisotropy

The shape anisotropy can be calculated from the expression for the energy density

of the magnetic field:

Kshape =
E

V
= −µ0

2

∫
Hd ·MdV (2.25)

where µ0 is the vacuum permeability, M is the magnetization and Hd the demag-

netizing field. In general, it is not trivial to calculate the demagnetizing field as it

depends on the shape of the object. The integral in Eq. 2.25 can be still evaluated

for special cases such as highly symmetrical structures (e.g. sphere, cube, cylinder)

or thin films. For the important case of infinite ultra thin films, it collapses into a

simple expression:

Kshape(T ) =
µ0

2
Ms(T )2 (2.26)

where Kshape(T ) is a function of the saturation magnetization Ms(T ), which in turn

depends on the temperature T .

Magnetocrystalline anisotropy

The magnetocrystalline anisotropy is a result of the spin-obit interaction and its

coupling to the crystal axes. Its value depends on the projection of the magnetization

vector onto the crystal axes and can be calculated by developing the free energy

density in Taylor series [50,51]:
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2.4. Magnetic anisotropy and magnetization dynamics

f(T ) = b0 +
∑

i

biαi +
∑

ij

bijαiαj +
∑

ijk

bijkαiαjαk +
∑

ijkl

bijkjαiαjαkαl... (2.27)

where αi are the directional cosines of the magnetization orientation. They are

projections of the normalized magnetization vector on the crystal axes and can be

written as αi = êi ·M/Ms (see Fig. 3.9). Due to the energy symmetry with respect

to the orientation of magnetization, only components with even number of indices

are different from zero.

For systems with cubic symmetries, the expression above can be reduced to

f(T ) = K0(T ) +K1(T )(α2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1) +K2(T )α2

1α
2
2α

2
3... (2.28)

where K0(T ) is the linear combination of the second order expansion coefficients bij

and K1(T ) a linear combination of the fourth order expansion coefficients bijkl. Since

the first summand does not depend on the direction of the magnetization, the K0

term can be neglected when describing magnetization dynamics. For many systems

K2 is much smaller than K1 and can be neglected in the first approximation.

For systems with the uniaxial symmetry, the contribution of the uniaxial mag-

netocrystalline anisotropy to the free energy density can be written as

f(T ) = −K1(T ) cos2 ϑ = K1(T ) +K1(T ) sin2 ϑ (2.29)

where ϑ is the angle between the symmetry axis and the magnetization vector as

described in spherical coordinates (ϕ, ϑ).

For thin films, K1(T ) depends strongly on the thickness of the film and can

be decomposed into two parts: the volume anisotropy and the surface/interface

anisotropy.

K1(T ) = K1,V (T ) +
2K1,S(T )

d
(2.30)

where K1,V (T ) is the magnetocrystalline volume anisotropy, K1,S(T ) the surface

anisotropy and d is the thickness of the film. This decomposition is valid only up to

the certain thickness d that depends on the particular system [52,53].

The total stationary uniaxial contribution to the free energy density can be

written as
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2.4. Magnetic anisotropy and magnetization dynamics

f(T ) = K1,eff (T ) sin2 ϑ =

[
K1,V (T ) +

2K1,S(T )

d
− µ0

2
Ms(T )2

]
sin2 ϑ (2.31)

In thermodynamic equilibrium, the free energy density f in the Eq. 2.31 is at its

minimum. The positive contributions from the volume and the surface anisotropy

increase the free energy density and the negative contribution of the shape anisotropy

decreases it. Which means that the volume and the surface anisotropies try to

decrease the angle ϑ and rotate the magnetization out of the plane, while the shape

anisotropy tries to increase ϑ and keep the magnetization in the plane. The direction

of the easy axis of the magnetization is then decided by which part of the free energy

contribution is bigger; in other words, it depends on the sign of K1,eff (T ).

2.4.2 Temperature dependence of anisotropy and magne-

toelastic constants

All anisotropy and magnetoelastic constants are functions of the temperature. The

temperature dependence of the shape anisotropy Kshape(T ) comes from the tem-

perature dependence of the saturation magnetization Ms(T ) (See Eq. 2.26). An

expression for the temperature dependence of the saturation magnetization Ms(T )

of ferromagnets over a wide range of temperatures was proposed by Kuz’min [54].

Ms(T ) = Ms(0)

[
1− s

(
T

TC

)3/2

− (1− s)
(
T

TC

)p]1/3

(2.32)

Ms(0) is the saturation magnetization at T = 0, TC is the Curie temperature, s and

p are the material specific parameters.

The temperature dependence of the magnetocrystalline volume and surface

anisotropy was first described for by Akulov [51] and later for the magnetoelastic

constants by Callen and Callen [55]. In general, they depend on some power n of

the saturation magnetization:

K(T )

K(0)
=

(
Ms(T )

Ms(0)

)n
,
B1,2(T )

B1,2(0)
=

(
Ms(T )

Ms(0)

)n
(2.33)

with n = l(l + 1)/2 for the magnetocrystalline anisotropy. Experiments show that

for thin structured films, the power n can differ from that prediction, but the overall

structure of the equations seems to be preserved.

A polycrystalline structure with a random grain orientation can macroscopically

exhibit an uniaxial anisotropy as a result of the sum of the magnetizations of all
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Figure 2.7: Temperature dependence of saturation magnetization, magnetocrys-
talline anisotropy and magnetoelastic constants for fcc Co. The shape anisotropy
decreases at slower rate with rising temperature than magnetocrystalline anisotropy
and magnetoelastic constants. The values used: n = 10, p = 5/2, s = 0.11.

grains, however each grain on its own can have e. g. a cubic symmetry mean-

ing that in this case the value for n would be 10. The temperature dependence of

the saturation magnetization, the shape, the magnetocrystalline anisotropy and the

magnetoelastic constants for fcc Co is shown in Fig. 2.7. The magnetocrystalline

anisotropy and the magnetoelastic constants decrease faster with an increasing tem-

perature than the shape anisotropy due to n > 2. The Eq. 2.33 was initially derived

with assumption of low temperatures but has been shown experimentally to be fairly

precise for a wide range of temperatures [55].

2.4.3 Equations of motion of the magnetization vector

The time evolution of the magnetization vector M is described by the Lan-

dau–Lifshitz equation

Ṁ = −γM×Beff −
αγ

Ms

M× (M×Beff ) (2.34)

where γ is the gyromagnetic ratio, α is the damping factor and Beff is the effective

magnetic field [56]. The effective magnetic field can be calculated as the negative

gradient of the free energy density with respect to the magnetization vector [57].
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2.4. Magnetic anisotropy and magnetization dynamics

Substituting Beff = −∇Mf in Eq. 2.34 and ignoring the damping term leads to the

equation of motion of the magnetization vector in Cartesian coordinate system.

Ṁ = γM×∇Mf (2.35)

To obtain the torque components ϑ̇ and ϕ̇ one has to calculate the time derivative

of the magnetization vector M = Msr̂ and the gradient of the free energy density

in spherical coordinates.

Ṁ =
d

dt
(Msr̂) = Ṁsr̂ +Msϑ̇ϑ̂+Msϕ̇ sinϑϕ̂ (2.36)

∇Mf =
∂f

∂Ms

r̂ +
1

Ms

∂f

∂ϑ
ϑ̂+

1

Ms sinϑ

∂f

∂ϕ
ϕ̂ (2.37)

In spherical coordinates, the basis vectors r̂, ϑ̂ and ϕ̂ are time-dependent. Using

Eq. 2.36 and 2.37, the right-hand site of the Eq. 2.35 can be written as

M×∇Mf = Msr̂ ×
[
∂f

∂Ms

r̂ +
1

Ms

∂f

∂ϑ
ϑ̂+

1

Ms sinϑ

∂f

∂ϕ
ϕ̂

]

=
∂f

∂ϑ
ϕ̂− 1

sinϑ

∂f

∂ϕ
ϑ̂

(2.38)

Comparing Eq. 2.36 and 2.38 and assuming that Ms does not depend on time yields

the equations of motion of the magnetization vector in spherical coordinates:

ϑ̇ = − γ

Ms sinϑ

∂f

∂ϕ
and ϕ̇ =

γ

Ms sinϑ

∂f

∂ϑ
(2.39)

Since, the torque τ = −Ṁ/γ is proportional to the change of the magnetization in

time, ϑ̇ and ϕ̇ are sometimes referred as torque components themselves.

2.4.4 Ferromagnetic resonance frequency

A method allowing to calculate the ferromagnetic resonance (FMR) frequency from

a thermodynamic potential based on the equilibrium conditions was described by

Smit and Beljers [58]. The ferromagnetic precession happens around extrema of the

free energy density. Hence, the free energy density in the equations of motion of the

magnetization vector (Eq. 2.39) can be developed around an equilibrium direction of

the magnetization vector. For a small deviation from an equilibrium, the equations
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of motions can then be written as

(
ϑ̇

ϕ̇

)
=

γ

Ms sinϑ

(
−fϑϕ −fϑϑ
fϕϕ fϕϑ

)(
ϑ

ϕ

)
(2.40)

This system of linear differential equations can be solved by the ansatz Ms(t) =

Ms(0)eiωt. Plugging Ms(t) in Eq. 2.40 and simplifying the result leads to a homo-

geneous system of linear equations

(
−fϑϕ − iωMs sinϑ

γ
−fϑϑ

fϕϕ fϕϑ − iωMs sinϑ
γ

)(
ϑ

ϕ

)
=

(
0

0

)
(2.41)

that has non-trivial solutions only if the determinant of the matrix is zero:

(
−fϑϕ −

iωM sinϑ

γ

)(
fϕϑ −

iωM sinϑ

γ

)
+ fϑϑfϕϕ = 0 (2.42)

Solving for ω provides a formula for the ferromagnetic resonance frequency in

spherical coordinates.

ω =
γ

M sinϑ

√
fϑϑfϕϕ − f 2

ϑϕ (2.43)

The Eq. 2.43 is not the most general formula for the ferromagnetic resonance fre-

quency, as it can also be derived independent of a coordinate system, hence avoiding

the singularity at ϑ = 0. A symmetrical version of this equation in Cartesian coor-

dinates was derived by Baselgia et al. [59].

2.4.5 Magnetoelastic coupling and free energy density of

Pt/Co multilayers

The magnetocrystalline anisotropy discussed in Section 2.4.1 couples magnetic mo-

ments of the electrons to the crystal axes by means of the spin-orbit interaction.

This coupling depends on the direction of the magnetization. Additionally, the ex-

change interaction, which does not depend on the direction of magnetization, leads

to distance dependent energy contributions. This means that a change of magneti-

zation can shift the minimum of the energy and create an additional strain in the

material. This effect is known as magnetostriction. In return, applying strain to a

crystal can lead to a change in the magnetic anisotropy. The shape anisotropy can

also be affected by the strain due to its dependence on the shape of the crystal.
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Pt/Co multilayer samples consist of fcc Co grains oriented with [111] axis parallel

to the sample normal, while the other axes of the grains are randomly oriented in

the film plane. It is schematically depicted in Fig. 2.8. An expression for the

magnetoelastic energy density of a cubic system can be derived by expanding free

energy density in similar fashion as the magnetic anisotropy in Eq. 2.28 [50].

fme(T, ε1, . . . , ε6) = B1(T )(ε1α
2
1 + ε2α

2
2 + ε3α

2
3) +B2(T )(ε4α2α3 + ε5α1α3 + ε6α1α2)

(2.44)

where B1, B2 are magnetoelastic coupling constants and ε1, . . . , ε6 are strain tensor

components. Because of the symmetry of the strain tensor εij its components are

usually given in Voigt notation [60]:

εij =



ε1

1
2
ε6

1
2
ε5

1
2
ε6 ε2

1
2
ε4

1
2
ε5

1
2
ε4 ε3


 (2.45)

The shear strain components ε4, ε5, ε6 have an additional factor 2. The magnetoelas-

tic coupling constants are temperature-dependent and can be different in thin films

compared to the bulk materials [61].

z

yx

θ

 φ

Figure 2.8: A Pt/Co multilayer structure with a random grain orientation in the
sample plane. The [111] direction of the unit cell is parallel to the surface normal.

The total magnetoelastic contribution to the free energy density can be calculated

by averaging over possible orientations of the grains in sample plane. However, since

Eq. 2.44 is given with respect to the crystal axes rather than sample coordinate

system, an additional transformation has to be performed to account for the [111]
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orientation of the grains. Strain ε and magnetization M can be transformed from

the sample coordinate system into the crystal coordinate system and rotated around

the z-axis by an angle ψ using the following expressions:

ε′ = PRz(ψ)εRT
z (ψ)P T , M′ = PRz(ψ)M (2.46)

ε′ and M′ are strain and magnetization in crystal coordinate system. Rz(ψ) is the

rotation matrix around z-axis in sample coordinate system and P is the change of

basis matrix that transforms the result into the crystal coordinate system.

P =




− 1√
2
− 1√

6
1√
3

1√
2
− 1√

6
1√
3

0
√

2
3

1√
3


 , Rz =




cosψ − sinψ 0

sinψ cosψ 0

0 0 1


 (2.47)

Plugging results from the Eq. 2.46 in Eq. 2.44 and averaging over ψ yields an ex-

pression for the average magnetoelastic contribution to the free energy density f̄me:

f̄me(ϑ, ϕ, ε1, . . . , ε6) =
1

2π

∫ 2π

0

fme(ϑ, ϕ, ε1, . . . , ε6, ψ)dψ (2.48)

The average of the free energy density still depends on the strain components

ε1, . . . , ε6 and magnetization orientation (ϑ, ϕ), but it does not depend on the grain

orientation ψ.
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Chapter 3

Strain as functional tool in thin

films - selected applications

This chapter contains a selection of applications of laser-induced strain as a func-

tional tool picked from research papers on which this thesis is based. The application

of laser-induced strain as a mechanism for shortening of X-ray pulses at synchrotron

facilities is described in Section 3.1. It is achieved by controlling the Bragg condition

in a multilayer structure by pumping it with precisely timed ultrashort laser pulses.

The method for time-resolved measurements of periodic surface displacement with

sub-angstrom precision is presented in Section 3.2. It is based on the calculation of

diffraction efficiency and modelling of laser-induced periodic surface displacements.

Section 3.3 contains a concept and implementation of an experimental setup for a

full temporal and spatial control of periodic surface displacements. It allows an

independent control of laser-induced periodic surface displacements and its accom-

panying thermal grating. Laser-induced strain can induce magnetization precession

in ferromagnetic materials. An analysis of heat and strain-based mechanisms for a

strain-induced precession of magnetization in Pt/Co/Po multiplayer is summarized

in Section 3.4.

3.1 Shortening of hard X-ray pulses at syn-

chrotrons

Diffraction of X-rays from thin films structures opens a possibility to select and

shape X-ray pulses utilizing an induced strain. Introducing strain to a diffraction

layer on time-scales smaller than the pulse duration will modulate the intensity

of the diffracted pulse by changing the Bragg condition. This happens because
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3.1. Shortening of hard X-ray pulses at synchrotrons

for a given angle, the diffraction intensity depends on the lattice parameter, which

in turn depends on the stain. A significant contrast between the intensity of a

modulated and non-modulated X-ray pulse can be achieved in a proximity of the

Bragg angle by an application of high amplitude strain waves. A strain pulse with

a high amplitude and sharp rising edge can be induced by means of an excitation

with a short laser pulse. For available laser systems, the pulse duration is usually

much shorter than the X-ray pulse duration at synchrotron radiation facilities. The

amplitude of such stain pulse is often limited only by material destruction threshold.

X-Rays Pulse

La
se

r

LAO

NGO

LSMO

Figure 3.1: Structure of a multilayer device designed to reduce the X-ray pulse
duration (PicoSwitch). The top layer is a dielectric LAO layer intended to diffract
X-rays. The bottom layer is a metallic LSMO transducer layer designed to absorb
laser pulses and launch a strain wave into the LAO layer. The NGO substrate is
chosen to reduce a reflection of the sound wave at the LSMO-LAO interface. When
the device is pumped by strong laser pulses, the strain waves in the LSMO layer
propagate in the LAO layer, modulating the diffraction intensity of the X-ray pulses
for a few picoseconds by modifying the lattice parameter.

Figure 3.1 shows a multilayer structure designed for reduction of X-ray pulse

duration at synchrotron radiation facilities [62]. It consists of two functional layers

on top of an NGO substrate. The upper dielectric LAO layer is transparent to the

laser beam with the wavelength of 800 nm. The lower metallic LSMO layer is opaque

and serves as a transducer. When the structure is pumped by a pulsed laser beam,

laser pulses are absorbed by the LSMO layer, which gets rapidly heated and expands.

The expansion wave in the LSMO layer leads to a compression wave in the LAO

layer, propagating from the LSMO/LAO interface to the sample surface. Another

compression wave propagates from the LSMO/NGO interface into the substrate,

but is not of any particular interest. When the compression wave propagating in

the LAO layer reaches the surface, it is reflected back as an expansion wave.

Figure 3.2 shows a simulation of the X-ray diffraction of the structure described
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3.1. Shortening of hard X-ray pulses at synchrotrons
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Figure 3.2: Simulation of X-ray diffraction from a LAO/LSMO/NGO multilayer
structure. Parameters used in the simulation are: the X-ray beam energy of
14.85 keV, the laser pulse duration of 1 ps and the fluence of 30 mJ/cm2. The
LAO layer thickness is 101 nm and LSMO layer thickness 65 nm. The highest peak
in the angle of 12.25◦ is the diffraction peak of the NGO substrate. The LSMO peak
before the excitation with a laser pulse is at 12.1◦ and 6.5 ps after the excitation at
11.9◦. The LAO peak before the excitation with a laser pulse is at 12.49◦ and 6.5 ps
after the excitation at 12.58◦. After the excitation, the LSMO peak is shifted to
smaller angles since the LSMO layer expands after being heated by an absorption
of the laser pulse. Unlike the LSMO peak, the LAO peak is shifted to higher angles
because the expansion wave in the LSMO layer results in a compression wave in the
LAO layer.

above. The diffraction intensity is normalized to the maximum of the NGO substrate

peak at 12.25◦. Before the excitation, the diffraction peak of the LAO layer is at

12.46◦ and LSMO layer at 12.1◦. Around 6.5 ps after the excitation, the LSMO peak

is shifted to the angle of 11.9◦ and LAO peak to the angle of 12.58◦. Comparing the

diffraction intensity from the LAO layer at the angle of 12.58◦ before the excitation

with a laser pulse and 6.5 ps after the excitation, when it is at its maximum, gives

an increase in intensity by a factor of 27. After 15.5 ps the compression wave

reaches the sample surface and is reflected back as an expansion wave, reducing

the diffraction intensity by a factor of 31. This results in a 9 ps window of the

increased diffraction intensity triggered by a laser pulse. The angle of the sample

can be tuned in such way, that it is slightly off the (002) peak of the LAO layer.
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3.1. Shortening of hard X-ray pulses at synchrotrons

So that when the compression wave first passes through the top LAO layer, the

Bragg condition is achieved and the diffraction intensity is at the maximum. The

expansion wave returning from the sample surface restores the previous condition to

a certain degree, reducing the diffraction intensity. This provides an X-ray switching

mechanism capable of shortening X-ray pulses on the scale of several picoseconds.
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Figure 3.3: Experimental data acquired using time-resolved X-ray diffraction. A
sound wave propagating in the a) LSMO layer and b) the LAO layer following an
excitation with a laser pulse. Simulation of the sound wave propagation in c) LSMO,
d) LAO layer convoluted with the instrument function.

Fig. 3.3 shows the experimental data acquired at ESRF ID09. The temporal

resolution of the beamline was increased from approximately 120 ps to 7.5 ps using

the Bragg switch described above. Subsequently, the shortened X-ray pulses were

used to study the switching process in another Bragg switch. The images a) and b)

show the time-resolved measurements for the LSMO and LAO peaks, respectively.

Following an excitation, the LAO peak shifts to higher angles, reaching the maxi-

mum of its shift after around 10 ps. The images c) and d) show the corresponding

simulation convoluted with the Gaussian distribution with σ = 7.5 ps. In experi-

ments, the duration of X-ray pulses has been successfully shortened from 120 ps to

7.5 ps with a switching contrast of 33 relative to the initial value [62].

This method of X-ray pulse shaping comes with a cost of an overall decrease in

number of photons. First, a reduction of the X-ray pulse duration itself reduces the
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3.2. Measurement of periodic sub-angstrom surface distortions

number of photons since the long pulse has naturally more photons than a short one,

assuming the same intensity. Second, the diffraction from the thin top layer yields

only a small number of photons compared to a direct beam or a diffraction from the

substrate peak. The thickness of the top layer plays a major role in pulse shortening

capabilities, since the switching time depends on the time that the strain wave takes

to propagate through the top layer. Thus, it is always a trade-off of between the

diffraction efficiency and the reduced pulse duration. The total contrast considering

the diffraction efficiency and loses by the shortening of the pulse duration itself was

calculated to be around 2.94 with the total efficiency of 1.8·10−4. The repetition

rate at which this switching mechanism can work is limited mainly by the accumu-

lated heat. It was successfully shown that a similarly structured sample can switch

X-ray with a repetition rate of up to 1 MHz [13, 62]. Other factors such as sample

deterioration, surface distortion and residual effects might become a limiting factor

at higher repetition rates.

3.2 Measurement of periodic sub-angstrom sur-

face distortions

Transient Grating technique can be used to create periodic displacements, which

in turn can be probed optically or with help of time-resolved XRR. The concepts

behind TG and its applications were described in Section 2.2 and a basic experimen-

tal implementation in Section 2.2.2. It provides a method of exciting and probing

structures on the nanoscale with a high temporal resolution, which can range from

around 100 ps for typical time-resolved synchrotron setups to femtoseconds for op-

tically probed setups using ultra-fast laser pulses. However, despite its excellent

temporal properties, it is hard to measure the absolute value of the surface displace-

ment. The induced surface displacement is typically below one nanometer, even for

strong excitations near the damage threshold of most materials. This is much smaller

than the spatial period of a laser induced transient grating, which is usually in the

range of one to several micrometers for wavelengths used in near infra-red amplified

ultra-fast pulsed lasers, such as amplified 800 nm Ti:Sapphire lasers. Furthermore,

the surface displacement is a sum of displacements created by the localized heat-

ing of the surface (thermal grating) and induced acoustic waves (SAW and SSLW).

The sum of displacements of due to the transient thermal grating and standing the

acoustic wave is shown in Figure 3.4 a) and b). The surface displacement is depicted

in orange, the thermal grating in red and the amplitude of the standing Rayleigh

SAW wave in blue. Fig. 3.4 a) shows the surface displacement caused by the thermal
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3.2. Measurement of periodic sub-angstrom surface distortions

grating enhanced by the Rayleigh wave due to the positive interference and b) the

decreased surface displacement caused by the negative interference of the thermal

grating and the oscillating Rayleigh wave.
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Figure 3.4: A surface displacement created as a result of a laser induced transient
grating. The total surface displacement u is the sum of the displacement created by
the heat from an absorbed laser pulse (transient thermal grating) uth and induced
acoustic waves (Rayleigh SAW, SSLW) uac. The thermal grating is shown in red.
The amplitude of the acoustic wave is shown in blue. a) The acoustic wave interferes
constructively with the thermal grating, increasing the surface displacement. b) The
acoustic wave with phase shift of π, after a half of its oscillation period passed, over-
lapping with the persistent thermal grating decreasing the surface displacement. c)
Modelled transient grating excitation using Eq. 3.1 showing the surface displacement
as an overlap of the transient thermal grating, SAW and SSLW. The oscillation pe-
riods of SAW and SSLW are 250 ps and 270 ps, respectively. The decay time of the
thermal transient grating is 10 ns.

The thermal grating decays on the timescale of hundreds of nanoseconds by the

in-plane diffusion. For induced transient gratings with a period of a few micrometers,

the created standing Rayleigh wave has an oscillation period of hundreds of picosec-

onds. However, it loses its energy on much longer scale of hundreds of nanoseconds

(e.g., for STO with v = 7900 m/s and induced grating with period of Λ = 2 µm the

oscillation period is T = Λ/v = 253 ps). Since the period of the standing Rayleigh

wave is a factor of a thousand times smaller than the decay times of its amplitude
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3.2. Measurement of periodic sub-angstrom surface distortions

and the amplitude of the thermal grating, one can decouple the measurement of

their displacements. In a simple case, it can be done by measuring the oscillating

surface displacement when it reaches it minimum and maximum. The difference is

than two times the amplitude of the Rayleigh wave. A better way is to model the

surface displacement of the transient thermal grating by assuming an exponential

decay, combined with a model for slowly decaying standing surface acoustic waves

and fast decaying surface-skimming waves.

u(t) = uthe
−t/τth + usawe

−t/τsaw sin(ωsawt+ φsaw)

+ usslwe
−t/τsslw sin(ωsslwt+ φsslw)

(3.1)

with ωsaw = 2π/Tsaw, where Tsaw is the oscillation period of the SAW, φsaw its

relative phase and τsaw its decay time. Other parameters are used for the SSLW

and the transient thermal grating in analogy with the parameters for the SAW. An

excitation followed by an oscillating surface displacement modelled using Eq. 3.1 is

shown in Fig 3.4 c). The total surface displacement is shown in black, the slowly

decaying thermal displacement in red, the slowly decaying Rayleigh SAW in blue and

fast decaying SSLW in green. The model can be expanded to be used for multiple

SAW modes and more complicated decay processes e.g., in multilayer systems.

The absolute value of of surface displacement can be obtained by analyzing the

dependence of the diffraction efficiency on the amplitude of the surface displacement.

The diffraction efficiency of a sinusoidal phase grating was described in Section 2.3.1.

For for the +1 diffraction order and small displacements it can be calculated as

η = |J1(∆φ)|2, where η = I/I0 can be measured directly by measuring the intensity

of diffracted and incident beams I and I0, respectively. The phase difference ∆φ is

given by the Eq. 2.15 and depicted in Fig. 2.5 (top):

∆φ =
πu

λ
(cosαi + cosαf ) = −παi

u

λ

[
1 +

√
1 + 2n

λ

Λα2
i

]
(3.2)

with u being the surface displacement, Λ the spatial phase grating period, n the

diffraction order and λ the wavelength of the diffracted beam. The angles αi and αf

are the incidence and diffraction angle, respectively. The right side of Eq. 3.2 can be

obtained by developing cosαf and expressing it through the incidence angle αi and

the momentum transfer ±2π/Λ. Alternatively, it can be derived from geometrical

considerations [63].

Figure 3.5 shows the diffraction efficiency of the first order of diffraction from an

induced transient grating with spatial periods of 1, 2 and 4 nm. The values for the

37



3.2. Measurement of periodic sub-angstrom surface distortions
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Figure 3.5: Dependence of the first order diffraction efficiency of an induced transient
grating on the surface displacement calculated using Eq. 2.16 and 3.2. Calculation
is done for grating with spatial periods of 1, 2 and 4 nm. The wavelength of the
diffracted beam is 0.08266 nm and the incidence angle is 0.15◦. The maximum of
the diffraction efficiency is approximately 33%. The surface displacement can be
obtained by comparing an experimentally measured diffraction efficiency with the
model.

wavelength and incidence angle are 0.08266 nm and 0.15◦, respectively. Comparing

an experimentally obtained data with the model yields absolute value of the surface

displacement. The calibration can be achieved by making a sequence of measure-

ments with a varying fluence. From a simple consideration, one can derive that the

surface displacement u is proportional to the fluence F of the exciting beam

u = ∆L = α∆TL =
α∆UL

cV
=
αFAL

cAL
= F

α

c
∝ F (3.3)

assuming ∆L/L = α∆T and ∆U = cV∆T with α being thermal expansion

coefficient and the heat capacity per volume V = A ·L of the sample material. More

precise derivation using an arbitrary heat distribution, e.g., T (z) = T0e
−z/λ leads to

the same result due to additivity of material expansions from different depths.
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3.3. Spatiotemporal control of periodic surface distortions

3.3 Spatiotemporal control of periodic surface

distortions

Transient grating excitation by ultra-short laser pulses can be used to create standing

and propagating acoustic waves. An application of multiple subsequent excitations

can be used to control an excited standing Rayleigh SAW by means of the interfer-

ence. Depending on the relative phase of the subsequent pulses, the amplitude of

the acoustic wave can be amplified or extinguished. Furthermore, a laser induced

TG excitation inevitably creates a thermal transient grating containing most of the

exciting pulses energy. The transient thermal grating can also be controlled by an

introduction of a spatial phase shift to the subsequently induced transient grating.

Both, the acoustic wave and the thermal grating can be controlled independently,

which could open many new possibilities to selectively excite and probe solids and

nanostructures with high temporal and spatial precision.

A transient grating excitation with a single pulse is described in Section 2.2.

Equations 2.4 and 2.5 describe the surface displacement caused by the transient

thermal grating and the amplitude of the standing acoustic wave, respectively. The

total surface displacement u(x, t) created by two excitation pulses with a delay τ

between pulses can be written as

u(x, t) = H(t)[uth,1(x, t) + uac,1(x, t)] +H(t− τ)[uth,2(x, t− τ) + uac,2(x, t− τ)]

(3.4)

with H(t) being the Heaviside function to model the sharp rise time, which is usu-

ally much slower than the oscillation period of the acoustic wave. In general, both

excitation pulses do not have to have the same intensity. However, assuming that

the amplitude of the acoustic wave does not decrease on the timescale of the mea-

surement significantly, the displacement due to the thermal grating and the acoustic

wave can be given as

uth(x, t) =
uth,1

2
e−αxq2‖t(1 + sin(q‖x)) +

uth,2
2
e−αxq2‖(t−τ)(1 + sin(q‖x− φx)) (3.5)

uac(x, t) = uac,1 sin(q‖x) cos(ωt) + uac,2 sin(q‖x− φx) cos(ωt− φt) (3.6)

where q‖ = 2π/Λ is the momentum transfer by diffraction from the grating with

Λ being the spatial transient grating period. The temporal phase shift φt = ωτ =

2πτ/T is a result of the delay τ between the initial and second excitation pulse with

T being the oscillation period of the acoustic wave. The spatial phase φx does not
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3.3. Spatiotemporal control of periodic surface distortions

depend on the delay τ , meaning that the amplitude of the acoustic wave depends on

both spatial phase φx and temporal phase φt, but the surface displacement caused

by the transient thermal grating depends only on the spatial phase φx. Thus, the

transient thermal grating can not be extinguished by means of the delay between

excitation pulses and has to be controlled by different means.
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Figure 3.6: Modelled two pulse transient grating excitation with variable spatial and
temporal phase based on Eq. 3.5 and 3.6. Acoustic wave oscillation period is 1 ns,
the delay between two pulses is 1 ns, decay times of the transient thermal grating
and the acoustic wave are both 80 ns. An initial excitation creates a thermal grating
and induces a standing acoustic wave. a) Second excitation with the same spatial
and temporal phase amplifies the amplitude of the thermal grating and the acoustic
wave. b) The spatial phase of the second excitation is the same, but the temporal
phase is shifted by π. This results in an increased amplitude of the thermal grating,
but extinguishes the acoustic wave. c) The spatial phase and the temporal phases
are shifted by π, leading to the removal of the thermal grating and amplification of
the standing acoustic wave. d) The spatial phase is shifted by π, but the temporal
phase is the same as one of the initial excitation, resulting in removal of the thermal
grating and extinguishing the acoustic wave.

Most interesting cases of multi pulse TG excitation are obtained when φx and φt

are either 2πn or 2π(n+ 1) with n ∈ N0 as in such special cases either the acoustic

wave or the thermal grating interfere independently constructively or destructively.

All four cases are depicted in Figure 3.6 and summarized in the Table 3.1. The

phase is reduced to values of 0 and π.
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3.3. Spatiotemporal control of periodic surface distortions

spatial φx temporal φt thermal φth acoustic φac
Case A 0 0 0 0
Case B 0 π 0 π
Case C π π π 0
Case D π 0 π 0

Table 3.1: Four special cases of possible spatial and temporal phase variations with
resulting equivalent phases of the transient thermal grating and the standing acoustic
wave. Phase shifts are limited to the interval [0, 2π]

Assuming the initial excitation pulse has the temporal and spatial phase of zero,

and the decay time much longer than the delay between excitation pulses. In Cases

A, the spatial phase and temporal phase of the second excitation pulse are the same

as of the initial excitation pulse (2πn ≡ 0). Amplitudes of the thermal transient

grating and the acoustic wave are doubled. This case can be used to ramp up

the amplitude of the standing acoustic wave using multiple subsequent laser pulses,

if the amplified transient thermal grating is also acceptable in the context of the

experiment. In Case B, the spatial phase does not change, but the temporal phase is

shifted by 2π(n+1) ≡ π. The amplitude of the thermal transient grating is doubled,

the acoustic wave, however, is extinguished. This case allows controlling the duration

of the standing acoustic wave. In case of laser pulses with different intensity, it also

allows decreasing the amplitude of the acoustic wave on short timescales. In both

cases A and B the transient thermal grating is present and amplified as a by-product

of the control exerted on standing surface waves. In Case C, both temporal phase

and spatial phase are shifted by π. This leads to the destructive interference for

the transient thermal grating and simultaneously amplified standing acoustic wave.

This case allows the creation of standing acoustic waves by an ultra-short laser pulses

without the accompanying thermal grating. However, despite the thermal grating

being removed, the absorbed heat of both laser pulses is still present in the sample.

In Case D, only the spatial phase is shifted by π, resulting in the extinction of both

the transient thermal grating and the standing acoustic wave. If probing is done

by measuring the intensity of the first diffraction, no signal will be observed after

the second excitation pulse. Finally, more than two pulses can be used to achieve a

combined effect of a full spatio-temporal control of surface deformations.

Figure 3.7 shows an experimental setup capable of producing two laser pulse exci-

tations with spatial and temporal phase control. First, the beam passes a Michelson

interferometer setup with adjustable positions of mirrors M1 and M2. The laser pulse

is split using a polarizing beam splitter in two pulses with different polarization. The

split ratio is controlled by a half-wave plate placed before the beam splitter. Both
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Figure 3.7: Transient grating setup with ability to control spatial and temporal
phase of the induced transient grating. The setup uses two ultra-short laser pulses
of perpendicular polarization to excite the sample. The beam is split in two by a
Michelson interferometer setup with a variable intensity control. The delay between
pulses is controlled by the mirror M1 positioned on a translation stage. The spatial
phase of the induced transient grating is controlled by the relative angle of two
quarter-wave plates QWP3 and QWP4. The sample can be probed either optically
or using X-rays.

beams pass through quarter-wave plates QWP1 and QWP2 before being reflected

back by mirrors M1 and M2. Quarter-wave plates QWP1 and QWP2 create a total

rotation of the polarization by 90◦ for each beam. Thereafter, the beam is directed

to the usual transient grating setup described in Section 2.2 with addition of two

tunable quarter-wave plates QWP3 and QWP4 in both first order diffracted beams

coming from the phase grating. The temporal phase can be controlled using the de-

lay between both excitation pulses. The temporal delay for the four cases described

above can be achieved by setting the delay to be τ = nT/2 resulting in temporal

phase φt = πn. The spatial phase can be controlled by changing the relative an-

gle of the quarter-wave plates QWP3 and QWP4. If the the axes of quarter-wave

plates QWP3 and QWP4 are parallel, the spatial phase delay φx is zero. However,

if the axes of both are perpendicular to each other, each induced transient grating

is shifted spatially by ±π/2, resulting in total spatial phase shift of φx = π. Thus,

both the temporal and the spatial phase can be controlled independently.
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3.4. Strain-induced magnetization dynamics

3.4 Strain-induced magnetization dynamics

Laser-induced changes of the magnetization direction can be achieved by a variety

of different methods, such as ultrafast demagnetization, nonthermal optomagnetic

effects and optical switching [64–70]. One of the ways to achieve it, is to use an

ultrashort laser pulse to create a strain pulse, which in turn launches a magnetic

precession [71]. A detailed description of FMR driven by a surface acoustic wave was

given by Dreher et al. [72] and precession magnetization switching by Thevenard et

al. [73]. This section contains a discussion of the excitation mechanism of FMR in

Pt/Co multilayer samples.

3.4.1 Sample and Geometry

The sample consist of substrate, texture layer, stack and capping layer. Its structure

is shown in Fig. 3.8. The texture layer is a 6 nm Pt layer on the SiO2 substrate and

is designed to give upper layers a defined growth pattern. On the top of the texture

layer is a stack of 6x alternating 2 nm Co and 1 nm Pt layers. On the top of the

sample is a protective 3 nm Pt cap layer that protects the sample from oxidation. In-

plane, the sample is composed of randomly oriented grains with different orientation

of magnetization. The total magnetization without an external magnetic field near

zero with an easy plane oriented perpendicular to the surface normal. The samples

were created and characterized by J. Wagner [74].
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Figure 3.8: (left) Coordinate system. The sample normal is parallel to the z-axis.
The magnetic field and k-vector of the transient grating excitation are aligned along
the y-axis. (right) Sample structure. The sample consists of a 6 nm Pt texture layer
on the glass substrate, a stack of 6 times 1 nm Pt / 2 nm Co layers and a protective
3 nm Pt top layer.
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3.4. Strain-induced magnetization dynamics

The coordinate system is chosen in such a way that the sample normal is along

the z-axis. An external magnetic field is applied along the y-axis, and the k-vector

of an induced transient grating excitation is also parallel to the y-axis. In spherical

coordinates, the standard definitions are applied (Fig. 3.8).

Experimental geometry

A schematic depiction of the experimental geometry is shown in Fig 3.9. The sam-

ple is pumped by two amplified femtosecond laser pulses with the wavelength of

400 nm. Both pulses overlap on the sample surface, exciting a thermal grating and

launching strain waves in the sample. The sample is subsequently probed by a vari-

ably delayed 800 nm probe pulse. The probe pulse passes through the sample and

is then redirected onto a Wollaston prism. The Wollaston prism splits the probe

beam in two polarized beams with an orthogonal polarization. After exiting the

Wollaston prism, the difference in the intensities of both pulses is measured by a

balanced photodetector. A variable magnetic field up to 60 mT is applied parallel

to the k-vector of the excited transient grating.

Pump        Probe        Pump

Balanced Photodetector

Wollaston Prism

Figure 3.9: (left) Experimental geometry. The sample is pumped by two 400 nm
pump pulses and probed by an 800 nm probe pulses. The pump pulses overlap
and generate a transient grating on the sample surface. The probe pulse is split by
a Wollaston prism in its polarization components. A balanced detector measured
the intensity difference between both orthogonally polarized probe beams. (right)
Directional cosines αi are components of the magnetization direction m = M/MS

along the crystal axes êi. (In general, they are projections of a unit vector û on the
coordinate system axes αi = u · êi)
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3.4. Strain-induced magnetization dynamics

3.4.2 Strain-induced precession of the magnetization

Ultrashort laser pulses can create strain in the sample by rapid heating of the sample

surface. The induced strain can in turn have effect on the orientation of the mag-

netization in the sample by means of magnetoelastic coupling, discussed in Section

2.4.5. This happens due to the positional shift of the free energy density minimum of

the system. The magnetization vector tries to orient itself in such a way that energy

is minimized, which results in the precession of the magnetization. The precession

happens around the energy minima, in the ideal case on the lines of constant energy.

However, in real systems it decays towards the energy minimum as the system loses

its energy.

Using experimental geometry described in Section 3.4.1 and neglecting angle-

independent terms, the free energy density of the system can be given by combining

Eq. 2.31 and Eq. 2.48:

f(ϑ, ϕ, ε1, . . . , ε6) =−ByMS sinϑ sinϕ+K1,eff sin2 ϑ+ f̄me(ϑ, ϕ, ε1, . . . , ε6). (3.7)

where the first term is the Zeeman energy density Bext ·M with the external field

By pointing in y-direction and the projection of the magnetization vector on the

y-axis in spherical coordinates. The second term is the contribution of the uniaxial

anisotropy and third term is the magnetoelastic contribution to the free energy

density. The dynamic of the magnetization vector can be describer using Landau-

Lifshitz equation in spherical coordinates.

∂ϕ

∂t
=

γ

MS sinϑ

∂f

∂ϑ
,

∂ϑ

∂t
= − γ

MS sinϑ

∂f

∂ϕ
. (3.8)

which can be derived from Landau-Lifshitz equation Ṁ = −γM×Beff using effective

magnetic field Beff = −∇Mf as described in Section 2.4.3. The change of free energy

density in ϑ leads to the torque component in ϕ and vice versa. Free energy density

f(ϑ, ϕ) with no strain applied is shown in Fig. 3.10 (top). It has a minimum for

magnetization orientation ϑ = ϕ = 90◦ due to the negative value of the effective

anisotropy constant K1,eff = −0.4 MJ/m3 keeping the magnetization in-plane and

an external magnetic field By = 50 mT pointing along the y-axis.

In perfect equilibrium, applying strain ε1, ε2 and ε3 does not lead to the shift of

the free energy minima and subsequent excitation of the precession. This is the case

because ε2 coincides with the direction of the magnetization in the equilibrium, while
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3.4. Strain-induced magnetization dynamics
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Figure 3.10: (top) Free energy density as function of magnetization orientation
(Eq. 3.7). The magnetization vector lies in the sample surface plane due to the
dominating contribution of the shape anisotropy and is pointing along the y-axis
due to the applied external field. The equilibrium position ϑ = ϕ = 90◦ is marked
with dashed lines. (bottom) Free energy density as function of ϕ (left) and ϑ (right)
for applied shear strains ε6 = 10−4 and ε4 = 10−4. Applying shear strains ε6, ε4
leads to the shift of the free energy density minimum.

ε1 and ε3 are perpendicular to it. However, if the strain is high enough (approx. 10−2)

it can overcome an external magnetic, field turning a stable equilibrium in labile one.

For similar reason, the shear strain component ε5 (equivalent 2εxz) cannot start the

precession on its own. On the other hand, the strain components ε4 and ε6 are able

to shift the free energy density minimum and apply ϑ and ϕ torque components,

respectively. A shift of the free energy density minimum applying ε4 and ε6 strain

components is shown in Fig. 3.10 bottom left and right. If stain components ε4 and

ε6 are present, the system loses its symmetry about y-axis and the typically much

stronger stain components ε1, ε2 and ε3 can induce the precession.
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3.4. Strain-induced magnetization dynamics

3.4.3 Heat-induced precession excitation

One of the possible mechanisms for excitation of FMR (Ferromagnetic Resonance)

is a sudden change of the easy axis of the magnetization as a result of the temper-

ature jump induced by an absorption of a laser pulse. The reason for the change

of an easy axis is the change of the sign of the effective anisotropy constant, as

described in Section 2.4.1. However, an analysis of this excitation mechanism re-

quires the knowledge of the time-dependence of the effective anisotropy constant.

Since the effective anisotropy constant depends on the saturation magnetization, the

Eq. 2.32 can be used to calculate the magnetization if the temperature is known.

The temperature can be obtained from simulations using scientific software called

udkm1Dsim toolbox [75]. It provides an implementation of N-Temperatures model

including temporal pulse shape, sample structure and heat diffusion.
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Figure 3.11: Simulation of an excitation of Pt/Co multilayer sample with a single
laser pulse. The excitation fluence is 6.2 mJ/cm2. The pulse is absorbed on the
sample surface with a penetration depth of around 15 nm. After the excitation, the
electron temperature rises above the Curie temperature and the sample is demagne-
tized. After around 2 ps the temperature has decreased below the Curie temperature
and after around 5 ps approximately 80 % of the initial magnetization is restored.
The last 20 % of the magnetization are restored as the sample surface is cooling
down due to the heat diffusion.

The simulation results of a single pulse excitation of the Pt/Co multilayer sam-

ples are shown in Fig. 3.11. The simulation is done for an absorbed fluence of 6.2
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3.4. Strain-induced magnetization dynamics

mJ/cm2 used in the experiment. After an excitation with a laser pulse and reaching

of the thermodynamic equilibrium, a distinct temperature can be assigned to the

excited electrons. The temperature of the excited electrons is plotted in red. The

electrons exchange energy with the lattice via electron-phonon coupling, resulting

in the rise of the lattice temperature (shown in blue) and drop of electron temper-

ature. After about 5 ps, the electrons and the lattice reach the same temperature,

which is then decreasing on the timescale of nanoseconds as the heat is spreading

into the sample from its surface. Since the initial temperature of the electrons after

an excitation is above the Curie temperature in fcc Co the sample is completely

demagnetized. This state lasts around 2 ps, after which the temperature of the

excited electrons drops below the Curie temperature. After around 5 ps, the mag-

netization is restored to around 80 % of its initial value and keeps increasing as the

temperature of the sample decreases.
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Figure 3.12: Effective anisotropy constant and its parts as a function of temperature
for Pt/Co multilayer sample excited with a single 6.2 mJ/cm2 laser pulse. The shape
anisotropy provides a positive contribution, plotted in red. The magnetocrystalline
anisotropy (volume and surface) provides a negative contribution and is plotted in
blue. The effective anisotropy constant is the sum of all parts and is plotted in black.
When the sample is heated by a laser pulse the sign of the effective anisotropy does
not change due to the fast growth rate of the dominant surface anisotropy.

The time dependence of the effective anisotropy constant can be calculated

using the knowledge of the saturation magnetization as a function of time obtained
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3.4. Strain-induced magnetization dynamics

from the simulations. Plugging the result of the simulation in Eq. 2.33 provides

the necessary temperature dependence of the parts of the effective anisotropy

constant plotted in Fig 3.12. As given by the Eq. 2.31 the effective anisotropy

constant is a sum of the parts of magnetocrystalline and shape anisotropies.

The magnetocrystalline anisotropy contribution consists of volume and surface

contributions, although the volume contribution is only around 0.22 mJ/cm2 for

the given sample. The surface anisotropy provides the highest contribution to

the effective anisotropy constant and is responsible for the in-plane orientation

of the easy axis. When the sample is heated by a laser pulse above the Curie

temperature, both magnetocrystalline and shape anisotropies disappear. For fcc

Co the magnetocrystalline anisotropy depends on the 10th power of the saturation

magnetization while the shape anisotropy on the 2nd power only. This means that

the volume and surface anisotropies decrease faster than the shape anisotropy with

increasing temperature and increase faster with decreasing temperature. However,

since in the moment of the excitation the electrons follow the strong electric field

of the exciting pulse, the magnetization as such cannot be properly defined. After

the electron temperature decreased below the Curie temperature, the surface

anisotropy is again the most dominant part of the effective anisotropy constant, as

it has higher growth rate than the shape anisotropy. Overall, it can be assumed

that the sign of the effective anisotropy constant does not change when the Pt/Co

multilayer samples with negative effective anisotropy constant at room temperature

are rapidly heated by a single pulse. Suggesting that the heating of the sample

cannot be the primary mechanism for excitation of FMR for analyzed the samples.
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Chapter 4

Summary

This thesis discusses applications of laser-induced strain as a functional tool in thin

films and nanostructures. This includes development of both experimental and

analytical methods, based on experiments conducted at synchrotrons and tabletop

experimental setups. Based on the physical principles and experimental techniques

discussed in Chapter 2, the following underlying physics and experimental techniques

were presented in Chapter 3:

� An implementation and study of a new generation of Bragg switch devices,

allowing a shortening of X-ray pulses at synchrotron facilities. Using a ded-

icated layer for absorption of the stain-generating laser pulse and a separate

X-ray switching layer resulted in increased contrast due to reduction of thermal

background and significantly increased repeatability rate up to 1 MHz. Under

optimal conditions, such Bragg switches can sustain a flux of more than 109

photons per second and bandwidth of the X-ray pulses of 0.2%.

� Measurement of an absolute amplitude of periodic displacements with sub-

angstrom precision based on an analytical method. This method uses the

relationship between periodic surface displacements and diffraction efficiency

at the periodic surface grating consisting of such displacements. Further, the

modelling of such periodic surface displacements allows a decomposition of a

periodic surface displacement in its thermal and strain induced components.

� Full spatial and temporal control of periodic surface displacements. This is

achieved by a subsequent excitation of strain waves with multiple laser pulses

in a Transient Grating configuration. The new experimental setup provides

not only the control of the temporal phase by varying the delay between laser

pulses, but an independent control of the spatial phase. This allows a creation
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and independent control of a slowly decaying induced thermal grating and

strain-driven oscillating periodic surface displacements.

� A study of excitation mechanisms and dynamic of the magnetization pre-

cession in Pt/Co multilayers. Evaluation of the collected experimental data

on the coupling between the magnetization precession and strain oscillations

suggests that a pure thermal excitation is not the mechanism responsible for

the excitation of ferromagnetic precession, unlike it was shown in Co samples

earlier.

Techniques presented in this thesis are only the first step towards employing strain

as a functional tool in solid-state devices. Next steps consist in determining further

processes that are prone to nanoscale strain control and transferring the techniques

described in this thesis to real-world applications.
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A benchmark experiment is reported that demonstrates the shortening of hard

X-ray pulses in a synchrotron-based optical pump–X-ray probe measurement.

The pulse-shortening device is a photoacoustic Bragg switch that reduces the

temporal resolution of an incident X-ray pulse to approximately 7.5 ps. The

Bragg switch is employed to monitor propagating sound waves in nanometer

thin epitaxial films. From the experimental data, the pulse duration, diffraction

efficiency and switching contrast of the device can be inferred. A detailed

efficiency analysis shows that the switch can deliver up to 109 photons s�1 in

high-repetition-rate synchrotron experiments.

1. Introduction

Currently, users in the synchrotron community with an interest

in X-ray pulses of a sub-100 ps duration face a changing

landscape of facilities. Conditions for time-resolved experi-

ments have been improved significantly by the advent of X-ray

free-electron lasers (XFELs), which provide ultrashort hard

X-ray pulses of unprecedented brilliance [Nature Photonics

editorial (2017), vol. 11, p. 609]. Alternatives for hard X-ray

pulses of a few picoseconds or femtoseconds are the femto-

slicing beamlines at the ALS (Schoenlein et al., 2000) and SLS

(Ingold et al., 2007; Beaud et al., 2007), table-top plasma

sources (Zamponi et al., 2009; Schick et al., 2012) and the new

FemtoMax facility at MAX IV (Enquist et al., 2018). X-ray

pulses with a duration of a few picoseconds are generated in

third-generation storage rings using a low-charge-filling mode,

the so-called low-�mode (Jankowiak & Wüstefeld, 2013). This

mode reduces the total photon flux due to the low filling

charge and is therefore only offered a few weeks per year.

Currently, an upgrade project is planned for the BESSY II

synchrotron (Helmholtz-Zentrum Berlin, 2015) which will

provide a permanent improved low-� mode after the instal-

lation of additional RF cavities in the storage ring (Di Mitri,

2018).

In parallel with the commissioning of XFELs and alter-

native short-pulse sources, many existing synchrotrons are

being updated to fourth-generation low-emittance storage

rings (Schroer et al., 2018). While low emittance provides

better focusing properties and higher beam coherence, the

temporal structure, i.e. the pulse duration and pulse repetition

rate, is significantly less favourable for time-resolved experi-

ments. Opportunities for time-resolved experiments at new
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diffraction-limited synchrotron radiation facilities are dis-

cussed intensively within the community.

In this article we present a new photoacoustic Bragg switch

that allows the shortening of hard X-ray pulses emitted from

synchrotron storage rings, down to a few picoseconds. The

idea of switching a synchrotron X-ray pulse with a controlled

lattice deformation is almost 50 years old (Allam, 1970). Since

then, several attempts have been made that

relied on piezoelectric excitation (Grigoriev et

al., 2006; Zolotoyabko & Quintana, 2004), the

generation of optical (Bucksbaum & Merlin,

1999; Sheppard et al., 2005) and acoustic

phonons (Gaal et al., 2014; Sander et al., 2016)

or picosecond thermal excitations (Navirian

et al., 2011). Our device, which we call the

PicoSwitch, has been tested in a synchrotron-

based optical pump–X-ray probe experiment

to measure the propagation of sound waves

in epitaxial nanometer thin films. We discuss

important quality parameters, e.g. the switching

contrast and the angle- and time-dependent

diffraction efficiency to determine the absolute

pulse duration and photon efficiency of the

shortened pulse. Based on our experimental

results, we show that the switch can be oper-

ated at repetition rates of up to 1 MHz and

delivers pulses of 5–10 ps duration. The device

accepts a limited relative bandwidth of up to

�E/E0 = 0.2%. On the ID09 beamline at the

European Synchrotron (ESRF), where our

benchmark experiment was performed, the

PicoSwitch can deliver a total flux of up to

109 photons s�1, which is the typical intensity

from a bending-magnet beamline at the ESRF.

2. Experimental

In the following, we give a brief introduction to

the working principle of the PicoSwitch. A

more comprehensive description can be found

elsewhere (Sander et al., 2016).

The layout of the pulse-shortening bench-

mark experiment is shown in Fig. 1(a). Unlike

conventional pump–probe experiments, we

employ two optical pump beams from the same

laser source, one to trigger the PicoSwitch and

the other to excite the sample. The time delay

of the first excitation is selected such that the

PicoSwitch diffracts incident photons while the

maximum intensity of the long synchrotron

X-ray pulse is present. Thus, only a temporal

slice of the maximum intensity is diffracted

from the PicoSwitch, while other parts of the

X-ray pulse are suppressed. The shortened

X-ray pulse impinges on the sample and is

employed to probe dynamics induced by the

second optical pump pulse. Since both the

PicoSwitch and the sample are excited by optical pulses that

stem from the same laser source, the time delay between

the optical pump and the shortened X-ray probe pulse is

completely jitter free. The relative pump–probe delay between

the optical excitation of the sample and the shortened X-ray

pulse is controlled by a motorized delay stage to record the

transient sample dynamics up to a pump–probe delay of 2 ns.
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Figure 1
The working principle of the PicoSwitch. (a) The experimental setup on the ID09 beamline
at the ESRF. Two optical pulses from a 1 kHz amplified laser system are employed to excite
the PicoSwitch (blue) and the sample (green). X-ray pulses from the storage ring impinge
on the PicoSwitch at an incidence angle !ps. A shortened X-ray pulse is diffracted to the
sample at an incidence angle !. (b) (Top) A sketch of the PicoSwitch and sample structure
(details in the main text). The plot below shows a spatiotemporal strain map of propagating
compression (red) and expansion (blue) waves in the bilayer structures. (c) Transient XRD
curves of the PicoSwitch after laser excitation calculated from the strain map in panel (b).
The simulations for 0 ps (black dashed line), 5 ps (red solid line) and 15 ps (blue solid line)
show that the transient diffraction efficiency is turned on and off in the grey shaded area
within a few picoseconds. (d) Pump–probe measurements with the shortened pulse (red
symbols) and the original synchrotron pulse (black solid line) of the ultrafast decrease in
diffraction efficiency from a nanostructure. A simulation of the short-pulse experiment is
shown as a red dashed line. (e) The original (blue dot-dashed line) and shortened (black
line) X-ray probe pulse. The original pulse was measured with a correlation technique
(Gaal et al., 2012) andthe shortened pulse was extracted from simulations (Gaal et al., 2014;
Sander et al., 2016).



The PicoSwitch structure is shown in the top part of Fig. 1(b)

and consists of two thin films grown by pulsed laser deposition

(PLD) on a dielectric substrate (Sellmann et al., 2014). The top

layer is composed of a transparent dielectric. The bottom layer

is an opaque metal that acts as a thermoelastic transducer

upon optical excitation. We underline that several material

combinations may be used to build a PicoSwitch device. Here,

we use a combination of LaAlO3 (LAO, 85 nm, transparent)

and La0.66Sr0.33MnO3 (LSMO, 57 nm, metallic) grown on an

NdGaO3 (NGO) substrate. Sound waves generated upon

absorption of an optical pump pulse are shown in the coloured

plot in Fig. 1(b) as expansive (red) and compressive (blue)

strain. The strain pulses are launched from the interface of

the transducer to the adjacent top layer and the substrate,

respectively.

We calculate the impact of laser-generated strain waves on

the angular diffraction efficiency of the PicoSwitch. The

results are shown in Fig. 1(c) for pump–probe delays of 0, 5

and 15 ps (Schick et al., 2014). The transient strain propagating

through the PicoSwitch shifts the diffraction efficiency of the

top LAO layer to larger diffraction angles and back to the

initial position within 15 ps. The angular region is marked in

grey in Fig. 1(c). Here, the PicoSwitch acts as a switchable

mirror that is turned on and off by an acoustic pulse on a

picosecond timescale.

An important quality parameter of the PicoSwitch is the

switching contrast, which describes the suppression of incident

X-ray photons during the off-state of the switch. The diffrac-

tion efficiency is at a low level �0 before the arrival of the

optical pump pulse. Upon laser excitation, the diffraction

efficiency mounts to a high level �on for a switching time �T,

which is determined by the propagation of strain waves in the

structure. After the coherent strain waves have propagated

away from the thin films into the substrate, the diffraction

efficiency falls back to its initial value �1 ’ �0. We define the

switching contrast csw with the following expression (Gaal et

al., 2012),

csw ¼
�� �0;1

�0;1

: ð1Þ

csw basically has the same value before and after the switching

is turned on and off This is a significant improvement

compared to earlier designs of the PicoSwitch, where the final

contrast csw,1 was strongly reduced by laser heating of the

structure (Gaal et al., 2014). Whether introducing the PicoS-

witch results in high temporal resolution or not depends on

the ratio of the pulse areas of the original and shortened

pulses. Therefore, we define the total contrast ctotal as the

product of the switching contrast and the area loss factor,

i.e. the ratio of the normalized pulse area of the original and

shortened pulses,

ctotal ¼ csw �ALF; ð2Þ

where ALF is the area loss factor,

ALF ¼

R1
�1

dt IswðtÞ = Isw;mR1
�1

dt ~IIðtÞ = ~IIm

; ð3Þ

and Isw(t), Isw,m, ~IIðtÞ and ~IIm denote the time-dependent and

maximum intensities of the shortened and original X-ray

pulses, respectively. While ~IIðtÞ can be easily measured with the

PicoSwitch (Gaal et al., 2012), Isw is deduced from model

calculations as shown below.

The pulse-shortening capability is shown in Fig. 1(d), which

shows a step-like decrease in the diffraction efficiency upon

optical excitation. The sample and the physical origin of the

sudden intensity change are discussed below. For now, we

highlight the influence of the duration of the probe pulse on

the measured dynamics. Fig. 1(d) clearly shows a dramatic

increase in the temporal resolution of a measurement that

employs the PicoSwitch. The temporal shape of the corre-

sponding probe pulse is shown in Fig. 1(e). The original long

synchrotron pulse was measured using a fast sampling method

(Gaal et al., 2012), which yields a full width at half-maximum

(FWHM) pulse duration of 120 ps. We also clearly recognize

the expected asymmetric pulse shape. The shortened pulse

was derived from a simulation [red dashed line in Fig. 1(d)]

and cross-checked by comparison with the experimental data.

3. Results and discussion

Now we discuss the experimental capabilities of the Pico-

Switch pulse-shortening scheme in a real synchrotron-based

pump–probe experiment. The sample is composed of a similar

structure to the PicoSwitch itself, i.e. a thin-film system

composed of a transparent dielectric LAO top layer with a

thickness of 104 nm on a metallic LSMO layer with a thickness

of 93 nm. The stack is grown on an NGO substrate. Note that

the film thicknesses of the sample and the PicoSwitch are

different, which results in slightly different propagation times

of the coherent sound wave through the respective structure.

The lattice dynamics measured by time-resolved X-ray

diffraction (XRD) of the metallic LSMO and dielectric LAO

layers are shown in Figs. 2(a) and 2(b), respectively. Experi-

ments were performed at an X-ray photon energy of

14.85 keV on the (002) lattice planes in symmetric !–2�
geometry.

Both the sample and the PicoSwitch were mounted on

motorized xyz translation stages and on a motorized rotation

circle with angular resolution better than 0.1 mrad for tuning

the incidence angle of the X-ray beam. The size of the X-ray

beam before and after symmetric diffraction from the

PicoSwitch was approximately 40 mm � 60 mm. The accep-

tance angle of the PicoSwitch was 870 mrad at an angle of

12.9�, which is eight times larger than the full vertical diver-

gence in the focus of the X-ray beam. At the sample position,

approximately 150 mm after the PicoSwitch, we observed no

changes in the X-ray beam footprint, divergence or stability. In

our setup, the shortened beam is deflected upwards. Insertion

of a multilayer mirror could be used to deflect the beam

downwards, thus yielding a horizontal beam. The repetition

rate of the X-ray beam is reduced to 1 kHz by a system of

choppers (Cammarata et al., 2009) to match the laser repeti-

tion frequency. The main purpose of the choppers is to reduce

the heat load on the beamline optics from the intense X-ray
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radiation. They also protect soft-matter and biological samples

from unnecessary radiation damage, thus leading to a longer

sample lifetime. It should be noted that the PicoSwitch

contrast is not sufficient to gate a single pulse from the

synchrotron pulse train. Instead, gating can be performed

electronically by modern detectors (Shayduk et al., 2017). On

the ID09 beamline, diffraction and scattering signals are

recorded by a Rayonix HS170 detector in accumulation mode,

i.e. the signal from many laser/X-ray pulse pairs is accumu-

lated without any time resolution provided by the detector.

Beam parameters are summarized in Table 1.

The sample and PicoSwitch were excited with an optical

fluence of 30 mJ cm�2. The principal axes of the elliptical laser

footprint on the sample and PicoSwitch were 920 mm/600 mm

and 720 mm/630 mm, respectively. We performed simulations

of coherent acoustic phonon propagation in the sample using

a one-dimensional linear chain model of masses and springs

(Herzog, Schick et al., 2012). The phenomenon of propagating

high-frequency coherent acoustic phonon wavepackets is well

understood (Thomsen et al., 1986; Rose-Petruck et al., 1999;

Larsson et al., 2002; Bargheer et al., 2004; Bojahr et al., 2013,

2015; Herzog, Bojahr et al., 2012; Shayduk et al., 2013). Our

simulations yield a two-dimensional map of lattice strain

versus pump–probe delay along the out-of-plane spatial axis in

the sample, as shown in Fig. 1(b). From the spatiotemporal

strain map we calculate transient XRD curves using dynamic

diffraction theory (Schick et al., 2014; Warren, 1990). Finally,

we convolute the XRD simulation with the simulated X-ray

probe pulse after reflection from the PicoSwitch. The FWHM

pulse duration of the shortened pulse is approximately 7.5 ps

and the pulse is shown in Fig. 1(e).

Figs. 2(c) and 2(d) show simulated dynamics of the LSMO

and LAO diffraction peaks, respectively. To reproduce the

experimental data in a simulated pump–probe experiment, we

find a switching contrast of csw = 33. With ALF = 11.34 we find

a total contrast ctotal of 2.93. Both experiment and simulation

show the effect of insufficiently suppressed photons of the

original long X-ray pulse, e.g. at the equilibrium angle of the

LSMO peak of 12.34 in Figs. 2(a) and 2(c). Still, the pico-

second dynamics of the propagating sound waves are clearly

resolved in the measurement.

Comparing the coloured plots shown in Figs. 2(a) and 2(c)

and those in Figs. 2(b) and 2(d), we find excellent agreement

of the simulated pump–probe experiment with the experi-

mental data. In particular, we observe a step-like drop in the

LSMO peak intensity at ! = 12.34� [black dashed line and

black filled circles, Fig. 2(g)]. A delay scan at this incidence

angle is shown in Fig. 1(d) compared with a measurement of

the same dynamics with the original ESRF X-ray probe pulse.

The LSMO peak reappears at ! = 12.29� for approximately

15 ps [blue dashed line and blue filled circles, Fig. 2(g)]. This

new peak position corresponds to thermal expansion resulting

from the energy deposited by the absorbed optical excitation

pulse. At a pump–probe delay of �40 ps, the LSMO peak is

distorted again but returns to its intermediate expanded

angular position [red dashed line and red filled circles,

Fig. 2(g)].

The dynamic features observed at the LSMO peak are well

understood by simulations of thermal expansion and coherent

phonon generation and propagation (Herzog, Schick et al.,

2012). The initial shift of the LSMO reflex stems from thermal

expansion, while the second peak distortion originates from

the coherent sound wave that is reflected back at the sample

surface (Sander et al., 2016). Having determined the sample

geometry by static XRD and ellipsometry measurements, we

adjust the simulated dynamics via the sound velocity in LSMO

research papers

1256 Mathias Sander et al. � A picosecond Bragg switch J. Synchrotron Rad. (2019). 26, 1253–1259

Table 1
Main parameters of the ID09 beamline at ESRF.

The second column lists the parameters after the Extremely Brilliant Source
(EBS) upgrade (FWHM values).

ESRF ESRF-EBS

Focus
H (mm) 40 20
V (mm) 60 20

Divergence
H (mrad) 860 53
V (mrad) 106 28

Photons per pulse (pink beam) 2.1 � 109 3.0 � 109

Pulse duration <135 ps <150 ps

Figure 2
Experimental data. (a, b) Time-resolved measurements of propagating
sound waves in (a) the LSMO film and (b) the LAO film of the sample.
The measurement employed pulse shortening with the PicoSwitch. Fast
picosecond lattice dynamics are clearly resolved by the experiment. The
mechanism behind the observed XRD peak shift is outlined in the main
text. (c, d) Simulations of propagating sound waves in (c) the LSMO layer
and (d) the LAO layer. Comparison of the simulation and experimental
data reveals an X-ray probe pulse duration of 7.5 ps and a total switching
contrast of ctotal = 2.94. (e)–(g) Cross sections of measured and simulated
data at different incidence angles ! on the sample.



and LAO, respectively, to the experimental data. The result

agrees well with values reported by other groups (Bogdanova

et al., 2003; Michael et al., 1992). For comparison, a similar

experiment reported earlier by our group gave 20% higher

sound velocities due to insufficient temporal and angular

resolution of our XRD setup (Sander et al., 2016).

As depicted in Fig. 2(a), we also observe a significant

broadening of the LSMO peak after optical excitation. Within

the time delay covered in the experiment, thermal transport

and heat equilibration do not lead to a significant equilibration

of strain within the two layers. Hence, due to the high

temporal resolution provided by the PicoSwitch and the high

angular resolution provided by the synchrotron, the initial

excitation profile directly after absorption of the laser pulse is

resolved. The data yield an exponential decay of the strain in

the excited LSMO layer with a decay constant of 55 nm�1.

Finally, we discuss the photon flux in the shortened X-ray

pulse to check the efficiency of the PicoSwitch. By comparing

the integral pulse areas of the original and shortened pulses

shown in Fig. 1(e), we find an area loss factor ALF = 11.34. The

total intensity loss must also account for the finite diffraction

�on of 2 � 10�3. We find a total efficiency of 1.8 � 10�4. Our

measurement was performed with the U17 undulator on

ID09 at the ESRF, which delivers 2.1 � 106 photons per pulse

at an energy of E0 = 14.85 keV, a bunch current of 5 mA and

a relative bandwith of �E/E0 = 0.016%. With the above

considerations, the photon flux reduces to 3.6 � 102 photons

per pulse.

The calculated initial, final and total contrasts are shown in

Fig. 3(a) for a monochromatic X-ray pulse. The high-contrast

region also determines a limit for the angular stability of the

switch. For experiments which tolerate a higher relative

bandwidth, the number of photons can be increased almost

linearly with the relative bandwidth �E/E0. However, the

switching contrast decreases if the relative bandwidth is

too large.

The effect of a finite total contrast is demonstrated in

Fig. 3(b), which again depicts the sampling of the LSMO peak

(black dashed line) with a probe pulse of 7.5 ps FWHM and

contrasts of 2.93 (red solid line) and 1.35 (blue solid line). The

simulated probe pulses are shown in Fig. 3(c). Clearly,

increasing the bandwidth of the X-ray probe pulse yields a

higher photon flux, but it goes hand in hand with a reduced

switching contrast. Therefore, the total contrast and intensity

of the PicoSwitch probe pulse are related quantities, which

allow for adaptation to specific experiments.

We would like to point out again that the PicoSwitch

contrast is insufficient for pulse gating. For that, slower

photoacoustic transient gratings with diffraction efficiencies of

up to 33% may be used (Sander, Herzog et al., 2017; Sander,

Pudell et al., 2017). Another parameter for optimizing the

experiment and the X-ray flux is to increase the repetition

frequency of the PicoSwitch. A successful implementation of

the PicoSwitch at a repetition rate of 208 kHz has already

been presented (Sander et al., 2016) and operation even above

1 MHz has been tested successfully. Assuming the PicoSwitch

is operated at the ESRF orbit frequency of 354 kHz, the

experimentally derived parameters from the measurement

shown in Fig. 2 yield a total X-ray flux of 1.2 � 108

photons s�1. The main performance parameters of the short-

pulse beam are summarized in Table 2, which also provides

values for an optimized beamline setting with increased

bandwidth and increased repetition frequency. As discussed

above, both parameters increase the X-ray flux in the

shortened beam. In Table 3 we provide the pulse parameters

for other synchrotron-based short-pulse facilities.
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Figure 3
Switching contrast. (a) The calculated switching contrast of the
PicoSwitch in the grey shaded area of Fig. 1(c). The contrast results
from the difference in diffraction efficiency in the on and off states of the
switch and from the area loss function ALF = 11.34. The inset shows the
X-ray spectrum emitted by the U17 undulator on the ID09 beamline.
(b) Calculated pump–probe signals of an ultrashort step function (black
dashed line) with a contrast of 2.94 (red solid line) and 1.35 (blue solid
line). The latter contrast is obtained at a ten times higher X-ray
bandwidth. (c) X-ray probe pulses used for the calculations in panel (b).

Table 2
Performance parameters of the X-ray beam on ID09, the shortened beam
during the experiment and an optimized setting with increased bandwidth
and repetition rate.

For the beam size and beam divergence we also list the beamline parameters
after the Extremely Brilliant Source (EBS) upgrade.

Parameter ID09 (ESRF)
PicoSwitch
experiment

PicoSwitch
optimized

Photons per pulse
�E/E0 = 10�4 2 � 106 3.6 � 102

�E/E0 = 10�2 2 � 108 3.6 � 104

Photons per second
At 1 kHz 2 � 109 3.6 � 105

At 100 kHz 2 � 1011 3.6 � 109



4. Conclusions

In conclusion, we have demonstrated the feasibility of pulse

shortening with fast photoacoustic Bragg switches for

synchrotron-based pump–probe experiments. Our device,

which we call the PicoSwitch, shortens an incident 100 ps long

hard X-ray pulse to a duration of 7.5 ps (FWHM). We have

defined and quantified the relevant parameters for the pulse

duration, efficiency and switching contrast of the PicoSwitch.

Even with the rather low efficiency of a 1 kHz setup, our

experiment monitors structural dynamics due to propagating

sound waves in thin epitaxial films. In particular, we profit

from the excellent beam stability and angular resolution of the

synchrotron beam, which are not degraded by insertion of the

PicoSwitch. In an optimized setup with repetition rates up to

1 MHz and a bandwidth of the X-ray pulse of 0.2%, the

PicoSwitch would deliver a flux of more than 109 photons s�1.

The PicoSwitch is a powerful option for introducing high

temporal resolution at the beamline level in synchrotron-

based experiments. It may become a valuable tool for time-

resolved experiments in current and future large-scale radia-

tion facilities.
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We present time-resolved x-ray reflectivity measurements on laser excited coherent and incoherent

surface deformations of thin metallic films. Based on a kinematical diffraction model, we derive

the surface amplitude from the diffracted x-ray intensity and resolve transient surface excursions

with sub-Å spatial precision and 70 ps temporal resolution. The analysis allows for decomposition

of the surface amplitude into multiple coherent acoustic modes and a substantial contribution from

incoherent phonons which constitute the sample heating. Published by AIP Publishing.
https://doi.org/10.1063/1.5004522

Ultrafast photoacoustics1 has become an established

method to probe the interaction of optical,2 electronic,3 and

magnetic4 properties with the crystal lattice in solids. It

employs strain pulses that are generated by absorption of fem-

tosecond light pulses in an optoacoustic transducer.5

Subsequent lattice dynamics can be probed either optically or

by ultrafast x-ray diffraction.6 Nowadays, tailored longitudinal

strain waves can be generated and monitored using time-

resolved optical and x-ray techniques.1,7,8 Mode selective

excitation of coherent acoustic surface modes can be achieved

with a Transient Grating (TG) technique.9 In addition to

Rayleigh-like Surface Acoustic Waves (SAWs), this method

also excites so-called Surface Skimming Longitudinal Waves

(SSLWs).10,11 However, in any photoacoustic experiment, the

main fraction of the deposited optical energy is stored in inco-

herent phonon excitations.12,13 The absolute magnitude of the

coherent and incoherent excitation is hard to determine from

purely optical experiments. In this paper, we perform a full

decomposition of optically excited coherent acoustic surface

and longitudinal waves which propagate with their respective

group velocities and the concomitant thermal phonons which

move only by diffusion. Our method allows for measuring the

absolute deformation of a solid surface using time-resolved

x-ray reflectivity (TR-XRR). This method can resolve surface

deformation with sub-Å spatial and 70 ps temporal resolution.

The experiments were performed at the ID09 beamline

of the European Synchrotron Radiation Facility (ESRF) in

Grenoble, France. The beamline is equipped with a commer-

cial Ti:Sapphire laser amplifier (Coherent Legend) which

delivers 800 nm optical pulses with a duration of 600 fs at a

repetition rate of 1 kHz. The laser is synchronized to the stor-

age ring to allow for tuning the pump-probe delay with a pre-

cision of better than 5 ps.

The optical excitation pulses are coupled into the tran-

sient grating (TG) setup shown in Fig. 1 to produceþ1 and

–1 diffraction order from a series of transmission phase gra-

tings with various spatial periods K0. Both diffracted beams

are imaged onto the sample surface using a cylindrical (CL)

and spherical (SL) lens in 4f-geometry with focal lengths

fCL¼ 75 mm and fSL¼ 150 mm, respectively. Interference of

FIG. 1. Experimental setup installed at the ID09 beamline at the ESRF:

Transient optical gratings are generated by splitting the output of a femto-

second laser system using a transmission phase mask and combiningþ1 and

–1 order of the optical beam on the sample surface with a cylindrical (CL)

and spherical (SL) lens in 4f-geometry. The surface is probed with 70 ps

x-ray pulse impinging the sample at grazing incidence angle ai. The specular

beam is reflected at the exit angle af and the first order diffraction at af þ da.

We measure TR-XRR in a pump-probe scheme. A schematic of the LSMO/

NGO sample structure is shown at the top.a)Electronic mail: pgaal@physnet.uni-hamburg.de

0003-6951/2017/111(26)/261903/4/$30.00 Published by AIP Publishing.111, 261903-1
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both beams at the sample surface results in a spatial light

intensity distribution with spatial period K ¼ K0fSL=fCL

which is determined by the phase grating period and the opti-

cal magnification of the setup. We define the associated

wavevector qk ¼ 2p=K which lies within both the sample

surface and the x-ray diffraction plane. The optical setup

results in a laser profile envelope at the sample surface with

full-width at half maximum of 30 lm and 4 mm.

The sample is probed by 70 ps x-ray pulses with a pho-

ton energy of 15 keV (kx-ray¼ 0.8266 Å) which impinge the

surface with a wavevector ~k i at an incidence angle of

ai¼ 0.15�, i.e., below the critical angle of total reflection.

The x-ray footprint on the sample in our experiment was

10 lm� 1 mm, thus assuring overlap in a homogeneously

excited sample area. The area detector image shows two pro-

nounced peaks. The first peak originates from specular

reflection of the incident beam at the sample surface
~kf ¼ ~k i þ~q?, where ~q? ¼ 2~k i sin ðaiÞ is the recoil momen-

tum due to total reflection. The second peak is offset by an

angle da which results from the momentum transfer ~qk
according to the laser-induced surface distortion. Hence, we

call this peak the first-order diffraction from the laser-

induced transient surface grating. In the following, we inves-

tigate the temporal evolution of this first order peak.

The investigated sample consists of 100 nm Lanthanum

Strontium Manganate (LSMO) on a Neodym Gallate (NGO)

substrate. It was grown by pulsed laser deposition.14 The

substrate is transparent at the wavelength of the excitation

laser. Hence, the optical pump pulses are absorbed exclu-

sively in the metallic LSMO film.

Experimental data of the LSMO/NGO sample for an

absorbed pump fluence of 28 mJ/cm2 are shown in Fig. 2(a).

The plot depicts the intensity change of theþ1st-order dif-

fraction vs. pump-probe delay (I(s) – I0)/I0¼DI/I0. Upon

optical excitation, we observe an instantaneous rise of the

diffracted intensity within the temporal resolution of the

experiment. The initial rise is followed by a slight intensity

decay which lasts for approximately 150 ps. The decay is

followed by a signal increase which peaks at a pump-probe

delay of approximately 800 ps and subsequently oscillates

around an intensity offset with constant amplitude.

The time dependence of a similar TR-XRR measure-

ment on a different sample was recently discussed in detail.8

Briefly, the time-resolved data can be identified to be due to

a periodic surface excursion with time-dependent amplitude

u(s) described by

uðsÞ ¼ uth � e�aths þ uSAW � cos ðxSAWsþ uSAWÞ
þ uSSLW � cos ðxSSLWsþ uSSLWÞ � e�aSSLWs: (1)

Absorption of the ultrashort light pulse in the sample results in

two fundamentally different processes. First, the sample

is heated locally in the excitation area, which results in a peri-

odic thermal expansion of the surface with amplitude uth.
15 In

addition, the impulsive optical excitation launches coherent

strain waves which propagate parallel and perpendicular to the

sample surface7,16,17 and consist of two independent modes

with surface displacement amplitudes uSAW/SSLW, frequencies

xSAW/SSLW, and phases uSAW/SSLW, respectively. The thermal

grating decays on a timescale 1/ath � 100 ns by in-plane ther-

mal diffusion, a process which is much slower than the mea-

surement range in our experiment. The SSLW mode is strongly

damped with decay constant aSSLW, whereas the SAW mode

exhibits no decay within our measurement window. A visuali-

zation of this decomposition is depicted in Figs. 2(b) and

2(c). Figure 2(b) depicts constructive spatial interference of

the coherent modes with the thermal grating. Figure 2(c)

shows a situation where the thermal grating and the coher-

ent modes are spatially in the opposite phase. Hence, both

excitations interfere destructively. The interplay of coher-

ent and incoherent excitations can be exploited for spatio-

temporal control of the surface excursion.8

Here, we explicitly analyze the TR-XRR probing mecha-

nism to derive a diffraction model which relates the diffracted

intensity I(s) to the amplitude u of the surface excursion. A

spatial period of the distorted sample is shown in Fig. 3(a). An

x-ray beam impinges the sample at an incidence angle ai in

the bottom (point A) and on the top (point B) of the distortion

and is reflected with an exit angle af. After reflection from A,

the beam travels an additional path length X1, while the other

beam travels an additional path X2 before reflection from point

B. The total path difference results in a relative phase of both

beams of D/ ¼ 2p
kx�ray �ðX2 � X1Þ. D/ can be calculated using

the following set of equations:

X1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ ðK=2Þ2

q
� cos ðcÞ; (2)

X2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ ðK=2Þ2

q
� sin ðgÞ; (3)

c ¼ af � tan�1ð2u=KÞ; (4)

g ¼ p=2� ai � tan�1ð2u=KÞ; (5)

and the grating equation for constructive interference:

FIG. 2. (a) TR-XRR measurement of laser-generated transient surface defor-

mations of a LSMO/NGO sample excited with 28 mJ/cm2. The dotted line is

a guide to the eye. (b) and (c) Visualization of coherent and incoherent sur-

face dynamics: the surface amplitude is modulated by constructive and

destructive interference, respectively, of the periodic thermal grating and the

propagating acoustic modes.
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gkx�ray ¼ Kðcos ðaf Þ � cos ðaiÞÞ: (6)

From kinematical theory of surface diffraction,18,19 we find

the following expression for the diffraction intensity of n-th

order from a periodically distorted surface for incidence

angles below the critical angle ai < ac, i.e., from a pure phase

grating,

In ¼
���� 1

r0

ð
k
e
�i nqkrkþDu

2
sin 2p

K rkð Þ
� �

drk

����
2

; (7)

¼
����Jn

Du
2

� �����
2

; (8)

where rk is the spatial coordinate along the surface grating,

r0 is a normalization constant, and Jn is the n-th Bessel func-

tion. The argument of the Bessel function is the modulation

of the phase difference due to variation of the grating surface

amplitude Du ¼ D/�np, where np is the phase shift due to

n-th order diffraction. For all practical purposes, we can

assume that the surface amplitude is much smaller than the

period of the surface grating, i.e., u�K/2 and thereforeffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ ðK=2Þ2

q
� K

2
1þ 2u2

K2

� 	
and tan�1 2u

K

� �
’ tan 2u

K

� �
’ 2u

K .

For grazing incidence ai � ac, the phase difference Du is

approximately given by

Du ¼ �2p
u

kx�ray

ai 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2nkx�ray

Ka2
i

s2
4

3
5: (9)

The results of the diffraction model laid out by Eqs. (2)–(8) are

presented in Fig. 3(b). We plot the normalized diffracted first-

order intensity I1 vs. the surface excursion u for spatial grating

periods K¼ 8.0 lm (pink), 4.4 lm (blue), 2.0 lm (green), and

1.0 lm (red). The diffraction efficiency increases with increas-

ing surface excursion and with decreasing spatial period K.

The maximum diffraction efficiency is 33%, i.e., the maximum

of the Bessel function shown in Fig. 3(b). Experimental data

are shown in Fig. 3(c) which depicts the diffracted intensity

from the sample vs. incidence angle ai. The specular reflection

and the 61st-order diffraction are marked by dashed lines.

Integrated intensity of theþ1st (blue) and –1st diffraction order

is shown in Fig. 3(d). The integration was performed along the

colored dashed lines in panel 3(c).

The fluence dependence of theþ1st diffraction order

intensity from a laser-generated surface grating with spatial

period K¼ 4.4 lm is depicted in Fig. 3(e). The symbols indi-

cate the measured maximum diffracted intensity at 800 ps

time delay vs. absorbed pump fluence. The total surface

excursion at this time delay is the sum of a thermal grating

and coherent sound waves with an out-of-plane polarization

component [see Fig. 2(b)]. Using recent time-resolved x-ray

diffraction data from a similar LSMO sample,20 a calibration

factor for the laser-generated layer strain under the given cir-

cumstances can be estimated to be approx. 0.02% per mJ/

cm2.21 Taking into account the LSMO layer thickness of

100 nm, the experimental fluence can thus be converted to a

total surface excursion which is given at the top abscissa of

Fig. 3(e). The solid line shows results from our diffraction

model presented in Eqs. (2)–(5). The experimental data show

the expected quadratic dependence as derived from Eq. (9).

The time-resolved surface dynamics upon transient grat-

ing excitation is shown in Fig. 3(f). By taking the square root

of the diffracted intensity, i.e., data shown in Fig. 2(a), we

FIG. 3. (a) Schematic for the diffraction model given by Eqs. (2)–(5). (b) Relative diffraction efficiency vs. surface excursion for grating periods of K¼ 8.0 lm

(green), 4.4 lm (blue), 2.0 lm (magenta), and 1.0 lm (orange). (c) Angle-resolved diffracted intensity vs. incidence angle ai. The specular reflection (black

dashed line) andþ1st and –1st order diffraction from the surface grating (blue and red dashed lines) are indicated. (d) Intensity along theþ1st and –1st diffrac-

tion order, i.e., along the colored dashed lines in (c). (e) Diffracted intensity (symbols) vs. absorbed pump fluence (bottom) and surface amplitude (top). The

solid line shows a quadratic dependence of the diffracted intensity as expected from Eq. (9). (f) Decomposition of the diffraction data for an absorbed pump

fluence of 28 mJ/cm2. The amplitude of the individual components is given in the absolute scale.
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depict the surface excursion on an absolute length scale.

Experimental data (symbols) are decomposed into a slowly

decaying thermal grating (red), a Rayleigh-like SAW mode

(magenta), and a SSLW-mode (green), respectively. The

solid blue line shows the time-dependent surface dynamics

given as described by Eq. (1), showing excellent agreement

with the experimental curve.

In conclusion, we measure the absolute amplitude of the

surface excursion of a laser-induced transient grating on a

solid surface by time-resolved x-ray reflectivity. Ultrafast

optical excitation generates incoherent thermal surface dis-

tortions and coherent acoustic surface waves. The measured

dynamics at the surface allow for a decomposition of the sur-

face amplitude in a thermal background and two coherent

acoustic modes: a Rayleigh-like surface acoustic wave and a

surface skimming longitudinal wave. Our method can be

applied to decompose coherent and incoherent surface

dynamics with sub-Å precision and with a temporal resolu-

tion better than 100 ps.
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We demonstrate full control of acoustic and thermal periodic deformations at solid surfaces down to
subnanosecond time scales and few-micrometer length scales via independent variation of the tempo-
ral and spatial phase of two optical transient grating (TG) excitations. For this purpose, we introduce
an experimental setup that exerts control of the spatial phase of subsequent time-delayed TG exci-
tations depending on their polarization state. Specific exemplary coherent control cases are discussed
theoretically and corresponding experimental data are presented in which time-resolved x-ray reflectivity
measures the spatiotemporal surface distortion of nanolayered heterostructures. Finally, we discuss exam-
ples where the application of our method may enable the control of functional material properties via
tailored spatiotemporal strain fields.

DOI: 10.1103/PhysRevApplied.12.024036

I. INTRODUCTION

Ultrashort strain pulses can be generated by absorption
of femtosecond or picosecond optical light pulses in solids
and nanostructures [1,2]. This photoacoustic generation is
employed to study properties of phonons in solids [3,4] or
the interaction of lattice strain with optic [5], electronic
[6], or magnetic [7,8] degrees of freedom. The various
interaction channels suggest that lattice strain may be used
as a functional tool to control and trigger specific pro-
cesses and functions in materials. Recently, the control and
enhancement of quantum entanglement using tailored sur-
face acoustic waves was suggested [9]. In fact, thanks to
their customizable short length and time scales down to
a few nanometers and picoseconds, respectively, optically
generated strain pulses may be particularly suited for selec-
tive excitation of nanostructures. However, a high level
of control of the shape, frequency, lifetime, etc., of lat-
tice strain is necessary before strain pulses can be used as
functional tools for device operation. The control is typi-
cally gained by tailoring the temporal excitation sequence
[10–13]. We recently demonstrated strain control on sub-
nanosecond time scales by exploiting spatial variation of
transient grating excitation sequences [14]. This method is
not only limited to the control of coherent strain pulses but

*marc.herzog@uni-potsdam.de
†pgaal@physnet.uni-hamburg.de

also applies to thermal deformations. In particular, the con-
trol of thermal deformations can be applied on the same
time scale as the control of coherent excitations. Hence,
thermal strain, which is often regarded as an undesired
side effect to optical excitations, can now be used to trigger
specific material functions.

In this article, we present a comprehensive discussion of
spatiotemporal control of acoustic and thermal excitations
in solids. Our method relies on shaping the temporal and
spatial sequence of optical excitations using the so-called
transient grating (TG) technique. In particular, our exper-
imental TG setup allows for easy tuning of the relative
spatial phase of subsequent TG excitations. The periodic
surface deformation (PSD) of the sample upon optical
excitation is detected using time-resolved x-ray reflectivity
(TRXRR) [15]. The article provides a detailed discussion
of spatiotemporal coherent control with particular focus on
important limiting cases in Sec. II. Also, the quantitative
probing of PSDs by diffraction of x rays in x-ray reflection
geometry is briefly explained. The optical setup for gener-
ating and controlling PSDs is presented in Sec. III. In Sec.
IV, we discuss results of spatiotemporal coherent control
measurements on thermal and acoustic PSDs in nanoscopic
heterostructures. We analyze and decompose the exper-
imental data by comparison to an empirical modeling.
Section V exemplifies how the strain-control capabilities
our method may be exploited in order to control func-
tional material properties. Finally, Sec. VI summarizes and
emphasizes the main results.

2331-7019/19/12(2)/024036(11) 024036-1 © 2019 American Physical Society
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II. COHERENT CONTROL OF PERIODIC
SURFACE DEFORMATIONS

Classical coherent control can be performed on any
oscillator or wavelike harmonic excitation due to the
superposition principle. Without restriction of the gen-
eral validity, we restrict our considerations to an impul-
sive and displacive excitation of modes by an ultrashort
excitation pulse [16]; i.e., the dynamics of the involved
modes is much slower than the excitation pulse duration
and the coherent oscillation occurs around a displaced
equilibrium. The oscillation amplitude of such an impul-
sively excited harmonic oscillator can either be suppressed
or doubled by a second identical excitation with a rel-
ative time delay τ of a half-period (relative phase φ =
π ) or a full period (φ = 2π ), respectively. This type of
coherent control has been successfully applied to vari-
ous phenomena such as phonons [17–20], magnons [21–
23], phonon-polaritons [24], and surface acoustic waves
(SAWs) [14,25–27]. In displacive excitations, coherent
control is limited to the oscillatory motion, i.e., the coher-
ent part of the system response. The displacement from the
equilibrium ground state, which for optical excitations cor-
responds to a heating of the sample due to the absorbed
optical energy, is typically ignored in the coherent control
experiments, although it may contain most of the absorbed
energy [28].

In addition to the temporal coherence exploited in earlier
coherent control experiments, an impulsive TG excitation
also possesses a spatial coherence in the form of a sinu-
soidal intensity variation with spatial period �, which is
typically oriented parallel to the sample surface. Assuming
a linear response of the sample, the absorption of optical
energy thus generates a spatially periodic energy density
along the sample surface with periodicity �. The depth
profile of the absorbed energy density is dictated by either
the optical properties of the sample or the sample dimen-
sions. In the following, we consider a thermoelastic excita-
tion; i.e., the absorbed energy density results in a mechan-
ical stress that eventually gives rise to a thermal transient
grating (TTG). Given the impulsive excitation with ultra-
short laser pulses, the thermoelastic stress also launches
coherent counterpropagating SAWs, resulting in a stand-
ing SAW in the optically excited area. Both excitations can
be associated with the characteristic wave vector |�q‖| =
2π/�. The spatial coherence introduces an additional
coherent control coordinate given by the spatial phase of
the TG excitation [14]. Hence, a second TG excitation
with a spatial phase ϕx relative to the first TG excitation
can be employed to control the relative spatial phase φth
of the corresponding TTGs. Choosing φth = 2nπ or φth =
(2n − 1)π either amplifies or suppresses the TTG, respec-
tively. Here, the relative spatial phase of the TG excitation
patterns directly determines the relative spatial phase of
the TTGs, i.e., φth = ϕx. The coherent SAW, however, is

controlled via the spatiotemporal phase φSAW = ϕx + ϕt =
ϕx + vSAW|�q‖|τ , where vSAW is the phase velocity of the
excited SAW and τ is the temporal delay between the
two TG excitation pulses. Similar to the TTG, the SAW
can be amplified (φSAW = 2nπ) or suppressed [φSAW =
(2n − 1)π ]. According to the definition of φSAW, a change
in the relative spatial phase ϕx implies an adopted time
delay τ if the interference of the SAWs is to be kept
unchanged. In summary, we introduce two experimen-
tal coherent control coordinates ϕx and ϕt given by the
relative spatial phase and the relative time delay of two
consecutive TG excitations in order to control the ther-
mal and coherent PSD via the spatiotemporal phases φth
and φSAW.

In this article, we employ these coherent control coordi-
nates to disentangle four extreme cases of coherent control,
which are depicted in Fig. 1:

A. Constructive interference of TTGs and construc-
tive interference of two standing SAWs: ϕx = 0, ϕt = 0 →
φth = 0, φSAW = 0 [Fig. 1(a)].

B. Destructive interference of TTGs and destructive
interference of two standing SAWs: ϕx = π , ϕt = 0 →
φth = π , φSAW = π [Fig. 1(b)].

C. Constructive interference of TTGs and destructive
interference of two standing SAWs: ϕx = 0, ϕt = π →
φth = 0, φSAW = π [Fig. 1(c)].

D. Destructive interference of TTGs and constructive
interference of two standing SAWs: ϕx = π , ϕt = π →
φth = π , φSAW = 2π ≡ 0 [Fig. 1(d)].

Note that, while there is no SAW oscillation present in
cases B and C, the SAW modulates the surface deformation
of a TTG or a flat surface in cases A and D, respectively,
as indicated by the blue shading in Figs. 1(a)–1(d). As
discussed below, TRXRR can unambiguously distinguish
these situations as they manifest differently in the experi-
mental data. Note that we assume two identical excitations
in accordance with a time-independent TTG. The ampli-
tude of the second TG excitation may of course be adapted
to compensate for a potential decay of the first excitation
during the time delay τ .

In the following, we briefly discuss the detection of
dynamics triggered by the TG excitation. Typically, exper-
iments employ an optical laser pulse that is diffracted
from the excited modes via photothermal or photoelastic
effects [29,30]. Alternatively, PSDs can be detected using
x-ray diffraction and photoemission electron microscopy
techniques [31–33]. We have recently shown that the
PSD associated with the excited quasistatic and tran-
sient modes may also be probed by TRXRR [14,15].
This method is exclusively sensitive to the surface dis-
placement and can detect deformations of only a few
nanometers [14]. Thermally induced expansion can be
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FIG. 1. Spatiotemporal coherent surface control with two tai-
lored excitations: yellow and red dashed lines depict quasistatic
TTGs of the individual excitations I and II, respectively. The
gradient of the colored shaded areas represents the temporal
evolution of the standing SAW on the TTG over a half-period.
Blue lines and blue colored areas represent the combined excita-
tion (excitation I & II). (a) Case A: constructive interference of
two TTGs and constructive interference of two standing SAWs.
Note that both excitations have the same spatiotemporal phase;
therefore, the shaded area is orange. (b) Case B: destructive inter-
ference of two TTGs and destructive interference of two standing
SAWs. (c) Case C: constructive interference of two TTGs and
destructive interference of two standing SAWs. Note that both
excitations have the same spatial phase and opposite temporal
phase; therefore, the shaded area is orange without a color gra-
dient. (d) Case D: destructive interference of two TTGs and
constructive interference of two standing SAWs. (e),(f) Square
root of the diffracted intensity from the combined excitation for
(e) cases A and C and (f) cases B and D. Note that, for x rays,
the square root of the intensity is proportional to the surface
modulation amplitude.

unambiguously disentangled from coherent elastic effects
via the characteristic time scale of the surface deforma-
tion [15], thus yielding a complete picture of the surface
dynamics. For the TRXRR probe, the Laue condition, i.e.,
momentum conservation, must be fulfilled:

�k±1 = �kin + �q⊥ ± �q‖, (1)

where �kin and �q⊥ are the wave vector of the incident probe
photons and the recoil momentum due to reflection at
the surface, respectively. We restrict our considerations to
first-order diffraction from the PSD, although diffraction to

higher orders is also present, even if a perfect sinusoidal
PSD is monitored [15]. Note that Eq. (1) is independent
of the spatial phase of the TG; i.e., the phase of the PSD
cannot be inferred from the diffracted intensity per se.
The intensity of the diffracted x-ray probe pulse is propor-
tional to �u2(t), i.e., to the squared difference between the
minimum and maximum surface deformation [15]. Thus,
the square root of the diffracted intensity measures the
magnitude of the total surface modulation amplitude, i.e.,√

I(t) = |�u(t)| = |�uth + �uSAW cos(ωt)|, where ω =
vSAW|q‖| is the frequency of the SAW.

First, consider the case where a strong TTG is mod-
ulated by a SAW with relatively small amplitude, i.e.,
�uSAW < �uth. Excluding thermal diffusion within the
TTG, �u(t) > 0 holds for all times and the measured
signal directly reveals the SAW’s frequency and its rel-
ative phase with respect to the TTG as depicted in
Fig. 1(e). However, if �uSAW > �uth, the detection signal
is altered. The extreme case is shown in Fig. 1(d), where
the SAW modulates a flat surface (case D), i.e., �uth = 0
(note that uth �= 0 may hold). Here, the time-dependent
intensity is proportional to �u2(t) = [�uSAW cos(ωt)]2 =
�u2

SAW [1 + cos(2ωt)] /2. Therefore, the diffracted probe
intensity shows twice the frequency of the SAW as pre-
sented in Fig. 1(f). The effect of the TTG is analogous to
a spatial local oscillator, which allows us to infer the spa-
tiotemporal phase of the coherent SAW from the diffracted
probe pulse after TG excitation.

III. EXPERIMENTAL METHODS

A detailed view of our optical experimental setup is
shown in Figs. 2(a)–2(e). The general layout of the TG
setup is described elsewhere [14,34]. Our particular setup
is designed for optical pump TRXRR probe measurements
at the ID09 beamline at the European Synchrotron Radi-
ation Facility (ESRF). Taking into account the specific
conditions at the beamline, we optimize the optical setup
for small size, stability, and tunability. Therefore, we use
two 50-mm-wide acylindrical lenses with a focal length of
40 mm to image the +1st and −1st diffraction order from a
transmission phase mask onto the sample surface. Interfer-
ence of the +1 and −1 beam at the sample surface results
in a sinusoidal modulation of the optical intensity. Grating,
lenses, and sample are mounted in 4f geometry. We option-
ally introduce an additional cylindrical lens with a focal
length of 75.6 mm in the perpendicular plane. This lens is
mounted with variable distance to the sample to generate
higher excitation fluences.

To generate two replica of an ultrashort optical pump
pulse with perpendicular polarization for coherent con-
trol, we use a Michelson interferometer [cf. Fig. 2(b)]
with a polarizing beamsplitter (PBS). The relative inten-
sity of the pulses can be tuned by a half-wave plate
(HWP) in front of the PBS. Each arm of the Michelson
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FIG. 2. Optical setup. (a) The output of a 1-kHz laser system is coupled to a Michelson interferometer (b), where s- and p-polarized
replicas of the pump pulse are generated. (c) Side view of the TG setup. (d) Front view of the beam path of the +1st and −1st diffraction
order. (e) Three-dimensional (3D) view of the TG setup with the optomechanical components. (f),(g) The created relative spatial phase
of the interference grating for parallel and perpendicular setting of the QWPs.

interferometer includes a quarter-wave plate, which we
refer to as Michelson-quarter-wave plates (MQWP) in
Fig. 2b. Due to the double passage of the beams, the
MQWP effectively rotates the linear polarization by 90◦.
Thus, the output of the interferometer yields one s- and one
p-polarized optical pump pulse. The pulses have a vari-
able relative time delay τ that is defined by the difference
of the path lengths of the Michelson interferometer arms.
Both pulses are subsequently coupled into the TG setup,
where they essentially are diffracted into ±1st-order beams
by the phase mask. Zero-order and higher-order diffrac-
tion intensities are minimized by the specific design of the
transmission phase mask.

In addition to simple TG excitation, our setup allows for
selecting the spatial phase of the TG to perform spatiotem-
poral coherent control. We use the fact that the spatial
phase of the TG at the sample surface depends on the rela-
tive temporal phase of the interfering optical beams. For
example, interference gratings generated by two optical
beams of either parallel or antiparallel polarization have an
opposite spatial phase with respect to each other [35]. Note
that, in the antiparallel case, the electric fields of +1st- and
−1st-order beams have a relative temporal phase of π , i.e.,
exactly the same value as the relative spatial phase shift of
the generated TG. As explained below, we employ quarter-
wave plates (QWP) and different polarizations to impose
a relative spatial phase shift between two consecutive TG
excitations.

After collimation by the first acylindrical lens, each
beam propagates through a QWP. The QWPs are ori-
ented either with the fast or slow axis aligned with the
polarization of the laser pulses. If the QWPs have iden-
tical orientation, there is no relative temporal phase offset
between the ±1st-order beams as they both traverse the
QWPs at either the fast or the slow axis. Note that both
consecutive s- and p-polarized laser pulses generate TGs
with an identical spatial phase, i.e., ϕx = 0. Hence, with a
parallel setting of the QWPs, one can generate cases A and
C, discussed in Sec. II.

If the QWPs are oriented perpendicular to each other,
the +1st- and −1st-order beams experience a relative tem-
poral phase shift of ±π/2, which directly translates into
a spatial phase offset of ±π/2 of the TG excitations. The
opposite sign of the temporal phase shift holds for the s-
and p-polarized beams, respectively. The magnitude of the
spatial phase difference between the s- and p-polarized TG
is therefore equal to π , i.e., ϕx = π . Hence, with a perpen-
dicular setting of the QWPs, one readily obtains cases B
and D, discussed in Sec. II, where the PSD due to the TTG
is relieved by the second TG excitation.

The experimental results presented and discussed in
the next section are obtained on a 30-nm-thick metal-
lic SrRuO3 (SRO) film epitaxially grown by pulsed laser
deposition on a (110)-oriented DyScO3 (DSO) substrate.
The sample is excited with TG excitations, each having a
spatial period � = 2.4 μm and an incident pump fluence
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of 18 mJ/cm2 for the central fringes of the TG [36]. We
employ a commercial Ti:sapphire laser amplifier (Coher-
ent Legend Elite), which delivers 800-nm pulses with a
duration of 1.2 ps and a pulse energy of 3.6 mJ. The laser
repetition rate is 1 kHz, synchronized to the synchrotron.
The shortest grating period � inscribed in the sample is
ultimately limited by the laser wavelength. By frequency
doubling or tripling of the fundamental frequency, one can
reduce the period to less than 300 nm. The generation of
transient gratings with periods less than 100 nm has been
demonstrated by using high-energy radiation from free-
electron laser sources [37,38]. Thus, our method can be
employed truly on nanometer length scales.

Monochromatized 15-keV x-ray probe pulses are
selected from the synchrotron pulse train by a high-speed
chopper at the same frequency. The pump-probe delay
can be changed electronically by the laser synchronization
unit. In the experiment presented here, the total temporal
resolution is limited to 75 ps, mainly due to the duration
of the x-ray probe pulses. In principle, the experimental
time resolution is also limited by the rather large wave-
front tilt between the exciting laser and probing x-ray
pulses; however, in the present case, this is only a minor
limitation (approximately 10 ps). Diffracted x-ray photons
are captured on an area detector (Rayonics MX170-HS)
[39,40]. For the evaluation, the intensity I−1st of the −1st
diffraction order is integrated in a region of interest on
the area detector. The recorded intensity is normalized to
a static diffraction background In to reduce influences of
beam instabilities and thermal drifts of the sample and
setup. In order to extract the surface modulation ampli-
tude �u, we take the square root of the diffracted intensity
after subtracting a scattering background Ibg by averaging
all unpumped detected intensities of the −1st diffraction
order. This results in

�u ∝
√∣∣∣∣ I−1st − Ibg

In

∣∣∣∣sgn
(
I−1st − Ibg

)
, (2)

where the absolute function circumvents imaginary results
and the sgn function projects these values on the negative
axis for the surface modulation amplitude �u.

IV. RESULTS AND DISCUSSION

First, we briefly discuss the transient response of the
sample surface to a single TG excitation. As derived in
earlier studies [15], the surface modulation amplitude �u
is proportional to the square root of the diffracted inten-
sity. The transient amplitude of the laser-generated PSD
inferred from the the x-ray intensity diffracted into −1st-
order is shown by the blue bullets in Fig. 3(a). It features
a steplike rise followed by oscillations on top of a slowly
decaying thermal offset. The surface excursion field can

2
(a)

(b)

FIG. 3. Single-pulse excitation. (a) Time-dependent surface
modulation amplitude �u(t) measured with TRXRR. The data
(blue bullets) are modeled by calculating the spatiotemporal
surface deformation field u(x, t) [cf. Eq. (3)]. The dark blue
solid line shows the time dependence of the Fourier compo-
nent (Fu)(q‖, t) at the characteristic wave vector q‖. The surface
modulation amplitude of only the thermal distortion (Futh)(q‖, t)
due to the TTG is shown by the gray lines with (solid) and
without (dashed) in-plane heat diffusion. (b) Illustration of the
spatiotemporal surface deformation field u(x, t) calculated using
Eq. (3).

thus be precisely modeled by

u = 	(t)
[
uth(x, t, ϕx) + uSAW(x, t, ϕx, ϕt)

]
, (3)

where uth is the slowly decaying amplitude of the TTG
and uSAW is the amplitude of the coherent surface acoustic
mode, defined as

uth = uth,0(t)
2

e−αxq2
‖t [1 + sin

(
q‖x − ϕx

)]
, (4)

uSAW = −uSAW,0

2
sin

(
q‖x − ϕx

)
cos(ωt − ϕt). (5)

The rise time τrise of the TTG is dictated by the ratio
of the thickness (or the optical penetration depth if the
latter is much shorter) and sound velocity of the laser-
excited film. Typical time scales of thin-film expansion
are a few tens of picoseconds or even down to a few
picoseconds for very thin films [41]. In the present case,
τrise is much shorter than all other involved dynamics
and thus approximated by the Heaviside function 	(t)
in Eq. (3). In fact, τrise defines the fundamental limit for
coherent control of the TTG (cases B and D), which can
thus be truly applied down to picosecond time scales as
demonstrated in Sander et al. [15]. The concept of spa-
tiotemporal coherent control is generally applicable to an
arbitrary number of coherent modes [14,15,42], but in
the present case the data only exhibit a single Rayleigh-
like SAW mode. We can thus restrict our model to only
include this single coherent mode. Note that the first TG
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excitation always defines the zero phase ϕx and ϕt, respec-
tively. In order to mimic the sensitivity of the x-ray probe
beam to only the modulation of the PSD, we extract
the transient wave-vector-dependent surface modulation
amplitude �u(q, t) = (Fu)(q, t) by Fourier transforma-
tion of the spatiotemporal surface deformation field u(x, t)
depicted in Fig. 3(b). We then evaluate the surface modula-
tion amplitude �u(q‖, t) at the characteristic wave vector
q‖. The dark blue solid line in Fig. 3(a) shows the tem-
poral behavior convoluted with the experimental temporal
resolution of 75 ps.

The slowly decaying signal shown in Fig. 3(a) is caused
by the PSD associated with the TTG that slowly decays
due to thermal diffusion. This decay clearly exhibits a
fast component decaying within the first 2 ns and a much
slower component. The latter is due to in-plane thermal
diffusion between hot and cold areas of the TTG. An
analytical solution of the in-plane thermal diffusion for
a sinusoidal thermal grating yields the exponential term
in Eq. (4), which implies a decay time of (αxq2

‖)
−1 =

210 ns [43,44]. Here, the homogeneous in-plane diffusiv-
ity αx = 0.8 mm2/s is used for a substrate temperature of
323 K [45]. The initial fast decay originates from different
thermal expansion coefficients of the metallic SRO film
and the insulating DSO substrate. In fact, SRO expands
stronger upon heating than DSO [46,47]. Thus, as heat
diffuses along the out-of-plane direction from the excited
areas in the SRO film into the substrate, the total sur-
face excursion is reduced. In order to verify this, we
model the out-of-plane heat transport by solving the one-
dimensional heat diffusion equation with a finite-element
method [48,49] by accounting for all relevant thermo-
physical properties of the materials. The experimental
data are reproduced without including additional thermal
resistance at the interface due to the nearly perfect acous-
tic impedance match between the involved materials and
the high structural quality of the sample. The simula-
tion yields the surface distortion uth,0(t) used as input
for Eq. (4). The surface modulation amplitude due to
combined out-of-plane and in-plane thermal diffusion is
shown as a gray solid line in Fig. 3(a). If in-plane ther-
mal diffusion is neglected (αx = 0), the grey dashed line
is obtained, which proves that the initial fast decay is
indeed governed by the out-of-plane thermal transport. The
very good agreement between experiment and calculation
evidences that the presented method can be a powerful
tool to investigate multidirectional thermal transport in
nanoscopic heterostructures. We do not observe deviations
from linear behavior of our sample even up to very large
excitation densities [50]. This aspect is particularly impor-
tant for the multipulse excitation discussed in the next
paragraph.

With the well-calibrated single-pulse excitation, we
finally demonstrate full spatiotemporal control of transient
and quasistatic PSDs via double-pulse TG excitation. By

employing two consecutive TG excitations, we set the
spatiotemporal phase of the excitation to the four differ-
ent cases introduced in Sec. II. The corresponding dynamic
surface excursion measured by TRXRR for these four
cases is shown in Figs. 4(a)–4(d), respectively. As pre-
dicted above, the spatial phase setting ϕx = 0, selected
by a parallel alignment of the QWPs in the optical setup,
results in an increase of the PSD (cases A and C) due to an
enhancement of the TTG. In contrast, the 90◦ rotation of
only one QWP suppresses the PSD and relieves the TTG
completely (cases B and D). The phase of the SAW is con-
trolled by both the spatial and temporal phase ϕx and ϕt,
respectively. For any setting of the spatial phase, one can
either suppress (cases C and B) or enhance (cases A and
D) the SAW mode by choosing the correct time delay τ

of the second TG excitation. Note, in particular, the com-
parison of cases A and B, where τ = 0.73 ns is identical.
Still, not only the timing τ alone determines the ampli-
tude of the SAW after the second excitation, as explained
in Sec. II.

The possibility of suppressing the coherent mode (cases
B and C) offers a precise tool for investigations of the
multidirectional thermal transport in nanoscale het-
erostructures without undesired coherent signals yet ensur-
ing sufficient time resolution given by the ultrashort laser
and x-ray pulses. In case C, we clearly observe the multi-
component relaxation due to in-plane and out-of-plane heat
diffusion, which is discussed above for single-pulse exci-
tation. However, here, the signal of thermal origin is not
masked by the coherent signal. The finite decaying inten-
sity after the second TG excitation in case B [Fig. 4(b)]
evidences that the TTG is not immediately suppressed by
the second excitation. This is caused by the partial decay
of the first TTG between the two excitations due to fast
out-of-plane heat diffusion, which results in the observed
imbalance of both TTGs. All observations are accurately
reproduced by our modeling introduced above. Altogether,
the sensitivity to thermal transport in layered heterostruc-
tures can be greatly enhanced with spatiotemporal coherent
control using TG excitations.

A qualitative difference from the other recorded sig-
nals is observed in case D shown in Fig. 4(d), where the
TTG is suppressed and the SAW is enhanced. Here, we
observe a coherent oscillation exhibiting twice the fre-
quency of the excited SAW. Recall that the data represent
the variations of the 1st-order diffracted x-ray intensity.
If a true second harmonic of the fundamental SAW is
present, Eq. (1) implies that the corresponding 1st order
of the second harmonic would be diffracted toward larger
angles. In other words, the 1st-order diffraction angle can-
not contain signatures of a second harmonic SAW. Again,
we model the transient diffracted x-ray intensity caused
by the spatiotemporal sample surface dynamics in anal-
ogy to the single-pulse excitation data analysis [cf. Eqs.
(3)–(5)]. Note that our model is a purely linear response
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FIG. 4. Double-pulse excitation: (a),(e) case A; (b),(f) case B; (c),(g) case C; (d),(h) case D. The single-pulse responses as modeled
in Fig. 3 are shown in gray for comparison in (a)–(d). Symbols show the TRXRR measurements and dark blue solid lines show the
transient surface modulation amplitude �u(q‖, t) for the characteristic wave vector q‖ of the spatiotemporal surface deformation field
shown in (e)–(h) derived from Eq. (3). All calculated traces are convoluted with a 75-ps Gaussian to match the temporal resolution of
the experiment. The orange line in (d) represents the best fit to the double-pulse data by allowing for an amplitude and phase variation
of the second excitation pulses.

model and thus does not support higher harmonics of the
employed modes. Assuming the time delay τ chosen in the
experiment and two identical TG excitations, we obtain
the dark blue curve in Fig. 4(d). Obviously, our model-
ing correctly yields the doubled frequency. As indicated
above, this is due to the detection process, which measures
different oscillation frequencies from the same acoustic
mode with and without the additional TTG that acts as
a spatial local oscillator. Note that the amplitudes of the
even and odd oscillation maxima are different, which can
be traced back to the heat diffusion dynamics of the first
TTG between the two TG excitations breaking the symme-
try. As case B reveals, the two TTGs converge in amplitude
after a few nanoseconds. In case D (dark blue line), this
is manifested in the equilibration of the even and odd
oscillation maxima on the same time scale. However, this
equilibration of oscillation amplitudes is not fully featured
in the experimental data, which indicates an asymmetry in
the TG excitation strengths. Also, the level around which
the signal oscillates is larger. Indeed, the data are accu-
rately reproduced [orange line in Fig. 4(d)] if we assume
a 9% larger amplitude and a slight detuning of the spatial
phase of 3% for the second excitation pulse. Such errors
may stem from slight deviations from optimal laser beam
and QWP alignments.

V. STRAIN CONTROL IN FUNCTIONAL
MATERIALS

In the following paragraph, we outline possible interac-
tion channels between the excited deformation and func-
tional properties of the crystal. In particular, we describe
strain-induced changes of the free energy density via mag-
netoelastic effects and changes of the electronic band
energy via deformation potential coupling. Finally, we
briefly introduce active optical elements that use dynamic
strain fields to manipulate x-ray pulses emitted by syn-
chrotron storage rings.

If strain is used as a functional tool, it is important
to recall that the interaction of lattice deformations with
a material strongly depends on the symmetry, i.e., on
the specific component of the strain tensor ε. The strain
fields corresponding to TTG and coherent Rayleigh-like
SAWs are composed of both compressive or tensile (e.g.,
εxx, εzz) and shear (e.g., εxz) components. The TRXRR
method detects the absolute surface deformation, i.e., the
integrated out-of-plane expansion of the excited volume.
However, knowing one component of the strain tensor of a
Rayleigh wave allows us to infer all the other components
as well [51]. In our coherent control scheme, all strain com-
ponents of the coherent mode are customizable as well as
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the in-plane and shear components of the TTG. Only the
out-of-plane component of the thermal grating is given by
the initially absorbed energy density profile.

In multiferroic materials, a dynamic strain wave modi-
fies the free energy density due to elastic deformations of
the lattice. As an example, we discuss ferromagnetic mate-
rials, where the magnetoelastic interaction modulates the
free magnetic energy density fmag [52]. In a static case,
fmag is composed of the Zeeman energy, which depends
on an external magnetic field, and of static anisotropy
components such as magnetocrystalline, shape, and mag-
netoelastic anisotropy [53]. The interplay of these terms
results in a direction and magnitude of the macroscopic
magnetization �M . Their dynamics can be induced through
time-dependent changes of free magnetic energy fmag.
Prominent examples are ferromagnetic resonance (FMR)
measurements [54], which act on the Zeeman energy or all-
optical switching [55], where laser-induced heating leads
to changes of the shape anisotropy. In complete anal-
ogy, an acoustic wave dynamically changes fmag via the
magnetoelastic energy term [52].

Although magnetoelastic interaction is well known,
magnetoacoustics has only been investigated quite
recently [8,56,57]. Since then, strain-induced magenti-
zation dynamics of nanoparticles excited specifically by
Rayleigh waves has gained strong interest [58,59]. These
efforts are driven by the potential of strain-induced dynam-
ics, i.e., energy efficiency, mode selectivity, and the ability
to tailor the excitation to nanosize dimensions. Several of
these recent experiments use optical generation of strain
waves, thus pushing magnetoelastic excitations to picosec-
ond time scales [34,42,60]. The strain control scheme
described in this article not only allows us to selectively
excite magnetization dynamics, but also enables control
of these excitations on picosecond time scales. In partic-
ular, this is not only limited to the coherent strain but
rather extends to thermal strain, while maintaining the high
temporal resolution.

The second interaction channel we discuss is the
deformation potential coupling of electrons with acous-
tic phonons. The deformation of the crystal lattice by an
acoustic lattice distortion leads to an energy shift �E = aε

of the extremal points of the electron bands, where a is
the deformation potential, which typically has a value of
about 10 eV at the � point of tetrahedral semiconductors
such as Si or GaAs [61]. Hence, already a small dynamic
strain of the order of 10−3 up to 10−2 leads to changes of
the conduction and valence bands of 10–100 meV. Strain-
induced changes of the electronic structure affect charge
transport and optical properties [62,63] and provide con-
trol of recombination dynamics in nanostructures [6,64].
Strain control of optical properties of nanostructures is a
promising candidate for applications in quantum compu-
tation and quantum information technology [65,66]. The
realization of such applications depends on the ability to

control the lattice strain, ideally on short to ultrashort time
scales. While the two examples given above may require
probing mechanisms other than TRXRR (e.g., magneto-
optical probing, optical and/or x-ray dichroism, or valence
spectroscopies), the method presented in this paper may
pave the way for these future applications.

Finally, we discuss a specific application developed
by our group, where strain-induced deformations are
used to realize active ultrafast x-ray optics. The devices
are optimized for installation at synchrotron beamlines.
A prominent example is the picosecond Bragg switch
(PicoSwitch), which shortens an incident synchrotron
x-ray pulse to a duration of a few picoseconds [67]. The
coherent control of TTGs similar to case B (cf. Sec. II)
allows for controlling diffraction of an incident x-ray pulse
into the ±1st diffraction order of the TTG. In particular, our
approach allows us to turn the diffraction on and off on sub-
nanosecond time scales. Thus, TTGs could be employed to
pick individual x-ray pulses from a synchrotron pulse train
for subsequent pump-probe experiments. Furthermore, the
device may also be employed as a variable beam splitter
in order to, e.g., distribute x-ray pulses among multiple
beamlines. This may be particularly interesting at x-ray
free-electron laser (XFEL) facilities, where currently only
one experimental station is operational at a time. With
such an approach, several instruments could be supplied
with XFEL pulses in parallel. The main challenge for this
device is to achieve high diffraction efficiencies. Our pre-
vious studies suggest that a maximum efficiency of more
than 30% could be reached [14,15,68].

VI. CONCLUSION

In conclusion, we demonstrate spatiotemporal control
of acoustic and thermal deformations of solid surfaces.
The optical setup allows for generation of transient surface
gratings with a variable spatial phase. Hence, a thermal
deformation can either be enhanced or suppressed by a
temporal sequence of excitation pulses on time scales
much shorter than the deformation lifetime. In addition,
we show that the suppression of the coherent signal facil-
itates investigations of multidirectional thermal transport
in nanolayered heterostructures with high time resolution.
We believe that our method presents an important step
toward developing strain as a functional tool for solids and
nanostructures. As examples, we discuss the magnetoelas-
tic interaction in ferromagnetic materials. While numerous
recent studies have demonstrated the ability to manipu-
late the macroscopic magnetization with coherent strain
pulses, our present scheme paves the way for controlled
strain-induced preparation of a ferromagnetic state. Strain
control may also be applied to manipulate electronic states
in bulk and low-dimensional semiconductors. Finally, we
discuss active optical elements, which are a new kind of
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strain-based device for ultrafast x-ray beam manipulation
at synchrotrons.
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A new concept for temporal gating of synchrotron X-ray pulses based on laser-

induced thermal transient gratings is presented. First experimental tests of the

concept yield a diffraction efficiency of 0.18%; however, the calculations

indicate a theoretical efficiency and contrast of >30% and 10�5, respectively.

The full efficiency of the pulse picker has not been reached yet due to a long-

range thermal deformation of the sample after absorption of the excitation laser.

This method can be implemented in a broad spectral range (100 eV to 20 keV)

and is only minimally invasive to an existing setup.

1. Introduction

Passive optical elements, for example monochromators,

mirrors or lenses, are used in almost all synchrotron and free-

electron laser (FEL) beamlines to tailor the properties of the

emitted beam to the requirements of a specific experiment.

Without these components the facilities could not host the

broad range of science applications as they do today (Hand,

2009; Waldrop, 2014; Weckert, 2015). With the advent of high-

power radiation sources adaptive optics are being developed

to enable dynamic optimization of the beam conditions

(Stoupin et al., 2010; Quintana et al., 1995; Berman & Hart,

1991; Yashchuk et al., 2015; Goto et al., 2015). Today most

parameters of the emitted pulses can be tuned, for example

energy and bandwidth, beam divergence, focal size or even the

time structure of the emitted pulse itself (Schoenlein et al.,

2000; Sander et al., 2019). The remaining parameter that can

only be controlled with large effort is the time structure of the

emitted pulse train. At most beamlines it is determined by

the filling pattern of electron bunches in the storage ring. To

accommodate all user needs, synchrotrons provide different

bunch patterns over the year (Jankowiak & Wüstefeld, 2013;

see also https://www.esrf.eu/Accelerators/Operation/Modes,

https://photon-science.desy.de/facilities/petra_iii/machine/

parameters/index_eng.html). In consequence, not all

experiments available at a facility can be offered at the

same time and some applications, in particular time-resolved

experiments, constantly face an unfavorable time structure.

In view of current upgrade programs to fourth-generation

storage rings, this problem is expected to become even more

pressing (Schroer et al., 2018).

Few solutions exist that allow the time structure of the

X-ray pulse pattern to be changed. The most reliable among

them are mechanical choppers (LeGrand et al., 1989; Wulff et
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al., 2002; Gembicky & Coppens, 2007; Meents et al., 2009;

Kudo et al., 2009; Ito et al., 2009; Husheer et al., 2012; Plog-

maker et al., 2012; Wang et al., 2015; Förster et al., 2015).

Besides many technical challenges, their main disadvantage

is the low flexibility of the devices which generally prevents a

transfer to another setup. Other approaches employ rotating

crystals (McPherson et al., 2002) or piezoelectric crystals

(Grigoriev et al., 2006) to deflect individual X-ray bunches

from the incident pulse train. Recently, this idea was

successfully realized by oscillating micro-electromechanical

structures (Mukhopadhyay et al., 2015; Chen et al., 2019). This

method works only with monochromatic X-ray pulses and is

generally limited to specific pre-selected pulse repetition rates.

An undulator-based bunch kicker capable of isolating single

bunches from a hybrid filling pattern was demonstrated at

BESSY II (Holldack et al., 2014). Finally, a promising concept

relies on propagating surface acoustic waves (SAWs) which

modulate the diffraction efficiency of a substrate Bragg peak

(Roshchupkin et al., 2003; Vadilonga et al., 2017a). Due to the

electronic control of the SAWs, this method provides the

highest flexibility and is least invasive to an existing setup

(Tucoulou et al., 1997; Vadilonga et al., 2017b). However, since

it relies on Bragg diffraction from a crystalline substrate, it is

limited to monochromatic hard X-rays.

In this work we present a new approach to control the time

structure of an X-ray pulse train emitted by a synchrotron

storage ring. Our method employs laser-induced thermal

surface distortions with lateral periodicity. A grazing-inci-

dence X-ray pulse is diffracted from the thermal transient

grating (TG) away from the specular reflection and can be

separated with an aperture or an analyzer crystal. The

dynamics of the thermal grating can be controlled by the

optical excitation (Pudell et al., 2019), and temporal gating

with opening times of 50 ps were demonstrated (Sander et al.,

2017a) with 1 ps optical pulses for the excitation of the TG.

The theoretical limit of the diffraction efficiency is 33%

(Sander et al., 2017b). Realizing such high diffraction effi-

ciency from the TG requires the generation of thermal surface

gratings with amplitudes of few nanometres. Here we present

surface height modulations from the thermal TG of several

nanometres, which paves the way to application of thermal

TGs for synchrotron pulse selection in a broad energy range of

�100 eV to 20 keV. Since the diffraction does not rely on a

Bragg peak, the method can tolerate a finite bandwith, for

example a pink beam from an undulator.

In the next section, we briefly review diffraction of hard

X-ray beams from laser-generated thermal TGs. In Section 3

we discuss the synchrotron pulse picking scheme in detail and

present experimental data, which is discussed in Section 4.

Current limitations of our approach and an outlook based on

theoretical calculations are presented in Section 5.

2. X-ray diffraction from high-amplitude thermal
transient gratings

Laser-generated thermal TGs consist of a periodic modulation

of the sample surface height due to absorption of optical

energy and subsequent thermal expansion. The lateral

modulation of the optical intensity, which leads to the periodic

expansion profile, is generated by interfering two laser pulses

on the sample surface, as shown in Fig. 1(a). All-optical

generation and probing of TGs is extensively discussed in

the literature for thermal gratings and surface acoustic waves

(Rogers et al., 2000), phonon-polaritons (Goldshteyn et al.,

2014), magnetoacoustics (Janušonis et al., 2016a,b) and

coherent four-wave-mixing measurements (Knoester &

Mukamel, 1991). Only recently thermal TGs were investigated

by diffracting hard X-ray pulses under grazing-incidence

geometry (Sander et al., 2017a). Measurement of the transient

surface excursion yields insights into the dynamics of coherent

surface acoustic waves (Sander et al., 2017b) and of the lateral

and perpendicular thermal diffusion (Pudell et al., 2019). The

diffracted X-ray intensity in different diffraction orders is
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Figure 1
Experimental data. (a) Schematic of the optical generation and TRXRR
probe of thermal TGs. (b) Measured first-order diffracted intensity from
laser-generated thermal TGs. Measurements were performed at ID09
beamline at the European Synchrotron ESRF. The maximum of the
diffracted intensity I+1, max is reached at a delay of 6 ns (gray dashed line).
(c) TRXXR measurement at a delay of 6 ns. The horizontal dashed line
marks the concatenation of two measurements with different integration
times of the detector. The measurement reveals multiple diffraction
orders which are smeared out along �f (cf. inset).



directly linked to the amplitude of the surface modulation. For

the nth diffraction order, the intensity reads

In ¼
1
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Z
rk

exp i
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sin qkrk
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� n qkrk
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where Jn denotes the nth-order Bessel function of the first

kind and qk = 2�=� is the wavevector associated with the

thermal TG. The phase term �’ is a function of X-ray

wavelength �Xray, grating period �, incidence angle �i and the

surface amplitude u,
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We have discussed the limits of the diffraction model [cf.

equations (1) and (2)] in a previous article (Sander et al.,

2017b). It is important to mention here that the maximum

X-ray diffraction efficiency predicted by our model is 33% and

that the necessary surface amplitude to reach this maximum

value is a few nanometres.

Having connected the surface amplitude of the thermal TG

to the diffracted intensity, one can now follow the amplitude

decay over time due to thermal diffusion by time-resolved

X-ray reflectivity (TRXRR) measurements. The analytical

solution of the heat diffusion equation for a spatially periodic

initial value problem allows for quick extraction of the lateral

and perpendicular thermal conductivity from such measure-

ments (Käding et al., 1995). However, in this work we are

interested in maximizing the diffracted X-ray intensity from a

lateral thermal grating and do not retrieve thermal material

properties from our measurements.

According to our diffraction model, maximizing the

diffracted X-ray intensity requires high surface amplitudes of

the thermal grating. However, energy absorption may lead to

damage of the material if the sample temperature rises above

the damage threshold. The peak temperature Tm generated

by the excitation pulse can be estimated with the help of the

diffusion parameter �? = a2cp�=2k, where a, cp� and k denote

the optical penetration depth, volumetric specific heat and

thermal conductivity, respectively. It is important to note that

Tm is a function of the duration � of the optical excitation

pulse (Shayduk & Gaal, 2020). It can be approximated by

Tm =Ts ¼
1

1þ �=�?ð Þ
1=2
; ð3Þ

where Ts is the peak temperature generated with an ultrashort

optical pulse (� � 100 fs). A detailed derivation of equation

(3) can be found elsewhere (Shayduk & Gaal, 2020). Our

pulse picking scheme makes use of this effect: by employing an

excitation pulse with a duration of 10 ns instead of only 1 ps

we achieve a tenfold increase of the surface amplitude without

inflicting any damage on our pulse picker sample.

Experimental data are shown in Fig. 1(b). The figure depicts

the measured diffracted intensity in the +1st diffraction order

I+1 over the pump–probe delay. To generate the TG in the

sample we image a phase mask with d = 4 mm period on the

sample surface with a magnification factor M = 1/2. Thus, the

TG period was � = d/2M = 4 mm. The sample was a thin film

heterostructure consisting of a top layer of optically trans-

parent LaAlO3 (LAO), an optically opaque layer of

La0.7Sr0.3MnO3 (LSMO) and a transparent NdGaO3 (NGO)

substrate. The layer thickness was 100 nm and 65 nm,

respectively. We have studied similar samples with short

excitation pulses (Bojahr et al., 2015; Sander et al., 2017a,b,

2019) and compared the effect of short- and long-pulse exci-

tation directly (Shayduk & Gaal, 2020). With equation (3) we

find a diffusion parameter �? ’ 320 ps. Due to the grazing-

incidence angle of the X-ray probe pulse, the footprint of the

pump and probe beams are larger than the sample surface,

which makes it difficult to precisely determine the excitation

fluence. We refrain from listing rough values for the excitation

fluence and provide the laser output power as a measure

for the excitation strength instead. We used a commercial

amplified laser system (Coherent Legend) which delivers

optical pulses at a wavelength of 800 nm, a repetition rate of

1 kHz and a pulse energy of 2 mJ. For the measurements

shown in Fig. 1(b), we blocked the amplifier seed pulse to

obtain a long pulse duration of 10 ns. The slow signal rise of

the transients shown in Fig. 1(b) is evidence of the long

excitation pulse. The diffracted intensity of all transients in

Fig. 1(b) is normalized to the maximum value.

A time-resolved X-ray reflectivity (TRXRR) measurement

at a pump–probe delay of 6 ns and a pump laser power of 2 W

is depicted in Fig. 1(c). Due to strong diffuse scattering

at grazing incidence angles, the data were recorded in two

measurements with longer averaging at higher incidence

angles. The concatenation of both measurements is marked by

the horizontal black dashed line at an incidence angle of �i =

0.35�. At the high surface amplitude of the transient grating

we observe three positive diffraction orders and seven nega-

tive diffraction orders. Interestingly the diffracted intensity is

smeared out along the exit angle �f. We highlight this feature

in the magnification of the red square, which shows a

pronounced double structure of the specular beam and of the

first diffraction order, respectively.

The data shown in Fig. 1 were measured at the ID09

beamline at the European Synchrotron ESRF. X-rays were

delivered by the U17 undulator and monochromated to a

relative bandwidth �E/E = 10�4 at an energy of 15 keV. A

detailed discussion of the experimental setup can be found

elsewhere (Shayduk & Gaal, 2020; Sander et al., 2017a,b).

Here, we want to point out that the X-ray beam diameter at

the sample position was 20 mm, which results in a footprint of

20 mm � 5730 mm at grazing incidence angles of 0.2�. The

elongation in the diffraction plane was larger than the sample

with a surface area of 5 mm � 5 mm. Hence, an estimation of

the diffraction efficiency from the grating was not possible.

For that, we resort to the in situ and nanodiffraction beamline

P23 at PETRA III, DESY. Experiments at this facility are
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discussed in the next paragraph. In Section 4 we discuss the

influence of the beam footprint and overlap with the excita-

tion laser in detail and compare experimental data recorded at

both facilities.

3. Synchrotron pulse picking using thermal transient
gratings

In this section we demonstrate our new pulse picking

approach by selecting a single X-ray pulse out of 255 conse-

cutive synchrotron pulses. Our method is sketched in Fig. 2.

X-ray pulses from a sychrotron storage ring impinge the

sample at grazing incidence below the critical angle of total

external reflection. Without TG excitation, the pulses are

reflected in a specular beam. Upon inscribing a thermal TG,

the X-ray pulse is diffracted into a higher order and can be

separated by an aperture or by an analyzer crystal.

We have implemented this scheme at the in situ and nano-

diffraction beamline P23 at PETRA III (DESY). The

experimental setup is depicted in Fig. 3. Again we use an

LAO/LSMO thin film heterostructure with thickness of

194 nm and 82 nm, respectively, grown on NGO substrate. The

sample surface area was 10 mm� 10 mm to better shadow the

direct beam at gracing incidence angles. Optical excitation

pulses come from a Q-switched laser (Ekspla NL204) which

delivers pulses with a duration �T = 7 ns at a wavelength of

� = 1064 nm and a pulse energy of 4 mJ. We use a delay

generator (Stanford Research Systems DG645) which was

synchronized to the synchrotron bunch marker to divide the

bunch frequency to approximately 1 kHz and to generate

trigger pulses for the laser and X-ray area detector. The

pump–probe delay is implemented by scanning the laser diode

and Q-switch trigger of the laser with 100 ps precision. Laser

pulses are subsequently coupled into the TG setup which

consists of a transmission phase mask and a system of lenses

that images the phase mask onto the sample. The TG setup is

discussed in detail elsewhere (Pudell et al., 2019).

The P23 beamline delivers monochromatic X-ray pulses

which can be focused to 1.6 mm � 200 mm (V � H) with a

divergence of 0.5 mrad. In the horizontal direction the beam

size was further reduced to 20 mm with a pair of slits. For our

measurements the monochromator [Si(111) with �E/E =

10�4] was tuned to an energy of 10.2 keV. The synchrotron was

operated in 40 bunch mode, i.e. the temporal gap between two

consecutive X-ray pulses is 196 ns. Again we use a phase

mask with a d = 4 mm period which was now imaged with a

magnification factor M = 1 onto the sample. Thus, the laser-

generated thermal TG at the surface had a periodicity of � =

2 mm, i.e. only half the period of the ID09 measurement. In

this configuration the incident beam is diffracted to higher

angles which reduces the X-ray footprint on the sample and

facilitates separation of the diffracted intensity from the

specular reflection. The measured 1/e decay time for the

transient grating was 52 ns, i.e. the TG is almost diffused

within the bunch spacing dt = 196 ns. However, for shorter

bunch spacing the thermal grating can be removed with a

second TG excitation as described elsewhere (Pudell et al.,

2019). The specular reflection from the sample was blocked

and photons diffracted into higher orders were captured with a

hybrid pixel area detector (Pennicard et al., 2013) with a pixel

size of 55 mm � 55 mm (X-Spectrum,

Lambda 750k). The detector was used in

an external enable mode for electronic

gating (Ejdrup et al., 2009; Shayduk et

al., 2017). The electronic gate was set

by the delay generator unit to values

between 100 ns to 50 ms.

The sample was mounted on a 5+2

circle diffractometer in grazing inci-

dence geometry. The detector distance

to the sample was 1 m. The sample was

exposed to a constant flow of room-

temperature nitrogen gas for cooling,

which had a noticeable effect on

the stability and thermalization of

the sample after exposure to the laser.

The average laser power impinging the

sample during the measurements was

approximately 2 W.
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Figure 2
Pulse picking principle. X-ray pulses from the synchrotron impinge the
NanoGate sample under grazing incidence and are diffracted away from
the specular beam upon optical transient grating (TG) excitation. The
main beam is blocked and only diffracted pulses are transferred to
the sample.

Figure 3
NanoGate layout. Experimental setup for NanoGate characterization measurements performed at
P23 beamline at PETRA III, DESY. A Q-switched laser is synchronized to the PETRA III bunch
clock and delivers optical excitation pulses with a duration of 7 ns to the TG setup (Pudell et al.,
2019) at a repetition rate of almost 1 kHz. The synchronization unit is also used to tune the pump–
probe delay. The X-ray bunch spacing in 40 bunch mode is 196 ns and the X-ray pulse duration is
100 ps. Diffracted photons are detected by a hybrid pixel area detector in external gating mode
(Pennicard et al., 2013) (X-Spectrum LAMBDA 750k).



4. Results and discussion

Test results of our pulse picking method are depicted in Fig. 4.

Panel (a) shows diffracted intensity of a single X-ray pulse

from the thermal transient grating on the area detector. The

detector gate width was set to 140 ns, i.e. shorter than the

interval between two X-ray pulses. The specular beam is

blocked and the high-intensity areas stem from diffraction in

the first and second order. The colorbar was chosen to saturate

high intensities in order to pronounce the diffuse background.

The incidence angle was set to 0.28� and the direct beam was

completely shadowed by the sample. The specular reflex is

blocked in Fig 4(a) to avoid saturation of the detector.

In order to maximize the diffraction efficiency in the first

order, we perform a fluence scan similar to Fig. 1(b). From the

transient diffraction measurement we determined the delay of

maximum diffraction from the thermal TG and subsequently

scan the excitation fluence at that fixed delay. The result of

that scan is shown in Fig. 4(b) for diffraction into the first (I+1)

and second (I+2) orders. The maximum of I+1 is reached at a

fluence of 250 mJ cm�2 and the fluence dependence follows

the predicted Bessel-function from equation (1). However,

comparison with the intensity of the direct beam yields a

diffraction efficiency of only 0.1%, i.e. much lower than the

expected 33% from our diffraction model. The dashed blue

lines depict results of our diffraction model [cf. equation (1)

and (2)] normalized to the measured I+1. The calculated

intensity in the second order is significantly lower than the

values, indicating deviations of the surface deformation from

a pure sine modulation. We will discuss possible distortion

mechanisms in more detail in the next section.

Now we determine the on–off contrast of our pulse picking

scheme: we increase the detector gate width from 140 ns to

50 ms so that each image accumulates the intensity of 255

X-ray pulses with a spacing of 196 ns each. For the image

shown in Fig. 4(c) a thermal TG was excited to select one of

the 255 pulses incident on the sample. The image shown in

Fig. 4(d) was accumulated over 255 pulses without exciting a

thermal TG, i.e. all intensity stems from accumulated back-

ground. Both images show strong diffuse scattering and look

similar at the first glance. Only a few pixels, which are marked

by the red square, show a difference in intensity, which stems

from the single selected pulse from the thermal TG. To remove

the accumulated background, we subtract images (c) and (d).

The result is shown in Fig. 4(e). The intensity of the selected

pulse is 2.1 times the intensity of the accumulated background

in the same pixel which corresponds to an on–off contrast of

�550 (Sander et al., 2016, 2019). If the theoretical diffraction

efficiency of 33% were achieved, the on–off contrast would

exceed 105. In the next section, we will elucidate current

limitations of the pulse picker and lay out improvements that

enhance the performance to the theoretical optimum.

5. Current limitations and future improvements of
the pulse picking scheme

Data measured at ID09, ESRF (not shown), and at P23,

PETRA III [cf. Fig. 4], show significantly lower intensity in

higher diffraction orders than expected. A reasonable expla-

nation for this deviation is suggested by the splitting of the

diffraction peaks that is highlighted in the inset of Fig. 1(c).

The laser-induced thermal TG excitation of the sample leads

to deformations on different length scales. First and foremost

there is the expected surface modulation from the TG with a

period of a few micrometres. The surface amplitude required

to reach the maximum diffraction efficiency from the grating

varies between 2 nm and 5 nm, depending on the actual

experimental configuration (Sander et al., 2017b). Second, we

also expect a long-range modulation of the surface on the

length scale of the excitation area due to accumulated heat in
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Figure 4
Synchrotron pulse gating. (a) Detector image depicting diffraction from a
single synchrotron pulse in the first, second and third diffraction order.
The pixel size is 55 mm � 55 mm, the red square marks the area (25 � 35
pixels) which is shown in (c) and (d). (b) Fluence dependence of the
maximum diffracted intensity in the first (black diamonds) and second
(brown squares) diffraction order. The dashed lines show calculated
intensity using equation (1). The intensity of the first and the second
order do not have the predicted ratio. (c, d) Diffraction in the first order
with an external detector gate width of 50 ms, i.e. averaging 255 X-ray
pulses from the synchrotron. Both images show the region marked with a
red square in (a) and use the same colorscale. The long streak stems from
diffuse surface scattering. The first diffraction order in the gated [(c)] and
background [(d)] image is marked by the red rectangle. (e) Background-
corrected image (20 � 12 pixels) of the first-order diffraction peak. The
image was produced by subtracting the images (c) and (d).



the substrate (Shayduk & Gaal, 2020). The rising and falling

slope of such deformations results in additional tilting of the

diffraction geometry (Reinhardt et al., 2016), thus generating

the observed splitting of the diffraction peaks. The deforma-

tion amplitude h may be much larger than the thermal TG

surface amplitude. An approximate sketch of such a total

surface deformation is depicted in Fig. 5(a).

In order to estimate the effect of h on the diffraction effi-

ciency in the +1st order, we include a Gaussian long-range

surface modulation �(rk) with amplitude h in equation (1)

resulting in

~II n ¼
1

r0

Z
rk

exp i
�’

2
sin qkrk
� �

þ � rk
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To evaluate the effect of �(rk) on the diffraction efficiency, we

depict the ratio of the diffracted intensity from the distorted

and undistorted surface ~II þ1=Iþ1 as a function of the distortion

amplitude h by the blue line in Fig. 5(b). A similar ratio for the

second-order diffraction ~II þ2=Iþ2 is depicted in the dark red

line. The calculation assumes a grating period of 2 mm, an

incidence angle �i of 0.2� and a surface amplitude u of 3.12 nm.

Already small long-range thermal deformations result in a fast

drop in the diffracted intensity. It is apparent that the higher-

order intensity drops more rapidly upon increase of h. The

reason for the drop in intensity is a dephasing of the reflected

beam across the excitation region, as shown by the oscillating

imaginary part of the diffraction integral ’ in equation (4)

(light orange dashed line). We estimated the influence of the

surface roughness on the diffracted intensity in a similar way

by replacing the long-range distortion �(rk) with short-range

random height fluctuations. The estimation predicts that

realistic roughness values as measured on our samples with an

atomic force microscope have no noticeable influence on the

diffracted intensity.

Although equations (1) and (4) yield reasonable estima-

tions of the diffracted intensity, the model is limited to

diffraction below the critical angle of total reflection. For

larger incidence angles, propagation effects in the medium

may become important, which are not considered in the

calculation of ~IIþ1. In order to better estimate the real

diffraction efficiency and in order to find the best operation

conditions for the pulse picker, we perform ray-tracing simu-

lations of grazing incidence diffraction from sinusoidal surface

deformations imprinted on our sample.

Figure 5(c) depicts the simulated diffracted intensity as a

function of the deformation amplitude for a perfect and for a

rough surface (light and dark red line) of the LAO/LSMO/

DSO heterostructure sample. The X-ray energy in the simu-

lation was 10.2 keV and the incidence angle was 0.15�. As

expected from equation (4) there is only negligible influence

of the surface roughness. However, the peak diffracted

intensity is only 25% and therefore lower than the theoretical

maximum. The efficiency may be improved by coating the

sample with a dense material, e.g. platinum (Pt) (blue line).

Here, the theoretical diffraction maximum is reached at a

slightly higher surface amplitude of 1.65 nm. Finally, we

compare the influence of the spatial periodicity � on the

diffracted intensity I+1. Larger spatial periods require higher

surface amplitudes to reach similar

diffraction efficiency. In addition the

angular separation of specular and

first-order diffraction decreases, which

makes it more difficult to separate the

isolated diffracted pulse from the spec-

ular background. This behavior is also

expected from our theoretical model

[cf. equations (1) and (2)].

6. Conclusion

In conclusion we have demonstrated a

new method for selecting individual

synchrotron X-ray pulses based on

laser-induced thermal transient gratings.

To achieve sufficient surface amplitudes,

we employ nanosecond optical pump

pulses. The optical excitation allows for

controlling the surface deformation on

timescales of the order of the excitation

pulse. In first measurements we

successfully demonstrated pulse gating

although the theoretical limit of the

diffraction efficiency was not reached.

However, the switching contrast, which
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Figure 5
Optimization of the NanoGate performance. (a) Surface profile after TG excitation consisting of a
long-range thermal distortion and a short-range thermal grating. (b) Theoretical diffraction
efficiency from the surface profile shown in (a). (c) Diffracted intensity in the first order versus
surface amplitude for different surface properties. (d) Diffraction efficiency versus surface
amplitude for optimized structures at different TG periods.



is the more challenging parameter for a pulse picker, is similar

to alternative pulse picking schemes, provided the diffraction

efficiency can be increased in future experiments.

Our simulations outline a pathway to an improved perfor-

mance of the pulse picking scheme. A major challenge for the

implementation of this method is avoiding the long range

thermal distortion. This could be achieved by a combination

of sample cooling and use of different substrate materials.

Further improvements consist of depositing a high-density

coating on the sample surface. Pt seems to be an adequate

material which has already been investigated in strong optical

pumping conditions (Shayduk et al., 2016). Under optimal

conditions we expect a diffraction efficiency from the grating

of up to 30%. The pulse picker especially suits conditions at

fourth-generation synchrotrons due to the small beam size,

high collimation and relatively narrow spectral width.
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R., Seeck, O. H., Sprung, M., Tischer, M., Wanzenberg, R. &
Weckert, E. (2018). J. Synchrotron Rad. 25, 1277–1290.

Shayduk, R. & Gaal, P. (2020). J. Appl. Phys. 127, 073101.
Shayduk, R., Pennicard, D., Krausert, K., Gaal, P., Volkov, S., Vonk,

V., Hejral, U., Jankowski, M., Reinhardt, M., Leitenberger, W. &
Stierle, A. (2017). J. Synchrotron Rad. 24, 1082–1085.

Shayduk, R., Vonk, V., Arndt, B., Franz, D., Strempfer, J., Francoual,
S., Keller, T. F., Spitzbart, T. & Stierle, A. (2016). Appl. Phys. Lett.
109, 043107.

Stoupin, S., Lenkszus, F., Laird, R., Goetze, K., Kim, K. & Shvyd’ko,
Y. (2010). Proc. SPIE, 7803, 780307.

research papers

J. Synchrotron Rad. (2021). 28, 375–382 D. Schmidt et al. � New concept for temporal gating of pulses 381



Tucoulou, R., Roshchupkin, D. V., Schelokov, I. A., Brunel, M.,
Ortega, L., Ziegler, E., Lingham, M., Mouget, C. & Douillet, S.
(1997). Nucl. Instrum. Methods Phys. Res. B, 132, 207–213.

Vadilonga, S., Zizak, I., Roshchupkin, D., Evgenii, E., Petsiuk, A.,
Leitenberger, W. & Erko, A. (2017a). J. Appl. Cryst. 50, 525–530.

Vadilonga, S., Zizak, I., Roshchupkin, D., Petsiuk, A., Dolbnya, I.,
Sawhney, K. & Erko, A. (2017b). Opt. Lett. 42, 1915.

Waldrop, M. M. (2014). Nature, 505, 604–606.

Wang, S., Wendt, A. E., Boffard, J. B. & Lin, C. C. (2015). Rev. Sci.
Instrum. 86, 013111.

Weckert, E. (2015). IUCrJ, 2, 230–245.
Wulff, M., Plech, A., Eybert, L., Randler, R., Schotte, F. & Anfinrud,

P. (2002). Faraday Disc. 122, 13–26.
Yashchuk, V. V., Morrison, G. Y., Marcus, M. A., Domning, E. E.,

Merthe, D. J., Salmassi, F. & Smith, B. V. (2015). J. Synchrotron
Rad. 22, 666–674.

research papers

382 D. Schmidt et al. � New concept for temporal gating of pulses J. Synchrotron Rad. (2021). 28, 375–382



Strain induced magnetization precession in Pt/Co/Pt multilayers
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We investigate the influence of coherent and thermal strain on the generation of a magnetization
precession in ferromagnetic Co/Pt multilayers by performing two experiments, namely conventional
optical pump probe and optical transient grating (TG) excitation. In both cases we detect the
perpendicular magnetization component Mz. In our experimental geometry, laser heating and sub-
sequent demagnetization do not result in a torque on the magnetization vector. While the single
pulse excitation induces only weak precession of the magnetization vector, the TG results in strong
dynamics when the acoustic waves are in ferromagnetic resonance. We also observe parametric fre-
quency generation and a deviation of the ferromagnetic resonance frequency from values predicted
for an unperturbed system. Both observations point towards a strong influence of a thermal strain
on the magnetic anisotropy in the sample which is rarely taken into account for optically induced
magnetization precession.

PACS numbers:

I. INTRODUCTION

Ultrafast demagnetization is the generic process to in-
duced magnetization dynamics in ferro and antiferro-
magnetic systems. Although being studied for over 20
years since the groundbreaking discovery of sub-100 fs
optical demagnetization1 in nickel, there is still ongoing
controversy of the physical mechanisms involved. Never
the less, optically induced magnetization dynamics has
boosted our understanding of magnetic systems, in par-
ticular on the nanoscale. The large interest stems from
the many applications of magnetic materials, especially
in information technology. The applications are based on
the ability to orient and freeze the magnetic polarization.
Alternatives to the optical demagnetization mechanism
are magnetic field-induced2,3 and acoustic magnetization
switching4. The latter gained significant attention re-
cently due to the ability to generate high-frequency bulk
and surface acoustic waves (BAWs and SAWs, respec-
tively) in solids. The effect of picosecond strain pulses
on the magnetization was first shown in the magnetic
semiconductor (Ga,Mn)As5 and several other systems
where investigated since then. By generating optical
transient gratings, the coupling of SAWs with the ferro-
magnetic polarization in nickel has been studied in detail
recently6,7. In summary, optical strain generation gives
access to ultrafast timescales8,9 and provides high flexi-
bility and control of the induced deformation10. However,
optical strain generation also induces sharp temperature
changes and subsequent demagnetization effects.

In this article we disentangle the effects of optical ex-
citation of ferromagnetic materials in respect to temper-
ature driven and deformation driven magnetization dy-
namics. It should be noted that temperature effects not
exclusively act on the magnetic polarization amplitude,
as suggested by a simple demagnetization process. We

present and analyze two experiments employing different
optical excitation schemes, namely a single pulse optical
excitation and a Transient Grating (TG) excitation. In
the single pulse experiment the optical excitation leads
to a fast temperature jump and subsequent cooling. Co-
herent sound waves generated in the magnetic film prop-
agate into the substrate within few picoseconds. In the
TG experiment we generate a periodic thermal TG and
additional SAWs that can be observed in the magnetic
system for several nanoseconds. We present detailed cal-
culations of the time and temperature dependent effective
anisotropy that explain our observations.

The article is organized as follows: our theoretical
model is derived in Section II. The sample system and
the experimental method is explained in section III. The
influence of temperature on the magnetic system is out-
lined in section IV and experimental results are presented
and discussed in section V.

II. FREE ENERGY DENSITY AND
FERROMAGNETIC RESONANCE FREQUENCY

In this section, we summarize the basic theory of the
magnetoelastic interaction that leads to dynamic changes
of the magnetic anisotropy. The sample in the labora-
tory coordinate system exposed to an external magnetic
field is depicted in Fig. 1 a). The z-axis is normal to

the sample surface and an external magnetic field ~Bext
points along the y-axis. The optical excitation, which
will be introduced in sec. III, generates either a uniaxial
deformation parallel to the z-axis [cf. 1 b)] or a periodic
deformation in the z-y-plane [cf. 1 c)]. We denote the
polar angle from the z-axis to the sample plane and the
azimuthal angle within the sample plane by θ and ϕ, re-

spectively. The magnetization ~M is marked by a thick
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FIG. 1: a) Geometry of the experiment: The sample surface
lies in the x-y- plane of the laboratory coordinate system.
An external magnetic field is applied in y-direction. b) and
c) optically induced deformations with a single pump pulse
and with two interfering pump pulses, respectively. A sin-
gle optical excitation pulse [(b)] generates a uniaxial thermal
expansion and a longitudinal sound wave in z-direction. Inter-
ference of two light pulses [c) and Fig. 2] generates a periodic
thermal deformation and surface acoustic modes that propa-
gate in the z-y-plane.

red arrow in Fig. 1 a) and is directed parallel to the ef-

fective magnetic field ~Beff .
The magnetic properties can be fully derived from the

magnetic part of free energy density f :

f = fZ +K1,eff sin2 θ + fme (1)

where fZ = − ~Bext · ~M is the Zeeman energy density.
K1,eff is the effective first-order anisotropy constant that
includes crystal field, shape and surface anisotropy K1V ,
Kshape and K1S , respectively:

K1,eff = K1V −Kshape +
2K1S

dCo
(2)

The last term of the Eq. 1 is the magneto-elastic free
energy contribution

fme = B1(ε′1m
′2
1 + ε′2m

′2
2 + ε′3m

′2
3 )

+B2(ε′4m
′
2m
′
3 + ε′5m

′
1m
′
3 + ε′6m

′
1m
′
2)

(3)

where ε′i are strain tensor components in the crystal co-
ordinate system. B1 and B2 are the magnetoelastic cou-
pling constants and m′i = M ′i/MS are components of the
magnetization direction with respect to crystal axes. MS

denotes the saturation magnetization.

The direction of the effective field ~Beff is derived from
the gradient of the free energy density

~Beff = −∇Mf (4)

Time-dependent changes of the orientation of the effec-
tive magnetic field act as a source term for magnetization

precession as described by the Landau-Lifschitz-Gilbert
(LLG) equation

d ~M

dt
= −γ ~M × ~Beff (5)

Assuming single-domain behaviour and constant mag-

nitude of the magnetization (| ~M(t)| = constant), we con-
vert Eq. 5 in spherical coordinates:

∂ϕ

∂t
=

γ

MS sin θ

∂f

∂θ
,

∂θ

∂t
= − γ

MS sin θ

∂f

∂ϕ
. (6)

The resonance frequency can be calculated assuming
~M(t) = ~M(0)eiωt by linearizing the torque with respect

to magnetization components and expressing them as
second derivatives of free energy density.11

ω0 =
γ

MS sin θ

√
fθθfϕϕ − f2θϕ (7)

where fij = ∂2f
∂i∂j with i, j ∈ {θ, ϕ}. Application of Eq. 7

to our system with an effective anisotropy given by Eq. 2
yields

ω0 = γ

√
B2
y −

2K1,eff

MS
By (8)

which is the equivalent to the Kittel formula for the in-
plane geometry.

III. SAMPLE SYSTEM AND EXPERIMENTAL
METHOD

The sample is a ferromagnetic Pt/Co multilayer which
was grown by magnetron and ECR sputtering at high
temperatures on a glass substrate.12,13 The bottom Pt
layer (6 nm) provides a texture that leads to fcc-growth
of the Co/Pt doublelayer with the [111]-axis parallel to
the surface normal, i.e., along the z-axis of the labora-
tory frame. In the sample plane, the metal films have
no preferred orientation and consist of individual grains
with polycrystalline order.14 The thickness of the Co and
Pt layer is 2 nm and 1 nm, respectively. The sample con-
tains six periodes of Co/Pt doublelayers and is capped
with 3 nm thick Pt to protects the stack from oxidation.
The sample structure is depicted in Fig. 2 a).

In order to calculate the magnetoelastic contribution to
the free energy density in each individual grain, we have
to transform components of the strain and of the magne-
tization, which are defined in the laboratory frame, into
the crystalline coordinate system. This can be accom-
plished by the linear transformation

ε′ = PεPT

~m′ = P ~m,
(9)
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FIG. 2: a) Sketch of the sample layout (see text for details).
b) Orientation of the crystal coordinate system (black dashed
arrows) in the laboratory frame (colored axes). Due to the
[111] texture of Co, the [111] crystal axes is aligned with the
z-axes of the laboratory frame, independent of the orienta-
tion of the particular grain. The inset shows the in-plane
rotation of the grain around the z-axis by the angle ψ. c)
schematic of the optical setup: two interfering optical excita-
tion pulses generate a transient grating (TG), that launches
coherent acoustic surface waves. Changes of the magnetiza-
tion component Mz are detected by recording the polarization
change of an optical probe pulse.

where

P =



− 1√

2
− 1√

6
1√
3

1√
2
− 1√

6
1√
3

0
√

2
3

1√
3


 (10)

denotes the change of basis matrix15 and the primed and
unprimed variables denote quantities in the crystalline
and the laboratory coordinate system, respectively. The
transformation is depicted in Fig. 2 b).

Since the in-plane orientation of the individual grains
is random, we need to calculate an average value of ε′

and ~m′ by rotating the crystal in the x-y-plane of the
laboratory frame. The rotation is given by:

ε′ = PR(ψ)εRT (ψ)PT

~m′ = PR(ψ)~m,
(11)

where R(ψ) denotes the rotation matrix. The rotation of
the grain is sketched in the inset of Fig. 2 b). We want

to stress that ψ and ϕ are both angles in the xy-plane.
However, ψ represents the orientation of a grain while ϕ
denotes the orientation of the magnetization.

Having performed the necessary transformation
[cf. Eq. 11] of the crystalline grains, we finally calculate
the average magnetoelastic energy density for our sam-
ples by integrating over the polycrystalline ensemble of
grains:

f̄me(θ, ϕ) =
1

2π

∫ 2π

0

fme(θ, ϕ, ψ) dψ (12)

We use f̄me to calculate the dynamic response of our
sample after optical excitation using Eq. 5 and 6.

The experimental setup is schematically depicted in
Fig. 2 c) and discussed in detail elsewhere6,7. We use a
commercial Ti:sapphire laser system (Coherent Legend
Elite) which delivers optical pulses at λ=800 nm wave-
length with a duration of 120 fs at a repetition rate of
1 kHz. The excitation pulses are frequency doubled to
λ=400 nm, the probe pulse is kept at the fundamental
wavelength. Interference of two replica of the optical
pump pulse leads to a modulation of the optical inten-
sity in the sample surface plane. Absorption of such an
optical excitation pattern generates periodic thermal sur-
face expansion and launch coherent acoustic modes which
propagate in y-direction in the laboratory frame10,16,17.
This is the so-called transient grating (TG) excitation.

We monitor the perpendicular component Mz of the
magnetization vector by detecting changes of the polar-
ization vector of the optical probe pulse using a Wollaston
prism and a pair of balanced photodiodes. The accessible
delay range in our setup was 8 ns.

IV. TEMPERATURE-INDUCED CHANGES OF
THE FREE ENERGY DENSITY

Absorption of ultrashort optical pulse in a metal film
leads to a fast temperature increase which is accompa-
nied by thermal expansion and impulsive generation of
coherent phonons. The rise of the temperature results
in reduction of the saturation magnetization, effective
anisotropy and magnetoelastic constants. The temper-
ature dependence of the saturation magnetization over
a wide range of temperatures for fcc Co was described
by Kuzmin et al.18 and leads to the change of the shape

anisotropy µ0
MS(T )2

2 . The theory of the temperature de-
pendence of other components of K1,eff and magnetoe-
lastic constants was derived by Akulov and Callen19,20

and can be written as:

K(T )

K(0)
=

(
MS(T )

MS(0)

)n
,
B1,2(T )

B1,2(0)
=

(
MS(T )

MS(0)

)n
(13)

where n = 3 for uniaxial anisotropy.. Temperature de-
pendence of magnetization and components of the effec-
tive anisotropy constant are shown in Fig. 3.
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FIG. 3: Temperature dependence of magnetization, shape,
volume and surface anisotropy. For rising temperature shape
anisotropy is reduced according to MS(T )2 while surface and
volume anisotropies are reduces with MS(T )n, where n is as-
sumed to be 3 for uniaxial anisotropy.

In order to determine the transient demagnetization
of the sample, we solve the one-dimensional heat dif-
fusion equation in our sample after impulsive optical
excitation21 and find phonon and electron temperatures
Tel and Tph, respectively, using a two-temperature model
of coupled rate equations22,23:

cel(Tel)
∂Tel
∂t

=
∂

∂z

[
kel

∂Tel
∂z

]
+Ge−p(Tph − Tel) + S

cph(Tph)
∂Tph
∂t

=
∂

∂z

[
kph

∂Tph
∂z

]
+Ge−p(Tel − Tph)

(14)

The optical pump pulse is initially absorbed by con-
duction band electrons in Co and Pt. The kinetic energy
of the electrons is subsequently transferred to the lattice
via electron-phonon coupling, thus increasing the phonon
temperature Tph. Parameters for the simulation are given
in Table I. Our results match previous measurements
and simulations of the perpendicular magnetization of
Co nanostructures24.

αL [1/K] δ [nm] cp [J/(kg·K)] k [ W
m·K ] Ge−p [1/s]

Co 1.3· 10−5 11.4 cel = 0.08 · Tel 100 9.3·1017

cph = 419.1 · Tph

Pt 8.8· 10−6 11.2 cel = 0.0345 · Tel 72 2.5·1017

cph = 129.6 · Tph

TABLE I: Parameters used for two-temperature model simu-
lation of laser-induced heating of Pt/Co multilayer samples.
αL, δ , cp, k and Ge−p denote the linear thermal expansion
coefficient, optical penetration depth, specific heat capacity,
thermal conductivity and the electron-phonon coupling time
constant, respectively.

V. EXPERIMENTAL DATA

We performed two conceptually different series of mea-
surements using the setup outlined in sec. III. In all ex-
periments, the sample was exposed to an external mag-

netic field in y-direction ~Bext = By with variable am-
plitude. For each field amplitude we probe the tran-
sient Faraday rotation of the optical probe pulse, which
is proportional to the Mz-component of the magnetiza-
tion vector. The setup is not sensitive to in-plane com-
ponents of the magnetization. A Fast-Fourier Trans-
form (FFT) is performed on the transient magnetization
M(f) = |F{Mz(t)}|.

The first series is measured with only one optical pump
pulse exciting the sample. This excitation leads to the
generation of coherent longitudinal acoustic phonons25–28

propagating parallel to the surface normal into the sam-
ple and to a thermal expansion29,30 as shown in Fig. 5 c).

In the second experiment the sample is excited by two
interfering optical pump pulses. This transient grating
(TG) excitation leads to a periodic thermal expansion at
the sample surface and launches coherent surface acoustic
waves (SAW) and surface skimming longitudinal waves
(SSLW) which propagate in y-direction parallel to the
external magnetic field along the surface7,16,17.

Fig. 4 a) shows results of the single pulse excitation.
The magnitude |M(f)| is depicted for different external
magnetic field amplitudes. The absorbed optical excita-
tion fluence was 6.2 mJ/cm2. For comparison, we calcu-
late and show the ferromagnetic resonance (FMR) in the
solid lines. The green curve depicts the FMR frequency
calculated with the Kittel formula [cf. Eq. 8]31,32. The
blue solid line was calculated using Eq. 7 and includ-
ing the magnetoelastic term fme of the free energy den-
sity. The optically induced precession is weak but clearly
overlaps with the predicted FMR frequencies. However,
a quantitative comparison of both FMR models is not
possible due to the high noise.

Fig. 4 b) shows |M(f)| as a function of the external
magnetic field amplitude after generation of TG. Again
we also show the calculated field-dependent FMR cal-
culated with the Kittel formula and with the full free
energy density including the magnetoelastic interaction
[cf. Eq. 7]. The data show a strong coupling of two
acoustic modes to the precession of the magnetization
vector. These mode have previously7 been identified as
the Rayleigh mode at a frequency fSAW = 2.4 GHz and
the SSLW mode at fSSLW = 4.5 GHz. Comparison of
the calculated FMR dependence yields a better agree-
ment if the magnetoelastic term fme is included in the
calculation (blue line) compared. We also observe an
off-resonant precession of the magnetization, e.g., at the
energy of the SSLW-mode at an external field amplitude
of 5 mT. Similar off-resonant precessions were observed
in similar experiments in Ni films33.
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FIG. 4: Oscillation of the Mz component of the magnetization
vector for different amplitudes of the external magnetic field
~Bext = By. a) Single pulse excitation. b) Transient Grating
excitation with two interfering optical pump pulses. Single
pulse excitation is multiple orders of magnitude weaker then
the TG excitation. The dotted and dashed lines depict the
FMR frequency with and without magnetostrictive coupling,
respectively.

VI. DISCUSSION

A. Effects of transient heating on the anisotropy

To analyze the effect of the optical excitation on
the magnetization, we simulated temperature-induced
changes on the free energy as described in section IV.
Results of our simulations are depicted in Fig. 5. Af-
ter excitation with a short laser pulse electrons thermal-
ize by electron-phonon scattering within few picoseconds,
resulting in energy transfer and subsequent heating of
the crystal lattice. The average transient electron and
lattice temperatures are shown in Fig. 5 a). The op-
tical excitation fluence absorbed in the sample is suffi-
cient for raising the electron temperature in Co above
the Curie temperature Tc. This results in complete de-

magnetization of the sample on the timescale of the op-
tical excitation pulse length, as show in Fig. 5 b). A few
picoseconds after the excitation, the electronic temper-
ature of the sample has dropped below the Tc and an
equilibrium between electron and lattice temperatures is
reached. The magnetization is restored to about 80%
of the initial value, followed by a slow increase of mag-
netization on the timescales of hundreds of picoseconds
to nanoseconds. It is instructive to monitor the temper-
ature difference of Pt and Co as well as the strain in
Pt and Co in the multilayer. This is depicted by the
blue, orange and black dashed lines in Fig. 5 c), respec-
tively. A difference between the out-of-plane strain of
Co and Pt persists even after almost complete thermal
equilibration within the multilayer. Although our model
does not comprise the in-plane strain, we assume that
the strain difference along one direction leads also to in-
plane deformations. Finally, we also calculate the tran-
sient effective anisotropy [c.f. Equ. 13 and Fig. 3] which
is depicted in the black solid line in Fig. 5 d). Follow-
ing laser-induced thermal demagnetization, contributions
to the effective anisotropy, namely the volume and sur-
face anisotropy (orange line) and the shape anisotropy
(blue line) are reduced and subsequently restored to dif-
ferent fractions of their equilibrium level. As a result, the
transient effective anisotropy is always at or below zero,
i.e., K1,eff ≤ 0, and the easy magnetic axis always lies
in the sample plane. Thus, in our configuration where

the external magnetic field ~B = By is parallel to the
sample plane, heat-induced demagnetization cannot re-
sult in a torque on the magnetization vector. Note that
the Faraday probe is only sensitive to out-of-plane con-

tributions of ~M . Thus, we conclude that the magnetic
precession in our sample system is not generated by a
heat induced change of an effective anisotropy constant.
This is in sharp contrast to the generally accepted model
of optically induced magnetization precession upon laser
heating36. We also point out that the magnetostriction
constants B1,2 have the same temperature dependence as
the anisotropy constants KV and KS , respectively [c.f.
Eq. 13]. In consequence, the magnetostrictive coupling
is also reduced after absorption of the excitation laser
pulse.

B. Single pulse excitation

In order to determine the excitation of the transient
magnetic signal, we first discuss the data shown in
Fig. 4 a). The sample is excited by a single excita-
tion pulse, thus generating coherent longitudinal acoustic
phonons and thermal expansion of the excited structure.
The coherent phonon wave packet propagates with the
speed of sound of 4.72 nm/ps and 2.8 nm/ps in Co and Pt,
respectively, i.e., much faster than the measured frequen-
cies in Fig. 4 a)28,37,38. Therefore, propagating coherent
phonons have only negligible influence on the magneti-
zation dynamics. However, transient strain that persists
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long after optical excitation as shown in Fig. 5 c), could

tilt the magnetization vector ~M away from its equilib-
rium position. In order to determine relevant compo-
nents of the strain tensor that act on the magnetization,

we calculate the torque on ~M using Eq. 6 with the full
expression for the free energy density Eq. 1 including the
magnetoelastic term given by Eq. 3: At the equilibrium

position ~M(θ = 90◦, ϕ = 90◦) most components of the

strain tensor exert no torque on ~M . Only strain com-
ponents ε1 and ε2 for ε1 6= ε2 induce torque τθ that can
rotate the magnetization vector out of plane. Similarly,
only the a shear strain in the y-z-plane ε4 and x-z-plane ε5
exerts a torque τφ on ~M . Our interpretation is consistent
with previously observed purely strain-induced magneti-
zation precession39.

Hence, a tensile strain, that is excited by thermal de-
formation of the multilayer system, could trigger pre-
cession of the magnetization vector. Even though the
signal-to-noise level in Fig. 4 a) is low, we assume that
the magnetostrictive interaction is the main driving force
for the precession of the magnetization. A second indi-
cator for this mechanism is the field-dependence of the
precession frequency. Fig. 4 a) compares the observed
magnetic field-dependent precession frequency (blue solid

line) with a calculation that neglects the magnetostric-
tive interaction. Even at the low signal-to-noise level of
our experiment the model that includes magnetostriction
yields a better representation of the measured data.

C. Double pulse TG excitation

In order to investigate the magnetostrictive interac-
tion in more detail, we generate coherent acoustic waves
with frequencies close to the ferromagnetic resonance of
the ferromagnet. In particular, by using the optical TG
excitation6,7, we launch Rayleigh and SSLW modes which
propagate at least partially in the ferromagnetic multi-
layer. The free energy density of the multilayer sample
including the optically excited acoustic waves reads:

f(θ, ϕ, t) =−ByMS sin θ sinϕ+K1,eff sin2 θ

+ f̄me(θ, ϕ, ε2(t), ε3(t), ε4(t)).
(15)

Note that the acoustic waves propagate in-plane in y-
direction. The strain tensor in the sample coordinate
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system reads

ε(t) =




0 0 0
0 ε2(t) 1

2ε4(t)
0 1

2ε4(t) ε3(t)


 (16)

with the time-dependence of the in-plane component

ε2(t) = εth +A cos(2πfsawt) exp

(
− t

τsaw

)

+B cos(2πfsslwt+ δ) exp

(
− t

τsslw

) (17)

Given a TG period of 1.7µm we generate acoustic fre-
quencies of 2.4 GHz and 4.5 GHz for the Rayleigh and
SSLW mode, respectively. Resonant magnetostrictive
coupling of the acoustic modes with the magnetization is

clearly observed in the measurement depicted in Fig. 4 b).
Again, the blue and green solid lines denote the calcu-
lated field-dependent ferromagnetic resonance frequency
with and without magnetostrictive component fme of the
free energy density. With the high signal-to-noise ratio
in this data it is now evident that the magnetostrictive
term must be included in the free energy to obtain a good
agreement of theory and experiment. We want to point
out that the blue and green lines in Fig. 4 a) and b) are
identical.

Now we interpret the off-resonant precession observed
in Fig. 4 b), e.g., at a frequency of 4.5 GHz and a mag-
netic field of 5 mT. For that, we derive the ferromagnetic
resonance frequency [c.f. Equ. 7] at the equilibrium point
θ = 90◦ and ϕ = 90◦. Note that we also incorporate
the magnetostrictive interaction by incorporation of the
time-dependent strain ε(t):

ω0 = γg

√
B2
y −By

2K1,eff

MS
+Aε2(t) + C ε3(t) +D ε2(t)ε3(t) + E ε2(t)2 + F ε4(t)2 (18)

We discuss Eq. 18 only qualitatively: The first two terms
denote contributions from anisotropy and Zeeman energy
terms, respectively. The factors A and C−F result from
magnetostrictive interaction with different components
of the strain tensor. Note that Eq. 18 becomes time-
dependent for a time-dependent strain tensor ε(t): ω0 →
ω0(t). This time-dependence of the resonance frequency
is called a parametric modulation. A similar effect was
already observed in Ni after TG excitation33.

To compare our model with the experimental result we
depict the precession frequency calculated using Eq. 18
in Fig. 6 a) together with the precession amplitude mea-
sured in the TG experiment on a logarithmic scale in
Fig. 6 b). We observe a good qualitative agreement. In
particular, the model reproduces the off-resonant preces-
sion at 4.5 GHz, 7 GHz and at 8.5 GHz.

We now analyze Eq. 18 in order to derive the relevant
contributions of the strain tensor that couple to the pre-
cession of the magnetization vector. Table II summarizes
the amplitude of terms A and C − F assuming an equal
strain components contribution of 1% in units of [T2].
These terms compete with the combined amplitude of
the strain-independent terms, i.e., the first two terms in
Eq. 18, with a value of ≈ 30× 10−3 T2.

The dominating magnetostrictive interaction terms are
A and C which means that longitudinal (ε3) and trans-
verse (ε2) strain are dominantly responsible for the ob-
served parametric frequency modulation in the precession

of ~M . Shear and mixed strain terms depend quadrati-
cally on the strain and may be neglected. The A and C

Term A C D E F

Value 0.43 0.53 7.2 0.23 -1.03

Strain ε2 ε3 ε2ε3 ε22 ε24

Total 4.3 5.3 7.2 2.3 -1.03

×10−3 ×10−3 ×10−4 ×10−5 ×10−4

TABLE II: Amplitude of the magnetostrictive coupling terms
A and C −F of Eq. 18. The total amplitude is calculated for
an isotropic strain of 1%. The dominant terms A and C are
printed in bold letters.

term reads:

A =
4(B1 +B2)K1,eff

3M2
S

− (B1 +B2)By
MS

C =
2B2By
MS

(19)

As derived in Sec. VI A, both the effective anisotropy
K1,eff and the magnetostriction constants B1,2 depend
on the sample temperature and are reduced by the optical
excitation. At low external magnetic fields By the A-
term dominates the parametric frequency mixing. At
elevated By it is mainly the C-term which drives the
magnetostrictive frequency modulation.

VII. CONCLUSION

In conclusion, we have studied the effect of lattice
strain on the magnetization dynamics in thin ferromag-
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FIG. 6: a) Calculated precession frequency using Eq. 18. b) Average of the Mz component of the magnetization measured
using Faraday rotation for TG excitation. Higher values are clipped for better contrast.

netic Co/Pt multilayers. Due to the in-plane direction
of the external magnetic field in our experiment, laser-
induced demagnetization of our sample does not exert a
torque on the magnetization vector. Thus, the measured
precession stems from a magentostrictive coupling. In
a typical optical pump-probe measurement which uses a
single optical excitation pulse we observe only weak pre-
cession of the magnetization vector. We attribute this
signal to thermal strain within the multilayer which per-

sists well after thermal equilibration of the excited film.
In contrast, after optical TG excitation we observe a
strong coupling of the acoustic mode to the ferromag-
netic resonance. We also observe parametric harmonic
frequency generation due to the modulation of the tran-
sient anisotropy by the acoustic strain wave. Our model
calculations qualitatively reproduce the magnetization
dynamics in both experiments.
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