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2 List of Abbrevations 
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listed here.  
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µg 
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DMEM 
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DNA 
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2’-deoxynucleotide-5’-triphosphate 

DTT 
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DHT    
   

Dihydrotestosterone 
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17β-estradiol 

e.g. 
   

example given 

EDTA 
   

Ethylendiaminetetraacetate 

EGF                                        
 

Epidermal growth factor 

ER                                          
 

Estrogen receptor 

ERE                                        
 

Estrogen receptor element 

FBS 
   

Fetal bovine serum 

fwd 
   

Forward 
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Gram 
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Hour 
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Hours post transfection 
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Water 
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Hemaggluttinin subunit 1 

HA2 
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id est 
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IFN                                         
 

Intereron 

IL                                            
 

Interleukin 
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Interleukin receptor antagonist 

L 
   

Liter 

LC 
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LBD    Ligand-binding domain 

LIV 
   

Leibniz Institute of Virology 
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Low pathogenic avian influenza virus 

LRR 
   

Leucine-rich repeat 

LRT 
   

Lower respiratory tract 

M 
   

Molar 

M1/2 
   

Matrix protein 1/2 

MCP-1                                  
 

Monocyte chemoattractant protein-1 

MEM 
   

Minimum Essential Medium 

mg 
   

Milligram 

min 
   

Minute 

Mio. 
   

Million 

MIP                                      
 

Macrophage inflammatory protein 

ml 
   

Milliliter 

mM 
   

Millimolar 

MOI 
   

Multiplicity of infection 

mRNA 
   

Messenger RNA 
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Amino-terminal 

NA 
   

Neuraminidase 
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NEP 
   

Nuclear export protein 

NF-κB 
   

Nuclear factor κB 

NK cell                                 
 

Natural killer cells 

NLS 
   

Nuclear localization signal 

NTD    N-terminal domain 

nm 
   

Nanometer 

nM 
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NP 
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Nuclear pore complex 

NS 
   

Non-structural protein (influenza virus) 
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Open reading frame 
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Penicillin–streptomycin 

PA 
   

Polymerase acidic protein 

PB1/2 
   

Polymerase basic protein 1/2 
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Phosphate buffered saline 
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PBS, supplemented with Tween-20 

PCR 
   

Polymerase chain reaction 

PEI 
   

Polyethylenimine 

PFA 
   

Paraformaldehyde 

PFU 
   

Plaque-forming units 

pmol 
   

Picomol 

PMSF 
   

Phenylmethylsulfonylfluoride 
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Polyinosinic:polycytidylic acid 
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Pattern recognition receptor 

PT 
   

Plaque test 

qRT-PCR 
  

Quantitative reverse transcription PCR 
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Receptor binding site 
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RNA-dependent RNA polymerase 

rev 
   

Reverse 

RNA 
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RT 
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RT 
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Reverse transcription PCR 
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Single nucleotide polymorphism 
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Tri-acetate-EDTA 

TBS 
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5 Zusammenfass 

Das aviäre Influenza-A-Virus (H7N9) galt vor der aktuellen Coronavirus-Erkrankung 2019 

(COVID-19) Pandemie als das Virus mit dem höchsten Potenzial, die nächste Pandemie 

auszulösen. Im Frühjahr 2013 wurden erstmals menschliche Infektionen mit dem H7N9-Virus 

in Ostchina gemeldet. Es hat in fünf aufeinanderfolgenden Winter-Frühling-Saisons auf dem 

chinesischen Festland insgesamt 1568 Fälle mit einer Letalitätsrate von 39% verursacht. 

Während der fünf Epidemiewellen zeigten H7N9-Infektionen wiederholt eine höhere Inzidenz 

bei Männern als bei Frauen. Um die Mechanismen hinter den geschlechtsspezifischen 

Infektionen zu entschlüsseln, konzentrierte sich diese Studie auf die Rolle von 

Sexualhormonen bei der Anfälligkeit für und Schwere von H7N9-Infektionen. 

 

In dieser Studie wurden Sexualhormone sowie Entzündungsmarker von H7N9-Patienten 

systematisch analysiert und mit gesunden Kontrollpersonen sowie Patienten mit saisonaler 

Grippe verglichen. Eine multivariable Analyse ergab, dass eine H7N9-Infektion spezifisch die 

Hormonachse bei Männern, aber nicht bei Frauen beeinflusst. Bei Männern führte eine H7N9-

Infektion zu niedrigen Testosteronspiegeln, die mit Schweregrad und tödlichem Ausgang 

einhergingen. Eine Verringerung der Testosteronwerte bei Männern wurde auch bei 

hospitalisierten saisonalen Influenza-Fällen beobachtet, jedoch in geringerem Ausmaß als bei 

einer H7N9-Infektion. Die lineare Regressionsanalyse ergab ferner, dass niedrige 

Testosteronspiegel bei H7N9-infizierten Männern mit induzierten Zytokinspiegeln, 

insbesondere IL-6 und IL-15, korrelierten. Weiterhin bestätigt diese Studie, in welcher 

Mausmodelle verwendet wurden, den kausalen Zusammenhang zwischen der H7N9-Infektion 

und dem Testosteronmangel bei Männern. Darüber hinaus replizierte sich das H7N9-

Influenzavirus in Nagetier-Leydig-Zellen und den Hoden von Mäusen und induzierte 

systemische und testikuläre Entzündungsreaktionen, die wahrscheinlich die 

Testosteronsynthese beeinträchtigen. 

 

Diese Studie liefert neue Erkenntnisse darüber, dass das H7N9-Influenzavirus der Atemwege 

spezifisch die metabolische Hypothalamus-Hypophysen-Gonaden-Achse (HPG) treffen kann, 

was zur Schwere der Erkrankung bei männlichen Patienten beiträgt. Dies könnte teilweise 

erklären, weshalb Männer vermehrt von einer H7N9-Infektion betroffen sind. Angesichts der 

aktuellen COVID-19-Pandemie, die das männliche Geschlecht eindeutig als Risikofaktor für 

die Schwere der Erkrankung betont, könnte unsere Studie als Blaupause für zukünftige 

Untersuchungen an Personen angesehen werden, die mit neu auftretenden Atemwegsviren 

infiziert sind. Darüber hinaus legt diese Studie auch nahe, dass die personalisierte Behandlung 

infizierter Patienten geschlechtsspezifische Milderungsstrategien berücksichtigen sollte.  
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6 Abstract 

Avian influenza A (H7N9) virus was considered having the highest potential to cause next 

pandemic prior to the current coronavirus disease 2019 (COVID-19) pandemic. In early spring 

of 2013, human infections with H7N9 virus were first reported in Eastern China. It has caused 

a total of 1568 cases with a high fatality rate of 39% in five successive Winter-Spring seasons 

in mainland China. During the five epidemic waves, H7N9 infections showed repeated higher 

incidence in males than females. To unravel the mechanisms behind the male-biased 

infections, this study focused on the role of sex hormones in susceptibility and severity of H7N9 

infections. 

 

This study systematically analyzed sex hormones as well as inflammatory markers from H7N9 

patients and compared to healthy controls as well as seasonal influenza patients. Multivariable 

analysis revealed H7N9 infection specifically affects the hormone axis in men but not women. 

In men, H7N9 infection mediated low testosterone levels that associated with severity and fatal 

outcome. Reduction of testosterones in males was also observed in hospitalized seasonal 

influenza cases but to a lower extent than H7N9 infection. Linear regression analysis further 

revealed that low testosterone levels in H7N9-infected men correlated with induced 

inflammatory cytokine levels, particularly IL-6 and IL-15. This study utilized the murine models 

further confirmed the causal link between H7N9 infection and testosterone depletion in males. 

Additionally, H7N9 influenza virus replicated in rodent Leydig cells and the testes of mice, and 

induced systemic and testicular inflammatory responses that likely interferes with testosterone 

synthesis.  

 

This study provides new knowledge that respiratory H7N9 influenza virus can specifically hit 

the metabolic hypothalamic–pituitary–gonadal (HPG) axis contributing to disease severity in 

male patients, which could partially explain the male-biased H7N9 infections. Given the current 

pandemic of COVID-19 that clearly emphasizes that male sex has a higher risk of developing 

poor outcomes, this study might be considered as a blueprint for future investigation in 

individuals infected with emerging respiratory viruses. Furthermore, this study also suggests 

that personalized treatment of infected patients should consider sex-specific mitigation 

strategies. 
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7  Introduction 

7.1 Influenza virus 

7.1.1 Taxonomy and classification 

Influenza viruses are classified into the Orthomyxoviridae family, which includes four types: 

Alphainfluenzavirus (such as Influenza A virus, IAV), Betainfluenzavirus (such as Influenza B 

virus, IBV), Gammainfluenzavirus (such as Influenza C virus, ICV) and Deltainfluenzavirus 

(such as Influenza D virus, IDV). All genera (species) of influenza A, B, C virus can infect 

mammals and are highly transmissible respiratory viruses in humans1,2. IDV circulates in cattle 

and swine with little known about its impact in humans3. The haemagglutinin (HA) and 

neuraminidase (NA) proteins are two major surface antigens of influenza viruses. Based on 

those two glycoproteins, there are 18 HA (H1-H18) and 11 NA (N1-N11) subtypes of IAV4,5 

and two recent lineages (‘Victoria’ and ‘Yamagata’) of IBV. IAV is considered as the greatest 

threat in public health as it has broadest host range and can cause pandemic or highly 

pathogenic strains that cause infections or deaths in humans. 

7.1.2 Virion structure and genome organization 

Since this study mainly focused on IAVs, their biology, epidemiology characteristics are 

described in detailed. The viral particle of IAVs has two major glycoproteins HA and NA 

embedded in the lipid envelope of virus with a ratio of about four to one6 (Figure 1A). Influenza 

viruses possess a limited number of M2 ion channels that span the lipid membrane, whereas 

the M1 matrix protein envelops the virion core. The M1 matrix protein is surrounded by the 

nuclear export protein (NEP, also known as non-structural protein 2, NS2) and the 

ribonucleoprotein (RNP) complexes. The eight segments of ribonucleoprotein (RNP) present 

in influenza A viruses are flanked by the 5’ and 3’ termini, which are bound by a viral RNA-

dependent RNA polymerase (RdRp) consisting of two polymerase basic and one polymerase 

acidic subunits (PB1, PB2, and PA). These RNPs are coated with oligomeric viral 

nucleoprotein (NP). Morphologically, IAVs can either form spheres with a diameter of about 

80-120nm or filaments that reach up to 20µm in length. However, the form of filaments is 

usually lost after passaging eggs or MDCK cells7,8. Influenza A virus genome consists of eight 

segments of negative-sense, single-stranded viral RNA (vRNA), which are arranged in 

descending order of length. Among those eight gene segments, segment 4 to 6 encode only 

single protein for HA, NP and NA, respectively. Other segments encode their main protein but 

also variants via adding alternate reading frame or mRNA splicing, such as the polymerase 
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subunit PB1-F29 or nuclear export protein/non-structural protein NEP/NS210.  In Table 1, all 

encoded proteins of each segment and their functions are summarized in detail for IAVs. 

a                                                                       b 

 

Figure 1. Structure of an influenza A virus.  

(a) An illustration depicting the structure and components of an influenza A virus (adapted from11). (b) 

Electron micrograph of an influenza A virus particles. The virion is characterized by the presence of two 

spike-like surface glycoproteins, HA and NA. (adapted from9) 

 

Table 1. The genome and functions of influenza A virus. 

Segment 
vRNA 
(nt) 

Viral Protein(s) 
Length 

Main Function Ref 
aa kDa 

1 2341 

Polymerase basic 
protein 2                             

(PB2) 
759 80 

(a).Triggers the initiation of 
vRNA transcription by binding to 
the 5'-cap structure of cellular 
mRNA; (b). RIG-I activates the 
expression of interferons (IFNs) 
by interacting with mitochondrial 
antiviral signaling protein 
(MAVS) 

 6,12 

Polymerase basic 
protein 2, variant S1   

(PB2-S1) 
508 55 

(a).Suppression of RIG-I-
mediated interferon signaling 
pathway; (b). Disruption of RdRp 
function through competitive 
binding to PB1 

 13 

2 2341 
Polymerase basic 

protein 1                      
(PB1) 

757 90 

(a). The virus snatches the cap 
structure to initiate mRNA 
transcription; (b). The viral RNA-
dependent RNA polymerase 
(RdRp) transcribes the viral 
RNA into a complementary RNA 
(cRNA) as a template for further 
viral RNA synthesis. 

 14,15 
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Polymerase basic 
protein 1, variant F2     

(PB1-F2) 

87-
90 

~10 
(a). Induce apoptosis activity; 
(b). Modulate host interferon 
response; 

 16,17 

Polymerase basic 
protein 1, variant 

N40                      
(PB1-N40) 

718 ~80 
Balance the expression between 
PB1 and PB1-F2 

 18,19 

3 2233 

Polymerase acidic 
protein                       
(PA) 

716 83 

RNA endonuclease cleaves the 
cap structure of small RNA 
molecules to generate primers 
for viral mRNA transcription 

 6 

Polymerase acidic 
protein, variant X        

(PA-X) 
252 29 

Manipulating the host immune 
response and viral pathogenicity 

 20–22 

Polymerase acidic 
protein, variant 

N155 (PA-N155) 
561 62 

Viral replication and 
pathogenicity  

 23,24  
Polymerase acidic 

protein, variant 
N182 (PA-N182) 

534 60 

4 1778 
Hemagglutinin          

(HA)  
566 77 

(a) The process of attaching to 
receptors and fusing with the 
host cell membrane; (b) The 
primary target of the host 
immune response due to its high 
variability and antigenicity. 

  6 

5 1565 
Necleoprotein            

(NP) 
498 55 

(a). vRNA binding; (b). vRNA 
synthesis; (c).Regulation of 
nuclear import of vRNP  

  6 

6 1413 
Neuraminidase         

(NA) 
454 56 

(a). Sialidase activity for virion 
progeny releasement; (b). Major 
antigen 

  6 

7 1027 

Matrix protein 1        
(M1) 

252 28 

(a) Import and export of viral 
ribonucleoproteins (vRNPs) to 
and from the nucleus; (b) 
Assembly, budding, and 
morphogenesis of virions. 

 6,25 

Matrix protein 2        
(M2) 

97 15 
(a). Ion channel activitiy; (b). 
Viral assembly 

 6,26 

Matrix protein 3        
(M3) 

9 Unknown Unknown 

  
 27 
  

Matrix protein 4        
(M4) 

54 Unknown Unknown 

Matrix protein 42  
(M42) 

99 11 Complements to M2 

8 890 
Non-structural 
protein 1 (NS1) 

230 26 

(a). Antagonizes cellular antiviral 
response (interferons); (b). 
vRNP entry by hijacking 
importin-α; (c).Regulates host 
gene expression; (d). Supports 
viral mRNA splicing, maturation 
and translation 

 28–30 
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Nuclear export 
protein/Non-

structural protein 2         
(NEP/NS2) 

121 ~14 
(a). vRNA nuclear export; (b). 
Regulates vRNA transcription 
and replication 

 31–34 

Non-structural 
protein 3      (NS3) 

187 ~20 
Provides replicative gain-of-
function for host adaptation 

 35 

7.1.3 Influenza A virus replication 

7.1.3.1. Viral entry and fusion 

Influenza viruses primarily reproduce in the respiratory tract of vulnerable hosts' epithelial cells. 

The life circle starts with binding to sialic acids (SAs) residues present in the oligosaccharides 

of the glycoproteins at the cellular surface mediating with receptor-binding site in viral HA 

protein (Figure 2, step 1). It is generally considered that human IAVs prefer receptors with 

α2,6-linked SAs (so called ‘human-type’ receptors), whereas avian IAVs prefer binding α2,3-

linked SAs (so called ‘avian-type’ receptors)36,37. The HA-mediated attachment to SA receptors 

triggers endocytosis of the virion (Figure 2, step 2). Upon trafficking to the endosome, the M2 

ion channel is activated by the acidic environment of the endosomal compartment, leading to 

a conformational change of the HA protein and exposure of the fusion peptide located within 

the HA2 region of HA (Figure 2, step 3). Opened M2 ion channel acidifies the internal 

environment of viral particle38, allowing releasement of vRNPs from the viral matrix into the 

cellular cytoplasm following HA-mediated uncoating and membrane fusion39–41.  

7.1.3.2. Viral genome trafficking to host cell nucleus 

Influenza virus RNA synthesis occurs exclusively within the nucleus. Newly released vRNPs 

from endosome are transported to the host cellular nucleus through ‘nuclear localization 

signals’ (NLSs) in viral proteins such as NP. Numerous studies suggest  that released vRNPs 

utilize the importin-α-importin-β nuclear import pathway to enter the nucleoplasm. Importin-α 

serves as an adaptor protein that identifies nuclear localization signals (NLSs) present on 

vRNPs, and promotes their translocation into the nucleus through the involvement of importin-

β and the nuclear pore complex. Comparing with viral entry and fusion which occurs very fast 

(about 10 min), nuclear import requires longer time (about 1h)  observed from previous studies 

via imaging and RNA labelling techniques. The adaptation of viral proteins to specific isoforms 

of importin-α in a given species is critical for the success of influenza A virus infections.  

7.1.3.3. vRNPs replication and transcription 

The RdRp uses the negative-sense vRNA as a template to synthesize two types of positive-

sense RNA in nucleus including the complementary RNA (cRNA) for transcription of more 
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copies of new vRNA, and mRNA for subsequent viral protein synthesis (Figure 2, step 4-6, 

Figure 3). The cRNAs are produced through an unprimed process that relies on the 

complementary base pairing of free ribonucleoside tri-phosphate (rNTPs) with the 3’ end of the 

vRNA template within the PB1 subunit from which the cRNA is elongated42,43. NP protein 

continually binds to the newly cRNA when it exits the polymerase promoting cRNP formation 

with newly synthesized viral polymerase (PB1, PB2 and PA). It is currently considered that 

multiple vRNA copies are generated in a mode similar to cRNA transcription based from cRNA 

formation44. Transcription of viral mRNA from vRNA is primed, which is more efficient than 

cRNA and vRNA transcription45. It is initiated by a ‘cap-snatching’ mechanism in PB2 subunit, 

where it binds to the 5’-cap sequence of a cellular mRNA46 and the PA subunit endonuclease 

domain cleaves the short downstream of the 5’-cap sequence (about 10-13 nucleotides)47. 

Subsequently, the cap-binding domain of PB2 undergoes a conformational change, facilitating 

the presentation of the newly capped RNA primer to the PB1 subunit, which elongates the 

primer by utilizing the vRNA as a template. The transcription process is completed with the 

addition of a poly(A) tail to the mRNA through a repetitive copying process that occurs when 

the polymerase encounters the short poly(U) sequence at the 5’ end of the vRNA, leading to 

the formation of a poly(A) tail in the mRNA48,49. 

7.1.3.4. Assembling and trafficking of vRNPs, maturation of viral membrane proteins 
and viral budding 

The synthesis of IAV proteins is completely dependent on the translation machinery of the host 

cells. After exportation of viral mRNAs from nuclear,  the translation is either by cytosolic 

ribosomes for internal proteins of PB1, PB2, PA, NP, NS1, NS2 and M1, or by endoplasmic 

reticulum (ER)-associated ribosomes for three membrane proteins including HA, NA and M244. 

Due to the inefficient transcription of cRNA and vRNA, newly synthesized viral polymerase 

subunits (PB1, PB2, PA) and NP are imported back into the nucleus. Once new vRNPs are 

assembled, M1 and NS2, two viral proteins that are synthesized concurrently, can interact with 

the polymerase to promote the recruitment of CRM1, which facilitates the export of vRNPs 

from the nucleus to the cytoplasm50,51. The exported vRNPs are then trafficked by Rab11 

toward to budding regions in cell surface where trafficking of HA, NA and M2 from ER are co-

localized52, but the underlying mechanisms of vRNPs trafficking are remain unknown (Figure 

2, step 7). Since HA traffics from the ER has incompetent fusion function (HA0), HA should be 

cleaved into HA1 and HA2 subunit in either monobasic or multibasic sites within the trans-

Golgi network53. Seasonal influenza and low pathogenic avian IAVs encode with monobasic 

cleavage site whereas highly pathogenic avian IAVs commonly encode multibasic cleavage 

sites that is highly related to the difference of cell tropisms54. After budding, progeny virus can 

still bind to SA receptors through HA on the surface of infected cells. Then NA can release 
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newly viral particles by hydrolysing the glycosidic bond to the SAs55. Besides, NA also 

promotes separation of HA-mediated virus-virus binding44. In the respiratory tract where 

sialylated glycoproteins are abundant (i.e mucins) that can interact with HA of IAVs and slow 

viral movement to the uninfected neighbouring cells. Studies have shown that NA can 

hydroylize the binded SAs from mucins and facilitate the movement of virus in mucus layer to 

recipient cells nearby56,57. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Life cycle of influenza A virus.  

The process of influenza virus infection begins with the attachment of the virus to host cell receptors (α-

2,3 and α-2,6 sialic acid), followed by endosomal uptake and subsequent release of negative-sense 

viral RNA (vRNA) through uncoating and membrane fusion. The vRNA is then imported into the nucleus 

for transcription into viral mRNA, which serves as a template for replication intermediated through 

positive-sense complementary RNA (cRNA). These viral mRNAs are translated into viral proteins in the 

cytoplasm and assembled into new virions with newly synthesized viral ribonucleoproteins (vRNPs) that 

can infect neighboring cells. RNP, ribonucleoprotein; NP, nucleoprotein; HA, haemagglutinin; NA, 

neuraminidase; M1, matrix protein; M2, membrane protein; NS1, non-structural protein; NEP, nuclear 

export protein (adapted from1). 
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Figure 3. Schematic of influenza vRNA replication and transcription.  

The influenza virus genome consists of segmented vRNA that assemble into vRNPs with multiple copies 

of NP and a single copy of the viral RNA-dependent RNA polymerase (RdRp), which is made up of PB1, 

PB2, and PA polymerase subunits. The RdRp binds to the conserved 5’ and 3’ vRNA termini and 

transcribes vRNA into viral mRNA that has a 5’ cap structure and a 3’ poly-(A) tail. The RNA polymerase 

also replicates vRNA through a negative-sense complementary RNA (cRNA) intermediate that becomes 

a positive-sense cRNP when assembled with NP and polymerase (adapted from15). 

7.1.4 Inter-species transmission of avian influenza A viruses 

Influenza A viruses can cause sporadic or sustained infection in a very wide range of hosts 

such as avian, human, swine, canine, equine and chiropteran making it an important prototype 

for emerging viruses of pandemic potential (Figure 4). It is well known that wild aquatic birds 

are the natural reservoirs for influenza A viruses including all H1-H16 subtypes except for H17 

and H18 that were identified from bats5,58. The migration nature of wild birds plays an important 

role in maintenance of this diverse gene pool of influenza viruses. Wild birds shed the viruses 

through their faeces and later acquired by other birds that contacted with the contaminated 

environment in the same habitat in the migration flyways. The orders of Anseriformes (e.g. 

ducks and geese) and Charadriiformes (e.g. shorebirds and gulls) are the main wild waterfowls 

harbouring influenza A viruses but with different prevalence of subtypes59. All influenza A 

viruses identified from domestic poultry and mammal species including humans have evolved 

directly or indirectly from wild aquatic birds. This procedure of crossing species barriers 

includes amino acid mutations and gene reassortment of viral proteins, which could increase 

the receptor binding affinity for the entry of mammalian cells, and enhance the replication or 

virulence in the new host. For example, influenza A viruses in birds mainly replicate in intestinal 

tract at a higher temperature (42C°) and prefer an HA binding receptor of α2,3-linked SAs 

(‘avian-like’ receptor) for the entry of host cells. However, α2,6-linked SAs (‘human-like’ 

receptor) are dominantly expressed in upper respiratory tract in humans36. It is believed 
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acquisition of ‘human-like’ receptor in HA is a fundamental feature for adaptation in mammalian 

hosts. Avian influenza viruses have limited ability to replicate in mammalian cells due to 

differences in their genomic structure. Therefore, specific genetic mutations in the viral 

polymerase, such as E627K or D701N in PB2, are required to adapt to mammalian hosts60–62. 

Several subtypes of avian influenza virus such as H1, H3, H5, H6, H7 and H9 are mostly low 

pathogenic avian infections (LPAI) in domestic poultry (chickens) without developing apparent 

symptoms or only can cause mild diseases63. Onthe other hand, certain subtypes of H5 and 

H7 that contains several basic residues in the HA gene can cause severe diseases or deaths 

in domestic poultry (chickens) and are therefor referred as highly pathogenic avian influenza 

(HPAI). Live poultry markets with mixed domestic poultry have been considered as the most 

important place harbouring a variety of avian influenza viruses. Viruses acquired features for 

mammalian adaptation can occasionally jump to other species such as swine, horse and 

human. In general, the occurrence of cross-species transmission of avian influenza viruses to 

humans is infrequent. In the past few decades, there have been occasional reports of human 

infections with various subtypes of avian influenza viruses including H5, H6, H7, H9, and H10 

(Figure 5). Many of these zoonoses have no subsequent transmission in humans and can only 

accumulate a small number of cases worldwide in a relatively long period. For example, the 

first human infection with HPAI H5N1 virus was identified in Hong Kong Special Administrative 

Region (SAR) of China in 1997 and followed with 17 subsequently confirmed cases64. Since 

2003, HPAI H5N1 reemerged in Asia and caused a total of 868 cases in 21 countries as of 

2023 in the past twenty years65. However, H7N9 avian influenza viruses caused over thousand 

cases in five successive Winter-Spring seasons since 2013 in China, making it the most 

‘successful’ virus that caused interspecies transmission from poultry to human. In chapter 7.2, 

the molecular and epidemiological information of this inter-species epidemic are further 

described in detail. 
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Figure 4. Host distribution and representative interspecies transmission of influenza A viruses. 

(a). The haemagglutinin (HA) gene phylogenetic of all subtype of influenza A virus. The tree 

reconstruction was developed from randomly data set (NCBI GenBank database) including 200 isolates 

per subtype of each host. Branches are coloured for the major host groups: avian (blue), human (red), 

swine (orange), canine (purple), equine (brown), chiropteran (pink) and other incidental hosts (black). 

(b). The diagram of representative interspecies transmission of influenza A viruses. The solid arrows 

indicate established direct transmissions within the species, while the dashed arrows represent sporadic 

or infrequent infections (adopted from63). 

a 

b 

H7N7, 

H6N1 
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Figure 5. Historical human infections with avian influenza viruses.  

Summary of historical human infections with LPAI (blue arrow) and HPAI (red arrow) in recent decades 

chronologically. USA (United States of America, UK (United Kingdom), ITA (Italy), NLD (Netherlands), 

CAN (Canada), EGY (Egypt), AUS (Australia), MEX (Mexico), CHN (China) (adapted from66). 

7.2 Human influenza A (H7N9) virus  

7.2.1 Epidemiology 

The first reported human infections with a novel avian influenza A(H7N9) virus 

occurred in the Spring of 2013 in the Yangtze River Delta region of China67. The virus 

caused low pathogenic infections in domestic poultry with asymptomatic or mild 

disease but can cause severe human infections or deaths. It is ranked with the highest 

pandemic risk among all evaluated influenza viruses using USCDC’s Influenza Risk 

Assessment Tool (IRAT)68. Exposure to poultry is considered as the main risk factor 

as approximately 70% patients reported historical poultry exposure before their 

infections69, and closure of live poultry market limited the incidence of human infections 
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in short term70. Over 70% of H7N9 cases occurred in urban or semi-urban area in 

mainland China. This is different compared to human infections with avian influenza 

A(H5N1) virus, another zoonotic threat, where most cases are rural residents71. 

Outbreak of H7N9 infections followed a Winter-Spring seasonal trend with continuous 

five epidemic waves since 2013 in mainland China (Figure 6). After the 2013-14 wave, 

the number of cases identified in subsequent waves was lower, until an upsurge was 

observed in the fifth wave  with expanded geographic range since December 201672. 

In early 2017, patients infected with H7N9 viruses that evolved into the highly 

pathologic influenza viruses were reported in Guangdong Province, China73,74,75. There 

were 1568 laboratory-confirmed cases (including two exported cases in Malaysia and 

Canada76) with the fatality rate of approximately 39%77. Overall, the middle-aged adults 

were the most affected populations and followed with elders aged above 60 years old, 

whereas individuals younger than 15 years old were less affected69. There were 40 

clusters of H7N9 patients during the five epidemic waves. However, the cluster size is 

very small (range 2-3) and the overall effective reproductive number (Re) is less than 

0.12 (95%CI: 0.10, 0.14), indicated the sustained human-to-human transmission is 

very limited78.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Temporal pattern of laboratory-confirmed H7N9 influenza cases from 2013-2017 in 
mainland China.  

Showed with epidemic waves of H7N9 cases reported weekly in mainland China. Human infection with 

H7N9 influenza virus was first reported since the early Spring of 2013.Then followed with four 

successive winter-spring epidemics in 2013-2014, 2014-2015, 2015-2016, 2016-2017 (adapted from69). 
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7.2.2 Sex bias 

Primary epidemiology studies revealed that 71% of H7N9 patients were male in the 

early stage of the epidemic67,68. The male-biased incidence was repeatedly observed 

during following epidemic waves in both young and older age groups (Figure 7). 

Overall, males accounted 70% of all reported H7N9 cases69. The notable sex 

distribution is different to reported H5N1 cases where no sex difference were observed 

overall (Figure 8a)71,79. However, after further analysis by dividing cases identified 

from urban and rural areas, the higher incidence in men was also found from H5N1 

cases from urban areas in mainland China71 (Figure 8c). Questions arose naturally 

regarding underlying reasons that may cause this remarkable sex difference in H7N9 

infections. The gender-associated difference such as the proposed higher frequency 

of live poultry market exposure of men living in urban area was one possible 

explanation79. However, a modelling study indicated that increased risk of H7N9 

infection in older men is not attributable to longer exposure to live poultry markets81. 

The differential health care access in both sexes that leads to surveillance bias was 

also discussed. Given the severity and high case fatality rate, high awareness of public 

health sectors for influenza-like illness surveillance network that covers all provinces 

at different levels, men were unlikely to be over detected.  Since the incidence of H7N9 

infection in males is repeatedly higher than in females from the early epidemic wave 

till the last. Biological difference between males and females may play an important 

role.  
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Figure 7. Sex distribution of laboratory-confirmed H7N9 influenza cases in five epidemic waves 
from 2013-2017 in mainland China.  

Showed with sex distribution of H7N9 cases in 0-15 years, 16-59 years and ≥ 60 years age groups 

during the five epidemic waves (epidemic 1: 2013, epidemic 2: 2013-2014, epidemic 3: 2014-2015, 

epidemic 4: 2015-2016, epidemic 5: 2016-2017) (adapted from69). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Comparison of age and sex distribution of laboratory-confirmed H5N1 and H7N9 cases 
in mainland China as of May 24, 2013. 

(a, b). Demographic characteristics (age and sex) of all H5N1 and H7N9 cases in mainland China, (c, 

d). Demographic characteristics (age and sex) of H5N1 and H7N9 cases in Urban areas in mainland 

China, (e, f). Demographic characteristics (age and sex) of H5N1 and H7N9 cases in rural areas in 

mainland China (adapted from71).  
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7.2.3 Prevention and measurement 

A Joint Prevention and Control Mechanism (JPCM) was established in China to lead the 

national wide response to H7N9 epidemic since April of 2013. The exposure to live bird 

markets was identified as a major origin of human H7N9 infections. Thus, a periodic closure 

of the market and environment disinfection was mandatorily conducted80 (Figure 9). The 

dramatic decline of human infections was a clear evidence that this measure efficiently 

prevented poultry to human transmissions. After a lower circulation of H7N9 virus in humans 

during the 2014-2015 and 2015-2016 season, the virus spread widely and caused a higher 

number of cases than before. Importantly, some low pathogenic H7N9 influenza strains 

evolved to highly pathogenic AIVs in southern China in the beginning of 2017, which posed 

greater threat to human and poultry industry. In order to prevent the spread of the epidemic, 

an H7N9 and H5N1 bivalent inactivated vaccine was developed82. After the efficacy and safety 

field test in three provinces, a national wide vaccination formally initiated in Chicken since 

September 201782. Large-scale surveillance in poultry revealed the H7N9 isolation rate was 

dropped over 90% after the implementation of the massive vaccination program82. Only four 

human infections with H7N9 virus were identified postvaccination in poultry83 (Figure 10). This 

massive vaccination campaign successfully limited the prevalence of H7N9 virus infections in 

poultry and ended the epidemic in humans. 
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Figure 9. Epidemic dynamic of laboratory-confirmed H7N9 cases before and after live poultry 
market closure and emergency response.  

Shown with the impact of prevention and control measures including establishment of emergency 

system and closure of live poultry market to the kinetic reduction of reported H7N9 cases in mainland 

China in 2013. NIC represents National Influenza Center, CDC represents Center for Disease control 

and Prevention, JPCM represents  Joint Prevention and Control Mechanism (adapted from80).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. The effect of massive poultry vaccination (H5/H7 bivalent vaccine) in preventing 
human H7N9 infections.  

Shown with laboratory-confirmed H7N9 cases from 2013 to 2020. The red arrow highlights the start of 

the administration of H5/H7 bivalent inactivated vaccine to poultry in mainland China (adopted from83). 
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8 Materials and Methods 

8.1 Materials 

8.1.1. Chemicals 

Chemical Manufacturer 

Agarose Serva 

Ammoniumperoxodisulfate (APS) Carl Roth 

Avicel FMC BioPolymer 

Bouin’s fixative Carl Roth 

Bovine serum albumin (BSA) Sigma-Aldrich/Merck 

Chloroform Geyer 

Crystal violet Merck 

Diethylpyrocarbonate (DEPC) Sigma-Aldrich/Merck 

Dimethylsulfoxide (DMSO) Sigma-Aldrich/Merck 

Dithiothreitol (DTT) Serva 

Ethanol (denatured), for disinfection Geyer Th. GmbH & Co.KG 

Ethanol (pure) Merck 

Formaldehyde (37%) Merck 

Hydrochloric acid (37 %) Merck 

Hydrogen peroxide Merck 

Methanol ChemSolute 

Paraformaldehyde (PFA) AppliChem 

Phenylmethanesulfonyl fluoride (PMSF) Sigma-Aldrich/Merck 

Pursept-A Xpress, for disinfection SCHÜLKE & MAYR AG 

Sodium chloride ChemSolute 

Sodium dodecylsulfate (SDS) Sigma-Aldrich/Merck 

Sodium hydrogene phosphate  Merck 

Sodium hydroxide (NaOH) Merck 

Sterilium, for hand disinfection Bode 

Tetramethylethylenediamine (TEMED) Carl Roth 
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Tris (hydroxymethyl) amino methane Merck 

Triton X-100 Sigma-Aldrich/Merck 

Trizol Reagent Ambion RNA 

Tween-20 (pure) Serva 

Virkon S, for disinfection (BSL-3 work) DuPont 

8.1.2. Buffers and solutions 

Description Composition/Preparation notes 

4x Laemmli loading dye (SDS-PAGE) 0.2 M Tris-HCl pH 6.8 

8% SDS 

40% glycerol 

Trace of bromophenol blue  

40 mM DTT (add shortly before usage) 

 

APS (10%) 10% APS  

 filter sterilize (0.22µm) 

 

Avicel solution 2.5% Avicel 

autoclave 

 

Blocking Buffer (Western Blot) 1x PBS-T 

3% BSA 

 

Blocking Buffer (Immunofluorescence) D-PBS 

3% BSA 

 

Blotting Buffer (10x) (Western Blot) 250 mM Tris base 

1,92 M glycine  

 autoclave 
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Blotting Buffer (1x) (Western Blot) Diluted from 10 x Blotting Buffer 

20% methanol 

 

Crystal violet solution 270 ml 37% formaldehyde 

1 g crystal violet 

ad 1L ddH2O 

 

DEPC-ddH2O 0.1% DEPC, in ddH2O 

 soluble overnight at RT or >12h at 

37°C  

autoclave 

 

DEPC-ethanol (70%) 100% ethanol (pure) 

 dilute to 70% ethanol with DEPC-

ddH2O 

 

DTT (1M) 1 M DTT 

Lysis Buffer (SDS-PAGE) 50 mM HEPES (pH 8.0) 

200 mM NaCl 

0.5% Igepal (NP40) 

25% Glycerol 

1 mM PMSF 

0.07 µl/ml β-mercaptoethanol 

1 x HALT Protease & Phosphatase 

Inhibitor (100x; including EDTA, 100x add 

shortly before usage) 

 

PFA (4%) 4% PFA, in PBS 

 

Phosphate buffered saline (PBS)  (1x) Diluted from 10x PBS  autoclave 
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PBS (10x) 1.37 M NaCl 

26.8 mM NaCl 

51.3 mM Na2HPO4 x 2H2O 

17.6 mM KH2PO4 

pH 7.2-7.4  autoclave 

 

SDS resolving gel buffer (4x) (SDS-PAGE) 1.5 M Tris base 

0.4% SDS 

pH 8.8 

 

SDS Running Buffer (10x) (SDS-PAGE) 250 mM Tris base 

1.92 M glycine 

1% SDS  

 autoclave 

 

SDS Running Buffer (1x) (SDS-PAGE) Diluted from 10x SDS Running Buffer 

 

SDS stacking gel buffer (4x) (SDS-PAGE) 0.5 M Tris base 

0.4% SDS 

pH 6.8 

 

SDS (10%) 5 g 

ad 50 ml ddH2O 

  

Sodium chloride buffer (0.9%) 0.9% NaCl, in ddH2O 

 

Triton X-100 buffer (Immunofluorescence) 0.1% Triton X-100, in ddH2O 

 

Washing Buffer (PBS-T) (Western Blot) 1x PBS 

0.1% Tween-20 
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8.1.3. Manufactured solutions, reagents and reaction system (kits) 

Description Manufacturer 

Access Estradiol Assay (REF 33540) BECKMAN COULTER 

Access Testosterone Assay (REF 33560) BECKMAN COULTER 

Bio-Plex Pro Mouse Cytokine kits Bio-rad 

DNase/RNase-free ddH2O Gibco/Life Technologies 

dNTP mix (10 mM) Life Technologies 

Free testosterone ELISA Kit (ab 178663) Abcam 

FastStart Essential DNA Green Master (MasterMix 

for SYBR Green I-based qRT-PCR) 
Roche 

Hoechst 33342 reagent Thermo Fisher 

Human cytokine/chemokine magnetic bead panel 

(HCYTOMAG-60K) 
Millipore 

Poly-L-Lysin solution Sigma-Aldrich/Merck 

Precision Plus ProteinTM Dual Core Standards Bio-Rad 

QIAamp Viral RNA Mini Kit Qiagen 

Ribolock RNase Inhibitor (40 U/µl) Fermentas/Thermo Scientific 

SHBG ELISA Kit (ab 260070) Abcam 

SuperscriptTM III Reverse Transcriptase Kit Invitrogen/Life Technologies 

Testosterone ELISA Kit (ab 174569) Abcam 

Testosterone enzyme Immunoassay Kit DetectX, Arbor Assay 

17β-Estradiol ELISA Kit (ab 108667) Abcam 

17β-Estradiol enzyme Immunoassay Kit DetectX, Arbor Assay 

8.1.4. Antibodies 

Superblock T20 (Thermo Scientific) was used to dilute all primary antibodies, while Western 

blot blocking buffer was used to prepare all secondary antibodies, unless otherwise specified. 

Primary Antibody Species/Dilution 
Application/Manufacturer/Catalogue 
number 

Anti-GAPDH Rabbit Primary antibody for Western Blot 

1:1000 Cell Signaling (#2118) 
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Anti-nucleoprotein (NP) Mouse Primary antibody for Western Blot 

1:1000 Abcam (#ab128193) 

Anti-polymerase basic protein 1 

(PB1) 

Rabbit Primary antibody for Western Blot  

 1:1000 ThermoFischer (# PA5-34914) 

Maackia Amurensis Lectin II Biotinylated  Lectin for Immunofluorescence  

 10µg/ml in FBS free cell 

culture median 

Vector Laboratories (B-1265-1) 

Sambucus Nigra Lectin Biotinylated  Lectin for Immunofluorescence 

 20µg/ml in FBS free cell 

culture median 

Vector Laboratories (B-1305) 

 

Secondary Antibody Origin/Dilution 
Application/Manufacturer/Catalogue 
number 

Anti-goat-HRP Rabbit Secondary antibody for Western Blot 

1:20000 Sigma-Aldrich/Merck (#A5420) 

Anti-mouse-HRP Goat Secondary antibody for Western Blot 

1:20000 Sigma-Aldrich/Merck (#A4416) 

Alexa Fluor™ 488 conjugate Streptavidin For Immunofluorescence 

 1:200 Invitrogen (S11223) 

8.1.5. Enzymes 

Enzyme Manufacturer 

SuperScript III Reverse Transcriptase  

(part of SuperscriptTM III Reverse Transcriptase Kit; ) 

Invitrogen/Life Technologies 

8.1.6. Plasmid and vectors 

Plasmid/Vector Application/Description/Reference 

pHW2000-H7N9-NP 

Expression vector for A/Anhui/1/2013 

(H7N9) NP protein. Generously provided 

by Hans-Dieter Klenk, University of 

Marburg, Marburg, Germany 
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8.1.7. DNA oligonucleotides (qRT-PCR) 

Primer/Gene (m, Mus musculus) Sequence 5’-3’ 

A/Anhui/1/2013 (H7N9)-NP 
Forward: CCTGCTTGTGTGTACGGACT 

Reverse: GGCTGTTTTGAAGCAGACGG 

mTNF-α Forward: CAGAAAGCATGATCCGCGAC 

 Reverse: GGCCATAGAACTGATGAGAGGG 

mMIP-1α Forward: CAGCCAGGTGTCATTTTCCTG 

 Reverse: CTCGATGTGGCTACTTGGCA 

mMIP-1β Forward: AACCTAACCCCGAGCAACAC 

 Reverse: GGGTCAGAGCCCATTGGTG 

mIFN-γ Forward: AGGTCAACAACCCACAGGTC 

 Reverse: GAATCAGCAGCGACTCCTTT 

mIL-1β Forward: GAGCCCATCCTCTGTGACTC 

 Reverse: AGCTCATATGGGTCCGACAG 

mIL-10 Forward: GGTTGCCAAGCCTTATCGGA 

 Reverse: CACCTTGGTCTTGGAGCTTATT 

mIL-6 Forward: CTCCCAACAGACCTGTCTATAC 

 Reverse: GTGCATCATCGTTGTTCATAC 

mEotaxin Forward: GAGCTCCACAGCGCTTCTAT 

 Reverse: GAAGTTGGGATGGAGCCTGG 

mVEGF Forward: TCTGAGAGAGGCCGAAGTCC 

 Reverse: GCGGGGTGCTTTTGTAGACT 

mIL-15 Forward: CGCCCAAAAGACTTGCAGTG 

 Reverse: GGTGGATTCTTTCCTGACCTCT 

mGM-CSF Forward: AAGGTCCTGAGGAGGATGTGG 

 Reverse: GTCTGCACACATGTTAGCTTCTTG 

mYwhaz Forward: CACGCTCCCTAACCTTGCTT 

 Reverse: ATCGTAGAAGCCTGACGTGG 

8.1.8. Narcotics and supplements 

Description Manufacturer 

Forene/Isofluorane (100%) Abbott 

Ketamine (100 mg/ml) WDT 

Sodium chloride (NaCl) (0.9%) B. Braun Melsungen AG 

Xylazine (20 mg/ml) WDT 
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8.1.9. Eukaryotic cell lines 

Cell line Description/Origin/Reference 

LC540 Rat Fischer Leydig cell testicular tumour ATCC 

(CCL 43) 

Madin-Darby Canine Kidney (MDCK) Immortalized canine MDCK cell line (♀) ATCC 

(CCL-34) 

8.1.10. Media and supplements for eukaryotic cell culture 

Medium Composition/Manufacturer  

Bovine serum albumin solution (BSA; 35%, in D-PBS) Sigma-Aldrich/Merck 

Bovine serum albumin (powder, A9418-5G) Sigma-Aldrich/Merck 

Cryoconservation medium FBS 

10% DMSO 

 

Collagenase type 1 (C0130) Sigma-Aldrich/Merck 

Dulbecco’s Modified Eagle’s Medium (DMEM) Sigma-Aldrich/Merck 

Dulbecco’s Modified Eagle’s Medium/F12  

(DMEM/F12, D6434-6X) 

Sigma-Aldrich/Merck 

Dulbecco's Phosphate Buffered Saline  (D-PBS) Sigma-Aldrich/Merck 

Minimum Essential Medium (MEM) Sigma-Aldrich/Merck 

Fetal bovine serum (FBS) superior Biochrom GmbH 

Hanks balanced salt solution (HBSS),  

Ca/Mg-free, 10X (14185045)  

ThermoFischer 

Hanks balanced salt solution (HBSS),  

Ca/Mg-free, 1X (14175053)  

ThermoFischer 

L-Glutamine (200 mM, L-Glu) Sigma-Aldrich/Merck 

Penicillin-Streptomycin (P/S) Sigma-Aldrich/Merck 

Percoll (GE17-0891-01) Sigma/GE Healthcare 

Trypsin from bovine pancreas, TPCK-treated (TPCK trypsin) Sigma-Aldrich/Merck 

Trypsin-EDTA Sigma-Aldrich/Merck 
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Cell growth medium DMEM or MEM (MDCK) 

10% FBS 

1% L-Glutamine 

1% Penicillin & Streptomycin 

 

Inoculation medium  DMEM or MEM (MDCK) 

1% L-Glutamine 

1% Penicillin & Streptomycin 

 

Infection medium (MDCK) MEM 

 
1% L-Glutamine 

 
1% Penicillin & Streptomycin  

 
0.2% BSA 

 
1:1000 TPCK trypsin 

 

Infection medium (LC540) DMEM 

 
1% L-Glutamine 

 
1% Penicillin & Streptomycin 

 
0.2% BSA 

 
1:2000 TPCK trypsin 

 

Modified Eagle  Medium  2x (2x MEM), without Phenol Red Sigma-Aldrich/Merck 

 

Overlay medium for plaque test 2x MEM (2% L-Glu, 2% P/S, 0.4% 

BSA) and 

2.5% Avicel in ddH2O (1:1 mixture) 
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8.1.11. Virus strains 

Virus strain Origin/Description/References 

A/Hamburg/NY1580/09 (H1N1) Sigrid Baumgarte, Institut für Hygiene und 

Umwelt, Hamburg, Germany 

A/Victoria/03/75 (H3N2) A clinical isolate also used in our previous study84  

A/Anhui/1/2013 A clinical isolate (from a 35-year-old women in 

Anhui, China85) kindly provided as a gift from John 

McCauley (National Institute for Medical 

Research, London, UK). 

8.1.12. Experimental animal lines 

Animal line Background Description/Reference 

Mouse (Wide type) C57BL/6J Male mice (10 weeks old) were purchased from 

Envigo RMS Harlan Laboratories (Rossdorf, 

Germany) 

Rat (Wide type)  Male rats (5 months old) raised in house in LIV 

8.1.13. Consumables 

Consumable Manufacturer 

6-well tissue culture plate (standard) Falcon / BD Biosciences 

6-well Poly-L-Lysin coated tissue culture plate Greiner bio-one Cellstar 

12-well tissue culture plate (standard) Greiner bio-one Cellstar 

24-well tissue culture plate (standard) Falcon / BD Biosciences 

96-well conical bottom microwell plate Nunc 

96-well lockwell plate  Nunc 

96-well tissue culture plate (standard) Sarstedt 

Microlance 3 Cannula (25G x 1’’, 0.5x25 mm) BD Microlance 

Microlance 3 Cannula (26G x 3/8’’, 0.45x10 mm) BD Microlance 

Microlance 3 Cannula (27G x ¾’’, 0.4x19 mm) BD Microlance 

Capillary/EDTA tubes for blood collection (200 µl) Kabe Labortechnik GmbH 
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Cell strainer, 70 µm Corning 

Cover glasses (Ø 13 mm, thickness No. 1.5) VWR International 

Cryo vials (1ml) Sarstedt 

Metal beads (Ø 2.0 mm) RETSCH (#22.455.0010) 

Microscope  Slides (Art.Nr.H868) Carl Roth 

Nitrocellulose membrane Hybond-C Extra Amersham Biosciences 

PCR tubes (0.2 ml or 0.5 ml, 8-stripes) Sarstedt 

Petri dishes (100mm) Falcon / BD Biosciences 

Pipette tips, with filter (10, 100, 1000 µl) Sarstedt 

Pipette tips, without filter (100, 100, 1000 µl) Brandt 

Precision wipe tissue Kimtech Science 

Reaction tubes (1.5 ml, 2.0 ml) Sarstedt 

SafeSeal reaction tubes (with screw caps) Sarstedt 

Scalpel BRAUN 

Syringe Omnifix® (1 ml / Luer Lock Solo) B. Braun Melsungen AG 

Syringe Omnifix® (3 ml / Luer Lock Solo) B. Braun Melsungen AG 

Syringe Omnifix® (10 ml / Luer Lock Solo) B. Braun Melsungen AG 

Syringe Omnifix® (20 ml / Luer Lock Solo) B. Braun Melsungen AG 

T25 cell culture flask Falcon / BD Biosciences 

T75 cell culture flask Sarstedt 

Tissue culture dish (100 mm) Falcon / BD Biosciences 

Transfer pipettes (2, 5, 10, 25 ml) Sarstedt 

Tube 15 ml (DNA-, DNase-, RNase-free) Sarstedt 

Tube 50 ml (DNA-, DNase-, RNase-free) Sarstedt 

Whatman paper A. Hartenstein 
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8.1.14. Safety gear 

Safety gear Manufacturer 

Duct tape Extra Universal TESA 

Dräger X-plore® 8000 hoods Dräger 

Dräger X-plore® 8000 powered air-purifying respirator Dräger 

Filter/respirator mask, type 9332 FFP3 ventil 3M 

Gloves Biogel 3M 

Gloves Latex Kimberly-Clark 

Gloves Purple Nitrile Kimberly-Clark 

Lab coat Leiber 

Lab shoes Unisex Suecos 

OP mask Mölnlycke Health Care 

OP Nurse Cap Mölnlycke Health Care 

OP pants (green) Sattelmacher 

Overalls (blue) ProFit 

Safety goggles UVEX 

Shoe covers (blue) Ansell Health Care 

TYVEK® boot covers DuPont 

TYVEK® overalls DuPont 

8.1.15. Laboratory equipment 

Laboratory equipment Manufacturer 

Scale (available for small animal) Kern 

Biological safety cabinet (HeraSafe KS12) Thermo Scientific 

Biological safety cabinet (HeraSafe KS18) Thermo Scientific 

Centrifuge Avanti J-E Beckham Coulter 

Centrifuge 5417R Eppendorf 

Centrifuge Varifuge 3.0R Thermo Scientific 

Cryo conservation container Mr. Frosty Nalgene 

Documentation System ChemiDocTM MP Bio-rad 
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Double door system autoclave (BSL-3 laboratory) MMM 

Electrophoresis system Mini Trans-Blot Cell Bio-Rad 

Gel documentation system Gel Doc XR Bio-Rad 

Gel electrophoresis system Mini-PROTEAN Tetra Cell Bio-Rad 

Gel electrophoresis system Sub-Cell GT (15 x 15 cm) Bio-Rad 

Heraeus temperature-controlled CO2 incubator B6120 Kendro 

Heraeus temperature-controlled CO2 incubator BBD 6220 Thermo Scientific 

Heraeus temperature-controlled CO2 incubator Heracell 150 Thermo Scientific 

Intelli-Mixer (overhead mixer for falcon tubes) NeoLab 

Isoflurane vaporizer UNO 

LightCycler® 96 Roche 

Magnetic stirrer MR3001 (with heating element) Heidolph 

Microliter pipettes Eppendorf Reference (1-10, 10-100, 100-

1000 µl) 

Eppendorf 

Microplate reader Tecan Safire2 Tecan 

Microwave Supratomic M754 Miele 

Mikrotom HM325 Microm 

Mixer mill MM 400 RETSCH 

Multichannel pipettes (8-12 channel; 5-50 µl; 20-200 µl) Brand 

NanoDrop Lite Thermo Scientific 

Neubauer counting chamber, bright light Marienfeld 

Nikon Eclipse 80i upright light microscope, coupled with 

Color Camera Nikon DS-Ri2 

Nikon (Japan) 

Nikon Eclipse Ti-E spinning disc microscope Nikon (Japan) 

Overhead shaker Heidolph 

Paraffin embedding center EG1160 Leica Biosystems 

pH calculation device pHenomenal® VWR 

Pipetus Hirschmann Laborgeräte 

Power Pac HC Power Supply Bio-Rad 

Precision scale Extend ED224S Sartorius 
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Precision scale ExtendED3202S-CW Sartorius 

Quadrupole ion trap orbitrap mass spectrometer Fusion Thermo Scientific 

Roller Mixer SRT9 Stuart 

Shaker MaxQ 6000 Thermo Scientific 

Shaker WT 17 Biometra 

Shaking waterbathSW22 Julabo 

Small centrifuge (1.5 ml reactions tubes) Biozym 

Small centrifuge (PCR tube, 8-stripes) Biozym 

Sonicator UP100H  Heidolph 

Spectrophotometer NanoDrop 1000 Peqlab 

Spectrophotometer Spectronic Genesys 10 Bio Thermo Scientific 

Surgical forceps (organ harvesting of animal experiment) F.S.T. 

Surgical scissors (organ harvesting of animal experiment) F.S.T. 

Thermomixer TMix 220V Analytik Jena 

ThermoMixer® C, including Thermoblock Eppendorf 

Thermostat Precitherm PFV Labora Mannheim 

Tissue infiltration system ASP300  Leica Biosystems 

Transmitted-light microscope Zeiss 

Ultrapure water system Milli Q Aca Millipore 

UPLC system Dionex Ultimate 3000 Thermo Scientific 

Vortex-Mixer 7-2020 neoLab 

8.1.16. Software 

Software Manufacturer/Reference 

Adobe Photoshop CS4 Adobe Systems Inc. 

Adobe Illustrator 2019 Adobe Systems Inc. 

BD FACS DivaTM Software v.8.0.1 BD Biosciences 

GraphPadPrism v.9.4.0 GraphPad Software Inc. 

ImageJ National Center for Biotechnology Information 

LightCycler® 96 software, V 1.1.0.1320 Roche 



46 
 

LinRegPCR (version 2018.0) Academic Medical Center, Amsterdam, the 

Netherlands 

Microsoft Office Microsoft 

Matlab MathWorks 

Mendeley desktop Mendeley 

Nikon NIS-Elements Advanced Research 4.51 Nikon (Japan)  

 

8.2 Methods 

8.2.1.  Ethics statement 

Human Cohort 

The Ethics Committee of the National Institute for Viral Disease Control and Prevention, Center 

for Disease Control and Prevention, China (China CDC) reviewed and approved the sample 

collection from all study subjects, including laboratory-confirmed H7N9 avian influenza cases, 

seasonal influenza cases, close contacts of H7N9 cases, and poultry workers. This study 

obtained informed consents from all participants.  

Animal model 

The animal experiments were conducted in compliance with the regulations of the German 

animal protection law, as approved by the Behörde für Gesundheit und Verbraucherschutz, 

Hamburg, Germany (licensing number: N124/2021, T-2020-11-11). 

8.2.2. Study participants  

As a retrospective study, stored serum or plasma samples collected previously were used 

through the influenza surveillance network in the local Center for Disease Control and 

Prevention (CDC), China. Two study groups were included in this study: 1) H7N9 cases and 

healthy controls (close contacts of H7N9 cases and epidemiologically linked poultry workers); 

2) Seasonal influenza cases (outpatient and hospitalized). This study enrolled individuals who 

were 18 years of age or older and had complete epidemiological information including age, 

sex, illness onset date, sample collection date, outcome, and/or antiviral treatment, as well as 

sufficient amounts of serum or plasma samples. 
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8.2.2.1. Collection of H7N9 cases and healthy controls samples 

Throat swabs were collected and diagnosed for influenza A (H7N9) virus from suspected cases 

with influenza like illness (ILI) in the local CDCs or the Chinese National Influenza Center 

(CNIC) by real-time RT-PCR with specific primers and probes targeting the matrix, H7 and N9 

genes. Once a patient was confirmed with H7N9 influenza virus, an active surveillance was 

initiated under the influenza surveillance network of the local CDC by conducting serum and 

throat swabs collection from patients, their close contacts and poultry worker with direct 

epidemiological link to contaminated environment or poultry for the diagnosis of H7N9 

infection. No H7N9 virus was detected from healthy controls and poultry workers in this study. 

Obtained samples from study participants were kept at -80°C before further analysis. 

8.2.2.2. Collection of seasonal influenza cases samples 

Simultaneous collection of plasma samples (EDTA plasma) and throat swabs was performed 

when patients sought outpatient care or were hospitalized during the 2015-2016 influenza 

season in China. The plasma samples were stored for archiving purposes when seasonal 

influenza virus was detected by real-time RT-PCR. All collected samples were kept at -80°C 

until further analysis. 

8.2.3. Animal experiment 

The experimental procedures involving animals were carried out in accordance with the 

German Animal Welfare Act at the Leibniz Institute for Virology (LIV), Hamburg, Germany. 

Male C57BL/6J mice (10 weeks of age) were obtained from Envigo RMS Harlan Laboratories 

(Rossdorf, Germany). Male rats (5 months old) used for the isolation of primary Leydig cells 

were in house animals in LIV. 

8.2.3.1. Narcosis of mice 

To obtain baseline blood samples before infection, mice were anesthetized with isoflurane 

delivered via a vaporizer. For the infection experiment, mice were anesthetized with a 

combination of ketamine (100 mg kg-1) and xylazine (10 mg kg-1) administered by 

intraperitoneal injection, prepared in a sterile 0.9% sodium chloride solution. The dosage of 

anesthesia was determined based on the weight of each individual animal, using a 1 ml syringe 

and a 26G cannula. 
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8.2.3.2. Infection or treatment of mice 

The mice were intranasally administered with either PBS, 5 mg kg-1 polyinosinic:polycytidylic 

acid (poly (I:C)) or 103 plaque forming units (p.f.u.) of H7N9 influenza A virus (A/Anhui/1/13). 

The mice were intranasally carefully inoculated with 50 µl of the inoculum using a pipette. Virus 

dilution was prepared according to the formula as below. 

 

Infection dose (p. f. u/ml) ∗ Number of animals ∗ 1000

Virus stock titer (p. f. u/ml)
= µl virus stock in x µl PBS 

 

8.2.3.3. Weight loss and survival experiment 

Mice were monitored daily for 6 days after infection. Euthanization of mice was conducted 

when the weight loss reached the humane endpoint (25% weight loss) or for organ harvesting. 

Mice were euthanized by cervical dislocation under isoflurane anesthesia, and organs were 

promptly harvested. To ensure proper disposal, the mouse cadavers were subsequently 

autoclaved. 

8.2.3.4. Bleeding and organ harvesting 

Baseline blood before infection and blood after infection were both collected in this study. In 

accordance with animal welfare regulations, the mice were limited to two blood draws per 

week. To account for this, the mice were divided into three distinct groups for plasma collection. 

Group 1 consisted of pre-infection plasma and plasma collected 1 day post-infection from the 

same animal, Group 2 included pre-infection plasma and plasma collected 3 days post-

infection from the same animal, and Group 3 comprised pre-infection plasma and plasma 

collected 6 days post-infection from the same animal. For the collection of post-infection 

plasma, the animals were administered with isoflurane anesthesia and blood samples were 

collected through the retrobulbar route into EDTA tubes. Blood samples were then centrifuged 

for 10 min at 2000 g, 4°C. For organ harvesting, lungs and testes were collected at each time 

point.  

The left lung was removed into a tube filled up with 4% formalin for histology measurement. 

The right lung was divided into two parts; one part was removed to a tube filled with sterilized 

metal beads for homogenization and another tube filled up with 1 ml RNAprotect® at 4°C in 

order to protect the sample before RNA isolation. For histopathological examination of testes, 

the left testis was immersed in Bouin's solution for 24 h, then washed with 70% ethanol and 

finally embedded in paraffin using conventional techniques. Hematoxylin and eosin were used 
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for the staining of sections. The right testis was divided into two parts for homogenization and 

RNA isolation, respectively. The initial weight of each tissue sample was recorded before 

homogenization. Subsequently, the tissue was homogenized in 1 mL of PBS using a RETSCH 

homogenizer (20 Hz, 10 min), and centrifuged at 6000 x g for 10 min. The supernatant was 

aliquoted and stored at -80°C until further analysis. 

8.2.3.5. Isolation and culture of primary rat Leydig cells 

Two male rats were sacrificed under over dose of CO2 using a vaporizer for harvesting of 

testes.  Decapsulated testical tissues were incubated in a 50 ml falcon tube containing 15 ml 

MEM-BSA (0.1%) with 2.5 mg/ml of collagenase 1 and mixed at the speed of 90 cycles/min in 

the tube rotator for 20 min at 37°C. Then filtrated through using the 70 µm filter for three times 

to new 50 ml falcon tubes. Added 15 ml MEM-BSA (0.1%) and centrifuged at 250 x g for 7 min 

at room temperature (RT). Carefully removed the supernatant and added 10 ml HBSS-BSA 

and resuspended crude Leydig cells. Centrifuge at 250 x g for 7 min at RT. Repeated this step 

once to wash out collagenase 1. Resuspend crude Leydig cell suspension in 8 ml of HBSS-

BSA and filtrated through with the 70 µm filter. Carefully laid 4ml of filtrated Leydig cell 

suspension onto the top of prepared discontinuous Percoll gradient (including 3 ml of 90% 

Percoll, 10 ml of 60% Percoll, 10 ml of 40% Percoll and 5 ml of 20% Percoll). Then centrifuged 

at 800 x g for 20 min at RT. Discarded first two bands and collected the third fraction from the 

top of gradient. Diluted the fraction in 22.5 ml of HBSS-BSA and centrifuged at 350 x g for 10 

min at RT. Washed and centrifuged cells twice with 15 ml culture medium (DMEM/F12, 1% L-

Glu, 1% P/S, 2% FBS) at 350 g for 8 min at RT. Seeded cells in 6 well Poly-L-Lysine coated 

plates at 34°C, 5% CO2 for 48h.  

8.2.4. Cell culture techniques 

8.2.4.1.  Cultivation of eukaryotic cells 

The eukaryotic cell lines were maintained in a temperature-controlled incubator under the 

conditions of 37°C, 5% CO2, and 95% relative humidity (rH). The growth medium for MDCK II 

cells was composed of MEM, supplemented with 10% FBS, 1% L-Glu, and 1% P/S, while that 

for LC540 cells was DMEM, supplemented with 10% FBS, 1% L-Glu, and 1% P/S. To ensure 

the absence of Mycoplasma spp contamination, regular testing of all cell lines was performed 

using the Venor®GeM Classic Mycoplasma PCR Detection Kit (Minerva Biolabs GmbH) 

following the manufacturer’s instructions. 
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8.2.4.2. Cryopreservation and thawing of eukaryotic cells 

Eukaryotic cell lines were cryopreserved in liquid nitrogen for long-term storage. To prepare 

cryopreserved stocks, a confluent flask (70-90% confluency) was trypsinized and centrifuged 

at 1000 x g for 5 minutes at room temperature. The cell pellet was then resuspended in 10% 

dimethyl sulfoxide (DMSO) solution (in fetal bovine serum) and aliquoted into 1 ml cryovials. 

The cryovials were stored in cryopreservation containers at -80°C for at least 24 hours before 

transferring them to liquid nitrogen for long-term storage. To re-cultivate the frozen cells, 

cryovials were thawed quickly in a 37°C water bath, followed by a washing step in growth 

medium (1 ml of cells added into 9 ml growth medium) to remove residual DMSO 

(centrifugation: 300 x g, 5 min). The pellet was then resuspended in growth medium and 

seeded into T25 cell culture flasks and further incubated at 37°C, 5% CO2, 95% rH. 

8.2.4.3. Mycoplasma spp detection 

It was routinely screened all eukaryotic cell lines used in this research for the presence of 

mycoplasma spp contamination using the Venor®GeM Classic Mycoplasma PCR Detection 

Kit (Minerva Biolabs GmbH) following the manufacturer's protocol. 

8.2.5. Nucleic acid techniques 

8.2.5.1. Extraction of total RNA from murine tissues 

Total RNA was extracted from murine lung and testis tissues that had been preserved in 

RNAprotect® solution. The tissues were placed into sterile 2 ml tubes containing 4-6 metal 

beads (Ø 2 mm), and 1 ml of Trizol reagent was added to each tube. The tissue was then 

homogenized for 10 min at 30 Hz in a Mixer RETSCH. After centrifugation at 12000 x g for 15 

min at 4°C, the upper aqueous phase was collected and transferred to spin-filter D. RNA 

extraction was carried out using the innuPrep RNA Mini Kit (Analytik Jena) with slight 

modifications according to the manufacturer's instructions. After a washing step with HS buffer, 

a DNase I treatment (RNase-Free DNase Set; Qiagen) was performed to digest genomic DNA. 

For this purpose, 10 µl DNase I was diluted in 70 µl RDD buffer per sample and applied to the 

columns. The columns were then washed with 500 µl HS buffer. The isolated RNA was eluted 

with 30 µl RNase-free ddH2O containing 1 U/µl Ribolock RNase Inhibitor, and the RNA 

concentration was measured on NanoDrop Lite. The RNA samples were stored at -80°C until 

further analyses. 
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8.2.5.2. Quantitative real-time reverse transcription PCR (qRT-PCR) 

This study utilized a two-step quantitative reverse transcription polymerase chain reaction 

(qRT-PCR) technique to measure the expression levels of inflammatory genes or viral RNA in 

testis tissue from mice experiment. Initially, isolated total RNAs were subjected to a reverse 

transcription reaction using a random nonamer (p9) primer mix (GeneLink) to generate a pool 

of complementary DNA (cDNA). Next, specific primer pairs were used to quantify the 

expression levels of target genes in 96-well plates using the SYBR Green reagent (Roche) and 

the LightCycler® 96 system (Roche). Murine tyrosine 3-monooxygenase/tryptophan 5-

monooxygenase activation protein, zeta polypeptide (Ywhaz) expression was used as a 

reference and quantified using specific primers. The quantitative RT-PCR data was analyzed 

using the linear regression method with the help of LinRegPCR software. To quantify viral RNA 

in testes, the standard curve was generated by analyzing serial dilutions of NheI-linearized 

pHW2000-H7N9-NP vector construct. More details on cDNA synthesis and quantitative 

amplification reaction can be found in Table 2 and Table 3, respectively. 

Table 2. RT reaction for cDNA synthesis. 

Component Volume (µl)/Amount (µg) 

ddH2O ad 13 µl 

Primer (p(dN)9) [50 µM] 1 µl 

dNTPs, 10 mM 1 µl 

RNA Template  1 µg 

Total 13 µl 

PCR Cycling 65°C, 5 min 

First Strand Buffer (5x) 4 µl 

DTT, 0.1 M 1 µl 

Ribolock RNAse Inhibitor 1 µl 

Superscript III RT, 200 U/µl 1 µl 

Total 20 µl 
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PCR Cycling 

25°C, 5 min 

55°C, 60 min 

70°C, 15 min  

 

Table 3. Setup of quantitative amplification reaction using SYBR Green reagent. 

Component / PCR Cycling Volume (µl) 

ddH2O 7.4  

Primer forward (20 µM) 0.3  

Primer reverse (20 µM) 0.3  

Fast Start Essential Green Master (2x) 10.0  

cDNA template 2.0  

Total 20  

 

 

 

PCR Cycling 

95°C, 5 min 

95°C, 15 sec 

65°C, 10 sec       45 cycles 

72°C, 20 sec  

95°C, 1 sec 

37°C, 120 sec 

8.2.6. Protein biochemical techniques 

8.2.6.1. SDS-PAGE and Western blot 

SDS polyacrylamide gel electrophoresis (SDS-PAGE) and Western blot (WB) were conducted 

using standard procedures. Briefly, SDS gels were prepared and stored at 4°C for 2-3 days or 

prepared just before use (refer to Table 4 for details). Mini-PROTEAN Tetra Cell system (Bio-

Rad) was used for gel electrophoresis, and 10-15 µl of cell lysates and 2 µl of Precision 

PlusProteinTM Dual Core Standard (Bio-Rad) were loaded onto the gel as a marker. 

Electrophoresis was carried out for 1.5 - 2 h at 70 to 125 V. Mini Trans-Blot Cell (Bio-Rad) was 

used for Western blotting at 250 mA for 70 min. The membrane was blocked for 1 h with 

blocking solution (3 % BSA in PBS-T) at room temperature (RT) and incubated with primary 
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antibodies overnight at 4°C. The membrane was then incubated with secondary antibodies for 

1 to 1.5 h at RT. Membranes were washed with washing buffer (1 x PBS-T) for at least 30 min 

between each antibody incubation step and before the final detection. SuperSignal West 

Femto Chemiluminescent Substrate (Thermo Scientific) and ChemiDocTM MP imaging 

system (Bio-rad) were used for detection according to the manufacturer's instructions. 

Table 4. Preparation of SDS gels (4x). 

Compound Resolving gel (10%) Stacking gel (4%) 

ddH2O 7.9 ml 6.8 ml 

Resolving gel buffer (4x) 5 ml - 

Stacking gel buffer (4x) - 1.25 ml 

SDS (10 %) 200 µl 100 µl 

Rotiphorese Gel 30 6.7 ml 1.7 ml 

TEMED 8 µl 10 µl 

APS (10 %) 200 µl 100 µl 

Total 20 ml 10 ml 

8.2.6.2. Sex hormone quantification  

For human cohorts, the levels of estradiol (17β-estradiol, E2) and testosterone were quantified 

in serum samples from H7N9 patients, close contacts, and poultry workers using the Beckman 

Coulter DxI 800 Access Immunoassay System. The measurements were performed at the 

clinical laboratory of the Sino-Japan Friendship Hospital located in Beijing, China. The 

Beckman Coulter DxI 800 Access Immunoassay System, which utilizes a chemiluminescent 

immunoassay with paramagnetic particles, was used to quantitatively determine total estradiol 

and testosterone levels, including both bound and unbound forms. Specifically, the Access 

Estradiol Assay (REF 33540, BECKMAN COULTER) and Access Testosterone Assay (REF 

33560, BECKMAN COULTER) were used for this purpose. Since the Access Immunoassay 

System is only available for serum samples, the study measured plasma (EDTA-plasma) 

samples collected from seasonal influenza patients in house by using commercial Enzyme-

Linked Immunosorbent Assay (ELISA) kits. In brief, the study used Abcam’s 17β-Estradiol (ab 

108667) and Testosterone (ab 174569) kits, which do not show cross-reaction with EDTA. This 

study utilized Abcam's SHBG (ab 260070) and free testosterone (ab 178663) ELISA kits to 

determine the levels of sex hormone binding globulin (SHBG) and free testosterone in all H7N9 

and seasonal influenza patients. 



54 
 

The testosterone, free testosterone, and estradiol concentrations were converted to SI units 

(nmol/L or pmol/L). The conversion was done automatically by the measurement platform or 

manually using the following formulas: for testosterone values (ng/mL) or free testosterone 

(pg/mL), the values were multiplied by a factor of 3.467; for estradiol values (pg/mL), the values 

were multiplied by a factor of 3.671, as per the manufacturer's instructions. To determine the 

total concentration of estradiol (17β-estradiol) and testosterone in murine samples, the study 

employed an enzyme immunoassay kit (DetectX, Arbor Assay) using plasma samples that had 

been extracted with diethyl ether 

8.2.6.3. Cytokine and chemokine quantification 

For human cohorts, the study used the Luminex bead based multiplex assay using a human 

cytokine/chemokine magnetic bead panel (HCYTOMAG-60K, Millipore, USA) to access 

cytokines and chemokines from serum or plasma samples collected from both H7N9 and 

seasonal influenza cases according to manufacturer’s instruction. The panel includes 29 

inflammatory biomarkers (EGF, Eotaxin, G-CSF, GM-CSF, IFN-α2, IFN-γ, IL-10, IL12-P40, 

IL12-P70, IL-13, IL-15, IL-17A, IL-1RA, IL-1α, IL-1β, IL-2, IL-3, IL-4, IL-5, IL-6, IL-7, IL-8, IP10, 

MCP-1, MIP-1α, MIP-1β, TNF-α, TNF-β, VEGF). And a smaller panel including 21 selected 

cytokines and chemokines showing significant differences in H7N9 cases (GM-CSF, IFN-α2, 

IFN-γ, IL-10, IL12-P40, IL12-P70, IL-13, IL-17A, IL-1RA, IL-1α, IL-1β, IL-5, IL-6, IL-7, IL-8, 

IP10, MCP-1, MIP-1α, MIP-1β, TNF-α, TNF-β) was selected to be measured among control 

groups including H7N9 close contacts and poultry workers.  

In mice experiment, pulmonary cytokine and chemokines response were analyzed for Eotaxin, 

G-CSF, GM-CSF, IFN-γ, IL-1β, IL-2, IL-3, IL-4, IL-5, IL-6, IL-10, MCP-1, MIP-1α, MIP-1β, TNF-

α, IL-15, and VEGF by using Bio-Plex Pro Mouse Cytokine kits (Bio-rad).  

For cytokines and chemokines that were not detectable (i.e., below the limit of detection) in all 

groups, a value of 0.1 was assigned for the purpose of analysis. 

8.2.7. Virological techniques 

8.2.7.1. Infection of eukaryotic cells with influenza A virus 

The study aimed to evaluate the replicative fitness of influenza A viruses in specific cellular 

conditions by conducting growth kinetics for 72 hours. In preparation for the infection, LC540 

cell line was seeded in Poly-L-Lysin coated 6-well plates. To initiate the infection, cells were 

washed with PBS and then inoculated with virus stock diluted to an MOI of 1.0 in 500 µl of 

inoculation medium. The required amount of virus was calculated using the following formula: 
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MOI ∗ Inoculation volume [x µl] ∗ Number of cells

Virus stock titer
= µl virus stock in x µl inoculation medium 

Viral particles were attached to the cells by incubation at 37°C, 5% CO2 for 30 minutes, after 

which the inoculation medium was removed and the cells were thoroughly washed three times 

with acidic PBS (pH 5.5) and once with normal cell culture PBS. Subsequently, added 3 ml 

infection medium containing TPCK-treated trypsin (1:2000 dilution) to each well. Cell culture 

supernatants (200 µl /well) were collected at 0h, 24h, 48h and 72h p.i and stored at -80°C. The 

viral titers were determined using a plaque assay on MDCK cells, as described below. 

8.2.7.2. Determination of viral titers by plague assay 

Herein, this study performed 10-fold serial dilutions of cell culture supernatants or tissue 

homogenates in PBS. For determination of the viral titer, seeded MDCK cells in 12-well plates 

three days before the titration (1:6 diluted from confluent T75 flasks). The cell culture 

supernatants or tissue homogenates were diluted in 10-fold serial dilutions and incubated with 

MDCK cells for 30 minutes at 37°C, 5% CO2 with overlay medium to determine their titers. 

After 72 hours p.i., cells were rinsed with 1x PBS, fixed using 4% paraformaldehyde, and the 

formation of plaques was detected by staining with crystal violet. Table 5 shows an overview 

of the plague assay parameters is provided based on the corresponding well format utilized. 

Viral titers from tissue homogenates were normalized by dividing with sample weight 

accordingly. 

Table 5. Parameters of plague assay in different multi-well formats. 

Plate 
format 

Seeding volume 
of MDCK per well 

Inoculation volume 
of virus per well 

Overlay medium 
per well 

4% PFA volume 
per well 

6-well 
plate 

3.0 ml 333 µl 3.0 ml 1.5 ml 

12-well 
plate 

1.5 ml 150 µl 1.5 ml 1.0 ml 

24-well 
plate 

1.0 ml 100 µl 1.0 ml 0.5 ml 

 

Number of plaques ∗ Dilution factor ∗ 1000

Inoculation volume
= virus titer in PFU/ml 
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8.2.8. Histology techniques 

All histological procedures were performed by collaborating partners in the Institute for 

Anatomy and Cell Biology, Justus-Liebig University of Gießen, Germany. After fixing the 

samples in Bouin for 24 h, they were washed with 70% ethanol and then embedded in paraffin 

using standard protocols. Light microscopy was used to evaluate hematoxylin and eosin (HE) 

stained paraffin sections from tissue fixed in Bouin. 

8.2.9. Microscopy techniques 

Expression of α2,3- and α2,6-linked sialic acid (SA) influenza receptors in rodent LC540 Leydig 

cells was analyzed by immunostaining and confocal fluorescence microscopy. Briefly, 0.1X105 

cells/well of LC540 cells were seeded in Poly-L-Lysine coated 24-well plates with cover slips 

(2 ml/well) at 37°C, 5% CO2 for 24 h. Cells were incubated at 4°C for 10 min and washed once 

with cold cell culture D-PBS. 20 µg/ml of biotinylated Maackia Amurensis Lectin II (α2,3-SA) 

or biotinylated Sambucus Nigra Lectin II (α2,6-SA) prepared with cold FBS free cell culture 

media were added accordingly to each well (150 µl/well) and incubate for 30 min at 4°C. After 

two washing steps with cold cell culture D-PBS (5 min each), cells were fixed with 4% PFA for 

30 min at 4°C, followed by permeabilization using 0.1% Triton-X-100 (in cell culture D-PBS) 

for 20 min at RT. After two washing steps with cold cell culture D-PBS (5 min each), 5 µg/ml 

of streptavidin (Alexa FluorTM 488 conjugate) including 1:1000 diluted Hoechst 33342 reagent 

was added together to all wells and incubate at RT for 15 min. The stained cells were washed 

2 times with cell culture D-PBS. Cover slips were transferred carefully to flumont G covered 

slide and dried overnight at RT for further analysis using confocal fluorescence microscopy. 

Quantification of receptor expression was performed by programing script in Matlab.  

8.2.10. Statistical analysis 

To compare two groups (paired or unpaired, two-tailed), we used the non-parametric Mann-

Whitney test or t-test, and for comparison among three groups (unpaired, two-tailed), we 

employed the non-parametric Kruskal-Wallis test or one-way ANOVA. Non-normally 

distributed values were converted to their natural logarithmic form (Ln) to enable linear 

regression analysis for quantitative analysis. Since the study was exploratory in nature, no 

correction for multiple hypotheses was applied. The p-values of the statistical tests were 

utilized as exploratory indicators, with significance levels indicated as follows:* p < 0.05, 

** p < 0.01, *** p < 0.001, **** p < 0.0001. The statistical analyses were performed using 

GraphPad Prism 9.0.1 (GraphPad Software, Inc.), SAS®, version 9.4 TS level 1M5 (SAS 

Institute Inc., Cary, NC, United States) and IBM® SPSS® Statistics 27.  
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9 Results 

9.1 Characteristics and demographics of study subjects 

The study participants consist of two groups: one is the main study subjects including 

individuals diagnosed with H7N9, close contacts of H7N9 patients and poultry workers who 

tested negative for H7N9; the secondary study subjects were outpatients or hospitalized 

caused by seasonal influenza viruses (Table 6). A total of 369 subjects were included in this 

study, which were subdivided in those aged 18-49 years old (yrs) (reproductive age) and ≥50 

years old (yrs)(post reproductive age). The median age of H7N9 cases in both groups is 42 

yrs and 61 yrs, respectively. Consistent with  previous findings from five epidemic waves of 

H7N9 infections in China69, the number of males subjects also accounted for over 70% of all 

included H7N9 patients in this study.  The median age and proportion of male subjects in H7N9 

healthy controls (close contacts and poultry workers) were similar with H7N9 cases for both 

age groups (Table 6). For enrolled seasonal influenza cases, the study also found the higher 

proportion of males in hospitalized patients for both young and elderly. H7N9 patients were 

mostly enrolled at their acute phases after illness onset for both age groups (18-49 yrs: 6.5 

days, ≥50 yrs: 7.5 days) (Supplemental Table 1). Over 80% of H7N9 cases have received 

antiviral treatment during their hospitalization. Most of them were from southern China and 

identified from the fifth epidemic during 2017, which was reported with the highest number of 

laboratory-confirmed H7N9 cases among all epidemics69.  

Table 6. Demographics of study participants. 

Age 
group 

Study participants 
(n=369) 

Age (years) Sex (%) 

Median  Q1-Q3 Male Female 

18-49 
years H7N9 cases (n=44) 42 34-46 33 (75%) 11 (25%) 

 H7N9 negative close contacts (n=40) 35 27-41.3 29 (73%) 11 (27%) 

 H7N9 negative poultry workers (n=43) 41 36-46.5 32 (74%) 11 (26%) 

 Seasonal influenza outpatient (n=28) 26.5 23.3-32.8 16 (57%) 12 (43%) 

 Seasonal influenza hospitalized (n=15) 35 30-45 11(73%) 4 (27%) 

≥50 
years H7N9 cases (n=54) 61 56-67 38 (70%) 16 (30%) 

 H7N9 negative close contacts (n=31) 62 54-70.5 16 (52%) 15 (48%) 

 H7N9 negative poultry workers  (n=65) 55 53-62 45 (69%) 20 (31%) 

 Seasonal influenza outpatient (n=25) 61 56-67 12 (48%) 13 (52%) 

  Seasonal influenza hospitalized (n=24) 72 63-77 14 (58%) 10 (42%) 

Data are median (25 th quartile-75th quartile, Q1-Q3) or n (%). Subjects with available testosterone or 

estradiol levels were included for final analysis. 
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9.2 Sex difference of dysregulation of sex hormones and 

inflammatory response in H7N9 influenza cases  

9.2.1. H7N9 infection is associated with testosterone reduction in men 

Firstly, the study measured testosterone levels from all study groups in order to investigate the 

contribution of sex hormones to the male predominance in H7N9 infections. In men of both 

age groups, the median levels of total testosterone from H7N9-nagetive poultry workers and 

H7N9-negative close contacts were all within the reference range reported from Chinese men86 

(Figure 11a). However in H7N9 male patients, the levels of circulating total testosterone were 

significantly reduced compared to healthy poultry workers and their close contacts in both age 

groups (18-49 yrs: p<0.0001, p<0.0001, ≥50 yrs: p<0.0001, p=0.0117) (Figure 11a). 

Furthermore, within men aged 18-49 yrs old, individuals with lower total testosterone levels 

towards to a higher risk of fatal outcome during the development of H7N9 infection compared 

to eventually survived patients (p=0.0399) (Figure 11b). However, this was not observed in 

older H7N9 male patients. To furtherly evaluate whether the infection has greater androgenic 

effects, the study also evaluated concentrations of free testosterone and the sex hormone 

binding globulin (SHBG) to understand the relationship between total testosterone and 

potential androgenic activity. The median levels of free testosterone in H7N9 male patients of 

both ages were under the lower reference limit referring to the manufacturer’s instruction 

(Supplementary Figure 1a) which is consistent with the reduced total testosterone levels. 

Unlike total testosterone levels, we could not observe a significant difference of free 

testosterone between male H7N9 deaths and survivals. On the other hand, SHBG levels in 

H7N9 infected males of both ages were all within normal reference range86 (Supplementary 

Figure 1b) and showed no difference between deaths and survivals. This further indicated that 

the lack of observed correlation between total testosterone and H7N9 related mortality in males 

aged 50 yrs and over was not influenced by SHBG levels, which usually increases with aging 

in some men (Figure 11b).  

In female H7N9 study subjects, total testosterone levels were all within reference range in 

general and showed comparable levels to healthy control groups (Figure 11c). Albeit, there is 

a tendency of elevated testosterone levels in fatal H7N9 cases compared to those who 

survived in both age groups (Figure 11d). Consistent with total testosterone, the median level 

of free testosterone were within normal reference range and a tendency of slightly higher levels 

of free testosterone were observed in deaths (Supplementary Figure 1c). The SHBG levels 

in female H7N9 patients were also within normal reference range without significant difference 

among the assessed groups (Supplementary Figure 1d).  

The study took seasonal influenza patients as another study cohort in order to access whether 

sex hormones correlate with disease severity that caused by the virus circulating widely in 
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humans. Similar with H7N9 male patients, total testosterone levels of men infected with 

seasonal H1N1 or H3N2 influenza virus were lower in hospitalized cases compared to 

outpatients, particularly in those aged of 18-49 yrs (p=0.0128) (Figure 11e). Furthermore, free 

testosterone levels were distributed at the lower limit of reference range in all seasonal 

influenza infected patients (Supplementary Figure 1e), whereas the levels of SHBG were 

inside the reference range86 (Supplementary Figure 1f). For women infected with seasonal 

influenza viruses, total testosterone levels showed with a slightly tendency towards elevation 

in those who were hospitalized compared to outpatients but without significant difference 

(Figure 11f). The concentrations of free testosterone were inside reference range in all female 

cases, albeit hospitalized women aged over 50 yrs showed higher levels in comparison with 

outpatients (p=0.002) (Supplementary Figure 1g). The concentrations of SHBG were inside 

normal reference range among all females of both age groups (Supplementary Figure 1h). 

Taken together, these data indicate that H7N9 infections is associated with reduction of total 

and free testosterone levels in males of both reproductive and post-reproductive ages. 

Furthermore, the data support the hypothesis that lower levels of total testosterone in 18-49 

yrs old males is associated with their fatal outcome.  
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Figure 11. Testosterone levels in H7N9 infected patients compared to control groups. 

(a) Total testosterone expression levels were measured in sera from H7N9 IAV-infected male patients 

(18-49 yrs: n=33, ≥50 yrs: n=38) and compared to male controls as follows: i) H7N9-negative poultry 

workers (18-49 yrs: n=32, ≥50 yrs: n=45) and ii) H7N9-negative close contacts (18-49 yrs: n=29, ≥50 

yrs: n=16); (b) Total testosterone expression levels in H7N9-infected male patients were compared in 

dependency of disease outcome (18-49 yrs survival/death: n=18/15, ≥50 yrs survival/death: n=27/11); 

(c) Total testosterone expression levels were measured in sera from H7N9 IAV-infected female patients 
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(18-49 yrs: n=10, ≥50 yrs: n=16) and compared to female control groups as follows: i) H7N9-negative 

poultry workers (18-49 yrs: n=11, ≥50 yrs: n=20) and ii) H7N9-negative close contacts (18-49 yrs: n=11, 

≥50 yrs: n=15). (d) Total testosterone expression levels in H7N9 IAV-infected female patients were 

compared in dependency of disease outcome (18-49 yrs survival/death: n=4/6, ≥50 yrs survival/death: 

n=10/6); (e, f) Total testosterone expression levels were measured in the plasma from seasonal 

influenza-infected male (18-49 yrs outpatient/hospitalized: n=15/11, ≥50 yrs outpatient/hospitalized: 

n=12/14) (e) and female patients (18-49 yrs outpatient/hospitalized: n=12/4, ≥50 yrs 

outpatient/hospitalized: n=13/10) (f) and compared in dependency of disease severity (outpatient vs. 

hospitalized).(a, c) The age-specific reference range of testosterone in Chinese men and women was 

added as dotted lines in a and c (no age difference in testosterone in Chinese men)86. (a-f) Data are 

presented as Box-and-whisker plots (Tukey). The horizontal line in each box represents the median 

value. The 25th-75th percentiles represent the endpoints of the box. The whiskers stretch to the lowest 

and highest values within 1.5 times the interquartile range (IQR) from the 25th-75th percentiles. Dots 

represent outliers according to Tukey’s definition. Unpaired, two-tailed nonparametric analysis (Mann‒

Whitney test) was used for comparisons between two groups (b, d, e, f). The Kruskal‒Wallis test (a, c) 

was used for comparisons among the three groups. P values were classified into four groups: * p < 0.05, 

** p < 0.01, *** p < 0.001, **** p < 0.0001 (adapted from my publication87).  

9.2.2. H7N9 infection does not show association with altered estradiol levels in 

men 

Secondly, the study evaluated the levels of estradiol, which is another significant sex hormone, 

among all study subjects. Among males, estradiol levels were all within the normal reference 

range and the study did not observed significant alterations among H7N9 patients and controls 

including close contacts and poultry workers in both age groups (Figure 12a). However, some 

H7N9 male patients displayed increased levels of estradiol than healthy controls. Consistently, 

several H7N9 fatal cases showed elevated trend of estradiol levels in comparison to survivals 

(Figure 12b). In women, estradiol levels of all younger subjects were within normal reference 

range and showed no difference among groups, whereas the elderly showed elevated estradiol 

levels in comparison to healthy close contacts of H7N9 patients (p=0.0006) (Figure 12c). 

Nevertheless, the study could not observe the association between elevated estradiol levels 

and fatal outcome, albeit tendency of increased estradiol levels was observed in some women 

(Figure 12d).  

Among male patients infected with seasonal influenza viruses, levels of estradiol were not 

altered between outpatients and those being hospitalized, albeit again some hospitalized 

individuals presented induced estradiol levels (Figure 12e). For women with seasonal 

influenza infections, estradiol levels showed no difference between outpatients and 

hospitalized patients (Figure 12f).   
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Overall, no correlation was observed between H7N9 infections and changes in levels of 

estradiol from men, whereas H7N9 infections in women aged 50 yrs and above is linked with 

induced levels of estradiol. However, the increased estradiol is not associated with fatal 

outcome; the role of estradiol in disease severity in women needs further investigations.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. Estradiol levels in H7N9 infected patients compared to control cohorts. 

(a) Estradiol levels were measured in sera from H7N9 IAV-infected males (18-49 yrs: n=32, ≥50 yrs: 

n=27) and compared to male control groups as follows: i) H7N9-negative poultry workers (18-49 yrs: 
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n=15, ≥50 yrs: n=19) and ii) H7N9-negative close contacts (18-49 yrs: n=29, ≥50 yrs: n=16); (b) Estradiol 

levels in H7N9 IAV-infected male patients were compared in dependency of disease outcome (18-49 

yrs survival/death: n=18/14, ≥50 yrs survival/death: n=17/10); (c) Estradiol levels were measured in sera 

from H7N9 IAV-infected females (18-49 yrs: n=9, ≥50 yrs: n=12) and compared to female control groups 

as follows: i) H7N9-negative poultry workers (18-49 yrs: n=8, ≥50 yrs: n=4) and ii) H7N9-negative close 

contacts (18-49 yrs: n=11, ≥50 yrs: n=15). (d) Estradiol levels in H7N9 IAV-infected female patients were 

compared in dependency on disease outcome (18-49 yrs survival/death: n=3/6, ≥50 yrs survival/death: 

n=6/6). (e, f) Estradiol levels were measured in plasma from seasonal influenza-infected male (18-49 

yrs outpatient/hospitalized: n=16/11, ≥50 yrs outpatient/hospitalized: n=12/14) (e) and female patients 

(18-49 yrs outpatient/hospitalized: n=12/4, ≥50 yrs outpatient/hospitalized: n=13/10) (f) and are 

compared in dependency of disease outcome (outpatient vs. hospitalization). The age-specific reference 

range of estradiol in Chinese men and women was added as dotted lines in a and c (no age difference 

in estradiol in Chinese men)88. (a-f) Data are presented as Box-and-whisker plots (Tukey). The 

horizontal line in each box represents the median value. The 25th-75th percentiles represent the 

endpoints of the box. The whiskers stretch to the lowest and highest values within 1.5 times the 

interquartile range (IQR) from the 25th-75th percentiles. Dots represent outliers according to Tukey’s 

definition. Unpaired, two-tailed non-parametric analysis (Mann-Whitney test) was used for comparisons 

between two groups. The Kruskal-Wallis test was used for comparisons among the three groups. P 

values were classified into four groups: * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001 (adapted 

from my publication87).  

9.2.3. H7N9 male patients with elevated inflammatory cytokine and chemokine 

have higher risk of mortality. 

‘Cytokine storms’ is one major contributor to disease severity in influenza infections89,90. 

However, analysis of inflammatory response by sex is still lacking. Furthermore, it is known 

that the sex hormone receptors are widely expressed in immune cells, and the intricate 

interplay between sex hormones and cytokines/chemokines, along with their interactive 

regulatory mechanisms, can significantly affect crucial immune pathways91. Therefore, the 

study evaluated the dysregulation of inflammatory markers in H7N9-infected or seasonal 

influenza-infected male and female patients independency of disease outcome.  

In both sexes, H7N9 infection induced significantly higher level of cytokines/chemokines (such 

as IL-6, TNF-α, IFN-γ, IP-10, MCP-1, etc) comparing with healthy poultry workers and their 

close contacts (Supplementary Figure 2), which is consistent the observed ‘cytokine storms’ 

observed in H7N9 patients from previous studies92,93. Furthermore, the study found the 

distribution of dysregulated inflammatory markers were different between sexes and several 

of inflammatory markers were related to lethal outcome. In H7N9 male patients, the study 

observed induced levels of inflammatory markers including G-CSF (18-49 yrs: p=0.0364), GM-

CSF (≥50 yrs: p=0.0438), IL-8 (18-49 yrs: p=0.0021, ≥50 yrs: p=0.0381), IL-10 (≥50 yrs: 
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p=0.0300), IL-15 (18-49 yrs: p<0.0001, ≥50 yrs: p=0.0322), MCP-1 (≥50 yrs: p=0.0116) and 

TNF-α (18-49 yrs: p=0.0182) were related with deaths (Figure 13a-g). However, the study 

could not observe the association in those inflammatory markers in H7N9-infected females 

(Figure 13h-n). Conversely, the declined levels of Eotaxin (18-49 yrs: p=0.0061) and induced 

levels of MIP-1ß (18-49 yrs: p=0.0121, ≥50 yrs: p=0.0216) and EGF (≥50 yrs: p=0.0405) were 

related with lethal outcome in women other than men (Figure 13o-t). 

For males infected with seasonal H1N1/H3N2 influenza virus, the study found induced 

expressions of IL-8 (18-49 yrs: p<0.0001, ≥50 yrs: p=0.0111), MIP-1α (18-49 yrs: p=0.0346), 

IL-7 (18-49 yrs: p=0.0338), IL-15 (18-49 yrs: p=0.0291), EGF (18-49 yrs: p=0.0390), VEGF 

(18-49 yrs: p=0.0145) and IFN-α2 (≥50 yrs: p=0.0102) were related to the need for 

hospitalization which were not observed in women except for IL 8 (18-49 yrs: p=0.0148, ≥50 

yrs: p=0.0042) (Figure 14a-n). On the other hand, reduction of IFN-γ (≥50 yrs: p=0.0202) and 

MIP-1ß (≥50 yrs: p=0.0137) were related to hospitalized women but not men (Figure 14o-r). 

These findings show that H7N9 infection induced hypercytokinemia in both sexes but 

stimulated with different magnitude of inflammatory markers in males and females. In H7N9 

male patients, cytokines/chemokines involved in monocyte and granulocyte pathways are 

more strongly related to negative prognosis compared to females, and this tendency is 

observed in seasonal influenza-infected males. Herein, unlike female cases either infected 

with H7N9 or seasonal influenza viruses, excessively expressed cytokines and chemokines 

such as G-CSF, GM-CSF, IL-10, MCP-1, TNF-α and especially IL-15 are related to deaths in 

H7N9 male patients.  
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Figure 13. Cytokine and chemokine profiles in H7N9 infected patients in dependency of disease 
outcome.   

(a-t) Shown are the expression levels of cytokines and chemokines in the sera of H7N9 IAV-infected 

males (18-49 years survival/death: n=18/15, ≥50 years survival/death: n=27/11) and female patients 
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(18-49 years survival/death: n=4/7, ≥50 years survival/death: n=10/6) who either survived or succumbed 

to the infection. The measurement was performed using a multiplex immunoassay. 

Cytokines/chemokines considerably dysregulated in males include: G-CSF (granulocyte colony-

stimulating factor; a), GM-CSF (granulocyte-macrophage colony-stimulating factor; b), IL-8 (interleukin 

8; c), IL-10 (interleukin 10; d), IL-15 (interleukin 15; e), MCP-1/CCL2 (monocyte chemoattractant protein 

1; f), and TNF-α (tumor necrosis factor alpha; g). The same cytokines and chemokines were not altered 

in female H7N9 patients between both groups (h-n). Cytokines/chemokines considerably dysregulated 

in females include: Eotaxin (r), MIP-1β/CCL4 (macrophage inflammatory protein 1 beta; p), and EGF 

(epidermal growth factor; t). These cytokines were not significantly altered in males between both groups 

(o-q). Data are presented as Box-and-whisker plots (Tukey). The horizontal line in each box represents 

the median value. The 25th-75th percentiles represent the endpoints of the box. The whiskers stretch 

to the lowest and highest values within 1.5 times the interquartile range (IQR) from the 25th-75th 

percentiles. Dots represent outliers according to Tukey’s definition. Unpaired, two-tailed non-parametric 

analysis (Mann-Whitney test) was used for comparisons between two groups. The Kruskal-Wallis test 

was used for comparisons among the three groups. P values were classified into four groups: * p < 0.05, 

** p < 0.01, *** p < 0.001, **** p < 0.0001 (adapted from my publication87).  
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Figure 14. Cytokine and chemokine profiles in seasonal H1N1/H3N2 influenza patients in 
dependency of disease outcome.  
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(a-r) Shown are the expression levels of cytokines and chemokines in the plasma from seasonal 

influenza outpatients and hospitalized patients, each divided into two age groups: 18-49 yrs (male 

outpatient/hospitalized: n=16/11, female outpatient/hospitalized: n=12/4) and ≥50 yrs (male 

outpatient/hospitalized: n=12/14, female outpatient/hospitalized: n=13/10). The measurement was 

carried out using a multiplex immunoassay. Cytokines/chemokines considerably dysregulated in either 

or both sexes include: IL-8 (interleukin 8; a, h), MIP-1α/CCL3 (macrophage inflammatory protein 1 alpha; 

b, i), IL-7 (interleukin 7; c, j), IL-15 (interleukin 15; d, k), EGF (epidermal growth factor; e, l), VEGF 

(vascular epidermal growth factor; f, m), IFN-α2 (interferon alpha 2; g, n), IFN-γ (interferon gamma; o, 

q), and MIP-1β/CCL4 (macrophage inflammatory protein 1 beta; p, r). Data are presented as Box-and-

whisker plots (Tukey). The horizontal line in each box represents the median value. The 25th-75th 

percentiles represent the endpoints of the box. The whiskers stretch to the lowest and highest values 

within 1.5 times the interquartile range (IQR) from the 25th-75th percentiles. Dots represent outliers 

according to Tukey’s definition. Unpaired, two-tailed non-parametric analysis (Mann-Whitney test) was 

used for comparisons between two groups. The Kruskal-Wallis test was used for comparisons among 

the three groups. P values were classified into four groups: * p < 0.05, ** p < 0.01, *** p < 0.001, **** p 

< 0.0001 (adapted from my publication87). 

9.2.4. Inflammatory markers show negatively association with testosterone 

levels in H7N9 infected men 

Based on previous analysis, the study have observed low testosterone levels in men were 

associated with poor disease outcome, and a broader profile of inflammatory markers were 

induced in male patients with severe or fatal outcomes. Hence, this study looked for potential 

interactions between the observed male-specific cytokines/chemokines and testosterones in 

H7N9 or seasonal influenza patients by applying a linear regression model. Herein, the study 

did not observe any interaction between deaths and survivals. Overall, testosterone levels and 

cytokines showed a negative association including IL-6 (R2=0.3672), IL-10 (R2=0.2387), IL-15 

(R2=0.5049), IL-1RA (R2=0.2506) and IL-1α (R2=0.2564) in H7N9-infected men aged 18-49 yrs 

(Figure 15a-e) as well as IL-6 (R2=0.2355) and IL-10 (R2=0.2966) in elders aged above 50 yrs 

(Figure 15f and g). Additionally, the study could only observed the negative association 

between G-CSF levels and testosterone levels in seasonal H1N1/H3N2-infected men aged 

18-49 yrs (Supplementary Figure 3). 

Taken together, this study identified the reduced of testosterone levels are associated with 

induced inflammatory makers in H7N9-infected males, particularly the IL-15, which can explain 

approximately 50% variation (R2=0.5049) of testosterone levels. 
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Figure 15. Correlation of testosterone and cytokine/chemokine levels in men infected with H7N9 
influenza. 

(a-g) Shown is the observed regression between testosterone and cytokine/chemokine levels in H7N9 

IAV-infected males. Natural logarithm transformed (Ln) testosterone expression levels measured in the 

sera from H7N9 males were plotted over the Ln transformed cytokine/chemokines levels. (a-e) Overall 

regression of testosterone with cytokines IL-6 (interleukin 6; a), IL-10 (interleukin 10; b), IL-15 

(interleukin 15; c), IL-1RA (interleukin 1 receptor antagonist; d) and IL-1α (interleukin 1 alpha; e) 

observed from H7N9 younger males without interaction between deaths and survivors (18-49 yrs 

survival/death: n=18/15); (f-g) Observed overall regression of testosterone with cytokines IL-6 

(interleukin 6; f) and IL-10 (interleukin 10; g) in H7N9 older males without interaction between deaths 

and survivors (≥50 yrs survival/death: n=27/11). (a-g) The best-fit line with 95% confidence intervals of 

the overall regression is shown in each figure. The centre of the error distribution is the regression line. 



70 
 

Two-tailed linear regression was performed. Adjustment for multiple hypotheses was not necessary due 

to the explorative nature of the study. A hollow blue circle represents survival, and a solid blue circle 

represents death. R squared values are shown in the figures (adapted from my publication87). 

9.3 Replication of influenza A virus in Leydig cells 

Then the study sought experimental evidence for the potential origin of reduced testosterone 

levels. Since testosterone is mainly synthesized from the Leydig cells in the testes, the study 

assessed the replication ability of influenza A virus in the gonadal cells. In the rodent Leydig 

cell line LC540, H1N1 seasonal influenza virus showed with limited and lowest replication 

ability, and followed with H3N2. The growth of both seasonal viruses was stagnate after 24h 

post infection (Figure 16a). However, H7N9 influenza virus replicated more efficient than 

seasonal influenza viruses at 24h, 48h and 72h post infection. The replication of H7N9 virus 

was also detected in rodent primary Leydig cells isolated in house (Figure 16b, supplemental 

Figure 4a-b). However, the viral titer of H7N9 virus in Leydig cells was several logs lower than 

what observed with relatively high MOI (MOI=1.0) infection in known susceptible cell lines (e.g., 

MDCK) and was stagnate over time. In order to confirm this was of a productive viral infection, 

the study measured the viral protein at 6h, 16h, 24h and 48h post infection by Western-blotting. 

The study could detect expression of PB1 since 6h post infection for both H3N2 and H7N9 

viruses and the signals peaked at 16h post infection for all viruses (Supplemental Figure 4c).  

Furthermore, the study also confirmed both the ‘human’ (α-2,6 SAs) and ‘avian’ (α-2,3 SAs) 

influenza receptors were expressed in rodent Leydig cells which allows influenza virus to enter 

the cells (Supplemental Figure 4d). Thus, experiments in vitro showed that H7N9 influenza 

virus is able to replicate in Leydig cells indicated further evaluation in vivo for the impact of viral 

infection in testis to the testosterone synthesis is necessary.  

 

 

 

 

 

 

 

 

Figure 16. Replication of influenza A virus in Leydig cells.  

(a) Replication of seasonal H1N1, H3N2 and H7N9 influenza viruses in rat Leydig cell with the MOI of 

1.0 (LC540). The Kruskal-Wallis test was used for comparisons among the three groups. P values were 

classified into four groups: * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001; (b) Replication of H7N9 

influenza virus with the MOI of 1.0 in primary Leydig cells isolated in house from rat.  
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9.4 H7N9 spreads to murine testes and causes testosterone 

depletion 

9.4.1.  Replication of H7N9 influenza virus in murine testes 

Since this study evaluated the dysregulation of sex hormones retrospectively in human 

cohorts, it is not applicable to address if there is a causal link between H7N9 infection and 

testosterone depletion. Therefore, the study utilized a male mouse model treated or infected 

with PBS, poly (I:C) or H7N9 influenza virus. H7N9 infected mice started losing weight at 4 

days post infection (d.p.i) while there was no weight loss in PBS or poly(I:C) treated mice 

(Supplemental Figure 5a). The study then measured the viral titer in lung from both poly (I:C) 

treated or H7N9 infected mice at day 1, 3 and 6 post infection (d.p.i). No viral replication in poly 

(I:C) treated mice was detected. The replication of H7N9 influenza virus in lung was detected 

since 1 d.p.i and peaked at 3 d.p.i (Figure 17a) which was in line with pulmonary inflammatory 

response (Supplemental Figure 6). No detectable plagues was found in testes from H7N9 

infected mice (data not shown). However, viral mRNA was detected in the testes of some mice 

(40%, 6/15) at day 1 after infection and later detected from all mice except for one at 3 d.p.i 

(94%, 15/16) (Figure 17b).  The viral mRNA of H7N9 virus was still detectable from over half 

of infected mice (57%, 4/7) at 6 d.p.i. These results indicated the respiratory H7N9 influenza 

virus can spread to murine testes and replicate in gonadal organ to some extent.  

 

Figure 17.  H7N9 influenza virus replicates in murine testes.  

(a) Lung viral titres of mice control-treated with Poly (I:C) (n=6, 7 and 7) or infected with H7N9 virus 

(n=15, 16 and 7) at 1, 3 and 6 d.p.i. (b) Viral NP mRNA expression levels in the testes from mice control-

treated with Poly (I:C) or infected with H7N9 virus at 1d.p.i (Poly (I:C): n=6, H7N9: n=15), 3 d.p.i (Poly 

(I:C): n=7, H7N9: n=16) and 6 d.p.i (Poly (I:C): n=7, H7N9: n=7). Number of mice with detectable H7N9 

viral NP mRNA levels and the total number of mice are shown below the graph as (+/n). Data are 

presented as the mean values+SDs (adapted from my publication87). 
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9.4.2. H7N9 infection causes testosterone reduction in mice 

As followed, the study measured the testosterone and estradiol levels from 1 day pre-infection 

(or pre-treatment) and 1, 3 and 6 days post-infection (or post-treatment) from poly (I:C) or 

H7N9 infected male mice, respectively. The study detected the reduction of testosterone levels 

from poly (I:C) treated at 1 d.p.i (p=0.0120) and 3 d.p.i (p=0.0469) (Figure 18a,b). Consistently, 

testosterone depletions were also detected from H7N9 infected mice at these two time points 

(1d.p.i: p=0.0137, 3 d.p.i: p=0.0244) (Figure 18d,e). And there is no significant difference in 

both groups at 6 d.p.i. (Figure 18c,f). On the other hand, the study observed significant down 

regulation of estradiol levels from poly (I:C) treated mice (p=0.0005) whereas there was an up 

regulation of estradiols in H7N9 infected mice at 1 d.p.i (p=0.0063). Nevertheless, the estradiol 

levels reduced at 6 d.p.i (p=0.0019) in H7N9 infected mice (Supplementary Figure 5 j-o). 

These results confirmed the causality of H7N9 infection and testosterone reduction that 

observed from male patients. Although poly (I:C) treatment also can cause testosterone 

reduction in mice, the mechanisms behind the down regulation of testosterone might be 

different with H7N9 infection as the study also observed the estradiol levels altered in different 

directions in viral infection and poly (I:C) treated mice. 

 

 

 

 

 

 

 

 

 

 

Figure 18. Infection of H7N9 reduced testosterone levels in male mice.  
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(a-c) Before and post infection testosterone levels are shown from mice treated with Poly (I:C) (n=4, 7 

and 6) at 1, 3 and 6 d.p.i. (d-f) Before and post infection, testosterone levels were measured in mice 

infected with H7N9 virus (n=10, 11 and 7) at 1, 3 and 6 d.p.i. Data are presented as Box-and-whisker 

plots (Tukey). The horizontal line in each box represents the median value. The 25th-75th percentiles 

represent the endpoints of the box. The whiskers stretch to the lowest and highest values within 1.5 

times the interquartile range (IQR) from the 25th-75th percentiles. Dots represent outliers according to 

Tukey’s definition (adapted from my publication87). 

9.4.3. H7N9 infection induced testicular inflammatory response in mice 

The impact of cytokine or chemokine markers to testosterones synthesis is known from 

previous studies. However, whether the nasal administrated H7N9 virus can cause 

inflammatory dysregulation or pathological changes in murine testis is still unknown. In this 

study, mice infected with H7N9 virus displayed increased testicular pro-inflammatory 

cytokine/chemokine levels in comparison to PBS- or poly(I:C)-treated mice at 3 d.p.i., which 

was the point of time when the virus reached the highest titer in lung and testes. These 

inflammatory markers included MCP-1 (PBS or poly (I:C) vs. H7N9: p=0.0071, p=0.0080), IP-

10 (PBS vs. H7N9: p=0.0472), IL-10 (PBS or poly (I:C) vs. H7N9: p<0.0001, p=0.0014), MIP-

1ß (PBS or poly (I:C) vs. H7N9: p<0.0001, p=0.0004) and IL-1ß (PBS or poly (I:C) vs. H7N9: 

p<0.0001, p=0.0079) (Figure 19a-e). Other measured cytokines or chemokines that didn’t 

show significant dysregulation among groups included TNF-α, IL-15, MIP-1α, IFN-γ, IL-6, GM-

CSF, VEGF, Eotaxin (Supplemental Figure 5 b-i). Although the study observed the induced 

testicular inflammatory response in male mice infected with H7N9 virus, there were no 

apparent impacts at the levels of testicular pathology, which might due to the limited replication 

of H7N9 in testes (Figure 19f-h; Supplementary Figure 5p-u). Taken together, these data 

indicated that H7N9 influenza virus infection could cause testicular inflammatory response but 

not in poly (I:C) treated mice. The upregulated cytokines and chemokines might contribute to 

the reduction of testosterone synthesis. 
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Figure 19. Infection of H7N9 induced inflammatory response in testis in male mice.  

(a-e) Significantly increased relative mRNA expression levels of inflammatory markers in the testes of 

H7N9-infected mice (n=16) compared with PBS (n=7)- or Poly (I:C) (n=7)-treated mice at 3 dpi. Data 

are presented as Box-and-whisker plots (Tukey). The horizontal line in each box represents the median 

value. The 25th-75th percentiles represent the endpoints of the box. The whiskers stretch to the lowest 

and highest values within 1.5 times the interquartile range (IQR) from the 25th-75th percentiles. Dots 

represent outliers according to Tukey’s definition. (f-h) Hematoxylin and eosin (HE)-stained paraffin 

sections from Bouin fixed tissue were evaluated via light microscopy. Shown are representative 

histological images of the testes of PBS (n=7)-, or Poly (I:C) (n=7)-control treated and H7N9-infected 

mice (n=7) at 3 d.p.i. (10X). Scale bars (100 µm) are shown in the bottom right of each micrograph. (c-

m) Unpaired or paired, two-tailed non-parametric analysis (Mann-Whitney test) or t test was used for 

comparisons between two groups. One-way ANOVA or the Kruskal-Wallis test was used for 

comparisons among the three groups. P values were classified into four groups: * p < 0.05, ** p < 0.01, 

*** p < 0.001, **** p < 0.0001 (adapted from my publication87).  
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10 Discussion and outlook 

10.1 Risk factors contributing to the sex differences in infection 

Genetic factors 

Sex chromosomes are considered as the genetic basis for the sexual dimorphism in infectious 

diseases94. In the XY sex-determination system in humans, the Y chromosome is relatively 

small that contains approximately 100 protein-coding genes, whereas the X chromosome 

carries over 800 protein-coding genes95 enriched with loci involved in the immune 

response96,97. Males carrying only a single copy of the X chromosome are mostly affected by 

X-linked variants, while females are considered as biologically superior as their two copies of 

X chromosome can compensate the X-linked disorders98. The biallelic expression of X-linked 

genes protects women from recessive mutations and increases the genetic diversity of immune 

cells97. Therefore, females perform better than males against infectious diseases although they 

are more susceptible to developing autoimmune diseases97,99–101. Many X-linked genes play a 

role in susceptibility or severity to infectious diseases, which differs in males and females. For 

instance, the nuclear factor kappa-B (NF-κB) is an important transcription factor driving the 

inflammatory response against pathogens102. The essential modulator (NEMO) of NF-κB, 

inhibiting an NF-κB kinase and upregulating the expression level of NF-κB, is encoded by 

IKBKG gene which harbors in the X chromosome97. Mutations in IKBKG gene typically result 

in impaired immune responses and are related with higher risk of viral and bacterial infections 

in men with sepsis, pneumonia, otitis or sinusitis103–105. The X-linked gene toll-like receptor 7 

(TLR7) plays a key role in the innate immune response by specifically recognizing single-

stranded RNA and DNA such as influenza viruses106,107. Recently, some rare variants identified 

in TLR7 were found to be associated with critical ill COVID-19 male patients below 60 years 

old as the type I and II interferons responses was disrupted108–111. Besides the disadvantage 

of males in innate immune response, the adaptive immune responses to vaccination and 

infection are generally lower in males112,113. The underlying mechanisms are still poorly 

understood. A recent study revealed that GRP174, an X-linked G-protein-coupled receptor 

suppresses the positioning of male B cells towards to the germinal center but not in females in 

mouse model114.  

Additionally, females experience random X-chromosome inactivation (XCI) in order to keep 

identical expression level of X-linked proteins with males. However, about 20-30% of genes 

can escape the inactivation in humans115,116. Therefore, the differential X-linked gene 

expression between sexes resulted in sex differences in wide conditions. A recent study 

revealed the expression of the escaping XCI gene Kdm6a (encodes the UTX protein) which is 
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an epigenetic regulator was lower in male NK cells. The deficiency of UTX reduced NK cells 

effector response and increased lethality to viral infection independent of sex hormones117.    

Sex hormones 

It is known that both innate and adaptive immune responses vary between males and females. 

Females usually generate stronger immune responses against pathogens or vaccination than 

males based on previous studies in vitro, in rodents and in humans112. Direct effects of sex 

hormones on immunological pathways are one of the factors contributing to this sex 

dimorphism, especially testosterone and estradiol that have been shown to effect the function 

of immune cells through activating sex hormone receptors-mediated pathway that are widely 

expressed in different circulating immune cells such as lymphocytes, macrophages, dendritic 

cells, T cells and B cells118,119. Sex hormones and their specific receptors act as a ligand-

regulated transcription factor of target genes such as cytokines and chemokines. The classic 

androgen receptor (AR)120 and estradiol receptor (ER, including ER-α and ER-β)121,122 belong 

to the steroid hormone group of the nuclear receptor superfamily which have a common 

structure including an N-terminal domain (NTD), DNA-binding domain (DBD), hinge region and 

ligand-binding domain (LBD)123. The classical ligand-regulated pathway is triggered by the 

binding of free testosterone or estradiol to LBD of intracellular AR or ER respectively, which 

induces a conformational change of steroid receptors. As followed, the complex of sex 

hormone-receptors is translocated into the nucleus where the DBD of steroid receptor can bind 

to the androgen or estrogen response elements (ARE or ERE) in the promoter regions to 

regulate the expression of target genes (Figure 20)123,124. 

 

Testosterone generally supresses the immune response. Previous studies have revealed that 

testosterone or dihydrotestosterone (DHT) treatment in human umbilical vein endothelia 

(HUVECs) or benign prostatic hyperplasia cells (BPH) inhibited NF-κB activity, which is a 

transcription factor of cytokines and chemokines and therefore suppressed the production of 

inflammatory factors, such as IL-8 and IL-6125,126. In vivo, treatment with testosterone in 

orchiectomized animals attenuated the expression of lipopolysaccharides (LPS)-induced TNF-

α and inducible nitric oxide (iNO) in a dose-dependent manner127. Delivery of exogenous 

testosterone to elderly or castrated young male mice can notably improve the consequences 

of IAV infection in both and pulmonary pathology in young mice128. On the other hand, 

treatment of female mice with testosterone protects them from lethal outcomes caused by 2009 

pandemic H1N1 influenza virus infection which is also associated with reduced expression of 

pro-inflammatory markers such as IL-1β and IL-6 in the lung129. Epidemiological and clinical 

studies have revealed that men with androgen deficiency (hypogonadism) were associated 
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with higher levels of inflammatory markers such as IL-6, IL-1β, TNF-α and C-reactive protein 

(CRP)130–133.  

 

Estradiol levels vary during the menstruation period, with particular high levels during gestation 

and reduced levels after menopause112. It can widely affect innate immunity and the differential 

effects on the immune response depend on not only the estradiol levels but also the localization 

of ERs in immune cells. Two classical ERs express differently among immune cells in humans. 

For instance, T cells exhibit high levels of ER-α expression whereas ER-β is abundantly 

expressed in B cells134. In addition, the non-classical ER signalling also interacts with ERE-

independent transcription factors (i.e NF-κB) through protein-protein interactions in immune 

cells135. Estradiol, particularly 17β-estradiol (E2) bidirectionally regulates immune cells such as 

monocytes function in females of different status136. For females during menopause, increased 

levels of monocytes counts were reported137,138. Additionally, women which received hormone 

replacement therapy (HRT) during their menopause showed reduction of monocytes 

numbers138. Taken together, these reports indicate that estradiol suppresses monocyte 

function. On the other hand, higher number of monocytes were observed in pregnant women 

with higher level of estradiol139–142. Moreover, evidence suggests that the immune response 

against viral infection is complicated and varies depending on female sex hormone status 

during menopause, pregnancy, contraception or receiving HRT143. Treatment with high 

concentration of exogenous E2 in ovariectomized female mice infected with H1N1 influenza 

virus resulted in reduced morbidity and mortality, and suppressed expression of inflammatory-

related biomarkers such as TNF-α and MCP-1144. On the other hand, it was shown that 

elevated estradiol levels are associated with severity (ICU and higher sequential organ failure 

assessment score (SOFA)) and higher cytokine response (i.e IFN-γ) in SARS-CoV-2 male 

patients145. 
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Figure 20. The classic sex hormones and specific receptor-mediated signalling. 

A simplified overview of the classic AR or ER (AR/ER)-mediated signalling. The upper right schematic 

displays the AR/ER domains including NTD, N-terminal domain; DBD, DNA-binding domain; H, Hinge; 

LBD, Ligand-binding domain. Inactive AR/ER usually binds with heat shock proteins (i.e Hsp70, Hsp90) 

predominantly distributed in the cytoplasm. Binding free status testosterone or estradiol to the LBD 

domain of AR/ER triggers the monomers to form a dimer. As followed, this complex is translocated with 

recruited coactivator proteins to the nucleus where the DBD domain of AR/ER binds to the specific 

promoter area (ARE/ERE) of target gene to regulate its expression.  AR, androgen receptor; ER, 

estrogen receptor; ARE, androgen receptor elements; ERE, estrogen receptor elements. 
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Gender differences 

Unlike sex that is the biological difference between males and females, gender refers to a 

sociocultural factor that could shape the different behaviours and practices of both sexes. 

Chromosomic and sex hormones discussed before are very important factors but could not 

fully account for the sex differences in incidence, morbidity or mortality of diseases, as the 

gender difference could be a confounder that needs to be considered.  

 

The disparity social division between men and women resulted in different exposure risk to 

diseases. For example, females are at higher risk than males for Ebola hemorrhagic fever that 

is likely due to women are more frequently involved in caretaking and therefore are at 

increased risk of being exposed to Ebola virus from Ebola hemorrhagic fever patients146. 

 

The different health behaviours such as health-seeking behaviours could explain the different 

susceptibility or severity in diseases of both sexes147. Some studies revealed that women are 

more often to seek healthcare facilities than men in developed countries148,149. However, 

specific infectious diseases in women are likely to be underestimated due to less utilization of 

the healthcare sector in developed countries. For instance, there are more men seeking public 

healthcare for tuberculosis (TB) diagnosis in some Asian countries as women were more 

influenced by the stigma and fear of social consequences150. The differential healthcare 

seeking or access behaviour leading to biased surveillance or detection in H7N9 infected men 

was also discussed in WHO79. However, due to high awareness of H7N9 infections and widely 

distributed influenza surveillance network in China, it is less likely that men always sought to 

care for ILI more frequently than women did during the five waves of H7N9 epidemics.  

 

Lifestyles and comorbidities could influence disease susceptibility and severity147. For 

example, smoking is commonly believed as a risk factor for infectious lung diseases. The risk 

towards to progression of pulmonary TB is higher in men, whereas the ratio was reduced when 

smokers were excluded151. Smoking could also be a gender factor to COVID-19 infection and 

severity as it is related to higher expression of the ACE2 receptor152,153. Unhealthy lifestyle 

could be one of the factors that causes obesity. During the pandemic of COVID-19, patients 

with obesity defined by a body mass index (BMI) of greater than or equal to 30 were associated 

with more often being admitted to ICU and fatal outcome154. Due to the limitation of data, 

access to the underlying comorbidities or lifestyle habits of included H7N9 study subjects is 

not available. However, it might be a confounder when we perform the biological sex difference 

analysis in male-biased H7N9 infection as coexisting conditions and smoking habit have been 

reported from H7N9 patients155.  
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10.2 The role of sex hormones in male-biased H7N9 infection 

The study observed significantly reduced levels of total and bioavailable free testosterone in 

both young and older H7N9-infected male patients compared to H7N9-negative healthy 

controls. The lower total testosterone levels in H7N9 male cases was detected from fatal 

individuals aged 18-49 yrs indicating low testosterone is associated with disease severity. 

Likewise, the study also observed the association from hospitalized seasonal H1N1/H3N2 

influenza-infected men although the overall degree of testosterone reduction was less than 

H7N9-infected male patients. However, the study could not observe any significant alteration 

of androgens in H7N9 or seasonal influenza infected-female patients. For estradiol, although 

it was significantly induced in H7N9-infected female patients at post reproductive stage, the 

study could not observe its association with death that might be due to the small sample size. 

Additional evidence supported the causal relationship between H7N9 infection and 

testosterone depletion by utilizing a murine model in this study. Therefore, the study 

hypothesized that the infection in general could influence the dysregulation of testosterone 

levels particularly in males during the course of influenza or other viral infections. Indeed, low 

testosterone levels were also detected in severe male individuals diagnosed with SARS-CoV-

2 infections and was regarded as an indicator for organ failure and poor prognosis in 

men14537,156–162. Besides low testosterone, the increased estradiol levels were observed to have 

a correlation to disease severity in male patients with COVID-19 as well145. However, study did 

not observe this finding in H7N9 male cases although there might be a tendency for increased 

estradiol levels in patients who succumbed to the infection. 

 

Since the testosterone is more likely an immunosuppresive transcription factor, lower 

androgen activity in male-biased H7N9 infection might increase the risk of aggressive 

releasement of inflammatory cytokines and chemokines, which is associated with disease 

severity and unfavourable prognosis. Indeed, the study found low testosterone to be negatively 

associated with several excessively expressed inflammatory markers in men including IL-6, IL-

10, IL-15, IL-1RA and IL-1α. Among these markers, the negative association with IL-6 has 

been observed in men of both ages in this study. This is particularly important as excessive IL-

6 and its association with immunopathology was observed in many viral infections including 

COVID-19163,164. Furthermore, the IL-15 that has been reported to be relevant to 

immunopathology caused by influenza infections, showed the strongest association with low 

testosterone levels in the linear regression model. It has been shown that IL-15 can partially 

contribute to the exacerbation of lung damage in influenza virus infected mice by regulating 

viral specific CD8+ T cell response165. IL-15 also influences the proliferation and maintenance 

of NK cells. The knockout of IL-15 can protect mice from lethal influenza infection which 



81 
 

associated the absence of NK cells that significantly augment pulmonary inflammation in 

mice166.  

10.3 Testicular infection caused by other viral infections 

A number of viruses have been detected in the male genital tract (particularly the testis) and 

semen which can possibly alter the reproductive and endocrine systems, and allows for sexual 

transmission167,168. In general, viral spreading to the reproductive tract may occur by crossing 

the blood-testes/epididymis barriers and causing direct damage on target organs or indirect 

harmful effects via systemic or local pro-inflammatory cytokines and chemokines 169,170.  

Viruses may persist long in testes even without effective replication as this organ is 

immunologically privileged171. Many of these viruses can cause chronic or latent infections like 

human immunodeficiency virus (HIV) and hepatitis B virus (HBV). However, viruses that cause 

acute infections were also able to effect the genital tract and therefore induce male 

reproductive illness. In Table 7, re-emerging and emerging virus pathogens of public concern 

that can affect the reproductive health in men are summarized. Due to the scope of this study, 

discussions as followed focus on emerging viruses that can cause acute and respiratory 

infections.  

The outbreaks of Zika virus (ZIKV), which are mediated by mosquitoes and have been detected 

in over 80 countries, are considered a global threat to public health172. Importantly, it can cause 

systematic infection as evident by replicative virus which was detected in majority of organs 

including testes in a murine model for ZIKV infection173,174. On the other hand, persistent 

secretion of virus in semen indicated the potential long-term reproductive deficiency in humans 

(Table 7).  

The current emergence of monkeypox virus infections worldwide since May 2022175, 

particularly identified in non-epidemic regions, has raised the public concerns about the 

transmission and possible impact to human health including risk to infertility. As of 13 March 

2023, there were 86,516 laboratory-confirmed cases, including 111 deaths reported from 110 

countries across all WHO regions176. Repeated and prolonged detection of monkeypox viruses 

has been reported from different studies (Table 7). Although majority of cases were from those 

men who have sex with men (MSM) that might be already infertility before exposure to 

monkeypox virus, available findings could not directly support whether the infection can 

potentially impair fertility in men. However, the possibility cannot be ignored as the presence 

of viruses in semen showed association with male reproductive health in other viral 

infections168.  
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The current pandemic of COVID-19 resulting from SARS-CoV-2 virus showed that males have 

higher risk of being hospitalized, admitted to intensive care unit (ICU) and die from the infection 

than females177–180. These findings raised the concerns of its impact to male reproductive 

health and fertility. In fact, a previous study on the pathological alteration in testes from fatal 

cases infected with SARS coronavirus has already indicated that orchitis is a complication in 

male SARS patients181. It will not be a surprise if SARS-CoV-2, which is about 79.5% similar 

to SARS coronavirus, can also cause testicular infection. A systematic review and meta-

analysis evaluated the effect of SARS-CoV-2 on male reproductive physiology and fertility from 

25 eligible studies182. It found that although the evidence of viral presence in semen was limited, 

the infection could cause orchitis, alter seminal parameters and hypogonadism, and induce 

severe histology changes in testes from fatal cases that might due to the local inflammatory 

response (Table 7).  Therefore, the possible adverse effects of COVID-19 infections on male 

reproductive function and fertility should be considered and further long-term evaluation is 

required.  

Studies on the effects of influenza virus on male reproductive health is scarce. However, 

potential impacts should not be ignored as alteration in sperm have been documented in 

humans with influenza virus infections183. Furthermore, HPAI H5N1 influenza viruses, which 

can cause systematic infection, have been detected in the testes of infected poultry (Table 7). 

For the first time to my knowledge, this study confirms the existence of both ‘human’ and ‘avian’ 

influenza virus receptors in Leydig cells and the replication of seasonal and avian influenza 

viruses in these cells. Furthermore, viral RNA was also detected from the testes of mice that 

infected with H7N9 avian influenza virus. Although the presence of viral RNA could not resulted 

in abnormal testis histology, upregulated testicular cytokines and chemokines were detected. 

These findings furtherly suggested systematic and/or local inflammatory response induced by 

H7N9 infection, which could hit the HPG axis and it’s underlying, effect on male reproductive 

health cannot be excluded. Hence, further investigation on the effect of influenza virus infection 

to reproductive health in men is required. 
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Table 7. Summary of main viral infections of public concerns that can effect male reproductive 
health. 

  Virus Family Genus Genome 
Effect on male 

reproductive health 
(Semen+)* 

Refer
-ence 

Non-
respiratory 
disease# 

EBOV Filoviridae Ebolavirus ssRNA 
(−) 

The testes as an 
anatomical 
site for long-term 
persistence (+) 

184–186 

Human 
CMV 

Herpesviridae Herpesvirales dsDNA Sperm parameter 
alteration and infertility 
(+) 

187,188 

HBV Hepadnaviridae Orthohepadnavirus dsDNA 
(RT) 

Sperm parameter 
alteration and infertility 
(+) 

189–191 

HCV Flaviviridae Hepacivirus ssRNA 
(+) 

Sperm parameter 
alteration and infertility 
(+) 

192–196 

HSV Herpesviridae Simplexvirus dsDNA Inflammation of the 
prostate, epididymis, 
impaired fertility, and 
changes in sperm 
parameters 

187,188,

197 

HIV Retroviridae Lentivirus ssRNA 
(RT) 

Orchitis, “Sertoli-cell 
only” syndrome, and 
infertility (+) 

188,198

–201 

HPV Papillomaviridae Alpha-, beta-, 
gamma-

papillomavirus 

dsDNA Subfertility and infertility 
(+) 

202–204 

Monkeypox Poxviridae Orthopoxvirus dsDNA Persistent seminal viral 
shedding (+) 

205–209 

ZIKV Flaviviridae Flavivirus ssRNA 
(+) 

Orchitis, epididymo-
orchitis, and infertility in 
mouse models. 
Persistent seminal viral 
shedding and sperm 
parameter alteration in 
men (+) 

173,174,

210–214 

Respiratory 
disease 

Influenza 
virus 

Orthomyxoviridae Influenza virus ssRNA 
(−) 

Sperm parameter 
alteration, replication in 
testes from birds 
(H5N1) 

183,215,

216 

Mumps 
virus 

Paramyxoviridae Rubulavirus ssRNA 
(−) 

Epididymo-orchitis and 
infertility (+) 

217,218 

SARS-CoV Coronaviridae Betacoronavirus ssRNA 
(+) 

Orchitis 181 

SARS-
CoV-2 

Coronaviridae Betacoronavirus ssRNA 
(+) 

Orchitis, Sperm 
parameter alteration (+) 

182,219,

220 

#: Although some viruses can be transmitted through respiratory droplet, the main transmission route is through 

direct contact, sexual transmission or vector-borne infection.*: Identified in semen   

EBOV: Ebola virus; Human CMV: Human cytomegalovirus; HBV: hepatitis B virus; HCV: hepatitis C virus; HSV: 

herpes simplex virus; HIV: human immunodeficiency virus; HPV: human papillomavirus; ZIKV: Zika virus;  

SARS-CoV: severe acute respiratory syndrome-associated-coronavirus; SARS-CoV-2: severe acute respiratory 

syndrome-associated-coronavirus type 2; ssRNA (-): negative-sense, single-stranded RNA viruses; ssRNA (+): 

positive-sense, single-stranded RNA viruses; dsDNA: double-stranded DNA viruses; dsDNA (RT): double-stranded 

DNA reverse-transcribing viruses; ssRNA (RT): single-stranded DNA reverse-transcribing viruses. (adapted from198)  
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10.4 Prospect of the individualized patient treatment 

Given increasing evidences from this and other studies that suggest an association of 

dysregulated sex hormone levels and severity outcomes during the course of infections such 

as influenza and SARS-CoV-2, it is important to take into account sex and sex hormones into 

the individualized patient treatment. 

 

Monitoring the levels of sex hormones is recommended. The importance of low testosterone 

alone or low testosterone with high estradiol as a predict marker of severe disease outcomes 

particularly in males infected with influenza and SARS-CoV-2 viruses is clear87,153,157. On the 

other hand, a modelling study for the contribution of testosterone to the during of hospitalization 

of COVID-19 revealed that individuals with higher levels of testosterone at hospital admission 

have a shorter duration of virus clearance221. Therefore, screening of testosterone and 

extradiol levels of infected patients during the hospital admission and discharge should be part 

of a routine clinical strategy to identify the risk of poor prognosis that leads to ICU and mortality. 

 

Critical design and patient selection should be considered when performing treatment on the 

sex hormones and specific receptors-mediated pathway. The levels of sex hormones should 

be considered as it may play a double-edged role during the course of infection. As there are 

considerable studies or clinical trials targeting the pathway of testosterone and AR-mediated 

pathway for COVID-19 patients and low testosterone is also the main hallmark for the male-

biased H7N9 infections222, we will focus on testosterone related individualized treatment by 

taking COVID-19 patients as an example (Figure 21). For individuals with asymptomatic or 

mild illness of SARS-CoV-2 infection, their testosterone levels were found to be high or normal. 

Given the immunosuppression characteristics of testosterone, the immune response from 

those patients is relatively low. In order to restore the immune response against the 

inflammation, treatment on reducing testosterone levels could be considered to reduce the risk 

of disease development and mortality. For instant, the clinical trial using 5α-reductase inhibitor 

(5-ARI, Dutasteride) blocking the conversion of testosterone to dihydrotestosterone (DHT) was 

aimed to explore its protection role against COVID-19 (NCT04446429). On the other hand, for 

those severely or critically ill COVID-19 individuals or infected patients with hypogonadism, 

their testosterone levels were supposed to be extremely lower with excessively expressed 

‘cytokine storm’. Therefore, testosterone replacement therapy could supposed as an immune 

response modulator for the treatment. 
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Figure 21. Proposed individualized treatment strategy for SARS-CoV-2 infected patients based 
on their testosterone levels dynamics and stage of illness. 

Shown with an example of proposed personalized treatment of COVID-19 patients in the testosterone 

and AR-mediated pathway. The treatment considered the levels of testosterone and the stage of disease 

critically. 5-ARIs, 5α-reductase inhibitors; GnRH, gonadotropin-releasing hormone; SO2, oxygen 

saturation; TMPRSS2, transmembrane serine protease 2 (adapted from223).     
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13 Appendix 

13.1 List of hazardous substances according to GHS classification 

Table 8. Hazardous contaminants with applicable P and H phrases. 

Chemical, Reagent or Kit H Statement P Statement Harzard 
Pictogram 

2-mercaptoethanol H301 + H331, H310, 
H315, H317, H318, 
H361fd, H373, H410 

P201, P262, P280, P301 + 
P310 + P330, P302 + P352 + 
P310, P305 + P351 + P338 + 
P310 

05, 06, 08, 09 

2-propanol (isopropanol) H225, H319, H336 P210, P280, P305 + P351 + 
P338, P337 + P313 

02, 07 

3,3’-diaminobenzidin (DAB) H302, H319, H341, 
H350 

P201, P280, P301 + P312 + 
P330, P305 + P351 + P338, 
P308 + P313, P337 + P313 

07, 08 

Ammoniumperoxodisulfate 
(APS) 

H272, H302, H315, 
H317, H319, H334, 
H335 

P210, P280, P301 + P012 + 
P030, P302+P352, P305 + 
P351 + P338 

02, 07, 08 

Ampicillin sodium-salt H317, H334 P261, P280, P342 + P311 08 

Citrate Plus Buffer (10x) H315, H319, H335  P280, P302 + P352, P304 + 
P340, P305 + P351 + P338 

07, 08 

Crystal violet H226, H319, H351, 
H411 

P273, P281, P305 + P351 + 
P338 

02, 07, 08, 09 

Diethylpyrocarbonate 
(DEPC) 

H226 P210, P370 + P378 02 

Dithiothreitol (DTT) H302, H412 P264, P270, P273, P301 + 
P312 + P330, P501 

07 

Dual-Luciferase® Reporter 
Assay System 

H225 P241, P243, P280, P303 + 
P361 + P353, P370 + P378, 
P403 + P235 

02 

Eosin-Y solution H225, H290, H319 P210, P280, P305 + P351 + 
P338, P337 + P313, P403 + 
P235 

02, 05 

Ethanol (denatured), for 
disinfection 

H225, H319 P210, P233, P305 + P351 + 
P338 

02, 07 

Ethanol (pure) H225, H319 P210, P233, P305 + P351 + 
P338 

02, 07 
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Ethidium bromide solution 
(10 mg/ml) 

H331, H341 P261, P281, P311 06, 08 

Eukitt H226, H304, H312 + 
H332, H315, H319, 
H335, H373 

P210-P260-P280-P301 + 
P310-P305 + P351 + P338-
P370 + P378 

02, 07, 08 

Forene/Isofluorane (100%) H336 P261, P271, P303 + P340, 
P312, P403 + P233, P405, 
P501 

07, 08 

Formaldehyde (20 or 37%) H226, H301 + H311 + 
H331, H314, H317, 
H335, H341, H350, 
H370 

P201, P210, P260, P280, P301 
+ P310 + P330, P303 + P361 + 
P353, P304 + P340 + P310, 
P305 + P351 + P338 + P310, 
P308 + P311, P370 + P378, 
P403 + P233 

02, 05, 06, 08 

Glacial acetic acid H226, H314 P210 + P233 + P240 + P241 + 
P242 + P243 + P264 + P280 

02 

HaltTM Protease & 
Phosphatase Inhibitor 
Cocktail (100x), including 
EDTA 

H317 P280 07 

Hematoxylin H302 P301 + P312 + P330 07 

Hydrochloric acid (37 %) H290, H314, H335 P280, P303 + P361 + P353, 
P304 + P340, P305 + P351 + 
P338, P310 

05, 07 

Hydrogen peroxide H302, H318, H412 P280, P301 + P312 + P330, 
P305 + P351 + P338 + P310 

05, 07 

Igepal (NP 40) H302, H315, H318, 
H410 

P280, P301 + P312 + P330, 
P305 + P351 + P338 + P310 

05, 07, 09 

innuprep RNA Mini Kit H302, H314, H412 P101, P102, P103, P260, P303 
+ P361 + P353, P305 + P351 + 
P338, P310, P405, P501 

05, 07 

Ketamine (100 mg/ml) H302, H332 P261, P264, P301 + P312, 
P304 + P340, P330 

07 

Mayer’s hemalum solution H302, H319, H373 P260 + P264 + P270 + P280 08 

Methanol H225, H301, H311, 
H331, H370 

P210.3, P270, P280.7, P303 + 
P361 + P353, P304 + P340, 
P308 + P311 

02, 06, 08 
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Multiplex mouse 
immunoassay, custom-
designed (IL-1b, IL6, TNF-a, 
IL-10, IFN-a, MCP-1, IL-
17A, IL21) 

- P273, P280, P302 + P352, 
Ü305 + P351 + P338, P313 

07 

NucleoBond Xtra Maxi H226, H315, H319, 
H334 

P210, P261, P280, P342 + 
P311 

02, 07, 08 

Ottix Plus H224, H319, H336, 
H411 

P210, P233, P273, P280, P370 
+ P378, P403 + P235 

02, 07, 09 

Ottix Shaper H225 P210, P233, P241, P242, P370 
+ P378, P501 

02 

Paraformaldehyde H228, H302 + H332, 
H315, H317, H318, 
H335, H351 

P210, P261, P280, P301 + 
P312 + P330, P305 + P351 + 
P338 + P310, P370 + P378 

02, 05, 07, 08 

Passive Lysis Buffer (5x) H360 P201, P202, P280, P308 + 
P313, P405, P501 

08  

Penicillin-Streptomycin 
(P/S) 

H302, H317, H361 P280, P302 + P352, P308 + 
P313 

07, 08 

Phenylmethanesulfonyl 
fluoride (PMSF) 

H301, H314 P280, P301 + P310 + P330, 
P303 + P361 + P353, P304 + 
P340 + P310, P305 + P351 + 
P338 

05, 06 

Polyethylenimine (PEI) H302, H317, H319, 
H411 

P273, P280, P305 + P351 + 
P338 

07, 09 

Potassium dihydrogene 
phosphate 

H315, H319 P264, P280, P305 + P351 + 
P338, P321, P332 + P313, 
P337 + P313 

07 

Proteinase K H315, H319, H334, 
H335 

P261, P284, P305 + P351 + 
P338, P342 + P311, P405, 
P501 

07, 08 

Pursept-A Xpress, for 
disinfection 

H225, H319 P210, P271, P305 + P351 + 
P338, P337 + P313, P403 + 
P233 

02, 07 

QIAprep Spin Miniprep Kit H225, H290, H315, 
H317, H319, H334, 
H336 

P210, P261, P280, P284, P304 
+ P340, P342 + P311 

02, 05, 07, 08 

QIAquick Gel Extraction Kit H302, H318, H412 P280, P305 + P351 + P338 + 
P310 

05, 07 
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QIAquick PCR Purification 
Kit 

H225, H315, H319, 
H336 

P210, P280 02, 07 

RNAlater RNA Stabilization 
Reagent 

H302, H402 P301 + P312, P330, P270, 
P264, P273 

07 

RNase-Free DNase Set H317, H334 P261, P280, P284, P304 + 
P340, P342 + P311 

08 

Rotiphorese Gel 30 
(Acrylamide) 

H302, H315, H317, 
H319, H340, H350, 
H361f, H372 

P201 P280.7 P301+P312.0 
P302+P352.1 
P305+P351+P338 P308+P313 
i 

07, 08 

Sodium azide H300 + H310 + H330, 
H373, H410 

P262, P273, P280, P301 + 
P310 + P330, P302 + P352 + 
P310, P304 + P340 + P310 

06, 08, 09 

Sodium dodecylsulfate 
(SDS) 

H315, H318, H335 P261, P280, P302 + P352, 
P304 + P340 + P312, P305 + 
P351 + P338 + P310 

05, 07 

Sodium hydroxide (NaOH) H290, H314 P233, P280, P303 + P361 + 
P353, P305 + P351 + P338, 
P310 

05 

Sodium pyruvate solution   
(Na-pyruvate; 100 mM) 

H317, H319 P280, P302 + P352, P305 + 
P351 + P338 

07 

Sterilium, for hand 
disinfection 

H226, H319, H336 P102, P210, P305 + P351 + 
P338, P337 + P313, P301 + 
P310, P501 

02, 07 

SuperscriptTM III Reverse 
Transcriptase Kit 

H302, H412 P264, P270, P273, P301 + 
P312 + P330, P501 

07 

Tetramethylethylenediamine 
(TEMED) 

H225, H302 + H332, 
H314 

P210, P280, P301 + P330 + 
P331, P303 + P361 + P353, 
P304 + P340 + P312, P305 + 
P351 + P338 

02, 05, 07 

Triton X-100 H318 P280, P305 + P351 + P338, 
P313 

05 

Trizol Reagent H301, H311, H331, 
H314, H335, H341, 
H373, H412 

P201, P261, P264, P280, P273, 
P301 + P310, P302 + P352, 
P303 + P361 + P353, P304 + 
P340, P305 + P351 + P338, 
P403 + P233, P501 

05, 06, 08 

Trypsin from bovine 
pancreas, TPCK-treated 
(TPCK trypsin) 

H315, H319, H334, 
H335 

P261, P280, P284, P304 + 
P340, P337 + P313, P342 + 
P311 

07, 08 
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Virkon S, for disinfection 
(BSL-3 work) 

H302, H314, H318, 
H334, H317, H410 

P260, P280, P285, P270, P301 
+ P330 + P331, P303 + P361 + 
P353, P304 + P340, P305 + 
P351 + P338, P405, P501 

05, 07, 08, 09 

Xylazine (20 mg/ml) H301 P264, P301 + P310, P330 06 

Xylol H226, H304, H312 + 
H332, H315, H319, 
H373 

P210, P301 + P330 + P331, 
P302 + P352, P305 + P351 + 
P338, P314,  

02, 07, 08 

ZytoChemPlus (HRP) Broad 
Spectrum (DAB) Kit 

H341, H350 P201, P281, P308+P313 08 

 

 

Figure 22. GHS codes of Hazard pictograms.  

Shown are the 9 hazard pictograms, accompanying Table 8 
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13.2 Supplemental information 

Supplementary Table 1. qRT-PCR primers for murine cytokines/chemokines and the 
host gene used in this study 

Gene Sequence 5’-3’ 

TNF-α Forward: CAGAAAGCATGATCCGCGAC 

 Reverse: GGCCATAGAACTGATGAGAGGG 

MIP-1α Forward: CAGCCAGGTGTCATTTTCCTG 

 Reverse: CTCGATGTGGCTACTTGGCA 

MIP-1β Forward: AACCTAACCCCGAGCAACAC 

 Reverse: GGGTCAGAGCCCATTGGTG 

IFN-γ Forward: AGGTCAACAACCCACAGGTC 

 Reverse: GAATCAGCAGCGACTCCTTT 

IL-1β Forward: GAGCCCATCCTCTGTGACTC 

 Reverse: AGCTCATATGGGTCCGACAG 

IL-10 Forward: GGTTGCCAAGCCTTATCGGA 

 Reverse: CACCTTGGTCTTGGAGCTTATT 

IL-6 Forward: CTCCCAACAGACCTGTCTATAC 

 Reverse: GTGCATCATCGTTGTTCATAC 

Eotaxin Forward: GAGCTCCACAGCGCTTCTAT 

 Reverse: GAAGTTGGGATGGAGCCTGG 

VEGF Forward: TCTGAGAGAGGCCGAAGTCC 

 Reverse: GCGGGGTGCTTTTGTAGACT 

IL-15 Forward: CGCCCAAAAGACTTGCAGTG 

 Reverse: GGTGGATTCTTTCCTGACCTCT 

GM-CSF Forward: AAGGTCCTGAGGAGGATGTGG 

 Reverse: GTCTGCACACATGTTAGCTTCTTG 

YWHAZ Forward: CACGCTCCCTAACCTTGCTT 

 Reverse: ATCGTAGAAGCCTGACGTGG 
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Supplemental Table 2. Characteristic of H7N9 patients 

Characteristic  18-49 years (n=44) ≥50 years (n=54) 

Time from illness onset to 
sampling (days) 

  

Median 6.5 7.5 

Q1-Q3 5-8.3 6-9 

Antiviral treatment (%)   

Yes 39 (89%) 46 (85%) 

No 5 (11%) 8 (15%) 

Year (%)   

2014-2016 10 (23%) 10 (19%) 

2017 34 (77%) 44 (81%) 

Region (%)   

South 32 (73%) 33 (61%) 

North 12 (27%) 21 (39%) 

           Data are median (25th quartile-75th quartile, Q1-Q3) or n (%). 
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Supplementary Figure 1. Free testosterone and SHBG levels in H7N9 and seasonal influenza 

cases.  

(a, b) Shown are the free testosterone and sex hormone binding globulin (SHBG) levels from H7N9-

infected male patients in dependency of disease outcome in each age group (18-49 yrs survival/death: 
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n=18/15, ≥50 yrs survival/death: n=27/11); (c, d) Shown are the free testosterone and SHBG levels from 

H7N9-infected female patients in dependency of disease outcome in each age group (18-49 yrs 

survival/death: n=4/7, ≥50 yrs survival/death: n=10/6); (e, f) Shown are the free testosterone (18-49 yrs 

outpatient/hospitalized: n=15/11, ≥50 yrs outpatient/hospitalized: n=12/14) and SHBG levels (18-49 yrs 

outpatient/hospitalized: n=16/11, ≥50 yrs outpatient/hospitalized: n=12/14) from seasonal inf luenza-

infected male patients in both age groups; (g, h) Shown are the free testosterone and SHBG levels from 

seasonal influenza-infected female patients in both age groups (18-49 yrs outpatient/hospitalized: 

n=12/4, ≥50 yrs n=13/10). (a-g) Data are presented as Box-and-whisker plots (Tukey). The horizontal 

line in each box represents the median value. The 25th-75th percentiles represent the endpoints of the 

box. The whiskers stretch to the lowest and highest values within 1.5 times the interquartile range (IQR) 

from the 25th-75th percentiles. Dots represent outliers according to Tukey’s definition. The two dotted 

lines in each figure represent the reference ranges for free testosterone (a, e: 15.6-145.6 (pmol/L); c, g: 

0.35-14.21 (pmol/L)) and SHBG (b, f: 11.5-66.3 (nmol/L); d, h: 16.8-135.5 (nmol/L)). Statistically 

significant differences between groups were determined using unpaired, two-tailed non-parametric 

analysis (Mann-Whitney test), and a P value of < 0.05 was considered significant (* p < 0.05, ** p < 0.01, 

*** p < 0.001, **** p < 0.0001) (adapted from my publication87).  
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Supplementary Figure 2. Cytokine and chemokine response in H7N9 IAV-infected patients 

compared to control groups. 

(a-bb) Shown are the expression levels of cytokines and chemokines in the sera from H7N9 IAV-infected 

male and female patients who were significantly altered compared to control groups, each divided into 

two groups based on age: 18-49 years (yrs) and ≥ 50 years old. The number of samples in males were 

as follows: poultry workers (18-49 yrs: n=12, ≥50 yrs: n=45), H7N9 close contacts (18-49 yrs: n=29, ≥50 

yrs: n=16), and H7N9 cases (18-49 yrs: n=33, ≥50 yrs: n=38). The number of samples in females were 

as follows: poultry workers (18-49 yrs: n=4, ≥50 yrs: n=20), H7N9 close contacts (18-49 yrs: n=11, ≥50 

yrs: n=15), and H7N9 cases (18-49 yrs: n=10, ≥50 yrs: n=16). Cytokine/chemokine expression values 

were used after Ln (natural logarithm) transformation. The measurement was carried out using a 

multiplex immunoassay. The following analytes were included: GM-CSF (granulocyte-macrophage 

colony-stimulating factor; a, b), IFN-α2 (interferon alpha 2; c, d), IL-6 (interleukin 6; e, f), TNF-α (tumor 

necrosis factor alpha; g, h), MCP-1/CCL2 (monocyte chemoattractant protein 1; i, j), IFN-γ (interferon 

gamma; k, l), IL-10 (interleukin-10; m, n), IL-1RA (interleukin 1 receptor antagonist; o, p), IL-1α 

(interleukin 1 alpha; q, r), IL-7 (interleukin 7; s, t), IL-8 (interleukin 8; u, v), IP10/CXL10 (interferon 

gamma-induced protein 10; w, x), MIP-1β/CCL4 (macrophage inflammatory protein 1 beta; y, z) and 

MIP-1α/CCL3 (macrophage inflammatory protein 1 alpha; aa, bb). Data are presented as Box-and-

whisker plots (Tukey). The horizontal line in each box represents the median value. The 25th-75th 

percentiles represent the endpoints of the box. The whiskers stretch to the lowest and highest values 

within 1.5 times the interquartile range (IQR) from the 25th-75th percentiles. Dots represent outliers 

according to Tukey’s definition. Statistically significant differences between groups were determined 

using the Kruskal-Wallis test and Dunn’s post hoc test. A P value of < 0.05 was considered a significant 

difference (* p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001) (adapted from my publication87). 
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Supplementary Figure 3. Linear regression analysis of testosterone-modulated inflammatory 

immune responses in seasonal influenza-infected males. 

Shown is the observed regression between testosterone and G-CSF (granulocyte colony-stimulating 

factor) in seasonal influenza male outpatients aged 18-49 years (n=15). Testosterone expression levels 

measured in the plasma from seasonal IAV-infected male outpatients were plotted over the respective 

G-CSF levels. Two-tailed linear regression analysis was performed from outpatients and hospitalized 

patients, and no adjustment for multiple hypotheses was performed due to the explorative nature of the 

study. The best-fit line with 95% confidence intervals is shown. The measure of centre for the error 

bands is the regression line. The R squared and P values are shown in the graph (adapted from my 

publication87).  
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Supplementary Figure 4. Confirmation of the replication of influenza A virus in Leydig cell and 

primary rat Leydig cells.  

(a) Expression of viral polymerase basic protein 1 (PB1) in H1N1, H3N2 and H7N9 infected Leydig cell 

lines was analyzed by Western blotting at 6h, 16h, 24 h and 48 h p.i. (in duplicates, A and B). GAPDH 

was detected as loading control; (b) Microscopic image of primary rat Leydig cells cultured for 6 days 

after isolation (10X); (c) Normalized mRNA expression levels of the Leydig cell marker 17β-

Hydroxysteroid dehydrogenase 3 (HSD-17β 3) in the rat tumor Leydig cell line (LC540) and primary rat 

Leydig cells; (d) Cells were fixed in 4 % PFA solution at 4 c° and nuclei of cells were stained with Hoechst 

dye. Cells were subjected to immunostaining without (Mock) or with the primary lectin (α 2,3-SA: 

Biotinylated Maackia Amurensis Lectin II or α 2,6-SA: Sambucus Nigra Lectin), followed by staining with 

a secondary streptavidin (Alexa Fluor™ 488 conjugate). Images were acquired on a confocal spinning 

disc microscope at 20x magnification. Scale bars represent 100 µm. Quantification of both receptors 

was conducted through MATLAB program. Codes were provided the Methods.  
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Supplementary Figure 5. Weight loss, testicular inflammation, histopathology and estradiol 

levels in H7N9 infected mice. 
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(a) Weight loss of PBS-, Poly (I:C)- and H7N9-treated mice up to 6 d.p.i (b-i) Cytokine and chemokine 

levels without significant differences in the testes from PBS (n=7)-, Poly (I:C)- (n=7)- and H7N9 (n=16)-

treated mice at 3 d.p.i. Data are presented as Box-and-whisker plots (Tukey). The horizontal line in each 

box represents the median value. The 25th-75th percentiles represent the endpoints of the box. The 

whiskers stretch to the lowest and highest values within 1.5 times the interquartile range (IQR) from the 

25th-75th percentiles. Dots represent outliers according to Tukey’s definition. (j-l) Estradiol levels in Poly 

(I:C)-treated mice at 1 day before treatment (-1 d.p.i) vs. treated mice at 1 day (n=7 vs. n=7), 3 days 

(n=7 vs. n=7)  and 6 days (n=7 vs. n=7) post treatment. (m-o) Estradiol levels in H7N9-infected mice at 

1 day before infection (-1 d.p.i) vs. infected mice at 1 day (n=15 vs. n=15), 3 days (n=12 vs. n=12) and 

6 days post infection (n=7 vs. n=7). (p-u) Hematoxylin and eosin (HE)-stained paraffin sections from 

Bouin fixed testis tissue at 1 (p-r) and 6 d.p.i (s-u) were evaluated via light microscopy. Shown are 

representative histological images of the testes of PBS (1 d.p.i., n=6; 6 d.p.i., n=7)- or Poly (I:C) (1 d.p.i., 

n=6; 6 d.p.i., n=7)-control treated and H7N9-infected (1 d.p.i., n=6; 6 d.p.i., n=7) mice (10X). Scale bars 

(100 µm) are shown in the bottom right of each micrograph. (b-i) Statistically significant differences 

among the three groups were determined using either two-tailed one-way ANOVA or the Kruskal-Wallis 

test (b-i). (j-o) Statistically significant differences in estradiol were determined by paired, two-tailed t test 

or non-parametric analysis (j-o). A P value of < 0.05 was considered a significant difference (* p < 0.05, 

** p < 0.01, *** p < 0.001, **** p < 0.0001) (adapted from my publication87). 
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Supplementary Figure 6. Pulmonary inflammatory response in H7N9-infected mice. 

(a-o) Cytokines and chemokines were measured in the lungs of PBS and Poly (I:C) control-treated or 

H7N9 infected mice at 1d.p.i (PBS: n=6, Poly (I:C): n=6, H7N9:n=6), 3 d.p.i (PBS: n=7, Poly (I:C):n=7, 

H7N9: n=7) and 6 d.p.i (PBS: n=7, Poly (I:C): n=7, H7N9:n=7) using a Bio-Plex Pro Mouse Cytokine 

multiplex assay. The following analytes were included: Eotaxin (a), GM-CSF (Granulocyte-macrophage 

colony-stimulating factor; b), IFN-γ (interferon gamma; c), IL-1β (interleukin 1 beta; d), IL-2 (interleukin 

2; e), IL-4 (interleukin 4; f), IL-5 (interleukin 5; g), IL-6 (interleukin 6; h), IL-10 (interleukin 10; i), MCP-1 



117 
 

(monocyte chemoattractant protein 1; j), MIP-1α (macrophage inflammatory protein 1 alpha; k), MIP-1β 

(macrophage inflammatory protein 1 beta; l), TNF-α (tumor necrosis factor alpha; m), IL-15 (interleukin 

15; n), and VEGF (vascular epidermal growth factor; o). Data are presented as box-and-whisker plots 

(Tukey). The horizontal line in each box represents the median value. The 25th-75th percentiles 

represent the endpoints of the box. The whiskers stretch to the lowest and highest values within 1.5 

times the interquartile range (IQR) from the 25th-75th percentiles. Dots represent outliers according to 

Tukey’s definition. Statistically significant differences among groups were determined using either two-

tailed ANOVA or the Kruskal-Wallis test. A P value of < 0.05 was considered a significant difference 

(* p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001) (adapted from my publication87). 
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