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Abstract

The recent development in photoelectron momentum microscopy, covering light pulses
and measurement instruments, brought orbital tomography into the time domain. Simul-
taneously the development of theoretical approaches is crucial for the interpretation and
explanation of the data. In addition, simulations can guide the design of these expensive
experiments. I extend photoelectron momentum microscopy to image excited state prop-
erties in molecular systems from a theoretical perspective. This work aims to capture and
understand the dynamics of excited isolated molecules and molecules at interfaces down
to attosecond time resolution and with atomic spatial resolution.

In particular, I describe excited states of isolated molecules with ab initio configuration
interaction calculations. I consider the broad bandwidth of the probe pulse, where the in-
teraction with the molecular system leads to the emission of photoelectrons. I demonstrate
the opportunities of this developed framework by comparing my theoretical calculations
with data from two experiments performed by our collaborators.

In the first experiment, the sample is a bilayer pentacene film adsorbed on a silver substrate.
My calculations reveal electronic and structural dynamics observed in the experiment up
to hundreds of femtoseconds after the excitation. The second experiment involves a thin
film of copper phthalocyanine on TiSe2. In this case, my calculations on angle-integrated
C1s core spectra and angle-resolved photoelectron distributions from the valence states
of neutral and ionized CuPc gain insights into the electronic and structural properties of
the sample in the experiment after excitation. Furthermore, charge transfer properties
between the substrate and the molecules could be investigated.

In a purely theoretical part, I studied the possibility of photoelectron momentum mi-
croscopy for imaging charge oscillations on the attosecond timescale in neutral photoex-
cited molecules. In particular, I considered charge migration, described by a superposition
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of excited states, in pentacene induced by a pump pulse. The photoelectrons are emitted
due to the interaction with an XUV probe pulse. I demonstrate that the excited-state
dynamics of a neutral pentacene molecule in real space map onto unique features of pho-
toelectron momentum maps.

Finally, my thesis shows the potential of photoelectron momentum microscopy for imaging
processes upon photoexcitation in molecular systems. The findings of this study give a
deeper understanding of the dynamics in different molecular systems.
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Zusammenfassung

Die aktuellsten Verbesserungen bei ultraschnellen Lichtquellen und geeigneten Messtech-
niken führten zu einer Weiterentwicklung in der Impulsmikroskopie von Photoelektronen.
Dies ermöglicht es neuerdings, Wellenfunktionen von Elektronenorbitalen mit einer Zeitau-
flösung im Femtosekunden-Bereich zu messen. Gleichzeitig sind theoretische Methoden für
die Interpretation und Erklärung der Daten von entscheidender Bedeutung. Darüber hin-
aus helfen Simulationen, neue Experimente vorzuschlagen und diese zu gestalten. In dieser
Arbeit werden Impulsverteilungen von Photoelektronen berechnet, welche aus angeregten
Zuständen in molekularen Systemen ausgelöst wurden. Das Ziel dabei ist die Erfassung
und das Verständnis der Dynamiken angeregter isolierter Moleküle und Molekülen an Gren-
zflächen mit atomarer räumlicher Auflösung und Femto/Attosekunden-Zeitauflösung.

Ich beschreibe die angeregten Zustände in den isolierten Molekülen mithilfe der Methode
„Configuration Interaction“. Für die Berechnung der Impulsverteilung der ausgelösten
Photoelektronen berücksichtige ich die Wechselwirkung des Systems mit einem Probepuls
mit großer Bandbreite. Ich demonstriere die umfangreichen Möglichkeiten der berechneten
Impulsverteilungen von Photoelektronen angeregten molekulare Systeme zu beschreiben,
indem ich meine Ergebnisse mit Daten zweier Experimente vergleiche.

Im ersten Experiment wurden durch Lichtimpulse angeregte Pentacen-Moleküle unter-
sucht, die auf einem Silbersubstrat adsorbiert waren. Meine Berechnungen führten zur
Entschlüsselung der im Experiment gemessenen elektronischen und strukturellen Dynamiken.
Dadurch konnten wir die Reaktion des Systems bis ca. 500 Femtosekunden nach der An-
regung verfolgen.

Bei dem zweiten Experiment wurde die Anregung eines dünnen Films aus Kupferphthalo-
cyanin (CuPc) auf TiSe2 analysiert. Hierbei berechnete ich für neutrales und ionisiertes
CuPc Photoelektronenspektren von 1s-Orbitalen der Kohlenstoffatome und winkelaufgelöste
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Photoelektronenspektren von herausgelösten Valenzelektronen. Dies offenbart neue Ein-
blicke in die elektronischen und strukturellen Veränderungen der Probe im Experiment
nach der Anregung. Darüber hinaus konnten Ladungstransfereigenschaften zwischen dem
Substrat und den Molekülen untersucht werden.

In einer theoretischen Betrachtung untersuchte ich die Möglichkeit der Impulsmikroskopie
von Photoelektronen zur Abbildung von Ladungsoszillationen in neutralen angeregten
Molekülen auf der Attosekunden-Zeitskala. Hierbei wurden die durch einen Anregungsim-
puls induzierten Ladungsänderungen in isoliertem Pentacen betrachtet, die durch eine
Überlagerung angeregter Zustände beschrieben werden. Durch die Wechselwirkung mit
einem EUV-Probepuls werden Photoelektronen aus dem Pentacen herausgelöst. Ich zeige,
dass die Dynamik des angeregten Zustands in dem Molekül durch die Impulsverteilungen
der Photoelektronen mit atomarer räumlicher und hunderten von Attosekunden zeitlicher
Auflösung verfolgt werden können.

Meine Dissertation zeigt das Potenzial der Impulsmikroskopie von Photoelektronen, um
angeregte elektronische und strukturelle Prozesse in molekularen Systemen zeitlich zu ver-
folgen. Mithilfe dieser Technik lassen sich Dynamiken in isolierten Molekülen sowie an
hybriden Grenzflächen untersuchen und verstehen.
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1. Introduction

1. Introduction

Today semiconductors play a fundamental role in the world. Their application range from
efficient light generation in light-emitting diodes (LEDs) over energy conversion in solar
cells to microchips and processors in smartphones and computers. The commercial market
today is dominated by inorganic semiconductors, particularly semiconductors based on
silicon. However, organic semiconductors have several advantages, such as the promise of
low cost in production and the ability to be used in mechanically flexible devices [1, 2, 3].
The progress in the field of organic semiconductors leads to the development of, e.g., organic
light-emitting diodes (OLEDs) or flexible organic electronic devices, which are both also
used in commercial products today [4, 5, 6, 7].

Organic solar cells (OSCs), which are based on organic semiconductors, until now cannot
compete with the power conversion efficiency (PCE) of their inorganic counterpart [8].
However, the PCE in OSCs has increased to over 17% in recent years. [9, 10, 11]. The
general working principle in both types of solar cells is similar. First, light quanta are
absorbed, creating electron-hole pairs in the solar cell. Second, the design of the device
leads to a separation of the excited charges. However, while in inorganic semiconductors,
the excitations create free charge carriers, in organic semiconductors, the excitations create
localized bound electron-hole pairs (excitons), resulting in a much lower charge carrier
mobility [12, 13]. In OSCs, the excitons are separated by interaction with another organic
semiconductor at the interface. Avoiding the recombination of the excitons is necessary
for higher efficiency of the OSCs.

For further development of new OSCs, understanding intra- and inter-molecular inter-
actions is important [14]. Since the involved process in the whole device is complex, it
makes sense to focus on specific isolated parts ranging from the interplay at the electron
donor/acceptor interface to the excitation on a single molecular level. Therefore, imaging
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1. Introduction

and understanding single molecular dynamics up to the interplay of molecules on surfaces
are important.

For imaging dynamical processes, the measurement has to have a higher time resolution
than the dynamics one wants to resolve. Since the first snapshot photography of a gal-
loping horse obtained by Eadweard Muybridge in the late 19th century, technological
improvements have led to the ability to image faster dynamics down to the attosecond
domain, which is the timescale of electronic motions [15, 16, 17, 18, 19]. An approach
for measuring such fast dynamics is a pump-probe setup, where a pump pulse brings the
system out of equilibrium, and the probe pulse, at a delayed time, makes snapshots of the
system. Depending on the process triggered by the probe pulse, different measuring tech-
niques are available, e.g., photoelectron spectroscopy, photon absorption, and scattering
experiments [16]. The imaging of femtosecond and attosecond dynamics was driven by the
development of ultrafast light sources, such as high harmonic generation (HHG) sources
[20, 21, 22, 23, 24] and free-electron lasers (FELs) [25, 26, 27, 28, 29]. With ultrashort light
pulses, it is possible to follow electronic motions [30, 18, 31, 32], structural changes of the
nuclei [33, 34, 35], and chemical reactions [36, 37, 38], with the goal to image a complete
“molecular movie”.

Different measuring techniques have been established, which allow a spatial resolution
down to interatomic distances, such as time-resolved X-ray absorption spectroscopy, X-ray
scattering, or detecting emitted photoelectrons, while those methods also have different
subclasses. The first two techniques can also involve other photon energies while imaging
material properties with X-ray pulses gives angstrom spatial resolution. For example,
X-ray absorption spectroscopy measures the energy-resolved intensity change of the light
pulse when it passes through a sample, giving information about core excitations into
unoccupied levels in the system [39, 40, 41, 42, 43]. In X-ray scattering, the analysis of
the scattered light that can originate from the relaxation of occupied levels allows the
determination of sample properties [44, 37, 45, 46, 47].

The technique used in this thesis is based on photoelectron spectroscopy. In photoelec-
tron spectroscopy, the probe pulse removes an electron from the system, which encodes
information about the state of the system from which it was emitted. Compared to X-
ray scattering and X-ray absorption spectroscopy, the photon energy of the probe pulse
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1. Introduction

can be much less to achieve angstrom spatial resolution because the spatial resolution is
related to the de Broglie wavelength of the photoelectrons. Depending on the energy of
the probe pulse, different techniques exist. In time-resolved X-ray photoelectron spec-
troscopy (tr-XPS) electrons are removed from the core shells, obtaining information about
the atoms by the binding energy of the electrons [48, 49]. In time-resolved X-ray photo-
electron diffraction (tr-XPD), the scattered three-dimensional photoelectron momentum
distribution is measured, obtaining multidimensional information [50, 51, 52]. Time- and
angle-resolved photoemission spectroscopy (tr-ARPES) involves probe pulses with photon
energies higher than the electron binding energy in the system. This technique can mea-
sure band structures in solids [53, 54, 55, 56] and also provide information about valence
states in molecules [57, 32]. For imaging valence states in molecules, orbital tomography
has emerged [58]. This approach is based on the fact that the angle-resolved photoemis-
sion spectroscopy (ARPES) signal from valence states in molecules is directly related to
the Fourier transformation of the molecular orbitals (MOs) if the outgoing photoelectron
can be described by a plane wave [57]. Therefore for constant kinetic energies of the
photoelectrons, the two-dimensional photoelectron momentum distribution (photoelectron
momentum map (PMM)) is related to Fourier transformations of the MOs. The advantage
of tr-ARPES is that it is sensitive to valence state dynamics relevant for OSCs, while the
probe pulse energy is much less compared to X-rays.

All the techniques described above have in common that they present a time-resolved snap-
shot of the system. However, the interpretation of the signal can be a complicated task.
In all these measurements, the phase of the probed electronic states is lost. Either phase
retrieval techniques need to be applied, or theoretical calculations modeling the states of
the system need to be taken into account [59, 60, 61]. In addition to the loss of phase
information, the signals from different processes can be overlapped and need to be disen-
tangled and assigned to different processes. Furthermore, if the obtained dynamics have
to be related to relaxation dynamics inside the molecule, a comparison to theoretical cal-
culations is crucial. Such experimental measurements can also be taken to test theoretical
methods.

Recently orbital tomography has been extended into the time domain by measuring the
momentum distribution of transiently excited electrons [32, 62, 63]. For example singlet
fission has been observed on an orbital level with tr-ARPES [63], while singlet fission is the
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1. Introduction

process where an excited singlet state decays into two triplet states. This process increases
the efficiency of solar cells [64]. The recent progress for imaging excited states within pho-
toelectron momentum microscopy demonstrates the need for accurate theoretical models
for interpretation of the data. Theoretically photoemission orbital tomography for excited
states has been investigated very recently based on density-functional theory (DFT). In
this thesis, I theoretically investigate the capabilities of tr-ARPES and tr-XPS measure-
ments for probing photoexcited electron dynamics in molecules and molecules on surfaces. I
use ab initio electronic structure theory (configuration interaction (CI)) for the description
of the molecules.

In Ch. 2, I introduce the theoretical background for calculating ground and excited states
in molecules and the description of light-matter interaction. In Ch. 3, I start with an
introduction to photoemission spectroscopy. I summarize recent achievements in this field
and show how to calculate the photoelectron distribution from the interaction with the
probe pulse. In addition, I derive equations used in this thesis. I calculate photoelectron
momentum distributions from excited states in molecules, which I implemented numeri-
cally to calculate the results of the following chapters. Moreover, I derive the difference
between the electron density of the molecule in the ground state and a coherent superpo-
sition of excited states. In Ch. 4, I present my calculations on photoelectron distributions
from the ground/excited states of isolated pentacene and from a model for pentacene on
a substrate. The results are compared to experimentally obtained dynamics for a thin
pentacene film on a substrate. In Ch. 5, I present my calculation on a different molecule,
copper phthalocyanine (CuPc), where I calculate photoelectron distributions of photoelec-
trons emitted from excited and ionized states of the isolated molecule. I also calculate the
structural properties of a mono-layer of CuPc. The results are compared to an experiment
performed on a thin film of CuPc on a substrate. In Ch. 6, I present my theoretical study
on imaging ultrafast photoinduced electronic charge oscillations initiated by a superposi-
tion of excited states with tr-ARPES. The opportunities of this technique are illustrated
with the example molecule pentacene. With a conclusion and an outlook, I finish this
thesis in Ch. 7.
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2. Theoretical background

2. Theoretical background

In this chapter, I give an overview of the theoretical approaches used in this thesis. Sec. 2.1
deals with calculating the electronic structure in molecules. I review the approach used in
this thesis to calculate the ground and excited states of molecules. In Sec. 2.2, I describe
the interaction between light and matter leading to the minimal coupling Hamiltonian.

Throughout the thesis, atomic units are used, where Planck’s constant ℏ, the electron
mass me, and the electron charge e are ℏ = 1, me = 1, and e = 1. In this unit system,
lengths are given in the unit of the Bohr radius a0 ≈ 0.529 Å and the energy in Hartree
Eh ≈ 27.2 eV.

2.1. Ab initio electronic structure theory

Further details on the presented and different quantum chemistry methods can be found
in [65, 66].

The properties of the electrons and nuclei in molecules (containing Ne electrons and NN

nuclei) can be obtained by solving the non-relativistic time-dependent Schrödinger equation
(TDSE). In the case of a time-independent molecular Hamiltonian, we can write down the
time-independent Schrödinger equation (TISE)

Ĥm(r,R)Ψ(r,R) = EΨ(r,R), (2.1)

where E is the energy of the system, Ψ(r,R) the time-independent wavefunction of the
system, which depends on the coordinates r of the Ne electrons and the coordinates R of
the NN nuclei. The molecular Hamiltonian Ĥm contains the kinetic part of the electrons
T̂e(r) and the nuclei T̂N (R) and Coulomb potential terms between electrons V̂ee(r), between
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2. Theoretical background

nuclei V̂NN (R) and between electrons and nuclei V̂eN (r,R)

Ĥm(r,R) = −
Ne∑
i=1

∇2
ri

2 −
NN∑
I=1

∇2
RI

2MI
+

Ne∑
i ̸=j

1
2|ri − rj |

+
NN∑
I ̸=J

ZIZJ

2|RI − RJ |
−

Ne∑
i

NN∑
I

ZI

|ri − RI |

(2.2)

= T̂e(r) + T̂N (R) + V̂ee(r) + V̂NN (R) + V̂eN (r,R), (2.3)

where ∇ri is the nabla operator with respect to the electronic coordinate ri, ∇RI is the
nabla operator with respect to the nuclear coordinate RI and ZI is the charge of the
nuclei I. For separating the nuclear and electronic degrees of freedom in the TISE with
the Hamiltonian Ĥm(r,R) we first apply the Born-Oppenheimer (BO) approximation.

2.1.1. Born-Oppenheimer approximation

The BO approximation [67] is based on the assumption that the electrons move faster
than the nuclei due to their mass being three orders of magnitude smaller. Therefore if
the nuclei move, the electrons are assumed to react instantaneously (adiabatically).

To solve the Schrödinger equation, we first need a separation of the electrons and nuclei
in the Schrödinger equation. Apart from the Coulomb potential term V̂eN (r,R) between
the electrons and the nuclei, the Hamiltonian in Eq. (2.2) is already separated into a
part depending on the nuclear coordinates T̂N (R) + V̂NN (R) and electronic coordinates
T̂e(r) + V̂ee(r). Therefore we consider a separable ansatz for the wavefunction in the BO
approximation

Ψ(r,R) = Φe(r; R)χN (R), (2.4)

where Φe(r; R) is the electronic part of the wavefunction, which only parametrically de-
pends on the nuclear coordinates R and χN (R) is the wavefunction of the nuclei.

With the ansatz in Eq. (2.4), the electronic Hamiltonian for a given set of nuclear positions
becomes

Ĥe = T̂e(r) + V̂eN (r,R) + V̂NN (R) + V̂ee(r). (2.5)

The BO approximation states that the kinetic energy of the nuclei T̂N (R) can be neglected
for solving the electronic Hamiltonian.
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2.1. Ab initio electronic structure theory

Finally, the BO approximation separates the TISE for the molecule into one for the elec-
trons in Eq. (2.5) that can be solved for a given fixed set of nuclear coordinates R

ĤeΦe(r; R) = EeΦe(r; R). (2.6)

For each fixed set of nuclear coordinates R, an eigenenergy for the electronic states can be
obtained with Eq. (2.6). This leads to the concept of the potential energy surfaces (PESs)
(adiabatic PES in the BO approximation). The ansatz in Eq. (2.4) includes non-coupled
single PESs. When the PESs of two different states become close in energy for the same
nuclear coordinates, the BO approximation (adiabatic) breaks down, and non-adiabatic
effects must be taken into account [68]. However, this thesis only considers adiabatic
PESs in the BO approximation. With this, we have an equation to solve the electronic
wavefunctions. Particular methods to solve it are presented in the next sections.

2.1.2. Hartree-Fock approximation

The Hartree–Fock (HF) approximation introduces a way to solve the many body problem
in the TISE for the ground state of a given Ne-electron system. In this approach, the
electron-electron interactions are considered in a mean-field approach, where each electron
interacts with a mean field that results from the coulomb potential of all other electrons.

Similar to the ansatz in Eq. (2.4), the electronic wavefunction is assumed to be a product
of single electronic wavefunctions, written as a Slater determinant (SD) to fulfill the anti-
symmetry of the electronic wavefunction resulting from the Pauli-principle

Φe(r) = 1√
Ne!

∣∣∣∣∣∣∣∣∣∣∣

ϕ1(r1) ϕ2(r1) . . . ϕN (r1)
ϕ1(r2) ϕ2(r2) . . . ϕN (r2)

...
... . . . ...

ϕ1(rN ) ϕ2(rN ) . . . ϕN (rN )

∣∣∣∣∣∣∣∣∣∣∣
, (2.7)

where Ne is the total number of electrons and ϕi(rj) is the ith one electron wavefunc-
tion (corresponding to one MO wavefunction multiplied by its spin component) with the
coordinates rj .

With the SD approach based on single electronic wavefunctions and the Hamilton operator
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2. Theoretical background

in Eq. (2.5), the energy of the system is given by

Ee = ⟨Φe| Ĥe |Φe⟩
⟨Φe|Φe⟩

, (2.8)

where the wavefunction is assumed to be normalized ⟨Φe|Φe⟩ = 1. The variational principle
can minimize this energy while keeping the MO wavefunctions ϕi(r) orthogonal. This
minimization leads to the HF equations which are eigenvalue equations for each electronic
wavefunction

F̂ (r)ϕi(r) = ϵiϕi(r), (2.9)

where ϵi is the energy of the electron in the orbital i and F̂ (r) is the Fock operator

F̂ (r) = ĥ(r) +
Ne∑
j

(Ĵj(r) − K̂j(r)), (2.10)

with

ĥ(r) = −1
2∇2

r −
NN∑

I

ZN

|r − RI |
, (2.11)

Ĵj(r) =
∫
d3r′ |ϕj(r′)|2

|r − r′|
, (2.12)

K̂j(r)ϕi(r) =
∫
d3r′ ϕ

∗
j (r′)ϕi(r′)
|r − r′|

ϕj(r). (2.13)

In the Fock-operator F̂ (r), ĥ(r) is a one-electron operator describing the kinetic energy of
the electrons and the Coulomb potential between the electrons and the nuclei, Ĵj(r) is the
Coulomb operator and K̂j(r) the exchange operator.

Eq. (2.9) needs to be solved with an iterative procedure (self-consistent) because the Fock-
operator itself F̂ (r) depends on the wavefunctions ϕi(r). A numerical calculation starts
with an initial guess of orbital wavefunctions ϕi(r). With this guess, one solves Eq. (2.9)
again, leading to new solutions of the wavefunctions ϕi(r). This procedure continues until
the change in the wavefunctions is below a certain threshold and convergence is reached.
If not stated otherwise, we assume a closed-shell restricted HF calculation in all our HF
calculations, where the occupied orbitals are all restricted to be doubly occupied.

In the HF method, the electron-electron interactions are not treated exactly. Therefore
the solution gives an upper bound to the exact energy of the system EHF ≥ Etotal. The
difference between these energies is called electron correlation energy.
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2.1. Ab initio electronic structure theory

2.1.3. Koopmans’ theorem

Consider a system in the ground state described within the HF theory. Koopmans’ theorem
[69] relates the orbital energy ϵi to the energy of removing an electron from this system.
The energy of the Ne electron system is given in Eq. (2.8). Koopmans’ theorem states that
the ionization potential of the electron in orbital i in this system is related to the energy
of the orbital ϵi

ENe−1
i − ENe =

〈
ΦNe−1

i

∣∣∣ Ĥe

∣∣∣ΦNe−1
i

〉
−
〈
ΦNe

∣∣∣ Ĥe

∣∣∣ΦNe

〉
= −ϵi, (2.14)

where ENe−1
i is the energy of the system where the electron in orbital i has been re-

moved, with the corresponding state
∣∣∣ΦNe−1

i

〉
. In calculations of the electronic structure of

molecules, orbital energies for unoccupied orbitals are also obtained. However, Koopmans’
theorem only applies to the energies of occupied orbitals.

2.1.4. Molecular orbitals

We can solve the electronic wavefunction with the HF method. However, we have not taken
the wavefunction itself into account. This wavefunction, in principle, can be expanded in
any basis set.

Here we expand the MO ϕi(r) in a basis of Nbasis atomic orbitals (AOs) φi(r), leading to
a linear combination of atomic orbitals (LCAO)

ϕi(r) =
Nbasis∑

j

cijφj(r), (2.15)

where cij are the expansion coefficients. The basis for the AO can be obtained from
properties of atomic wavefunctions since they are located around the nuclei and decay
exponentially for higher distances.

Exponential functions are analytical solutions for the wavefunction of the hydrogen atom.
Therefore AO based on exponential functions, for example, Slater-type orbitals (STOs),
can be a choice. However, evaluating the two-electron integrals with STO in a numerical
calculation is time-consuming. Two-electron integrals have the form∫

d3r1

∫
d3r2 ϕ

∗
i (r1)ϕj(r1) 1

|r1 − r2|
ϕ∗

k(r2)ϕl(r2) (2.16)
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2. Theoretical background

which are, e.g., necessary for evaluating the Coulomb and Exchange operator when solving
Eq. (2.9). The numerical calculation involving AO based on Gaussian functions (Gaussian-
type orbitals (GTOs), first proposed in 1950 [70]) has advantages in the calculation times.
The GTOs in Cartesian coordinates for an atom at position r0 = (x0, y0, z0) are

gα(r, l) = 1√
N

(x− x0)l1(y − y0)l2(z − z0)l3e−α(r−r0)2
, (2.17)

where the sum over the variables l = (l1, l2, l3) define the angular momentum of the AO
and N is the normalization factor. However, a single GTO differs from STO, the cusp
at the center of the nucleus is not given in a GTO, and the exponential decrease is much
faster. Therefore a linear combination of several single GTOs (called primitive GTOs)
is used to construct the so-called contracted Gaussian-type orbitals (CGTOs). With the
contraction coefficients dµ,ν , CGTOs are

φj(r) = φ
l(j)
ν(j)(r) =

∑
ν

dj,νgα(ν)(r, l), (2.18)

where the index j contains information about the index l and ν.

Different basis sets have been developed depending on the number of AO included for each
occupied orbital in the atoms; common ones are reviewed, e.g., in [71]. The specific basis
set used in this thesis is stated for each calculation.

With this introduction of the basis sets, the HF equation can be reformulated in terms of
the AO. This results in the Roothaan-Haal equation for a closed-shell system [72]

FC = SCϵ, (2.19)

where F is the Fock matrix, the matrix C contains the expansion coefficients for the AO, S

is the overlap matrix of different AO basis functions and ϵ is the matrix with orbital energies
ϵi on the diagonal. The coefficients C for the MO are obtained by solving Eq. (2.19).

2.1.5. Configuration interaction

HF theory can be used to calculate a closed-shell system in the ground state. However, for
excited states, the single SD approach used in HF theory is generally inaccurate because
the open-shell occupations lead to higher electronic correlations, which must be considered.
For calculating systems where one needs to include electronic correlations, post-HF theories
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2.1. Ab initio electronic structure theory

have been employed, which can be used to calculate excited molecular states [73].

In CI, the wavefunction |Ψ⟩ is constructed from a linear combination of electronic many-
body basis states |Ψ⟩n. The many-body states |Ψ⟩n can be constructed from the MOs
obtained from a HF calculation, either as excited SD or configuration state function (CSF),
which are eigenfunctions of the spin operators Ŝ2 and the projection Sz (see Sec. 2.1.6).
The wavefunction thus becomes

|Ψ⟩ = c0 |Φ0⟩ +
∑
i,a

ca
i |Φa

i ⟩ +
∑
ij,ab

cab
ij

∣∣∣Φab
ij

〉
+ . . . , (2.20)

where |Φ0⟩ denote a wavefunction equal to the HF ground-state, in the single excited state
|Φa

i ⟩ the electron in orbital i has been excited into orbital a, the state
∣∣∣Φab

ij

〉
includes

double excitations from orbital i and j into a and b and higher excitations are not written
down explicitly. In this case, the orbitals i, j and a, b are singly occupied. Each state
in the expansion has a specific orbital occupation. This set of occupied orbitals is called
configuration. Thus we refer to the states |Φ0⟩, |Φa

i ⟩,
∣∣∣Φab

ij

〉
, . . . as configurations. The

expansion coefficients c0, ca
i , cab

ij , . . . are obtained by minimizing the energy of the system,
similar to the minimization of the energy in Eq. (2.8) carried out in the HF method.

If the expansion in the wavefunction forms a complete set of one-electron wavefunctions, the
CI method leads to an exact solution of the TISE. All possible configurations from a given
basis set are included in full configuration interaction (FCI). Nevertheless, dealing with
a large basis set results in an intense numerical computation, therefore FCI is limited to
atoms and small molecules [74, 75, 76]. Truncating the expansion space to single excitations
leads to configuration interaction singles (CIS). CISD includes the expansion up to double
excitations and so on.

The MOs can also be considered in different orbitals spaces. The orbitals are considered in
five different spaces in the restricted active space self-consistent field (RASSCF) method
[77, 78]. Orbitals in the inactive space are always doubly occupied. For orbitals in the active
RAS2 space, all possible occupations are allowed. Orbitals in the RAS1 space are doubly
occupied except for a maximum number of holes, while in the RAS3 space, the orbitals
are unoccupied except for a maximum number of electrons. With a hole in an orbital, we
mean an electronic vacancy. Orbitals in the virtual space are always unoccupied. In this
thesis, we use the restricted active space configuration interaction (RASCI) method [79],
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2. Theoretical background

which similarly to the RASSCF method implies a restricted active space, but does not
imply optimization of MOs.

The truncation of the active space in CI reduces the number of involved configurations,
allowing the computation of larger molecules. In this thesis, we start from the ground
state of the molecules. The excited states are obtained by performing single excitations
on the ground state. This approach does not include all electronic correlations; however,
they are treated in all excited states on a similar level [80, 81].

2.1.6. Configuration state functions

SD are eigenfunctions of the projected spin operator Ŝz, but generally not of the total spin
Ŝ2. Only for closed-shell systems (e.g., the HF ground state) and high spin states, where all
the electrons in singly occupied orbitals have the same spin, the SD is an eigenfunction of
the total spin operator Ŝ2 [82]. In this case, the SDs are also equal to the CSFs. CSFs are
constructed as a linear combination of SDs to be eigenfunctions of both the spin projection
and the total spin operator Ŝz and Ŝ2. The transformation between CSFs and SDs is given
by the Clebsch-Gordan coefficients [82]. We explicitly derive the CSF for two and three
electrons in Appendix A.1.

2.2. Interaction of light with matter

After discussing the electronic-structure theory for the ground and excited states of molecules,
we deal with the interaction of light and matter. In this section, we derive the Hamiltonian
for a system in an electromagnetic (EM) field leading to the minimal coupling Hamiltonian.
With this, we can describe the system’s interaction with a photoionizing probe pulse in the
next section. We use the notation from [83]. Further details of the following derivations
can also be found in [84, 85].

To derive the Hamiltonian we rewrite the EM field with a vector potential A and scalar
field Φ which satisfies

E = −α∂A
∂t

− ∇Φ, (2.21)

B = ∇ × A, (2.22)
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2.2. Interaction of light with matter

where α = 1
c is the fine structure constant, E is the electric and B the magnetic field. These

potentials are not unique because any gauge transformation of the vector potential leaves
the resulting electric and magnetic field unchanged. In the Coulomb-gauge ∇ · A = 0, and
for a free EM field, we can set Φ = 0. The classical energy of the EM field is

Er = 1
8π

∫
d3r (E2 + B2) = 1

8π

∫
d3r

[
α2
(
∂A
∂t

)2
+ (∇ × A)2

]
. (2.23)

This equation can be solved by expanding the vector potential in terms of modes in a
cavity with volume V . A plane wave expansion of A leads to a Hamiltonian, which is a
sum of uncoupled harmonic-oscillator Hamiltonians

Ĥr =
∑
k,λ

ωkâ
†
kλâkλ, (2.24)

where we neglected the zero-point energy. â†
k,λ(âk,λ) creates(annihilates) a photon in the

mode (k, λ), ωk = |k|/α is the energy of the photon mode with wave vector k and λ is
part of the polarization vector ϵk,λ of the EM field and can have the value 1 or 2. The
polarization vectors are orthogonal

ϵ∗k,1 · ϵk,2 = 0, (2.25)

and satisfies in the Coulomb gauge

k · ϵk,λ = 0. (2.26)

The photon creation and annihilation operators obey the commutation rules for bosons.
The vector potential in the plane wave expansion in three dimensions is

Â(r) =
∑
k,λ

√
2π

V ωkα2

(
âk,λϵk,λe

ikr + â†
k,λϵ∗

k,λe
−ikr

)
. (2.27)

The Hamiltonian for the system interacting with a radiation field can now be obtained
from the Hamiltonian of an electron

Ĥ0 = p̂2

2 + V̂ , (2.28)

where p̂ is the momentum operator of an electron and V̂ is the potential energy operator.
By replacing p̂ → (p̂−αÂ(r)) we obtain the so-called minimal-coupling Hamilton operator
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2. Theoretical background

for a system interacting with an EM field, which is in the formalism of second quantization

Ĥ = Ĥ0 + Ĥr + Ĥint, (2.29)

Ĥint = α

∫
d3r ψ̂†(r)

[
Â(r) · p̂

]
ψ̂(r) + α2

2

∫
d3r ψ̂†(r)

[
Â(r)

]2
ψ̂(r), (2.30)

where ψ̂†(r) is the electron creation and ψ̂(r) annihilation field operator. With the electron
creation and annihilation operator ĉ†

µ,σ and ĉµ,σ, which creates/annihilates an electron in
orbital µ with spin σ, the creation and annihilation field operators are

ψ̂†(r) =
∑
µ,σ

ĉ†
µ,σϕ

∗
µσ(r), (2.31)

ψ̂(r) =
∑
µ,σ

ĉµ,σϕµσ(r), (2.32)

where ϕµσ(r) is the wavefunction of the spin orbital µ, σ.

The interaction Hamiltonian in Eq. (2.30) contains terms which are proportional to Â and
those which are proportional to Â2. Both parts are discussed in detail in [83]. The vector
potential Â changes the number of photons by one. Thus in the first order, the Â part
describes processes where one photon is absorbed or emitted, such as photoabsorption or
photoemission. In the first order, the part proportional to Â2 conserves the number of pho-
tons or changes them by two, which describes x-ray scattering or two-photon absorption or
emission. In this thesis, we describe photoemission spectroscopy, which is triggered by one-
photon absorption for our considered pulse intensities. Thus the interaction Hamiltonian
reduces to

Ĥint = α

∫
d3r ψ̂†(r)

[
Â(r) · p̂

]
ψ̂(r). (2.33)
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3. Derivation of the photoelectron probability and excited state properties

3. Derivation of the photoelectron
probability and excited state properties

In this chapter, I derive different properties needed for the rest of this thesis. In Sec. 3.1, I
introduce photoelectron spectroscopy and review the theoretical description of tr-ARPES.
I derive the photoelectron probability for electrons removed from different molecular states.
I continue with the electron-hole density, where I calculate the difference between the
electronic density of the molecule in the ground state and a coherent superposition of
excited states.

3.1. Time- and momentum-resolved photoelectron spectroscopy

In the following section, we introduce photoelectron spectroscopy and review the derivation
of the photoelectron probability for a system in a coherent superposition of states derived
in [86]. We use the interaction Hamiltonian in Eq. (2.33) to describe the interaction of an
ultrashort probe pulse with a system leading to the emission of photoelectrons.

3.1.1. Introduction

In photoemission spectroscopy (or photoelectron spectroscopy), the energy of the electrons
is measured, which have been removed by a photon from a sample. It is based on the
photoelectric effect, theoretically explained by Einstein in 1905 [87]. In the photoelectric
effect, an electron in a sample absorbs a photon with an energy higher than the binding
energy of the electron. The excited electron is removed from the system with the kinetic
energy

ϵe = ωin − EB, (3.1)
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3. Derivation of the photoelectron probability and excited state properties

where EB is the binding energy of the electron in the system, which here includes the work
function used in the description of solids, and ωin is the energy of the light pulse. By
measuring the energy of the outgoing electrons, one gets information about the energies of
the occupied states in the system.

Depending on the photon energies of the light pulse (e.g., ultraviolet (UV), extreme ul-
traviolet (XUV), or X-ray pulses), different electrons can be removed from the system.
Weaker-bound electrons in valence states contain information about, e.g., conductivity in
solids or chemical bonding in molecules [88]. Stronger bound electrons in the core levels
of the system can be removed with X-ray pulses leading to X-ray photoelectron spec-
troscopy (XPS), pioneered by Kai Siegbahn [89, 90, 91]. XPS allows obtaining information
about the chemical environment of the atoms and is site specific [88, 92, 93].

Despite the binding energy, the full three-dimensional momentum of the emitted photoelec-
trons is measured by ARPES. Within a pump-probe setup, ARPES but also XPS can be
extended to a time-resolved measurement leading to tr-ARPES and tr-XPS [86, 94, 95, 32].
ARPES measures band structures in solids [96, 97, 98] and also has been used to measure
electron distributions in molecules [57, 99, 100]. Orbital tomography has emerged and al-
lowed the mapping of MO to photoelectron momentum distributions for aligned molecules
in thin films [57, 58]. Experimentally the photoelectron distribution can be measured with
so-called momentum microscopes [101, 102]. In these, an objective lens creates a Fourier
image of the photoelectrons from the sample in the back focal plane. The photoelectrons
enter a time-of-flight drift tube after the lens (or a lens system) to obtain the photoelectron
energies. Finally, a delay-line detector (DLD) measures the two-dimensional momentum
of the photoelectrons. Therefore, such a time-of-flight momentum microscope detects the
three-dimensional photoelectron momentum distribution. In analogy to a microscope,
which creates a real space image, this technique is called momentum microscopy.

With the interaction Hamiltonian in Eq. (2.33) and the time-dependent perturbation the-
ory, the photoelectron probability to obtain an electron with momentum q in the first
order is (according to Fermi’s golden rule [103])

P (q) ∝
(
⟨ΨF (q)| Â · p̂ |ΨI⟩

)2
δ

ENe
I +ωin−ENe−1

F ,ϵe
, (3.2)

where |ΨI⟩ is the initial state of the system with energy ENe
I before the interaction with the
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3.1. Time- and momentum-resolved photoelectron spectroscopy

light pulse (in our case, the probe pulse), ϵe is the energy of the outgoing photoelectron and
⟨ΨF (q)| is the final state after the interaction with the probe pulse with energy ENe−1

F +ϵe.
The δ-function guarantees the conservation of energy. For the theoretical description of
XPS, Eq. (3.2) has to be integrated over the photoelectron momentum.

For the description of the final state ⟨ΨF (q)| we use the sudden-approximation [104],
leading to a decoupling of the molecular state after removing the photoelectron and the
photoelectron wavefunction. This approximation is justified for high kinetic energies of
the photoelectron emitted from free or adsorbed molecules [105].

The simplest approach for the photoelectron wavefunction is to approximate it with a
plane wave, leading to the plane-wave approximation (PWA). This approximation was
already proposed in the 1970s [106]. In general, the PWA could lead to incorrect results
[107, 108, 109, 110] and more sophisticated methods like the independent atomic center
(IAC) approximation has been developed [111]. However, it has been shown that the
PWA is suitable for the emission of electrons from π-orbitals in planar molecules with light
atoms (H, C, N, O), where the angle between the polarization of the probe pulse and the
photoelectron momentum is small [57]. Therefore we use the PWA in this thesis.

As we will see in the derivations in Sec. 3.2, using the PWA leads to a photoelectron prob-
ability which is connected to the Fourier transform of the MOs. This led to the concept of
orbital tomography, where the photoelectron momentum distribution at particular binding
energies gives information about the Fourier transform of MOs [57, 60, 112, 113, 114].

3.1.2. Photoelectron probability involving ultrashort probe pulses

For the description of a system interacting with an ultrashort and broadband probe pulse,
Eq. (3.2) is not correct, and a full quantum electrodynamic (QED) treatment of the inter-
action has to be taken into account [86]. We review the derivation of the photoelectron
probability resulting from a system interacting with an ultrashort broadband probe pulse
presented in [86] for studying charge migration dynamics. We will introduce the concept
of coherent electronic motions and charge migration in Sec. 6.1.

We assume that the pump pulse triggered an excitation in the system at t0. This excitation
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could lead to a coherent superposition of excited states

|Ψ(t)⟩ =
∑

I

CIe
−iEI(t−t0)

∣∣∣ΦNe
I

〉
, (3.3)

where
∣∣∣ΦNe

I

〉
are eigenstates of the molecular Hamiltonian Ĥm with Ne electrons and the

corresponding energy EI . We only consider excitations into spin-singlet states since the
transition probability in the first order is zero for spin-triplet states. The probe pulse is as-
sumed to not overlap with the pump pulse and can be treated separately. The Hamiltonian,
including the interaction between the probe pulse and the molecule, is

Ĥ = Ĥm + Ĥr + Ĥint, (3.4)

where the Hamilton operator of the probe pulse Ĥr is given in Eq. (2.24) and the Hamil-
tonian describing the interaction between the molecules and the probe pulse Ĥint in
Eq. (2.33). The electronic creation and annihilation field operators are given in Eq. (2.31)
and Eq. (2.32). The wavefunction of the system for a non-interacting probe pulse Ĥint = 0
is

|Ψ0(t)⟩ = |Ψ(t)⟩ |{n}⟩ =
∑

I

CIe
−iEI(t−t0)

∣∣∣ΦNe
I

〉
|{n}⟩ , (3.5)

where |{n}⟩ is the photon state which is the eigenstate of Ĥr. The interaction of the probe
pulse is introduced with time-dependent perturbation theory. The wavefunction of the
final state

∣∣∣Ψ(1)
f (tf )

〉
at a specific time tf in first order becomes

∣∣∣Ψ(1)
f,{n}(tf )

〉
= −i

tf∫
t0

dt eiĤ0(t−tf )Ĥinte
−iĤ0(t−t0) |{n}⟩

∑
I

CI

∣∣∣ΦNe
I

〉
, (3.6)

where Ĥ0 = Ĥm + Ĥr is the Hamiltonian of the unperturbed system. The corresponding
density matrix correction in the first order is given by

ρ̂(1,1) =
∑

{n},{ñ}
ρX

{n},{ñ}

∣∣∣Ψ(1)
f,{n}(tf )

〉〈
Ψ(1)

f,{ñ}(tf )
∣∣∣ , (3.7)

where ρX
{n},{ñ} describes the probability distribution of the modes in the incoming beam.

The interaction of the molecule with the electric field leads to the emission of photoelec-
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3.1. Time- and momentum-resolved photoelectron spectroscopy

trons. Using the density matrix formalism, the photoelectron probability is

P = lim
tf →+tf

Tr
[
n̂qρ̂

(1,1)
f (tf )

]
, (3.8)

where n̂q is the occupation number operator for photoelectrons with momentum vector q

n̂q =
∑

σ

ĉ†
q,σ ĉq,σ. (3.9)

With Eq. (3.7) the photoelectron probability becomes

P =
∑

σ

∑
{n},{ñ}

∑
I,K

ρX
{n},{ñ}CIC

∗
K

∑
F,{n′}

tf∫
t0

dt1
tf∫

t0

dt2

×
〈
ΦNe

F

∣∣∣ ĉ†
q,σ ĉq,σ

〈
{n′}

∣∣ eiĤ0(t1−tf )Ĥinte
−iĤ0(t1−t0) |{n}⟩

∣∣∣ΦNe
I

〉
×
〈
ΦNe

K

∣∣∣ ⟨{ñ}| eiĤ0(t2−t0)Ĥinte
−iĤ0(t2−tf ) ∣∣{n′}

〉 ∣∣∣ΦNe
F

〉
.

(3.10)

The probe pulse wavelength in this study is larger than the atomic scale. Therefore we
use the dipole approximation e−ikr ≈ 1. With Ĥint the probability results in

P =
∑
σ,F

∑
{n},{ñ}

∑
I,K

ρX
{n}{ñ}CIC

∗
K

∑
k1λ1,k2λ2

∑
{n′ }

2π
V

√
ωk1ωk2

tf∫
t0

dt1
tf∫

t0

dt2

×
〈
ΦNe

F

∣∣∣ 〈{n′}
∣∣ ĉ†

q,σ ĉq,σe
i(Ĥm+Ĥr)(t1−tf )

[
âk1,λ1 T̂k1,λ1 + â†

k1,λ1
T̂ †

k1,λ1

]
× e−i(Ĥm+Ĥr)(t1−t0) |{n}⟩

∣∣∣ΦNe
I

〉
×
〈
ΦNe

K

∣∣∣ ⟨{ñ}| ei(Ĥm+Ĥr)(t2−t0)
[
âk2,λ2 T̂k2,λ2 + â†

k2,λ2
T̂ †

k2,λ2

]
× e−i(Ĥm+Ĥr)(t2−tf ) ∣∣{n′}

〉 ∣∣∣ΦNe
F

〉
,

(3.11)

where

T̂k,λ =
∫
d3r ψ̂†(r) ϵk,λp ψ̂(r). (3.12)

We assume single photon absorption, which leads to the emission of the photoelectrons,
thus the number of states in |{n′}⟩ is one less compared to the number of photons in |{ñ}⟩

and |{n}⟩. Therefore in Eq. (3.11) the terms with â†
k1,λ1

and âk2,λ2 are zero. The energies
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3. Derivation of the photoelectron probability and excited state properties

of the photon state are

En′ = Er, (3.13)

Eñ = Er + ωk1 , (3.14)

En = Er + ωk2 . (3.15)

The photoelectron probability now results in

P =
∑
σ,F

∑
{n},{ñ}

∑
I,K

ρX
{n}{ñ}CIC

∗
K

∑
k1λ1,k2λ2

∑
{n′ }

2π
V

√
ωk1ωk2

tf∫
t0

dt1
tf∫

t0

dt2

× e−iωk1 (t1−t0)eiωk2 (t2−t0) 〈{n′}
∣∣ âk1,λ1 |{n}⟩ ⟨{ñ}| â†

k2,λ2

∣∣{n′}
〉

× ei(ENe−1
F +ϵe−EI)(t1−t0)e−i(ENe−1

F +ϵe−EK)(t2−t0)

×
〈
ΦNe

F

∣∣∣ ĉ†
q,σ ĉq,σT̂k1,λ1

∣∣∣ΦNe
I

〉〈
ΦNe

K

∣∣∣ T̂ †
k2,λ2

∣∣∣ΦNe
F

〉
,

(3.16)

where ϵe is the energy of the photoelectron and ENe
F = ENe−1

F + ϵe.

Following the argumentation in [44], we suppose an incident beam with a small spread
around a mean value kin and polarization ϵin, which leads to the assumption k1 ≈ kin ≈ k2

and ϵk1,λ1 ≈ ϵin ≈ ϵk2,λ2 . The electric field of the probe pulse has a Gaussian shape

E(r0, t) =
√

(8πI0(r0)/c)e
−2 ln(2)

(
t−tp

τp

)2

, (3.17)

where r0 is the position, tp the arrival time of probe pulse, τp the pulse width and I0(r0) =
cE2(r0, 0). Thus we can rewrite the photon expectation values as [84, 86]

2π
V

∑
{n},{ñ}

∑
k1λ1,k2λ2

ρX
{n}{ñ}

∑
{n′ }

⟨{ñ}| a†
k2,λ2

∣∣{n′}
〉
eiωk2 (t2−t0)

×
〈
{n′}

∣∣ a†
k1,λ1

|{n}⟩ e−iωk1 (t1−t0)

(3.18)

= 2π
V

Tr
(
ρ̂ a†

k2,λ2
eiωk2 (t2−t0)ak1,λ1e

−iωk1 (t1−t0)
)

(3.19)

= 2πI0(r0)
ωinc

e
−2 ln 2

(
t2−tp

τp

)2

e
−2 ln 2

(
t1−tp

τp

)2

eiωin(t2−t1). (3.20)
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3.1. Time- and momentum-resolved photoelectron spectroscopy

Inserting Eq. (3.20) into Eq. (3.16) leads to

P =2πI0(r0)
ω2

inc

∑
I,K

CIC
∗
K

∑
σ,F

〈
ΦNe

F

∣∣∣ ĉ†
q,σ ĉq,σT̂kin,λin

∣∣∣ΦNe
I

〉〈
ΦNe

K

∣∣∣ T̂ †
kin,λin

∣∣∣ΦNe
F

〉

×
tf∫

t0

dt1 e
−2 ln 2

(
t1−tp

τp

)2

eiϵ̃I(t1−t0)
tf∫

t0

dt2 e
−2 ln 2

(
t2−tp

τp

)2

e−iϵ̃K(t2−t0),

(3.21)

where ϵ̃I = ENe−1
F + ϵe − EI − ωin. The integral is

tf∫
t0

dt1 e
−2 ln 2

(
t1−tp

τp

)2

eiϵ̃I(t1−t0)

= − iτp

2

√
π

ln 4e
iϵ̃I(tp−t0)e−

τ2
p ϵ̃2

I
8 ln 2

[
erfi

(
τ2

p ϵ̃I + 4i ln 2(t1 − tp)
2τp

√
ln 4

)]tf

t0

= τp

√
π

2 ln 2e
iϵ̃I(tp−t0)e−

τ2
p ϵ̃2

I
8 ln 2 .

(3.22)

where it is assumed that the light pulse duration is in the range of femtoseconds, (t0 − tp) < 0
and (tf − tp) > 0 resulting in the approximation[

erfi
(
τ2

p ϵ̃I + 4i ln 2(t1 − tp)
2τp

√
ln 4

)]tf

t0

≈ 2i. (3.23)

Since we assume that the photoelectron and the remaining system do not interact, we can
rewrite the final state

〈
ΦNe

F

∣∣∣ =
〈
ΦNe−1

F

∣∣∣ ĉq,σ. Therefore we obtain for the overlap of the
eigenstate

∣∣∣ΦNe
I

〉
and the final state

〈
ΦNe

F

∣∣∣
〈
ΦNe

F

∣∣∣ T̂kin,λin

∣∣∣ΦNe
I

〉
=
∑

α

〈
ΦNe−1

F

∣∣∣ ĉq,σ ĉ
†
α︸ ︷︷ ︸

δq,σ,α

∫
d3r ϕ†

α(r) ϵinp ψ̂(r)
∣∣∣ΦNe

I

〉

=
∫
d3r ϕ†

e,σ(q, r) ϵinp
〈
ΦNe−1

F

∣∣∣ ψ̂(r)
∣∣∣ΦNe

I

〉
.

(3.24)

According to Eq. (3.22) and (3.24) the probability can be written as

P =
π2τ2

p I0(r0)
ln 2ω2

inc

∑
σ,F

∣∣∣∣∣∑
I

νI,F

∫
d3r ϕ†

e,σ(q, r) ϵinp
〈
ΦNe−1

F

∣∣∣ ψ̂(r)
∣∣∣CIe

−iEI(tp−t0)ΦNe
I

〉∣∣∣∣∣
2

,

(3.25)

with νI,F = e−
τ2

p
8 ln 2 (ENe−1

F +ϵe−EI−ωin)2
.

If the probe pulse duration is shorter than the characteristic time of the system, we can ap-
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3. Derivation of the photoelectron probability and excited state properties

proximate the energy EI in the factor νI,F with the mean energy of all involved eigenstates
in the wavepacket in Eq. (3.3)

⟨E⟩ = 1
NI

NI∑
I=1

EI , (3.26)

where NI is the number of eigenstates in the wavepacket. In this "frozen-density approxi-
mation", which only holds for a small energy splitting of the electronic states in comparison
to the laser bandwidth, the photoelectron probability becomes

P =
π2τ2

p I0(r0)
ln 2ω2

inc

∑
σ,F

∣∣∣∣νm,F

∫
d3r ϕ†

e,σ(q, r) (ϵin · p)
〈
ΦNe−1

F

∣∣∣ ψ̂(r) |Ψ(tp)⟩
∣∣∣∣2 , (3.27)

with νm,F = e−
τ2

p
8 ln 2 (ENe−1

F +ϵe−⟨E⟩−ωin)2
.

The result in Eq. (3.27) and the more general Eq. (3.25) are now depending on the initial
wavefunction of the system, the final state, and the photoelectron wavefunction.

In the PWA, the photoelectron wavefunction is

ϕ†
e,σ(q, r) = 1

(2π)3/2 e
iqrχσ, (3.28)

where χσ is the wavefunction of the photoelectron spin part.

For long probe pulse durations ( τp

2 ln 2 >> 1), the factor νm,F is approximatly a δ-function.
With this the photoelectron probability is [57, 115]

P ∝ |ϵin · q|2
∑
σ,F

δ
ϵe,ENe

I −ENe−1
F +ωin

∣∣∣∣χ†
σ

∫
d3r e−iqrϕD

F (r)
∣∣∣∣2 . (3.29)

In the next chapter, we consider the ground and excited states of the molecules described
within CI and evaluate the photoelectron probability for these cases in detail.

3.2. Distribution of photoelectrons emitted from molecules in

the ground and excited state

We start with the photoelectron momentum distribution for photoelectrons emitted from
the HF ground state. Afterward, we consider excited molecular states, including spin-
singlet excited states, with the CI method introduced in Sec. 2.1.5. Based on these derived
equations, I wrote a program that calculates the photoelectron momentum distribution
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3.2. Distribution of photoelectrons emitted from molecules in the ground and excited state

for molecular systems. The program takes the output files of the electronic structure
calculation, which is performed with the software MOLCAS [116].

We use the equation for photoelectron momentum probability described in Sec. 3.1. It
mainly depends on the overlap between the eigenstates of the system before

∣∣∣ΦNe
I

〉
and

after removing the photoelectron
〈
ΦNe−1

F

∣∣∣, the so-called Dyson orbital

ϕD
F (r) =

〈
ΦNe−1

F

∣∣∣ ψ̂(r)
∣∣∣ΦNe

I

〉
. (3.30)

Dyson orbitals are relevant for the description of photoionization processes [117]. Those
already have been applied to photoionization from molecules based on different electronic
structure theories (like CI or coupled cluster theory) [118, 119, 117]. Here we derive Dyson
orbitals obtained from ionization of the HF ground state and excited states described within
CI up to single excitation and apply them to calculate the three-dimensional photoelectron
momentum distribution.

3.2.1. Photoelectrons emitted from the ground state

We approximate the ground state |Φ0⟩ within the HF theory, where all orbitals are doubly
occupied up to the highest occupied molecular orbital (HOMO) as shown in Fig. 3.1(A).

The wavefunction of the ground state is given by the CSF, where all orbitals up to the
HOMO are doubly occupied. Since it is a closed-shell system, the CSF is equal to the SD
(see Sec. 2.1.6). We describe the state starting from the occupied orbital with the lowest
energy and write down each occupied orbital sorted as

|Φ0⟩ = |1 ↑, 1 ↓, . . . , i ↑, i ↓, . . . ,H ↑, H ↓⟩SD = ĉ†
1↑ĉ

†
1↓ . . . ĉ

†
i↑ĉ

†
i↓ . . . ĉ

†
H↑ĉ

†
H↓ |0⟩ , (3.31)

where ĉ†
iσ is the creation operator for an electron in orbital i with spin σ, and |0⟩ is

the vacuum state. ĉ†
1σ creates an electron in the orbital with the lowest energy, while ĉ†

Hσ

creates an electron in the HOMO. The anti-commutation relation of the operators contains
the anti-symmetry properties of fermions.

Considering all possibilities to remove an electron from the ground state, several final states
are obtained. With Koopmans’ theorem (Sec. 2.1.3), the final states are described by the
SD where one electron is removed from the orbital i as depicted in Fig. 3.1(B) and (C),
where the electron with spin down in (B) and spin up in (C) has been removed. In this
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3. Derivation of the photoelectron probability and excited state properties

LUMO

HOMO

i

1

...

...

...

(A)

|Φ0⟩

...

...

...

(B)

∣∣∣ΦF1↑

〉
csf

...

...

...

(C)

∣∣∣ΦF1↓

〉
csf

Figure 3.1.: Orbital occupation of the initial ground state (A) and the ionized final states
(B)(C) in a schematic diagram.
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3.2. Distribution of photoelectrons emitted from molecules in the ground and excited state

case, the resulting CSF is again equal to the SD. The two different wavefunctions of the
final states can be written as

|ΦF1↑⟩csf = ĉ†
1↑ĉ

†
1↓ . . . ĉ

†
i↑ . . . ĉ

†
H↑ĉ

†
H↓ |0⟩ = d̂†

1 . . . ĉ
†
i↑ . . . d̂

†
H |0⟩ , (3.32)

|ΦF1↓⟩csf = ĉ†
1↑ĉ

†
1↓ . . . ĉ

†
i↓ . . . ĉ

†
H↑ĉ

†
H↓ |0⟩ = d̂†

1 . . . ĉ
†
i↓ . . . d̂

†
H |0⟩ , (3.33)

where we introduced an operator for the creation of doubly occupied orbitals d̂†
i = ĉ†

i↑ĉ
†
i↓.

This operator combines two creation operators for fermions and thus fulfills the commuta-
tion relations of bosonic operators. It commutes with other creation operators, excluding
annihilation/creation operators from the same orbital. Acting on the vacuum state, the
double occupation operator obeys ⟨0| . . . d̂i . . . d̂

†
i . . . |0⟩ = ⟨0| . . . |0⟩. This relation is true if

the operators in (. . . ) are not annihilation/creation operators of the same orbital i.

Now we can evaluate the Dyson orbitals involving the spin-up final state in Eq. (3.32)

⟨ΦF1↑|csf ψ̂(r) |Φ0⟩ = ⟨0| d̂H . . . ĉi↑ . . . d̂1

(∑
µσ

ĉµσϕµ(r)χσ

)
d̂†

1 . . . ĉ
†
i↑ĉ

†
i↓ . . . d̂

†
H |0⟩

= ⟨0| d̂H . . . ĉi↑ . . . d̂1ĉi↓d̂
†
1 . . . ĉ

†
i↑ĉ

†
i↓ . . . d̂

†
H |0⟩ϕi(r)χ↓

= − ⟨0| d̂H . . . ĉi↓ĉi↑ . . . d̂1d̂
†
1 . . . ĉ

†
i↑ĉ

†
i↓ . . . d̂

†
H |0⟩ϕi(r)χ↓

= −ϕi(r)χ↓,

(3.34)

where the minus in the second last expression results from the different order of the creation
and annihilation operators. Each term involving one particular part of the sum ĉµσϕµ(r)χσ

is zero for all values of µ, except if µ = i, because the wavefunctions are orthogonal.

The Dyson orbital from the final state with spin down in Eq. (3.33) becomes

⟨ΦF1↓|csf ψ̂(r) |Φ0⟩ = ⟨0| d̂H . . . ĉi↓ . . . d̂1

(∑
µσ

ĉµσϕµ(r)χσ

)
d̂†

1 . . . ĉ
†
i↑ĉ

†
i↓ . . . d̂

†
H |0⟩

= ⟨0| d̂H . . . ĉi↓ . . . d̂1ĉi↑d̂
†
1 . . . ĉ

†
i↑ĉ

†
i↓ . . . d̂

†
H |0⟩ϕi(r)χ↑

= ⟨0| d̂H . . . ĉi↑ĉi↓ . . . d̂1d̂
†
1 . . . ĉ

†
i↓ĉ

†
i↑ . . . d̂

†
H |0⟩ϕi(r)χ↑

= ϕi(r)χ↑.

(3.35)

Except for the minus and the spin function χσ, the two calculated Dyson orbitals in
Eq. (3.34) and Eq. (3.35) are the same, and are equal to a one-electron orbital wavefunction.

The energy of the initial state is the energy of the ground state EG. The energy of the
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3. Derivation of the photoelectron probability and excited state properties

final state is

EF (i) = EG − ϵi, (3.36)

where ϵi is the energy of the orbital i. With this, the photoelectron probability in Eq. (3.25)
becomes

PG(q, tp) =
τ2

p I0 |ϵin · q|2

8π ln 2ω2
inc

∑
i

e−
τ2

p
4 ln 2 (−ϵi−ωin+ϵe)2

∣∣∣∣∫ d3r e−iqrϕi(r)
∣∣∣∣2 , (3.37)

where we replaced the sum over the final states with a sum over orbitals i and spin values
σ. The probability of the photoelectrons emitted from the HF ground state is proportional
to the sum of squared Fourier transformation orbital wavefunction. In the case where
the duration of the probe pulse is long τp

2 ln 2 >> 1, the photoelectrons resulting from a
transition to a particular final state have a sharp distribution in the energy. Thus the
photoelectron probability is proportional to

PG(q, tp) ∝ |ϵin · q|2
∑

i

δωin+ϵi,ϵe

∣∣∣∣∫ d3r e−iqrϕi(r)
∣∣∣∣2 . (3.38)

The photoelectron probability in Eq. (3.38) is similar to Fermi’s golden rules. At a specific
photoelectron energy, it is related to the Fourier transform of a single MO wavefunction.
Therefore in such a case, a measurement of the two-dimensional photoelectron distribu-
tion at a specific photoelectron energy ϵe is a direct measurement of the absolute square
of the Fourier-transformed orbital wavefunction. By changing the photoelectron energy
ϵe, one can obtain information about different orbitals in the system. This is used for ob-
taining information about the orbitals in the system in orbital tomography. In principle,
one could also calculate the photoelectron distributions from unoccupied orbitals, but the
interpretation of the orbital energy within Koopmans’ theorem only applies to occupied
orbitals.

3.2.2. Photoelectrons emitted from excited states

To evaluate the photoelectron probability involving excited states, we have to describe the
excited state and the ionization from the excited states with the method of CI introduced
in Sec. 2.1.5. Within this method, we calculate the spin-singlet excited eigenstates |ΦI⟩ of
the system by including all possible single excitations
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a

HOMO

i

1

...

...

...

(A)

|Φa
i ⟩csf =

...

...

...

(B)

∣∣∣Φa↓
i↑

〉
SD

+

...

...

...

∣∣∣Φa↑
i↓

〉
SD

Figure 3.2.: Schematic orbital occupation of the singly excited CSFs |Φa
i ⟩csf (A), which is

a linear combination of the two SDs
∣∣∣Φa↓

i↑

〉
SD

(B) and
∣∣∣Φa↑

i↓

〉
SD

(C).
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3. Derivation of the photoelectron probability and excited state properties

|ΦI⟩ =
∑
i,a

ca
i (I) |Φa

i ⟩csf , (3.39)

where an electron in orbital i has been excited from the HF ground state into the orbital
a and ca

i (I) is the expansion coefficient. The orbital occupation of the singly excited
configuration |Φa

i ⟩csf are graphically depicted in Fig. 3.2(A). According to Appendix A.1.1,
the CSF, for such open-shell states, is a sum over two different SDs which are represented
in Fig. 3.2(B), where the index SD describes a state based on a SD rather than a CSF.
The two SDs differ by their spin component. Written out in an equation, the spin-singlet
excited CSFs are

|Φa
i ⟩csf = 1√

2
(|1 ↑, 1 ↓, . . . , i ↑, . . . ,H ↑, H ↓, a ↓⟩SD

− |1 ↑, 1 ↓, . . . , i ↓, . . . ,H ↑, H ↓, a ↑⟩SD)
(3.40)

= 1√
2

(
d̂†

1 . . . ĉ
†
i↑ . . . d̂

†
H ĉ

†
a↓ |0⟩ − d̂†

1 . . . ĉ
†
i↓ . . . d̂

†
H ĉ

†
a↑ |0⟩

)
. (3.41)

The final states after the photoelectron is removed are also described within CI. Those
include all configurations possible by ionizing an electron from the configuration |Φa

i ⟩ in
the initial state.

We must consider different scenarios for removing electrons from the occupied orbitals in
|Φa

i ⟩. Suppose we remove the electron from the single occupied orbital above the HOMO
(with index a). In that case, we end up in an electronic configuration that is the same as in
the ionization from the ground state. Such states are given by Koopmans’ theorem. This
electronic configuration is shown in Fig. 3.3(A). When the electron is removed from the
single occupied orbital below the lowest unoccupied molecular orbital (LUMO) (index i),
we end up in an orbital occupation shown in Fig. 3.3(B). In the last case, the ionization of
the molecule is achieved by removing one of the electrons in the initially doubly occupied
orbitals. The resulting electronic configuration has three single occupied orbitals, and the
state is described by two different CSF as shown in Fig. 3.3(C) and (D).

The whole final state with the spin projection value Sz = +1
2 can be written as a linear
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〉
csf

Figure 3.3.: Schematic orbital occupation of the different CSFs which are considered in the
description of the final state |Φa

i ⟩csf . The orbital occupation for the configura-
tion |Φi↑⟩csf in (A),

∣∣∣Φa↑
ii

〉
csf

in (B),
∣∣∣Φa↓

i↑,j↑

〉
csf

in (C) and
∣∣∣Φa↑

i↑,j↓

〉
csf

in (D).
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combination of all of these discussed CSF

|ΦF ↑⟩ =
∑

i

ci(F ) |Φi↑⟩csf +
∑
i,a

ca
i (F )

∣∣∣Φa↑
ii

〉
csf

+
∑
i,j,a

ca
ij(F )

∣∣∣Φa↓
i↑,j↑

〉
csf

+
∑
i,j,a

ca
ij(F )

∣∣∣Φa↑
i↑,j↓

〉
csf

,
(3.42)

where
∣∣∣Φa↑

ii

〉
csf

describes a CSF where the orbital i is unoccupied. Note that in this
approach, the index i and a can also differ from those describing the initial state.

According to Sec. 2.1.6, the CSFs in Fig. 3.3 (A) and (B) are equal to their SDs. Written
out in equations these CSF for spin projection values Sz = ±1

2 are

|Φi↑⟩csf = |1↑, 1↓, . . . , i ↑, . . . ,H ↑, H ↓⟩SD = d̂†
1 . . . ĉ

†
i↑ . . . d̂

†
H |0⟩ , (3.43)

|Φi↓⟩csf = d̂†
1 . . . ĉ

†
i↓ . . . d̂

†
H |0⟩ , (3.44)∣∣∣Φa↑

ii

〉
csf

= |1↑, 1↓, . . . , i− 1 ↑, i− 1 ↓, i+ 1 ↑, i+ 1 ↓, . . . ,H ↑, H ↓, a ↑⟩SD

= d̂†
1 . . . d̂

†
i−1d̂

†
i+1 . . . d̂

†
H ĉ

†
a↑ |0⟩ ,

(3.45)

∣∣∣Φa↓
ii

〉
csf

= d̂†
1 . . . d̂

†
i−1d̂

†
i+1 . . . d̂

†
H ĉ

†
a↓ |0⟩ . (3.46)

The other two CSF in Fig. 3.3 (C) and (D) are given by a sum over SDs as shown in
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Appendix A.1.2 in the case where three spins couple∣∣∣Φa↓
i↑,j↑

〉
csf

= 1√
6

[2 |1↑, 1↓, . . . , i ↑, . . . , j ↑, . . . ,H ↑, H ↓, a ↓⟩SD

− |1↑, 1↓, . . . , i ↑, . . . , j ↓, . . . ,H ↑, H ↓, a ↑⟩SD

− |1↑, 1↓, . . . , i ↓, . . . , j ↑, . . . ,H ↑, H ↓, a ↑⟩SD]

= 1√
6

[
2(. . . ĉ†

i↑ . . . ĉ
†
j↑ . . . ĉ

†
a↓) − (. . . ĉ†

i↑ . . . ĉ
†
j↓ . . . ĉ

†
a↑)

−(. . . ĉ†
i↓ . . . ĉ

†
j↑ . . . ĉ

†
a↑)
]

|0⟩ ,

(3.47)

∣∣∣Φa↑
i↓,j↓

〉
csf

= − 1√
6

[
2(. . . ĉ†

i↓ . . . ĉ
†
j↓ . . . ĉ

†
a↑) − (. . . ĉ†

i↓ . . . ĉ
†
j↑ . . . ĉ

†
a↓)

−(. . . ĉ†
i↑ . . . ĉ

†
j↓ . . . ĉ

†
a↓)
]

|0⟩ ,
(3.48)

∣∣∣Φa↑
i↑,j↓

〉
csf

= 1√
2

[|1↑, 1↓, . . . , i ↑, . . . , j ↓, . . . ,H ↑, H ↓, a ↑⟩SD

− |1↑, 1↓, . . . , i ↓, . . . , j ↑, . . . ,H ↑, H ↓, a ↑⟩SD]

= 1√
2

[
(. . . ĉ†

i↑ . . . ĉ
†
j↓ . . . ĉ

†
a↑) − (. . . ĉ†

i↓ . . . ĉ
†
j↑ . . . ĉ

†
a↑)
]

|0⟩ ,

(3.49)

∣∣∣Φa↓
i↑,j↓

〉
csf

= 1√
2

[
(. . . ĉ†

i↑ . . . ĉ
†
j↓ . . . ĉ

†
a↓) − (. . . ĉ†

i↓ . . . ĉ
†
j↑ . . . ĉ

†
a↓)
]

|0⟩ . (3.50)

With this, we calculate the Dyson orbital between a configuration in the initial state and
the different possible electronic configurations in the final state. The first Dyson orbital
involves the configuration of the initial state in Eq. (3.41) and the configuration of the final
state in Eq. (3.43)

〈
Φi′↑

∣∣
csf ψ̂(r) |Φa

i ⟩csf = 1√
2

⟨0| d̂H . . . ĉi′↑ . . . d̂1

(∑
µ,σ

ĉµσϕµ(r)χσ

)
(
d̂†

1 . . . ĉ
†
i↑ . . . d̂

†
H ĉ

†
a↓ |0⟩ − d̂†

1 . . . ĉ
†
i↓ . . . d̂

†
H ĉ

†
a↑ |0⟩

)
.

(3.51)

Each spin-orbital must appear as a pair of creation and annihilation operators for a non-
zero contribution, meaning that i = i′, µ = a, σ =↓. The matrix element thus is
〈
Φi′↑

∣∣
csf ψ̂(r) |Φa

i ⟩csf = 1√
2
δi,i′ϕa(r)χ↓ ⟨0| d̂H . . . ĉi↑ . . . d̂1ĉa↓d̂

†
1 . . . ĉ

†
i↑ . . . d̂

†
H ĉ

†
a↓ |0⟩

= − 1√
2
δi,i′ϕa(r)χ↓ ⟨0| ĉa↓d̂H . . . ĉi↑ . . . d̂

†
1d̂

†
1 . . . ĉ

†
i↑ . . . d̂

†
H ĉ

†
a↓ |0⟩

= − 1√
2
δi,i′ϕa(r)χ↓,

(3.52)

where the minus results from the commutation of ĉi↑ and ĉa↓. With the two specific CSF in
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Eq. (3.52), the Dyson orbital is equal to the orbital wavefunction with index a. Electrons
in this orbital correspond to the electron the pump pulse initially photoexcited.

For the spin-down configuration in Eq. (3.44) of the final state, the Dyson orbital is

〈
Φi′↓

∣∣
csf ψ̂(r) |Φa

i ⟩csf = − 1√
2
δi,i′ϕa(r)χ↑ ⟨0| d̂H . . . ĉi↓ . . . d̂1ĉa↑d̂

†
1 . . . ĉ

†
i↓ . . . d̂

†
H ĉ

†
a↑ |0⟩

= 1√
2
δi,i′ϕa(r)χ↑.

(3.53)

With the configuration in Eq. (3.45) of the final state, we obtain the Dyson orbital

〈
Φa′↑

i′i′

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf = 1√

2
⟨0| ĉa↑d̂H . . . d̂i′+1d̂i′−1 . . . d̂1

(∑
µ,σ

ĉµσϕµ(r)χσ

)
(
d̂†

1 . . . ĉ
†
i↑ . . . d̂

†
H ĉ

†
a↓ |0⟩ − d̂†

1 . . . ĉ
†
i↓ . . . d̂

†
H ĉ

†
a↑ |0⟩

)
.

(3.54)

With the same argument as in the previous evaluation i = i′ a = a′, µ = i, σ =↓〈
Φa′↑

i′i′

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf = − 1√

2
δa,a′δi,i′ϕi(r)χ↓

⟨0| ĉa↑d̂H . . . d̂i′+1d̂i′−1 . . . d̂1ĉi↓d̂
†
1 . . . ĉ

†
i↓ . . . d̂

†
H ĉ

†
a↑ |0⟩

= − 1√
2
δa,a′δi,i′ϕi(r)χ↓

⟨0| ĉa↑d̂H . . . d̂i′+1ĉi↓d̂i′−1 . . . d̂1d̂
†
1 . . . ĉ

†
i↓ . . . d̂

†
H ĉ

†
a↑ |0⟩

= − 1√
2
δa,a′δi,i′ϕi(r)χ↓.

(3.55)

For the configuration in Eq. (3.46) of the final state with spin down, we get the Dyson
orbital〈

Φa′↓
i′i′

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf = 1√

2
δa,a′δi,i′ϕi(r)χ↑

⟨0| ĉa↑d̂H . . . d̂i′+1d̂i′−1 . . . d̂1ĉi↑d̂
†
1 . . . ĉ

†
i↓ . . . d̂

†
H ĉ

†
a↑ |0⟩

= 1√
2
δa,a′δi,i′ϕi(r)χ↑

⟨0| ĉa↑d̂H . . . d̂i′+1ĉi↑d̂i′−1 . . . d̂1d̂
†
1 . . . ĉ

†
i↓ . . . d̂

†
H ĉ

†
a↑ |0⟩

= 1√
2
δa,a′δi,i′ϕi(r)χ↑.

(3.56)

Now we deal with the configurations of the final state, which has three singly occupied
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orbitals. For the first one in Eq. (3.47) the Dyson orbital is〈
Φa′↓

i′↑,j′↑

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf = 1√

12
⟨0|
[
2(ĉa′↓ . . . ĉj′↑ . . . ĉi′↑ . . . ) − (ĉa′↑ . . . ĉj′↓ . . . ĉi′↑ . . . )

−(ĉa′↑ . . . ĉj′↑ . . . ĉi′↓ . . . )
] (∑

µ,σ

ĉµσϕµ(r)χσ

)
[(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)
−
(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)]
|0⟩ ,

(3.57)

where from now on we did not write down d̂†
1 and d̂†

H explicitly. For a non-zero contribution,
the configurations in the initial and final state must share the same orbital index of the
excited electron a = a′〈

Φa′↓
i′↑,j′↑

∣∣∣
csf
ψ̂(r) |Φa

i ⟩csf =

1√
12
δa,a′ ⟨0|

[
2(ĉa↓ . . . ĉj′↑ . . . ĉi′↑ . . . )

(∑
µ,σ

ĉµσϕµ(r)χσ

)(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)

+ (ĉa↑ . . . ĉj′↓ . . . ĉi′↑ . . . )
(∑

µ,σ

ĉµσϕµ(r)χσ

)(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)

+(ĉa↑ . . . ĉj′↑ . . . ĉi′↓ . . . )
(∑

µ,σ

ĉµσϕµ(r)χσ

)(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)]
|0⟩ .

(3.58)

Now we consider two different cases. In the first one, µ = i′, and in the second, µ = j′.
These cases lead to different relations between i and i′, j′

〈
Φa′↓

i′↑,j′↑

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf =

1√
12
δa,a′ϕi′(r)χ↓ ⟨0|

[
2(ĉa↓ . . . ĉj′↑ . . . ĉi′↑ . . . )ĉi′↓

(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)
+ (ĉa↑ . . . ĉj′↓ . . . ĉi′↑ . . . )ĉi′↓

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)
+(ĉa↑ . . . ĉj′↑ . . . ĉi′↓ . . . )ĉi′↓

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)]
|0⟩

+ 1√
12
δa,a′ϕj′(r)χ↓ ⟨0|

[
2(ĉa↓ . . . ĉj′↑ . . . ĉi′↑ . . . )ĉj′↓

(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)
+ (ĉa↑ . . . ĉj′↓ . . . ĉi′↑ . . . )ĉj′↓

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)
+(ĉa↑ . . . ĉj′↑ . . . ĉi′↓ . . . )ĉj′↓

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)]
|0⟩ .

(3.59)

The parts in the sum which contain two times the same annihilation operator are zero.
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Considering that either i′ = i or j′ = i we obtain〈
Φa′↓

i′↑,j′↑

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf =

= 1√
12
δa,a′δi,j′ϕi′(r)χ↓ ⟨0|

[
2(ĉa↓ . . . ĉj′↑ . . . ĉi′↑ . . . )ĉi′↓

(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)
+(ĉa↑ . . . ĉj′↓ . . . ĉi′↑ . . . )ĉi′↓

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)]
|0⟩

+ 1√
12
δa,a′δi,i′ϕj′(r)χ↓ ⟨0|

[
2(ĉa↓ . . . ĉj′↑ . . . ĉi′↑ . . . )ĉj′↓

(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)
+(ĉa↑ . . . ĉj′↑ . . . ĉi′↓ . . . )ĉj′↓

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)]
|0⟩ .

= − 1√
12
δa,a′δi,j′ϕi′(r)χ↓ ⟨0|

[
2(ĉa↓ . . . ĉi↑ . . . ĉi′↓ĉi′↑ . . . )

(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)
+(ĉa↑ . . . ĉi↓ . . . ĉi′↓ĉi′↑ . . . )

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)]
|0⟩

+ 1√
12
δa,a′δi,i′ϕj′(r)χ↓ ⟨0|

[
2(ĉa↓ . . . ĉj′↓ĉj′↑ . . . ĉi↑ . . . )

(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)
+(ĉa↑ . . . ĉj′↓ĉj′↑ . . . ĉi↓ . . . )

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)]
|0⟩ .

= −
√

3
2 δa,a′δi,j′ϕi′(r)χ↓ +

√
3

2 δa,a′δi,i′ϕj′(r)χ↓.

(3.60)

These results show that the sign of the MO wavefunction in the Dyson orbital is different
if i′ = i or j′ = i.

The evaluation of the Dyson orbital resulting from the configuration in Eq. (3.48) of the
final state is similar to the latter and only differs by the spin value〈

Φa′↑
i′↓,j′↓

∣∣∣csf ψ̂(r) |Φa
i ⟩csf =

= − 1√
12

⟨0|
[
2(ĉa′↑ . . . ĉj′↓ . . . ĉi′↓ . . . ) − (ĉa′↓ . . . ĉj′↑ . . . ĉi′↓ . . . )

−(ĉa′↓ . . . ĉj′↓ . . . ĉi′↑ . . . )
] (∑

µ,σ

ĉµσϕµ(r)χσ

)
[(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)
|0⟩ −

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)
|0⟩
]

= 1√
12
δa,a′δi,j′ϕi′(r)χ↑ ⟨0|

[
2(ĉa↑ . . . ĉi↓ . . . ĉi′↓ . . . )ĉi′↑

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)
+ (ĉa↓ . . . ĉi↑ . . . ĉi′↓ . . . )ĉi′↑

(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)]
|0⟩

+ 1√
12
δa,a′δi,i′ϕj′(r)χ↑ ⟨0|

[
2(ĉa↑ . . . ĉj′↓ . . . ĉi↓ . . . )ĉj′↑

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)
+ (ĉa↓ . . . ĉj′↓ . . . ĉi↑ . . . )ĉj′↑

(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)]
|0⟩

= +
√

3
2 δa,a′δi,j′ϕi′(r)χ↑ −

√
3

2 δa,a′δi,i′ϕj′(r)χ↑.

(3.61)
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The Dyson orbital involving the configuration in Eq. (3.49) of the final state is〈
Φa′↑

i′↑,j′↓

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf = 1

2 ⟨0|
[
(ĉa′↑ . . . ĉj′↓ . . . ĉi′↑ . . . ) − (ĉa′↑ . . . ĉj′↑ . . . ĉi′↓ . . . )

]
(∑

µ,σ

ĉµσϕµ(r)χσ

)[(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)
−
(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)]
|0⟩

(3.62)

Similar to the derivation of the previous Dyson orbital, we only get a non-zero contribution
if a = a′〈

Φa′↑
i′↑,j′↓

∣∣∣
csf
ψ̂(r) |Φa

i ⟩csf =

= −1
2δa,a′ ⟨0|

[
(ĉa↑ . . . ĉj′↓ . . . ĉi′↑ . . . ) − (ĉa′↑ . . . ĉj′↑ . . . ĉi′↓ . . . )

]
(∑

µ,σ

ĉµσϕµ(r)χσ

)(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)
|0⟩

= −1
2δa,a′δi,j′ϕi′(r)χ↓ ⟨0| (ĉa↑ . . . ĉi↓ . . . ĉi′↑ . . . )ĉi′↓

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)
|0⟩

+ 1
2δa,a′δi,i′ϕj′(r)χ↓ ⟨0| (ĉa↑ . . . ĉj′↑ . . . ĉi↓ . . . )ĉj′↓

(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)
|0⟩

= 1
2δa,a′δi,j′ϕi′(r)χ↓ + 1

2δa,a′δi,i′ϕj′(r)χ↓.

(3.63)

For the spin-down configuration in Eq. (3.50) of the final state, we obtain the Dyson orbital〈
Φa′↓

i′↑,j′↓

∣∣∣
csf
ψ̂(r) |Φa

i ⟩csf =

= 1
2 ⟨0|

[
(ĉa′↓ . . . ĉj′↓ . . . ĉi′↑ . . . ) − (ĉa′↓ . . . ĉj′↑ . . . ĉi′↓ . . . )

]
(∑

µ,σ

ĉµσϕµ(r)χσ

)[(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)
−
(
. . . ĉ†

i↓ . . . ĉ
†
a↑

)]
|0⟩

= 1
2δa,a′δi,i′ϕj′(r)χ↑ ⟨0| (ĉa↓ . . . ĉj′↓ . . . ĉi↑ . . . )ĉj′↑

(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)
|0⟩

− 1
2δa,a′δi,j′ϕi′(r)χ↑ ⟨0| (ĉa↓ . . . ĉi↑ . . . ĉi′↓ . . . )ĉi′↑

(
. . . ĉ†

i↑ . . . ĉ
†
a↓

)
|0⟩

= −1
2δa,a′δi,i′ϕj′(r)χ↑ − 1

2δa,a′δi,j′ϕi′(r)χ↑.

(3.64)

To summarize the results, the Dyson orbital, which involves an excited initial eigenstate
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of the system in Eq. (3.39) and an excited ionized final state in Eq. (3.42) is

⟨ΦF σ| ψ̂(r) |ΦI⟩ =
∑
i′

∑
i,a

(ci′(F ))∗ca
i (I) ⟨Φi′σ|csf ψ̂(r) |Φa

i ⟩csf (3.65)

+
∑
i′,a′

∑
i,a

(ca′
i′ (F ))∗ca

i (I)
〈
Φa′σ

i′i′

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf (3.66)

+
∑

i′,j′,a′

∑
i,a

(ca′
i′j′(F )))∗ca

i (I)
〈
Φa′σ̄

i′σ,j′σ

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf (3.67)

+
∑

i′,j′,a′

∑
i,a

(ca′
i′j′(F )))∗ca

i (I)
〈
Φa′σ

i′↑,j′↓

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf , (3.68)

where σ is the spin projection value of the final state ↑ or ↓, and σ̄ is the opposite spin.
To distinguish the two different cases for the value of σ, we introduce the function sgn(σ),
which is sgn(↑) = 1 and sgn(↓) = −1. The matrix elements are

⟨Φi′σ|csf ψ̂(r) |Φa
i ⟩csf = −sgn(σ)√

2
δi,i′ϕa(r)χσ̄, (3.69)〈

Φa′σ
i′i′

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf = −sgn(σ)√

2
δa,a′δi,i′ϕi(r)χσ̄, (3.70)

〈
Φa′σ̄

i′σ,j′σ

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf = sgn(σ)

√
3

2 δa,a′
[
−δi,j′ϕi′(r) + δi,i′ϕj′(r)

]
χσ̄, (3.71)〈

Φa′σ
i′↑,j′↓

∣∣∣
csf

ψ̂(r) |Φa
i ⟩csf = sgn(σ)

2 δa,a′
[
δi,j′ϕi′(r) + δi,i′ϕj′(r)

]
χσ̄. (3.72)

We obtain an overall sign change in all matrix elements when the value of σ changes, which
we also obtained for the Dyson orbitals obtained from removing electrons from the ground
state in Eq. (3.34) and Eq. (3.35).

With Eqs. (3.65)-(3.72) and the photoelectron probability in Eq. (3.25) we can now cal-
culate the total photoelectron momentum probability. Based on these equations, I wrote
a program that numerically calculates the photoelectron momentum probability based
on the initial and final states calculated with the software MOLCAS [116]. The Fourier
transformation of the MO is achieved by inserting the LCAO described in Sec. 2.1.4 and
performing the Fourier transformation on GTO wavefunctions.
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3.3. Electron-hole density change induced by the pump

excitation

In this section, we derive the equations for calculating the change in the electronic density,
considering that the pump pulse excites the system into a coherent superposition of excited
eigenstates. This pump-induced electron-hole density is given by the difference of the
electron density before the excitation ρ0(r) and after the excitation with the pump pulse
ρex(r, t), similar to the definition used in [120, 121]

∆ρ(r, t) = ρex(r, t) − ρ0(r), (3.73)

where ρ0(r) is the density of the ground state, which is time-independent.

For the electron-hole density, we evaluate the electron density for a molecule in the state
|Ψ(t)⟩

ρ(r, t) = ⟨Ψ(t)| ψ̂†(r)ψ̂(r) |Ψ(t)⟩ . (3.74)

Similar to the previous derivations, the wavefunction of the excited molecule is a coherent
superposition of excited eigenstates |ΦI⟩

|Ψ(t)⟩ =
∑

I

CIe
−iEI(t−t0) |ΦI⟩ , (3.75)

where the coefficients CI depend on the characteristics of the pump pulse and the system.
Using CI up to single excitations, the spin-singlet eigenstates of the molecule are expanded
as

|ΦI⟩ =
∑
i,a

ca
i (I) |Φa

i ⟩csf , (3.76)

where i is the orbital index from which an electron has been excited to the orbital with
index a and S(I) denotes the spin. In contrast to the ground state where all orbitals up
to HOMO are doubly occupied, the orbital i is now singly occupied.
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The density of the excited state in Eq. (3.74) is

ρex(r, t) =
∑
IK

C∗
ICKe

−i(EK−EI)(t−t0) ∑
iai′a′

(ca
i (I))∗ca′

i′ (K)

∑
µµ′,σσ′

ϕ∗
µ(r)ϕµ′(r)χ†

σχσ′ ⟨Φa
i |csf ĉ

†
µσ ĉµ′σ′

∣∣∣Φa′
i′

〉
csf

=
∑
IK

C∗
ICKe

−i(EK−EI)(t−t0) ∑
iai′a′

(ca
i (I))∗ca′

i′ (K)

∑
µµ′

ϕ∗
µ(r)ϕµ′(r)

∑
σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ

∣∣∣Φa′
i′

〉
csf

,

(3.77)

where we used that the spin function is orthogonal σ = σ′. The CSF is a superposition of
SDs

|Φa
i ⟩csf = 1√

2

(∣∣∣Φa↓
i↑

〉
SD

+
∣∣∣Φa↑

i↓

〉
SD

)
. (3.78)

For the matrix element between two spin-singlet states, we obtain∑
σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ

∣∣∣Φa′
i′

〉
csf

=
∑

σ

1
2
(〈

Φa↓
i↑

∣∣∣
SD

−
〈
Φa↑

i↓

∣∣∣
SD

)
ĉ†

µσ ĉµ′σ(∣∣∣Φa′↓
i′↑

〉
SD

−
∣∣∣Φa′↑

i′↓

〉
SD

)
=
∑

σ

1
2
(〈

Φa↓
i↑

∣∣∣
SD

ĉ†
µσ ĉµ′σ

∣∣∣Φa′↓
i′↑

〉
SD

+
〈
Φa↑

i↓

∣∣∣
SD

ĉ†
µσ ĉµ′σ

∣∣∣Φa′↑
i′↓

〉
SD

)
.

(3.79)

Similar to evaluating the photoelectron probability in Sec. 3.2, we rewrite the SD with cre-
ation and annihilation operators. We consider four different cases for the indices i, i′, a, a′

∑
σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ

∣∣∣Φa′
i′

〉
csf

=
∑

σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ |Φa

i ⟩csf δi,i′δa,a′ (3.80)

+
∑

σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ |Φa

i′⟩csf (1 − δi,i′)δa,a′ (3.81)

+
∑

σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ

∣∣∣Φa′
i

〉
csf

δi,i′(1 − δa,a′) (3.82)

+
∑

σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ

∣∣∣Φa′
i′

〉
csf

(1 − δi,i′)(1 − δa,a′) (3.83)

where (1 − δi,i′) is non-zero only if i ̸= i′. In the first case, we evaluate the matrix element
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between the same configurations in Eq. (3.80), meaning i = i′ and a = a′

∑
σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ |Φa

i ⟩csf =
∑

σ

1
2
(〈

Φa↓
i↑

∣∣∣
SD

ĉ†
µσ ĉµ′σ

∣∣∣Φa↓
i↑

〉
SD

+
〈
Φa↑

i↓

∣∣∣
SD

ĉ†
µσ ĉµ′σ

∣∣∣Φa↑
i↓

〉
SD

) (3.84)

=
∑

σ

1
2
[
⟨0| . . . ĉi↑ . . . ĉa↓

(
ĉ†

µσ ĉµ′σ

)
ĉ†

a↓ . . . ĉ
†
i↑ . . . |0⟩

+ ⟨0| . . . ĉi↓ . . . ĉa↑
(
ĉ†

µσ ĉµ′σ

)
ĉ†

a↑ . . . ĉ
†
i↓ . . . |0⟩

] (3.85)

= δµ,aδµ′,a + δµ,iδµ′,i + 2δµ,µ′(1 − δµ,(i,a)), (3.86)

where the function (1 − δµ,(i,a)) is non-zero if the index µ is equal to the index of the
doubly occupied orbitals in the configuration |Φa

i ⟩csf . We see that doubly occupied orbitals
contribute with a factor of two, representing their occupation.

For the second matrix element in Eq. (3.81), the singly occupied electron in the orbitals
energetically above the HOMO is equal a = a′. The matrix element is∑

σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ |Φa

i′⟩csf =
i ̸=i′

∑
σ

1
2
[
⟨0| . . . ĉi↑ . . . ĉa↓

(
ĉ†

µσ ĉµ′σ

)
ĉ†

a↓ . . . ĉ
†
i′↑ . . . |0⟩

+ ⟨0| . . . ĉi↓ . . . ĉa↑
(
ĉ†

µσ ĉµ′σ

)
ĉ†

a↑ . . . ĉ
†
i′↓ . . . |0⟩

] (3.87)

= 1
2δµ,i′δµ′,i

[
⟨0| . . . ĉi↑ . . . ĉa↓

(
ĉ†

i′↓ĉi↓
)
ĉ†

a↓ . . . ĉ
†
i′↑ . . . |0⟩

+ ⟨0| . . . ĉi↓ . . . ĉa↑
(
ĉ†

i′↑ĉi↑
)
ĉ†

a↑ . . . ĉ
†
i′↓ . . . |0⟩

] (3.88)

= −1
2δµ,i′δµ′,i

[
⟨0| . . . ĉi↓ĉi↑ . . . ĉa↓ĉ

†
a↓ . . . ĉ

†
i′↑ĉ

†
i′↓ . . . |0⟩

+ ⟨0| . . . ĉi↓ĉi↑ . . . ĉa↑ĉ
†
a↑ . . . ĉ

†
i′↑ĉ

†
i′↓ . . . |0⟩

] (3.89)

= −δµ,i′δµ′,i, (3.90)

where minus arises due to the reordering of the operators.

In the matrix element in Eq. (3.82) the configurations have the same singly occupied orbital
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energetically below the LUMO i = i′. The matrix element is∑
σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ

∣∣∣Φa′
i

〉
csf

=
a̸=a′

∑
σ

1
2
[
⟨0| . . . ĉi↑ . . . ĉa↓

(
ĉ†

µσ ĉµ′σ

)
ĉ†

a′↓ . . . ĉ
†
i↑ . . . |0⟩

+ ⟨0| . . . ĉi↓ . . . ĉa↑
(
ĉ†

µσ ĉµ′σ

)
ĉ†

a′↑ . . . ĉ
†
i↓ . . . |0⟩

] (3.91)

= 1
2δµ,aδµ′,a′

[
⟨0| . . . ĉi↑ . . . ĉa↓

(
ĉ†

a↓ĉa′↓
)
ĉ†

a′↓ . . . ĉ
†
i↑ . . . |0⟩

+ ⟨0| . . . ĉi↓ . . . ĉa↑
(
ĉ†

a↑ĉa′↑
)
ĉ†

a′↑ . . . ĉ
†
i↓ . . . |0⟩

] (3.92)

= δµ,aδµ′,a′ . (3.93)

The operators ĉ†
µσ ĉµ′σ in the matrix elements can only change the occupation of one electron

from an orbital µ′ to another orbital µ. The two configurations in the matrix element in
Eq. (3.83) differ by more than one orbital occupation. Therefore we obtain

∑
σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ

∣∣∣Φa′
i′

〉
csf

(1 − δi,i′)(1 − δa,a′) = 0. (3.94)

Combining these results, the whole matrix element is∑
σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ

∣∣∣Φa′
i′

〉
csf

=
(
δµ,aδµ′,a + δµ,iδµ′,i + 2δµ,µ′(1 − δµ,(i,a))

)
δi,i′δa,a′

− δµ,i′δµ′,i(1 − δi,i′)δa,a′ + δµ,aδµ′,a′δi,i′(1 − δa,a′)

= 2δµ,µ′(1 − δµ,a)δi,i′δa,a′ − δµ,i′δµ′,iδa,a′ + δµ,aδµ′,a′δi,i′ .

(3.95)

With the orbital wavefunctions ϕ∗
µ(r) and ϕµ′(r) and sum over µ and µ′ we obtain

∑
µµ′

∑
σ

⟨Φa
i |csf ĉ

†
µσ ĉµ′σ

∣∣∣Φa′
i′

〉
csf

ϕ∗
µ(r)ϕµ′(r) =2δi,i′δa,a′

∑
µ̸=a

|ϕµ(r)|2

− δa,a′ϕ∗
i′(r)ϕi(r)

+ δi,i′ϕ∗
a(r)ϕa′(r),

(3.96)

where we rewrote the sum∑
µ ̸=a = ∑

µ≤HOMO, meaning that we sum over all orbitals which
are occupied in the HF ground state. Inserting Eq. (3.96) into Eq. (3.77), the electronic
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density for the coherent superposition of excited eigenstates becomes

ρex(r, t) =
∑
IK

C∗
ICKe

−i(EK−EI)(t−t0)︸ ︷︷ ︸
=IIK(t)

∑
ia,i′a′

(ca
i (I))∗ca′

i′ (K)

∑
µµ′,σσ′

ϕ∗
µ(r)ϕµ′(r)χ†

σχσ′ ⟨Φa
i |csf ĉ

†
µσ ĉµ′σ′

∣∣∣Φa′
i′

〉
csf

=
∑
IK

IIK(t)
∑

iai′a′

(ca
i (I))∗ca′

i′ (K)2δi,i′δa,a′
∑
µ ̸=a

|ϕµ(r)|2 − δa,a′ϕ∗
i′(r)ϕi(r) + δi,i′ϕ∗

a(r)ϕa′(r)


=2

∑
µ≤HOMO

|ϕµ(r)|2 +
∑
IK

IIK(t)
∑

iai′a′

(ca
i (I))∗ca′

i′ (K)

[
−δa,a′ϕ∗

i′(r)ϕi(r) + δi,i′ϕ∗
a(r)ϕa′(r)

]
.

(3.97)

In the last step of Eq. (3.97), we used the normalization of the initial wavepacket

⟨Ψ(t)|Ψ(t)⟩ =
∑
I,K

C∗
ICKe

−i(EK−EI)∑
ia

c̃a
i (I)∗c̃a

i (K) = 1. (3.98)

Eq. (3.97) is the complete expression for the electronic density. The interesting part is the
pump pulse-induced change in the electronic density in Eq. (3.73). For the evaluation, we
need to calculate the density in the HF ground state, which is the sum of the absolute
square of all doubly occupied orbitals

ρGS(r, t) = 2
∑

µ≤HOMO
|ϕµ(r)|2 . (3.99)

The summation over the doubly occupied orbital in Eq. (3.97) is equal to the density in
the HF ground state. The electron-hole density created by the pump pulse excitation thus
is

∆ρ(r, t) =
∑
IK

IIK(t)
∑

iai′a′

(ca
i (I))∗ca′

i′ (K)
[
−δa,a′ϕ∗

i′(r)ϕi(r) + δi,i′ϕ∗
a(r)ϕa′(r)

]
. (3.100)

The positive part in the electron-hole density results from the orbitals of the excited elec-
tron (a and a′) and the negative from the orbitals where the electrons have been excited
from (i and i′). The term in the electron-hole density is time-independent if I = K, while
the contribution for I ̸= K is time-dependent.

Based on this derivation, we developed a program that calculates the electron-hole density.
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The program takes the excited states calculated with CIS from MOLCAS and calculates
the electron-hole density according to Eq. (3.100). The MOs in the calculation is replaced
by the GTO based on the LCAO shown in Sec. 2.1.4.
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4. Time-resolved momentum microscopy of
a pentacene film

The results of the following chapter have been published in [62]. In this combined the-
oretical and experimental work, our experimental collaborators performed a tr-ARPES
experiment at a FEL beamline. They investigated the properties of a bilayer pentacene
film adsorbed on a silver substrate with surface orientation Ag(110). I performed theoreti-
cal calculations which interpreted and explained the obtained results under the supervision
of Daria Gorelova. I mainly exchanged information with Kiana Baumgärtner, Christian
Metzger, and Markus Scholz in this collaboration.

In the following, I start with an introduction and give an overview of molecular thin films
adsorbed on a substrate in Sec. 4.1. Then I explain the experimental setup used in this
study in Sec. 4.2. I continue in Sec. 4.3 with a description of the calculations performed on
isolated pentacene and a model for a single pentacene on the substrate. The results and a
discussion is presented in Sec. 4.4. I finish the chapter with a summary.

4.1. Introduction

Molecular thin films adsorbed on a substrate combine properties of both worlds, local-
ized molecular states, and delocalized charge carrier states in the substrate. Organic (π-
conjugated) molecules coupled to inorganic interfaces are important for developing organic
electronic devices [122, 123].

The charge transfer at the interface between the molecular layer and the substrate defines
the function of such devices. The properties of the molecular layer are linked to the energy
levels of the MO and especially the HOMO and LUMO energies and the corresponding
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energy gaps. The band structure describes the properties of the substrate, while the
Fermi energy EF and the work function ϕ are important values. If these two materials
are in contact, their wavefunctions can overlap at the interface which defines the bonding
strength, and in addition, charge transfer can occur. The exact behavior depends on the
properties of the molecules and the substrate. More details can be found in [124, 125, 126].

If the interaction between the molecules and the substrate is weak (physisorption), the
geometry and the electronic structure of the adsorbed molecules are only slightly per-
turbed. Weak electrostatic forces like van der Waals forces mediate the bonding. For
stronger interactions, chemical bonds can be formed between the molecule and the sub-
strate (chemisorption). In this case, the geometry and electronic structure of the adsorbed
molecules can vary significantly from the properties of the isolated molecule. The ad-
sorption geometry of the molecules also determines important properties of the system
[127].

The interaction of molecules with substrates and their geometry has been investigated
theoretically with different models. For simulating such systems, periodic slab and cluster
models have successfully been used to reproduce and understand the experimental results
from molecules adsorbed on substrates [128, 129, 130, 131, 132, 133]. Periodic slab mod-
els explicitly treat the system’s periodicity, including long-range interactions. In cluster
models, the substrate is constructed from a finite number of atoms. Dangling bonds in
the cluster approach can be compensated with hydrogen atoms or point charge arrays.
More details and comparisons of the methods can be found in [124, 134]. For exam-
ple, perylenetetracarboxylic dianhydride (PTCDA) adsorbed on different substrates has
been studied in detail using slab and cluster models. Calculated adsorption energies of
the molecules, charge transfer properties, and the adsorption geometry of PTCDA are in
agreement with experimental data [130, 133, 135].

Our experimental collaborators investigated a sample consisting of a bilayer of pentacene
adsorbed on Ag(110). Pentacene is a linear acene and consists of five benzene rings linearly
merged. It also has been used in several functional devices, such as OLEDs [136], organic
thin film transistors [137, 138] and others [139, 140]. Pentacene is a promising material for
OSCs since it can overcome the Shockley–Queisser limit by the conversion of one singlet
excited state into two triplet ones (singlet fission) [141, 142, 143]. In the experimental
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sample pentacene adsorbed on the substrate in a nearly flat geometry. The pentacene
molecules which are in direct contact with the substrate show chemisorption, leading to a
charge transfer into the LUMO of pentacene [144]. In a bilayer structure, the molecules
are slightly tilted on the surface, and the molecules farther from the substrate do not show
charge transfer.

In this study, we want to investigate orbital tomography in the time-resolved domain
involving an experiment performed at a FEL. Therefore the theoretical part of the following
study is motivated by calculating properties of isolated pentacene in the ground and excited
state and relating this to the experimentally obtained time-resolved results. With this, we
explain time-resolved microscopic processes in the system up to hundreds of femtoseconds
after excitation. Additionally, we perform calculations on a model, which includes a single
molecule and a cluster of silver atoms, to describe the molecule-substrate interaction and
explain the experimental data.

4.2. Experimental details

This section briefly summarizes the sample properties and the experimental setup. More
details can be found in [62]. In the experiment, our collaborators studied a bilayer pen-
tacene film adsorbed on Ag(110). The sample was prepared with organic molecular beam
epitaxy (OMBE). In OMBE, the molecules are evaporated in a so-called Knudsen cell and
are deposited onto the substrate. The OMBE takes place in ultra-high vacuum (pressure
10−9 mbar).

The pentacene molecules in the two layers are well-ordered and lie almost flat on the
surface. The sample structure is the same as in [144]. The molecules in the layer closer
to the substrate (first layer) are tilted 6◦ and in the second layer 8.5◦ along the long axis
of the molecule. The long axis of the molecule is parallel to the [001] direction of the
substrate (illustrated in Fig. 4.1). The size of the unit cell of the molecules in the second
layer is ≈ 72% larger than that of the first layer.

The experiment was performed at the FEL FLASH in Hamburg (PG2 beamline) [145].
The pump pulse has an energy of 3.1 eV and a probe pulse 35 eV. The incident pump and
probe pulses hit the sample from a polar angle θ = 68◦ and an azimuthal angle φ = 64◦, as
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Ag(110)

kz [110]

ky [-110]

momentum 

microscope

photoelectrons

φ

θ

pump/probe

pulse

kx [001]

Figure 4.1.: Schematic illustration of the geometry in the experimental setup. The pen-
tacene molecules in the first and second layers (here, represented with one
example molecule in yellow) are aligned parallel to the [001] direction of the
substrate (shown in grey). The pump and probe beam hit the sample from a
direction defined by the polar angle θ = 68◦ and azimuthal angle φ = 64◦. The
photoelectrons emitted from the interaction with the probe pulse (red circles)
are measured with the momentum microscope. Adapted from Ref. [62].
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shown in Fig. 4.1. The pulses are p-polarized. The photoelectrons, which are emitted to the
hemisphere above the sample, are detected with a time-of-flight momentum microscope.

4.3. Computational details

In the calculations, we theoretically investigate the properties of isolated pentacene as well
as a model for pentacene on the substrate. The ground and excited state properties are
simulated with an isolated pentacene molecule. The effect of the substrate interaction is
modeled by a single pentacene placed on top of a cluster of silver atoms. We perform
the electronic and atomic structure calculations using the RASSCF module implemented
in the ab initio software MOLCAS [116]. By turning off the orbital optimization in the
RASSCF module, we effectively perform a RASCI calculation.

4.3.1. Photoelectron spectra

We compute the photoelectron momentum distribution based on the description in Sec. 3.1
and Sec. 3.2. The probe pulse duration involved in this experiment is long enough to
calculate the photoelectron momentum distribution according to Eq. (3.29)

P (q, tp) ∝ |ϵin · q|2
∑
σ,F

δ
ϵe,ENe

j −ENe−1
F +ωin

∣∣∣∣χ†
σ

∫
d3r e−iqrϕD

F (r)
∣∣∣∣2 , (4.1)

where ϵin describes the polarization of the probe pulse and ωin the energy of the probe
pulse. The terms ENe−1

F describe the energies of the final state
∣∣∣ΦNe−1

F

〉
, ENe

j the energy
of the initial state

∣∣∣ΦNe
j

〉
and ϵe the energy of the outgoing photoelectron with wave-vector

q which is treated in the PWA. The spin wavefunction of the photoelectron is χ†
σ. The

evaluation of the Dyson orbital ϕD
F (r) within the method of CI is shown in detail in Sec. 3.2.

4.3.2. Photoelectron momentum distribution from isolated pentacene

The ground state of the neutral isolated pentacene is obtained from a HF calculation. For
the AO of the H and C atoms, we use a cc-pVDZ basis set [146, 147]. We describe the
electronically excited states of neutral pentacene based on the CI method truncated to
single excitations. The calculation is converged with a restricted active space with eleven
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4. Time-resolved momentum microscopy of a pentacene film

occupied π-orbitals in the RAS1 space and eleven unoccupied π∗-orbitals in the RAS3
space. The RAS1 space contains a maximum of one hole and the RAS3 space a maximum
of one electron. The RAS2 space is empty.

The excited and the ground state of neutral pentacene describe the initial states of the
system before it is photoionized with the probe pulse. The final states after the ionization of
the system with the probe pulse are obtained from a RASCI calculation with an additional
hole in the RAS1 space. According to Koopmans’ theorem, the Dyson orbitals from the
ground state are equal to a single MO, while their orbital energy is the electron’s binding
energy. In the case of the excited state, the Dyson orbitals are sums over MO, as shown
in Sec. 3.2.

In the calculation of the ground state, the geometry of the atoms is optimized with MOL-
CAS. For the calculation of the excited states of neutral pentacene, we consider two dif-
ferent scenarios. First, on timescales faster than the geometric changes of the atoms, the
pump pulse excitation leads to an excitation of the electronic structure without geometry
rearrangements of the atoms. We call this the vertical excited state. Second, at later times
after the pump pulse excitation, the atoms rearrange to the changed electronic structure,
and their geometry changes. We call this the geometry-relaxed excited state.

4.3.3. Modelling pentacene on the substrate

We explain the substrate and molecule interaction using our program initially planned for
calculations on isolated molecules. Therefore we model the system with MOLCAS with
a straightforward cluster approach. It has been shown that electronic correlation effects
in such systems are important and can be included with higher excitation determinants
in CI or by using perturbation theory [130, 148]. Due to computational limitations, we
are restricted to calculations based on HF. In this approach, we are only interested in the
changes induced in the molecules and not in specific substrate properties. We will verify
this approach by comparison to the experimental data.

To model the interaction of the substrate with the pentacene molecule, we take a single
pentacene in the isolated ground state geometry, which is assumed to be flat on top of the
silver substrate. We use this simplified approach because, due to computational challenges,
we could not compute this structure’s equilibrium geometry. The substrate below the
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Figure 4.2.: Geometry of the structure used for modeling a single pentacene on the Ag(110)
cluster. (A) shows the structure from the side view and (B) from the top view.
For visualization of the structure, we used the software VESTA [150]. Adapted
from Ref. [62].

pentacene is simulated with a cluster of silver atoms. The geometry of the silver atoms is
based on the bulk crystal structure involving a neighboring distance of d = 2.942 Å [149].

The cluster includes 20 atoms in the first and 12 in the second layer. Due to the finite
size of the substrate cluster, the atoms at the border have fewer bonds than in the real
crystal. We compensate for these missing bonds by placing hydrogen atoms at the border
so that each silver has the same number of nearest neighbors as the complete structure.
The complete structure is shown in Fig. 4.2. In the y and z direction, the cluster represents
the unit cell size in the sample [144]. To check the convergence of the model, we increased
the number of atoms in the substrate in the x,y, and z directions. We verified that the
shape and relative energies of the orbitals, which are mainly localized in the pentacene
molecule, do not change significantly.

From the experimental data, the adsorption site and adsorption height of the pentacene
molecules on the substrate are unknown. We choose the relative position of the pentacene
to the silver atoms based on theoretical work in [151]. We perform the calculations for
different distances between the pentacene and the substrate.

The ground state of the system is obtained with a HF calculation. We use a cc-pVDZ basis
set for the H and C atoms [146, 147] and a cc-pVDZ basis including a pseudopotential for
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4. Time-resolved momentum microscopy of a pentacene film

the silver atoms [147, 152, 153]. The pseudopotential describes the 28 core electrons in
silver, and the remaining 19 electrons are treated explicitly.

We use Koopmans’ theorem to describe the final states after the ionization. The Dyson
orbital for evaluating the photoelectron probability equals the MO from which the photo-
electron has been removed. The negative value of the corresponding orbital energy gives
the corresponding binding energy.

4.4. Results and Discussion

The experiment was performed in 2018 and initially planned to prove whether molecular
thin films could withstand the high intensities of FEL sources. The measured energy distri-
bution curves (EDCs) for the pumped and unpumped samples are shown in Fig. 4.3. Each
of the four curves is time integrated for 15 minutes of the measurement. The pronounced
peaks in the EDCs at different binding energies can be assigned to MOs, which is in agree-
ment with [144]. This assignment is done by comparing the measured PMMs, which are
two-dimensional momentum distributions of the photoelectrons at constant kinetic/binding
energies, to the calculated PMMs stemming from orbitals of isolated pentacene (Fig. 4.4).
The peaks in the EDCs stemming from MO features are approximately 500 meV wide in
energy. We also see that the LUMO of the pentacene molecules in the first layer is occupied
in the system [144]. The EDCs at different times for the pumped and unpumped data look
similar. Therefore, the sample damage during the measurement can be considered small
during the time of measurement. A more detailed discussion is in [62].

4.4.1. Time integrated analysis

The experimental PMMs are constructed from the photoelectron distribution at constant
binding energies and are integrated 500 meV around the center of the peaks in the EDCs
(Fig. 4.3). The PMMs at the binding energies corresponding to the features from the
LUMO1st , HOMO1st , HOMO2nd and HOMO-11st are shown in Fig. 4.4(A)-(D). The data
is integrated over all measured time delays between the pump and the probe pulse.

The calculated PMMs are shown in Fig. 4.4(F)-(I). The PMM in Fig. 4.4(F) results from
the first vertical excited state of neutral isolated pentacene, while the Dyson orbital is
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Figure 4.3.: Experimentally measured EDCs, where the intensity of the photoelectron
probability is plotted depending on the binding energy EB. The black/green
curves show the unpumped data measured from minutes 0-15 and 15-30, while
the red/orange data shows the pumped sample in the same duration. The
peaks in the curves are assigned to different orbitals of the first and second
pentacene layer, labeled by 1st and 2nd. The corresponding EB is marked with
black arrows. For comparison, the curves are normalized at the binding energy
of EB = 2.15 eV. Adapted from Ref. [62].
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4. Time-resolved momentum microscopy of a pentacene film

approximately equal to the LUMO. The PMMs in Fig. 4.4(G), (H), and (I) are obtained
from the ground state of an isolated pentacene, where the Dyson orbital is equal to MOs.
In Fig. 4.4(F),(G) and (I), the PMM is obtained from a molecule that is tilted by 6.0◦

along the long axis corresponding to the geometry of the pentacene in the first layer. The
PMM in Fig. 4.4(H) is calculated from an isolated pentacene tilted by 8.5◦ along the long
axis.

The experimental PMMs labeled by LUMO1st , HOMO1st , HOMO2nd , and the HOMO-11st

can be clearly distinguished from one another and can be assigned to the corresponding
MO of pentacene by comparison to the simulations. In Fig. 4.4(D), the position of the black
peak in the lower left indicates a contribution from HOMO-1 of the first pentacene layer
(Fig. 4.4(I)). However, in the calculations, the binding energy of electrons in the HOMO-1
is close to the one for the HOMO-2 and would overlap in the integration range of 500 meV
(Fig. 4.4(J)). The experimental data show no contribution from the HOMO-2 orbital of
isolated pentacene but it is expected at higher binding energies. It is also unclear if this gap
might increase due to the interaction with the substrate and is therefore not visible. Due
to overlap with photoelectrons emitted from the substrate, photoelectron distributions for
higher binding energies could not be assigned to MO of isolated pentacene.

All PMMs with contribution from MOs show a maximum intensity around kx ≈ 1.1 Å−1.
The D2h symmetry group of the pentacene molecule is not recovered in the PMMs because
the polarization of the probe pulse and the tilt of the molecules results in a symmetry
breaking in the PMMs. This causes an increased photoelectron probability in the lower
left corner.

The calculated and experimentally measured spectra in Fig. 4.4 agree. A previous static
study on this system already evaluated this system in detail, revealing structural properties
of the molecules [144]. However, we see that mapping the experimentally obtained PMMs
to orbital features of the isolated molecule is still possible and that the system is not
damaged by the higher light intensities at the FEL.

The calculation on isolated pentacene cannot resolve the features appearing at the Γ-point
of the experimental PMMs and cannot explain the charge transfer into the LUMO. The
experimental PMM from the clean Ag(110) substrate at the binding energy of HOMO1st

is shown in Fig. 4.4(E). It indicates that the intensity at the Γ-point results from the

52 Marvin Reuner



4.4. Results and Discussion

E
ne

rg
y 

(e
V

)

substrate

E
ne

rg
y 

(e
V

)

Orbital Energieskx (Å-1) kx (Å-1) kx (Å-1) kx (Å-1)

k y
 (

Å
-1
)

k y
 (

Å
-1
)

Intensity (%)

LUMO1st HOMO1st HOMO2nd HOMO-11st

kx (Å-1) kx (Å-1) kx (Å-1) kx (Å-1) kx (Å-1)
k y

 (
Å

-1
)

(A) (B) (C) (E)(D)

(F) (G) (H) (I)

(K) (L) (M) (N)

(J)

Theory

Experiment

Intensity (%)

Figure 4.4.: Experimentally measured (A)–(D) and theoretically calculated (F)-(I) and
(K)-(M) PMMs for the pentacene valence orbitals involving a probe pulse
with the energy of ωin = 35 eV. The experimental data (A)–(D) is time-
integrated over all measured time delays between the pump and probe pulse.
(E) shows an unexcited, symmetrized PMM of clean Ag(110) at EB = 1.2 eV
for comparison. The color scale in (A)-(E) has been adjusted to suppress the
background signal. The simulations (F)-(I) show the PMMs obtained from a
calculation on isolated pentacene, where the contribution from the LUMO (F)
is obtained from the first excited state and the others from the ground state
of the molecule. (J) shows the MO energies obtained in the calculation of the
ground state. (K)-(M) show the PMMs obtained from the theoretical model
of pentacene on the substrate. (N) shows the corresponding MO energies for
orbitals with the main contribution in the pentacene (black) and in the sub-
strate (orange). Adapted from Ref. [62].
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4. Time-resolved momentum microscopy of a pentacene film

substrate. The question arises if our model for a single pentacene on the substrate can
explain these additional features and how the substrate influences the MOs.

The vertical distance between pentacene and the substrate is experimentally and theoret-
ically unknown for this system. However, we can estimate it with previous studied of the
molecule PTCDA adsorbed on silver. The experimental data for the adsorption distance
of PTCDA on Ag(111) and pentacene on Ag(111) is similar [154, 155]. This indicates
that we can approximately take the distance of PTCDA on Ag(110) as a reference for our
system. Experimentally the distance ranges from 2.3 Å to 2.6 Å depending on the specific
atom [156].

To evaluate the adsorption distance and to reproduce the experimental data, we calculated
PMMs of the model for different adsorption heights. At a vertical distance between pen-
tacene and the substrate of 2.2 Å and lower, we obtain, in agreement with the experiment,
an occupied orbital that looks similar to the LUMO of pentacene. Our model for pen-
tacene on the substrate does not include any long-range interaction due to the periodicity
of the system. Electronic correlations and in particular, van der Waals interactions are
not described within HF [148]. Also, the distance between the molecule and the substrate
was not determined by a minimization of the energy (we obtained an increase for lower
distances similar to [130]) but rather by the occupation of the LUMO. Therefore, the
method used here could slightly underestimate the distance between the molecule and the
substrate. However, compared to the distance of PTCDA on Ag(110), it is in a reasonable
range. Therefore we set the vertical distance between the pentacene molecules and the
substrate atoms in our model to 2.2 Å.

The charge transfer from the substrate into the LUMO indicates a strong interaction be-
tween the substrate and the molecule. This interaction is stronger than van der Waals
interactions and shows the chemisorption of the pentacene in the first layer. Also, the
distance of 2.2 Å in the model is in the range of the covalent radius of C and Ag [157],
which indicates a strong interaction and chemisorption [158]. Two different kinds of or-
bitals appeared in the model of pentacene on the substrate. The first type of orbitals
is mainly localized on the silver atoms, while the second type mainly contributes to the
pentacene molecule. Three orbitals of the second type with the lowest binding energies are
shown in Fig. 4.5 (A)-(C). The changes in the MO due to the substrate are comparable
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Figure 4.5.: Visualization of the (A) LUMO-, (B) HOMO- and (C) (HOMO-1)-type or-
bitals for the calculation of pentacene on the substrate. The hydrogen atoms
added to the substrate have been removed. The upper row shows the structure
from the side view and the lower from the top view. For visualization, we used
the software VESTA [150]. Adapted from Ref. [62].

to those obtained for PTCDA on Ag(110) calculated with a more advanced method, sec-
ond order Møller–Plesset perturbation theory. Even though the orbitals show hybridized
bonds between the substrate and the molecule, they are similar to the LUMO, HOMO,
and HOMO-1 of the isolated molecule. Therefore we name those orbitals LUMO-type,
HOMO-type, and (HOMO-1)-type.

The calculated PMMs resulting from the model of pentacene on the substrate are shown in
Fig. 4.4(K)-(M). We integrate the photoelectron distribution 500 meV around the binding
energy of the LUMO- HOMO- and (HOMO-1)-type orbital to obtain the PMMs. We
removed the contribution from the hydrogen atoms in the substrate. For the PMM in
Fig. 4.4(M), we shifted the center of the binding energy slightly to suppress the contribution
from the (HOMO-2)-type orbital. The features obtained from isolated pentacene are nearly
unchanged in all these PMMs. The major change results from the missing tilt of the
molecule. The orbital energies in the model are shifted compared to the calculation of
isolated pentacene due to the occupation of the LUMO-type orbital and the influence of
the substrate (see Fig. 4.4(N)). However, the relative energies are approximately equal.
The orbitals in the model with the major contribution from the substrate are shown in
orange in Fig. 4.4(N) and are distributed around the others.

Although our model for pentacene on the substrate is simple, it can reproduce the ad-
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ditional feature at the Γ-point in the PMM from the HOMO-type orbital in Fig. 4.4(L).
Also, the intensity ratio agrees with the experimental data in Fig. 4.4(B). The feature at
the Γ-point does not arise from the HOMO-type orbital. It appears due to the energy
integration and is a feature from the orbitals with a major contribution in the substrate.
However, the number of silver atoms in this model cannot reproduce the full band structure
of the substrate. This mismatch could explain why the feature at the Γ-point is missing
for the PMM at the binding energy of the LUMO-type orbital and HOMO-1-type orbital
in Fig. 4.4(K) and (M).

4.4.2. Time-resolved analysis

Despite the time-integrated data, we want to investigate if time-resolved properties of
the system can be obtained from a measurement at a FEL. For the calculation of the
time-resolved study, we do not explicitly calculate time-resolved PMMs. We take the
calculations on isolated pentacene and the model for pentacene on the substrate and focus
on the changes in the PMMs for different geometries of the system.

No photoelectrons stemming from photoexcited states above the Fermi level have been
measured in the experiment. Therefore we focus on the changes in the time-resolved
photoelectron momentum maps (tr-PMMs) of the initially occupied orbitals. The measured
tr-PMMs which could be assigned to the LUMO1st and HOMO1st are shown in Fig. 4.6(A)-
(C) and (D)-(F). The pump-probe delay τpp = −500 fs is chosen to show the data of the
unpumped system.

For a better visualization of the changes, we show the momentum distribution curves,
along the white dashed lines in the PMMs of Fig. 4.6, in Fig. 4.7(A) and (B). We see
that the pump-pulse induced excitation leads to a decrease of intensity in the signal from
the HOMO1st . For the signal from the LUMO1st we first see an increase in the intensity
followed by a decrease. We used our model for pentacene on the substrate to understand
these dynamics. We calculated the momentum distribution curves from the HOMO-type
and LUMO-type orbital (again integrated 500 meV in energy) for different adsorption
distances. The results are shown in Fig. 4.7 (C) and (D). We see that the intensity
changes with the adsorption distance. The intensity slightly changes for the signal from
the LUMO-type orbital, but the signal at the Γ-point in all cases is not pronounced. We
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Figure 4.6.: Experimentally measured tr-PMMs for different delays between the pump and
probe pulse τpp at the binding energies corresponding to the LUMO1st with
(A) τpp = −500 fs, (B) τpp = 200 fs, (C) τpp = 550 fs, and the HOMO1st

with (D) τpp = −500 fs, (E) τpp = 200 fs, (F) τpp = 550 fs. The PMMs
are integrated in time 350 fs around the delay τpp and integrated 500 meV in
energy around EB. The white dashed lines show the cut in the PMMs which
are used to obtain the momentum distribution curves in Fig. 4.7(A) and (B).
Adapted from Ref. [62].
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Figure 4.7.: Experimentally measured momentum distribution curves of the photoelectron
distributions of the (A) LUMO1st and (B) HOMO1st . The blur areas around
the lines represent the determined error of the experimental data. The cal-
culated momentum distribution curves (C) from the LUMO-type and (D)
HOMO-type orbital are obtained from the model of pentacene on the sub-
strate at different adsorption distances. The curves in (A) and (C) are ob-
tained along a cut in the momentum as indicated by the white dashed line in
Fig. 4.6(A)-(C) and for (B) and (D) along a cut indicated by the white dashed
line in Fig. 4.6(D)-(F). Adapted from Ref. [62].
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see that the changes in the signal at the Γ-point at the binding energy of the HOMO
are related to changes in the adsorption distance. The dependence on the adsorption
distance indicates that changes in the experimental PMMs at the Γ-point are related to
structural changes of the molecule relative to the substrate. The structural changes result
from a change in the molecule-substrate interaction upon excitation. The results are also
supported by the obtained timescale of the dynamics, which agrees with the ones of atomic
motions in molecules [16]. Electronic excitation dynamics on the clean Ag substrate are
two orders of magnitude faster [62, 159]. Despite dynamics observed at the Γ-point, charge
redistribution between the LUMO1st/HOMO1st and the substrate can explain the signal
changes and overlap with the changes due to geometrical rearrangement. However, the
time resolution and quality of the experimental data and the limitations in theoretical
calculations did not allow a more detailed investigation of the exact mechanism.

The molecules in the second layer are more electronically decoupled from the substrate, and
the experimental data for the HOMO2nd (Fig. 4.8(H)) shows a nearly constant intensity at
the Γ-point over time. Both indicate a much weaker interaction with the substrate after
light excitation and suggest that the dynamics of the molecules in the second layer could
resemble the excited state dynamics of the isolated molecule. Therefore we calculate the
properties of isolated pentacene at different geometries of the molecule. We assume that
the pump pulse excitation brought the pentacene molecule into an excited state. The atoms
start to rearrange from the equilibrium geometry of the ground state to the corresponding
one for the excited state over time. The first excited state of isolated pentacene S1 has
an excitation energy of 2.3 eV, and the second excited state S2 3.7 eV [160]. Therefore an
excitation into the first excited state is much more likely with the pump pulse of 3.1 eV.

We compare the PMM for the vertical first excited state S∗
1 , where the atoms are still in

the position of the ground state, with the geometry-relaxed first excited state S1. These
two points in the PES are shown schematically in Fig. 4.8(A) with points B and C. In
Fig. 4.8(A), the pink arrow indicates the relaxation down the PES. Interestingly, the
geometry relaxation in the first excited state of isolated pentacene results in an intensity
increase in the PMM as shown in Fig. 4.8(B),(C), and (D). This intensity increase has two
reasons. First, the change in atomic positions results in a small change in the electronic
density in the first excited state; second, the final state changes with the rearrangement of
the atoms. Therefore the probability for a transition from the initial to the final (in other
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Figure 4.8.: Calculated PMMs (B) and (C) for different points in the PES of the first
excited state. The points in the PES are schematically depicted in (A). For
comparison, the experimentally measured tr-PMMs at EB = 1.8 eV are shown
in (E), (F), and (G) for the shown pump-probe delays. The momentum distri-
bution curves of the theoretical data are shown in (D) and the experimental
ones in (H), while the white line in the PMMs shows the direction of the cut
in the momentum. Adapted from Ref. [62].
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words, the coefficient in the Dyson orbital) increases, causing an increase in the resulting
PMM. Despite the increase in intensity, the changes in the PMMs themselves (position of
maxima) are small and far less than the experimental resolution in the experiment.

The results agree very well with the experimentally measured features. We also checked the
change of the PMM for geometry relaxation of the second excited state of pentacene, but
no significant change in the intensity could be obtained. Since the experiment measures
an overlap of signals from unexcited and excited molecules, the intensity increase in the
experiment is less than in the calculated PMMs. Note that the experimental data for all
times overlap with their error and do not allow a strong conclusion here. However, all the
results indicate that geometric rearrangements similar to the ones in isolated pentacene are
obtained in the experiment. Also, the timescale of the dynamics relates to the timescale
of nuclear motion. Due to the obtained lifetimes of the singlet excited states in pentacene
dimers of ≈ 500 fs [161], we can assume that the singlet excited state has not yet decayed.
These results indicate the possibility of studying properties of aligned isolated molecules
and making it possible to obtain molecular movies without the need to align those in gas
phase experiments [162, 163, 164, 62].

4.5. Summary

In summary, our combined experimental and theoretical study demonstrates that orbital
tomography in the time domain with a time resolution of hundreds of femtoseconds is
possible at FEL. We showed that properties obtained from MO of the isolated molecule
could be mapped within orbital tomography to the experimental data, even with high-
intensity pulses at the FEL. We gained insights into the molecule-substrate interaction
and their geometry within our model for pentacene on the substrate. In agreement with
the experimental data, we obtained charge transfer into the LUMO and showed that hy-
bridization between the molecular orbitals and substrate states occurs. Moreover, the
model reproduces features in the photoelectron distribution resulting from the interplay
with the substrate and still captures the properties stemming from the isolated molecule.
By investigating the time-dependent changes in the PMMs, we observed that the dynamics
of the pentacene molecules in the two different layers significantly differ upon excitation.
The molecules in the layer closer to the substrate show a strong dynamical interplay with
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the substrate appearing as charge redistribution and geometric changes in the adsorp-
tion height. Out-of-plane bending of the molecule could not be investigated due to the
limitations of the theoretical model. The pentacene molecules in the topmost layer are
electronically decoupled from the substrate. We could reveal that the experimentally ob-
tained changes in the PMMs from the molecules in the topmost layer can be related to
geometrical changes similar to the ones expected for an isolated pentacene molecule in the
first singlet excited state.

The ongoing development of FEL light sources on the experimental side and further in-
vestigation with more sophisticated theoretical approaches make our presented approach
an ideal tool for the future. With such an approach, one could resolve dynamic properties
between the molecule and the substrate and isolated molecular properties without the need
to perform the experiment in the gas phase.
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5. Ultrafast electronic and structural
dynamics of CuPc adsorbed on TiSe2

In this chapter, I present the results of a combined theoretical and experimental study
performed on the molecule CuPc, which is adsorbed in the experimental sample on titanium
diselenide (TiSe2). With my calculations, I supported the explanation and understanding
of the experimental data under the supervision of Daria Gorelova. The whole work is a
result of a collaboration with a huge team, while I mainly exchanged information with
Kiana Baumgärtner, Christian Metzger, and Markus Scholz. The paper is submitted; the
current version is available at [165].

I start with an introduction to the study in Sec. 5.1. I continue with a description of the
experimental setup and show information on the sample obtained by our collaborators that
are relevant for my calculations in Sec. 5.2. The computational details for excited electronic
states and the photoelectron distribution are described in Sec. 5.3. Different scenarios
for the excited states of CuPc are discussed in Sec. 5.4. The resulting photoelectron
distribution from these excited states of the isolated CuPc allows for gaining insights into
the experimentally observed valance band dynamics. In Sec. 5.5, I present my calculations
for the angle-integrated photoelectron distributions stemming from core level electrons
of neutral and ionized CuPc and compare them to XPS measured in the experiment. I
continue in Sec. 5.6 with my theoretical study on structural dynamics due to the charging
of the molecules on the surface and compare them with the experimental data. Finally, I
summarize the work.
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5.1. Introduction

The molecule used in this study, CuPc (chemical formula C32H16CuN8), belongs to the
class of metal-phthalocyanines (MPc). This class of molecules is interesting for use in
organic semiconductors due to their possible growth on thin films, chemical stability, and
good charge transport properties. CuPc has been used in different electronic devices such
as OSCs [166, 167, 168]. Commercial products use CuPc as a blue pigment [169].

CuPc is a planar molecule with high symmetry (D4h symmetry group). The copper atom
in the middle is surrounded by four nitrogen atoms, each belonging to a pyrrole ring.
These pyrrole rings are connected via nitrogen atoms. The structure of the molecule is
shown in Fig. 5.7. In the outer wings of the molecule are benzene rings, consisting of
carbon atoms not bound to the nitrogen atoms. The copper atom in the middle causes an
odd number of electrons in the molecule leading to a singly occupied orbital with the 3d
character of the Cu and 2p of the connected N atoms [170]. XPS studies revealed different
binding energies for the core electrons of the carbon atoms in the molecule due to their
non-identical chemical environment [170]. Throughout the work, we discuss further details
on the electronic structure of CuPc. In the case of physisorption, the CuPc molecules
are distributed with a gas-like behavior on top of the substrate [171, 172, 173]. Gas-like
means that by increasing the coverage to a complete monolayer (ML), the molecules on
the surface are getting closer together. This growth is a different behavior compared to
other systems, e.g., PTCDA which usually first form islands on the substrate due to their
attractive van der Waals forces and leave other areas on the substrate uncovered [172].
The adsorption geometry, layer growth, and geometric rearrangement in the system are
important for the function of a possible device. Following such dynamics is one goal of
this study.

Here CuPc is adsorbed onto TiSe2, a transition-metal dichalcogenide (TMDC). In these
layered materials, a transition-metal atom is sandwiched between two layers consisting
of chalcogen atoms. Van der Waals interactions bind the layers together. Therefore the
substrate can be prepared with a clean surface using exfoliation [174, 175]. TiSe2 has a
hexagonal lattice structure and belongs to the D3d point group [176]. Therefore it has a
three-fold symmetry, meaning that it is symmetric under rotations of 120◦. TiSe2 shows
interesting electronic properties like charge density waves (CDWs) [177], where a standing

64 Marvin Reuner



5.2. Experimental details

wave describes the charges in the material. CDWs are interesting because of the proximity
to the superconducting phase [178, 179]. The low density of states near the Fermi energy
EF combined with weak bonding between the different layers in TiSe2 makes it sensitive
to dynamics at the interface. Also, the behavior of pure TiSe2 after optical excitation has
already been studied [54, 180], allowing for disentangling dynamics in the substrate and
dynamics happening at the interface. Therefore this material is ideal for obtaining charge
transfer processes at the interface and the choice in this study.

In the study, we want to reveal photoinduced dynamics in the molecular layer and at the
interface between the molecules and the substrate. My contribution to this work is mostly
related to photoemission from isolated CuPc. With properties of the valence states and
core level states, we try to explain the experimental data from tr-ARPES, tr-XPS, and
tr-XPD experiments. Combining all these methods in the same experiment allows the
measurement of valence and core electrons in the same system. The latter is sensitive to
the chemical environment of the atoms and structural properties.

5.2. Experimental details

We summarize the properties of the experimental setup and the sample, which are impor-
tant for theoretical calculations. The setup is similar to pentacene on Ag(110) in Ch. 4.
The incident angle of the pump and probe beam is the same as shown in Fig. 4.1.

The experiment was performed in 2020 involving HHG sources and the FEL FLASH. The
three-dimensional momentum of the emitted photoelectrons is measured with a time-of-
flight momentum microscope. For tr-ARPES, a pump pulse with an energy of ω = 1.6 eV
and a probe pulse with an energy of ωin = 36.3 eV were used. The results for the valence
band dynamics in this work (from tr-ARPES) were all obtained with the HHG source due
to higher sampling frequency and better time-resolution in the experiment of (95 ± 5) fs.
The tr-XPD and tr-XPS were performed at FLASH with a probe pulse energy of 370 eV.
The time resolution in this experiment is (180 ± 10) fs. The pump pulse is the same as
used in tr-ARPES.

Our collaborators obtained the following sample properties by evaluating the experimental
data and comparing those to calculations. We summarize the relevant information for the
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calculations in Sec. 5.4-5.6.

The two unit cell vectors of the flat CuPc structure on top of TiSe2 are nearly orthogonal
(the angle between them is 93.7◦), each with a length of 13.8 Å. These vectors were
obtained with low-energy electron diffraction (LEED) performed on the sample with a
complete ML coverage. Comparing the size of one CuPc to the size of the unit cell reveals
that all molecules must have the same orientation on the substrate in the ground state.
The molecules have a point-on-line arrangement on the substrate [173], where one vector
of the unit cell in the molecular layer and the substrate are parallel to each other. The
structure of the sample used during the time-resolved measurement was not checked with
LEED, but the intensity of the PMM assigned to the HOMO allows us to determine a
coverage of (0.8-1.0) ML.

Our collaborators found no pronounced hybridization between the MOs and the substrate
bands and no charge redistribution in the ground state. In the ground state, the electronic
structure of CuPc is occupied up to the HOMO, as expected from the isolated molecule.
The tr-PMMs 310 meV below the EF are assigned to the HOMO of CuPc and is a superpo-
sition of signals stemming from the HOMO of the isolated CuPc and TiSe2. Calculations
based on DFT showed an adsorption distance between the CuPc and the substrate of
3.16 Å, which corresponds to physisorption [158]. Comparing the experimental data to
calculations revealed that CuPc adsorbs in three domains. The adsorption geometry of
the molecules in the domains differs by a rotation of the molecules of 120◦ according to
the three-fold symmetry of the substrate. From the symmetry of the system, domains
obtained by mirroring the CuPc structure along the symmetry axis of the substrate must
be present. However, those are not found from the data of the time-resolved measurement,
indicating that either the CuPc molecules are adsorbed such that these mirror domains
are equal or the symmetry is broken in some way. We will discuss this in Sec. 5.6.

In the time-resolved measurement, different dynamics could be obtained. The results
obtained at the time of excitation, where the pump and probe pulse overlap t0 = τpp =
(0 ± 100) fs, show different signals in the photoelectron distribution above EF . These
results reveal that electrons are removed from the Se 4p bands and the HOMO upon
excitation, while electrons are excited into Ti 3d bands and a small fraction also into CuPc.
The excited electrons in the CuPc decay quickly after excitation with a time constant of
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τ−
LUMO = (92 ± 50) fs. The signal from the Ti 3d bands increases with a time constant

of τ+
Ti3d = (243 ± 50) fs and decreases afterwards with τ+

Ti3d = (503 ± 250) fs. The signal
stemming from photoelectrons removed from the HOMO shows a first decrease with a
time constant of τ−

HOMO = (220 ± 50) fs and afterward a recovery of the signal within
τ−

HOMO = (769 ± 250) fs. The comparison of the timescales reveals that the electron is
excited from the HOMO into the Ti3d bands.

In the following sections, we will look into the experimental data at specific time points
and use the presented calculations to explain the data and gain insights into the processes
happening in the system.

5.3. Photoelectron distribution and electronic structure of

isolated CuPc

The ab initio calculations are performed for neutral CuPc and cationic CuPc+ in the
ground and excited state. For all calculations, we use the RASSCF module implemented
in the software program MOLCAS [116], with a truncated ANO-S basis [181] for all atoms,
including (4s3p2d1f) contracted atomic basis functions for Cu, (4s3p2d) for N and C and
(3s2p) for H. While turning off the orbital optimization in the RASSCF module, we effec-
tively perform a RASCI calculation.

The size of the different orbital spaces (inactive, RAS1, RAS2, RAS3) used in the calcu-
lation are shown in Tab. 5.1. The orbital space is chosen such that a further increase in
the number of active orbitals does not significantly change the calculated results. For all
calculations, the number of orbitals in the RAS2 space is the same, while in this space, all
possible occupations in the orbitals are allowed as long as the number of electrons in the
whole system is correct. The orbitals in the inactive space are always doubly occupied. In
the RAS1/RAS3 space, we allow a maximum number of one hole/electron. All the other
orbitals remain unoccupied (secondary).

Three active orbitals in the RAS2 space are particularly interesting for discussing our
results. The spatial part of these three RASCI orbital wavefunctions obtained from the
ground state of neutral CuPc are shown in Fig. 5.1. We name these HOMO, LUMO, and
LUMO′. These are similar to previously obtained orbitals in calculations of isolated CuPc
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Orbital space Ground state of CuPc CuPc+ Excited states of CuPc

Inactive 145 137 129

RAS1 0 8 16
max. No. of holes - 1 1

RAS2 4 4 4

RAS3 0 6 16
max. No. of electrons - 1 1

Table 5.1.: Numbers of orbitals (in different orbital subspaces) used in the RASCI calcu-
lations for the ground and excited states of neutral CuPc and CuPc+. Inactive orbitals
are always doubly occupied. Orbitals in the RAS1/RAS3 subspace are doubly occupied
except for a maximum number of holes/electrons. In the RAS2 subspace, all possible or-
bital occupations are allowed.
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HOMO
(A)

LUMO
(B)

LUMO'
(C)y

z
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Figure 5.1.: Spatial part of three orbital wavefunctions obtained from the RASCI calcula-
tion of neutral CuPc in the ground state. The orbitals correspond to (A) the
HOMO and (B), (C) the two degenerate lowest unoccupied molecular orbitals
(LUMO and LUMO′). For visualization, we used the software VESTA [150].
Adapted from Ref. [165].

based on DFT [170, 182, 183].

For the ground state of neutral CuPc, we take the geometry from a calculation based on
DFT [184]. This geometry is in good agreement with the experimental data of CuPc in
the gas phase [185]. We will discuss the different states of CuPc after the interaction with
the pump pulse. For the vertical excited/ionized state of CuPc, the atoms did not have
time to move according to the fast change in the electronic density. Therefore we use the
ground state geometry of neutral CuPc for these states. We refer to the state after the
atoms have changed position as the relaxed excited/ionized state. We obtained these states
with MOLCAS by optimizing the geometry at the RASCI level [186]. We recover the D4h

symmetry after the optimization because MOLCAS cannot handle symmetry groups more
complex than D2h and the molecules get slightly disordered in the numerical calculation.

For photoionization from the different states of CuPc, we calculate the corresponding pho-
toelectron momentum distribution with Eq. (3.29). We describe the outgoing photoelectron
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within the PWA leading to the photoelectron probability

P (q) ∝ |ϵin · q|2
∑
F,σ

δ
ωin−ENe−1

F +ENe
j ,ϵe

∣∣∣∣∫ d3r e−iqrϕD
F (r)

∣∣∣∣2 , (5.1)

where q is the photoelectron momentum with the corresponding photoelectron energy ϵe,
ϵin is the polarization and ωin the energy of the photoionizing probe pulse, ENe

j is the
energy of the initial molecular state

∣∣∣ΦNe
j

〉
before removing the photoelectron and ENe−1

F

is the energy of the final molecular state
∣∣∣ΦNe−1

F

〉
after removing the photoelectron. The

summation in Eq. (5.1) runs over all possible final states F , the function δ
ωin−ENe−1

F +ENe
j ,ϵe

is for the conservation of energy. The Dyson orbital ϕD
F (r) is defined in Eq. (3.30).

According to the results in Sec. 5.2 obtained by our collaborators, the molecules are ad-
sorbed in three different domains. Thus the photoelectron distribution is a sum of photo-
electrons emitted from the molecules in these domains. Starting from a reference molecular
geometry R0, the geometry in the other domains is the same but rotated by an angle of
120◦ and 240◦ leading to the geometries R120 and R240. The photoelectron probability
becomes

PD(q) = P0(q) + P120◦(q) + P240◦(q), (5.2)

where P0(q), P120◦(q), P240◦(q) are the photoelectron probabilities emitted by the molecule
with the corresponding geometry R0, R120 and R240. To improve the signal-to-noise ratio
of the data, our experimental collaborators rotated the measured PMMs by an angle of 0◦,
120◦, and 240◦ and then averaged these data. Therefore, the resulting PMMs also obey
three-fold rotational symmetry in agreement with the symmetry of the substrate. We
evaluate the calculated PMMs that they also obey the same rotational symmetry by using
the operator for a rotation along the azimuth φ, R̂φ. The total photoelectron distribution
becomes

Ptotal(q) = PD(q) + PD(R̂120◦q) + PD(R̂240◦q). (5.3)

5.4. Photoelectron imaging of valence states in isolated CuPc

As discussed in Sec. 5.2, our experimental collaborators obtained photoelectrons above EF

when the pump and probe pulse overlap. The time constant indicates a relation between
the Ti3d bands and the HOMO. However, an unsolved problem is the occupation of the
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excited state in the CuPc. How does it get occupied, and which state is exactly occupied?
We want to answer these questions with the following calculations on isolated CuPc.

5.4.1. Photoelectron imaging of photo-excited electrons

First, we will discuss the excited states of isolated neutral pentacene. With our calcula-
tions on the excited state of isolated neutral CuPc (described in Sec. 5.3), we explain the
measured PMM stemming from the CuPc at t0 above EF by considering three different
cases. In case 1, we calculate the distribution of photoelectrons emitted from a CuPc,
which has been excited via intramolecular photoexcitation. In case 2, we consider an equal
population of two degenerate excited states in the CuPc and calculate the resulting PMM.
In case 3, we consider photoelectrons emitted from an emerged orbital.

Excited states of neutral CuPc

The two lowest-lying excited states of isolated neutral CuPc are degenerate. Depending
on the applied symmetry restrictions in the calculation, the two states are separated in
energy by 0.07 meV (D2h-symmetry) and 13 meV (C2h-symmetry). These two degenerate
excited states are described by a CSF with a singly occupied HOMO and LUMO in the
first excited state and a singly occupied HOMO and LUMO’ in the second excited state.
In contrast, contributions from other CSF in both states are negligible. The orbitals in
these states correspond to the ones shown in Fig. 5.1. Comparing the orbital occupations
in the excited states to the ground state of neutral CuPc, the two degenerate excited
states are approximately reached by excitation from one electron in the HOMO to the
LUMO/LUMO′. Therefore we label these two states |Φ1,L⟩ and

∣∣Φ1,L′
〉
. The calculated

excited states have an excitation energy of approximately 1.1 eV, in agreement with other
calculations on CuPc [187] and in the range of the experimental value (1.4 ± 0.3) eV for
CuPc in a thin film (1 nm thick) [188].

For calculating the PMMs, we need to calculate all possible final states after the probe
pulse removes photoelectrons. Those states are given by ionized CuPc and ionized CuPc+.
The measured photoelectrons above the Fermi level originate from the electrons excited
by the pump pulse. In the calculations, we focus on photoelectrons with lower binding
energy than in the ground state of neutral CuPc. We find one final state for which a
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transition from the two excited states of neutral CuPc is possible by ionization. This
final state F1 includes a CSF with a singly occupied HOMO and unoccupied LUMO and
LUMO’. The contributions from other CSFs are small. With these considerations, the
Dyson orbital in Eq. (5.1) for the first excited state |Φ1,L⟩ is approximately equal to the
orbital wavefunction of the LUMO ϕL(r), while for the second excited state, it is equal to
the orbital wavefunction of the LUMO’ ϕL′(r)

ϕD
L (r) =

〈
ΦNe−1

F1

∣∣∣ ψ̂(r) |Φ1,L⟩ ∝ ϕL(r), (5.4)

ϕD
L′(r) =

〈
ΦNe−1

F1

∣∣∣ ψ̂(r)
∣∣Φ1,L′

〉
∝ ϕL′(r). (5.5)

Case 1: Signal resulting from an intramolecular photoexcitation

In the isolated molecule, the population of the two degenerate excited states can differ be-
cause of the polarization of the pump pulse. If the excitation mechanism in the experiment
is similar to an excitation of an isolated molecule, the calculation results would agree with
the experimental data.

With the interaction Hamiltonian Ĥint in Eq. (2.30) and first-order time-dependent per-
turbation theory, the excited state after the interaction of the pump pulse is considered
as

|Φ⟩impe ∝ |Φ1,L⟩ ⟨Φ1,L| ϵp · p̂ |Φ0⟩ +
∣∣Φ1,L′

〉 〈
Φ1,L′

∣∣ ϵp · p̂ |Φ0⟩ (5.6)

= ϵp · (⟨Φ1,L| p̂ |Φ0⟩) |Φ1,L⟩ + ϵp ·
(〈

Φ1,L′
∣∣ p̂ |Φ0⟩

) ∣∣Φ1,L′
〉
, (5.7)

where ϵp is the polarization of the pump pulse, p̂ is the momentum operator and |Φ0⟩ the
ground state of neutral CuPc. The probability for the transition from the ground state to
one of the excited states is related to the product of the pump pulse polarization and the
transition dipole matrix elements (⟨Φ1,L| p̂ |Φ0⟩ and

〈
Φ1,L′

∣∣ p̂ |Φ0⟩) for a transition from
the ground state to one of the two excited states. For our calculation, we obtain

⟨Φ1,L| p̂ |Φ0⟩ = µ = −(µ0, 0, 0),〈
Φ1,L′

∣∣ p̂ |Φ0⟩ = µ′ = (0, µ0, 0).
(5.8)

The two degenerate excited states are orthogonal with different transition dipole matrix
elements. Thus the excitation by the pump pulse will create a superposition of both of the
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excited states described as

|Φimpe⟩ ∝ ϵp · µ |Φ1,L⟩ + ϵp · µ′ ∣∣Φ1,L′
〉
. (5.9)

The corresponding Dyson orbital is

ϕD
impe(r) ∝ (ϵp · µ)ϕ1,L(r) + (ϵp · µ′)ϕ1,L′(r). (5.10)

Note that the Dyson orbital in Eq. (5.10) changes for a molecule rotation because the
transition dipole moment in the laboratory frame changes. The photoelectron probabil-
ity for the photoelectron emitted from the excited state by assuming an intramolecular
photoexcitation is

P (q) ∝ |ϵin · q|2
∣∣∣∣∫ d3r e−iq·rϕD

impe(r)
∣∣∣∣2 , (5.11)

where ϵin is the polarization of the probe pulse. With the three different adsorption
directions of the CuPc, the photoelectron probability becomes

Pimpe(q) ∝ |ϵin · q|2
{∣∣∣∫ d3r e−iq·r [(µ · ϵp)ϕL(r) + (µ′ · ϵp)ϕL′(r)

]∣∣∣2
+
∣∣∣∫ d3r e−iq·r

[
(R̂120◦µ · ϵp)ϕL(R̂120◦r) + (R̂120◦µ′ · ϵp)ϕL′(R̂120◦r)

]∣∣∣2
+
∣∣∣∫ d3r e−iq·r

[
(R̂240◦µ · ϵp)ϕL(R̂240◦r) + (R̂240◦µ′ · ϵp)ϕL′(R̂240◦r)

]∣∣∣2} .
(5.12)

where R̂φ is the rotation matrix along the azimuth φ. Additionally, we apply the three-
fold rotational symmetry (Eq. (5.3)). The resulting PMM is shown in Fig. 5.2(A), which
has three-fold rotational symmetry and three maxima. The measured PMM resulting
from the excited state has approximately six-fold rotational symmetry and six maxima
(excluding the maxima at the Γ-point) as shown in Fig. 5.4(C). The mismatch between
the experimental and theoretical results excludes an intramolecular excitation.

Case 2: Signal assuming an equal population of both excited states

Now we have a structure with molecules where both degenerate excited states are equally
populated. In this case, we sum up the PMMs from both states

P (q) ∝ |ϵin · q|2
(∣∣∣∫ d3r e−iq·rϕL(r)

∣∣∣2 +
∣∣∣∫ d3r e−iq·rϕL′(r)

∣∣∣2) . (5.13)
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Figure 5.2.: PMM of excited isolated neutral CuPc resulting from photoionizing the least
bound electron under the assumption (A) of an intramolecular excitation, (B)
that the two degenerate excited states are equally populated. Adapted from
Ref. [165].

The resulting PMM is shown in Fig. 5.2(B). This PMM has twelve-fold symmetry with
12 maxima, which does not match the experimentally measured PMM in Fig. 5.4(C).
Therefore we can also exclude this type of excitation.

Case 3: Symmetry breaking in the excited state of CuPc

The previous results exclude an intramolecular excitation from HOMO to LUMO in the
experiment. In this section, we assume that the four-fold rotational symmetry of the
excited state in isolated CuPc breaks on the three-fold rotational symmetric substrate.
Such a symmetry breaking of the excited state in CuPc onto a substrate has already been
observed [189, 190]. In this case, new states could emerge, which are superpositions of
|Φ1,L⟩ and

∣∣Φ1,L′
〉

|Φ1⟩ = sinα |Φ1,L⟩ + cosα
∣∣Φ1,L′

〉
(5.14)

|Φ2⟩ = − cosα |Φ1,L⟩ + sinα
∣∣Φ1,L′

〉
, (5.15)

where α is a parameter that determines the linear combination. The two states |Φ1⟩ and
|Φ2⟩ are orthogonal. The Dyson orbitals for photoionizing the least bound electron from
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these states are

ϕD
1 (r) =

〈
ΦNe−1

F1

∣∣∣ ψ̂(r) |Φ1⟩ ∝ sinαϕL(r) + cosαϕL′(r) (5.16)

ϕD
2 (r) =

〈
ΦNe−1

F1

∣∣∣ ψ̂(r) |Φ2⟩ ∝ − cosαϕL(r) + sinαϕL′(r). (5.17)

If we assume an occupation similar to the one considered in Case 2, but with an equal
occupation of |Φ1⟩ and |Φ2⟩ the resulting PMM is given by

P (q) ∝ |ϵin · q|2
(∣∣∣∫ d3r e−iq·rϕD

1 (r)
∣∣∣2 +

∣∣∣∫ d3r e−iq·rϕD
2 (r)

∣∣∣2)
= |ϵin · q|2

(∣∣∣∫ d3r e−iq·r[sinαϕL(r) + cosαϕL′(r)]
∣∣∣2

+
∣∣∣∫ d3r e−iq·r[− cosαϕL(r) + sinαϕL′(r)]

∣∣∣2)
= |ϵin · q|2

(∣∣∣∫ d3r e−iq·rϕL(r)
∣∣∣2 +

∣∣∣∫ d3r e−iq·rϕL′(r)
∣∣∣2) .

(5.18)

The expression for the photoelectron distribution in Eq. (5.18) is independent of the value
of α and is equal to Eq. (5.13). The resulting PMM is the same as shown in Fig. 5.2(B),
which we already excluded.

Instead, we consider that only one of the two states gets occupied, |Φ1⟩. The resulting
PMMs obtained from photoionizing the state |Φ1⟩ for different values of α are shown in
Fig. 5.3. Due to the value of α, Fig. 5.3(A) and (S) shows the PMM resulting from
removing the photoelectron from the LUMO’ and Fig. 5.3(J) from the LUMO. All other
PMMs in Fig. 5.3 are obtained from linear combinations of |Φ1⟩ and |Φ2⟩. The PMMs
have six maxima and six-fold rotation symmetry in agreement with the measured spectra.
The PMM in Fig. 5.3D, for which α = π

6 , has the best agreement with the experimental
data and results from the state

|Φ1ES⟩D = 0.5 |Φ1,L⟩ +
√

3
2
∣∣Φ1,L′

〉
. (5.19)

The spatial part of this orbital is shown in Fig. 5.4(A). For comparison the calculated
PMM is shown in Fig. 5.4(B) and the experimentally measured PMM in Fig. 5.4(C). We
see that the maxima and the fine structure in the PMM agree. In the experimental data,
we removed the signal at the Γ-Point stemming from the substrate for comparison.

With this result, we conclude that the substrate influences the excited state of the CuPc
in the system. Since the results exclude an intramolecular photoexcitation, the excited
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(A) (B) (C) (D) (E)

(F) (G) (H) (I) (J)
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(K) (L) (M) (N) (O)

Figure 5.3.: PMMs resulting from different excited states where the photoelectron is emit-
ted from an emerged orbital ϕD

1 (r) = sinαϕL(r) + cosαϕL′(r), where the pa-
rameter α determines the superposition of the two orbitals ϕL(r) and ϕL′(r).
The values of α are given in the PMMs. Adapted from Ref. [165].
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(A) (B)

ExperimentTheory:  

C(C)

Figure 5.4.: (A) Spatial distribution of the orbital ϕD = 0.5ϕL(r) +
√

3
2 ϕL′(r) with (B)

the corresponding PMM obtained from emitting photoelectrons from this or-
bital. (C) Experimental PMM resulting from photoelectrons measured above
EF that originates from CuPc. The experimental data is smoothed with a
Gaussian filter, and for better comparison, the intensity at the Γ-point has
been removed. For visualization of (A), we used the software VESTA [150].
Adapted from Ref. [165].

state in CuPc is most likely populated due to so-called hot electron transfer from the sub-
strate, which results in a symmetry breaking of the excited state. "Hot electrons", or more
generally, "hot charge carriers", refers to the effective temperature of the charge carriers
upon excitation, meaning that they can reach high kinetic energies. The mechanism of
hot electron transfer into the molecule requires a hybridization of the orbitals in the CuPc
with the substrate, which is weak in the case of physisorption and induced by van der
Waals forces [191, 192, 193]. Such a symmetry breaking of the excited state in CuPc has
also been observed in systems where CuPc is stronger bound to the surface (e.g., CuPc
on Cu(111)) [189, 173, 190, 194]. A charge transfer from the substrate to CuPc in the
ground state provides information about the orbitals occupied above the HOMO without
performing a time-resolved experiment. In our case, the molecule is much less bound to
the substrate, and we could obtain a population of CuPc time-resolved. Even though the
occupied LUMO has two-fold symmetry, the calculations of our collaborators show that
the geometry and electronic structure of CuPc have a four-fold symmetry before the pump
pulse excites the system.
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5.5. Core level photoelectron spectroscopy in isolated CuPc

In the previous section, we focused on imaging excited states in CuPc using angular dis-
tributions of photoelectrons. We now want to focus on photoelectrons emitted from the
core levels of CuPc, which resolves site-specific information about the atoms. As already
mentioned in Sec. 5.2, the excited state in CuPc decayed after the excitation with a time
constant of τLUMO = (92±50) (exponential fit in the experimental data). The data reveals
an ongoing depopulation of the HOMO after the excitation, which is slower. Simulta-
neously to the depopulation of the HOMO, the signal from the tr-XPS measurement at
the binding energy of the C1s core-level decrease. New signals from the C1s core levels
appeared at shifted binding energy. The intensity from the HOMO of CuPc reaches its
minimum around t1 = τpp = 375 fs after the excitation. At the same time the population
of the Ti 3d states reaches its maximum, leading to the conclusion that charge is trans-
ferred from the molecule into the substrate. This charge transfer leaves a fraction of the
molecules ionized. With a calculation on isolated neutral CuPc0 and ionized CuPc+, we
want to explain experimental features and relate them to properties of isolated CuPc. The
parameters used for the RASCI calculation are described in Sec. 5.3.

5.5.1. Extended Koopmans’ theorem

Koopmans’ theorem lets us obtain the ionized state from a closed-shell HF reference state.
It is not applicable for open-shell states and states described within CI. The extended
Koopmans’ theorem (EKT) [195, 196, 197], states that the wavefunction of the ground
state containing Ne-electrons

∣∣∣ΨNe

〉
can describe the state of the ionized Ne − 1 electronic

system ∣∣∣ΨNe−1
〉

= q̂k

∣∣∣ΨNe

〉
, (5.20)

where q̂k = ∑
j cjkĉj is a linear combination of annihilation operator ĉj of orbital j in the

system. The ionization energy is given by

IEKT = ENe−1 − ENe =

〈
ΨNe

∣∣∣ q̂†
[
Ĥ, q̂

] ∣∣∣ΨNe

〉
⟨ΨNe | q̂†q̂ |ΨNe⟩

, (5.21)

where ENe/ENe−1 is the energy of the Ne/(Ne − 1) electron system and Ĥ the Hamilton
operator. In the case where the Ne-electronic wavefunction

∣∣∣ΨNe

〉
is exact, IEKT gives
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the correct ionization potential of state k. In [198], it has been shown that the EKT also
provides ionization energies from wavefunctions computed in the complete active space
self-consistent field (CASSCF) approach.

5.5.2. Computational details

For the ionization of electrons from core orbitals, we approximate the wavefunction
∣∣∣ΨNe−1

〉
j

=

ĉj

∣∣∣ΨNe

〉
, where j is the index of the core orbital. In this approach, we neglect relaxation

of the final state
∣∣∣ΨNe−1

〉
j
. The core orbitals in our RASCI calculation are in the inactive

space, providing us with orbital energies. We assume that the state
∣∣∣ΨNe

〉
is an eigenstate

of the Hamiltonian Ĥ. Using EKT, we assume that the orbital energy ϵj is the binding en-
ergies of the electrons, corrected by a value caused by electron-electron interactions [199].
The correct ionization potential might be shifted [199, 198] by a value Ecoor

INe
j = −ϵj − Ecoor, (5.22)

where ϵj is the energy of an inactive orbital obtained from the RASCI calculation.

We use Eq. (5.22) to describe the ionization of the core orbitals from neutral CuPc. We
describe the binding energies of the electrons in the core orbitals of CuPc+ similarly but
add an additional energy shift caused by the correlation of the electrons in CuPc+, ECuPc+

coor .
The ionization potential from the core levels of CuPc+ is

INe−1 = −ϵj − (Ecoor + ECuPc+
coor ). (5.23)

In both cases, we assume that the electronic correlations Ecoor are equal for all atoms in
the calculation of CuPc+ and ionized CuPc+. Note that this approach is an approxima-
tion. Ideally, one obtains the ionization potential by the energy difference between the
neutral and ionized state (with a hole in the core orbitals). Electronic correlations can
be included with higher excitations in the CI approach and perturbation theory. In our
case, this is computationally too demanding and not possible for the large molecule CuPc.
Furthermore, calculating the electronic structure of the molecules with a hole at a single
atom breaks the symmetry, leading to an even higher computational afford. Therefore
we fit the energy shift parameters (Ecoor, ECuPc+

coor ) to the experimental data. Even if the
calculations on the isolated molecule could be performed exactly, it does not capture the
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interaction of the substrate and a fitting to be experimental data needs to be applied.

For the simulation of the C1s core spectra, we numerically integrate the photoelectron
distribution in Eq. (5.1) over the momentum for fixed photoelectron energies ϵe = |q2|/2.
We replace the Dyson orbital ϕD

F (r) with the calculated molecular core orbitals.

5.5.3. Results and comparison

The calculated and measured angle-integrated photoelectron distributions from C1s core
levels are shown in Fig. 5.5. The spectra from CuPc0 in Fig. 5.5(A) are shifted by Ecoor =
+21.6 eV to agree with the experimental data in Fig. 5.5(E). The additional shift in
the spectra for CuPc+ is ECuPc+

coor = 1.74 eV. The surface of the substrate is charged at
t1. Our collaborators observed that this causes an additional shift of Esurf = 260 meV
in the spectra. For Fig. 5.5(C) and (D), the total shift of the spectra from CuPc0 is
Ecoor + Esurf = 21.86 eV and from CuPc+ is Ecoor + ECuPc+

coor + Esurf = 23.6 eV to agree
with the experimental data in Fig. 5.5(F).

The spectra in Fig. 5.5(A) show two main peaks. The left (smaller) one stems from the
carbon atoms in CuPc connected to the nitrogen atoms, and we call those CN (marked in
Fig. 5.6(A)). The right peak (higher intensity) results from the carbon atoms in the benzene
rings, which we name CB. The intensity between these two peaks has approximately the
same ratio of 1:3 as the number of atoms contributing to each peak. The calculated
spectra (Fig. 5.5(A)) show good agreement with a previous study on CuPc [170] and
the experimental data obtained by our collaborators shown in Fig. 5.5(F). However, the
position and ratio of the intensities between the left and right peaks slightly differ in the
calculation and the experiment. It has already been shown that satellite peaks from the CB

are responsible for the higher intensity in the left peak [170], which we do not model here.
The mismatch in the distance between the left and right peaks results from approximating
the binding energy as MO energies.

The calculated C1s core spectra from CuPc+ in Fig. 5.5(B) do not significantly change
before and after optimizing the geometry of the atoms. Compared to the core spectra
from CuPc0, (Fig. 5.5(A)) the peaks stemming from the CB (right peak) are shifted by
0.6 eV towards higher binding energies, while the core spectra from the CN atoms (left peak)
are shifted stronger by 1.6 eV towards higher binding energies. Therefore the separation
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(B)

(A) (C)

(D)

(E)

(F)

Figure 5.5.: Simulated C1s core photoelectron spectra of (A) the neutral molecule CuPc0,
(B) the ionized molecule CuPc+ in the ground-state geometry of CuPc0 and
the geometry in which the atoms relaxed to the electronic state of CuPc+. The
spectra are shifted by (A) 21.6 eV and (B) 23.6 eV so that the most intense
peak agrees with the experimental data. (C) sum of the photoelectron spectra
resulting from 45% CuPc0 and 55% CuPc+ in the relaxed geometry. (D) is
the same as in (C), but the position of the left peaks of CuPc0 and CuPc+

are shifted by the same value of 820 meV indicated by the black arrows. In
(C) and (D), an additional shift of 260 meV was applied to the spectra from
CuPc0 due to the negative surface charge obtained in the experiment. The
lines in (A)-(D) show the contribution of individual core orbitals according to
their binding energy and intensity. The peak width (standard deviation in the
Gaussian distribution) of the C1s core spectra is set to 0.36 eV for agreement
with the experimental data. The experimental XPS for the pump probe delay
times of (E) t−1 = −700 fs and (F) t1 = 375 fs. Adapted from Ref. [165].
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(A) (B) (C)

tilted molecule

Figure 5.6.: (A) Atomic structure of CuPc where the CN atoms are marked with red cir-
cles. Difference between the charge density of CuPc0 and CuPc+ (B) for both
molecules in the ground state geometry of CuPc0, ρ+

GSG − ρ0 and (C) for both
molecules each in their optimized geometry, ρ+

ISG − ρ0. The blue isosurface
represents a positive and the yellow a negative value. The density difference
is shown from the top (upper) and tiled (lower) view of the molecule. For
visualization, we used the software VESTA [150]. Adapted from Ref. [165].
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between the left and the right peak increases upon ionization by approximately 1 eV, which
is related to the changes in the Coulomb potential around the atoms. Further, we obtain
a broadening of the right peak by ≈ 4% together with a slight intensity decrease.

To elaborate why the binding energies of the CB and CN atoms change differently, we plot
the difference between the electronic density of CuPc0 (ρ0) with the one of CuPc+ in the
ground state geometry of CuPc0 (ρ+

GSG) in Fig. 5.6(B). The positive charge (blue isosurface)
is mainly localized on the CN atoms. Therefore the CN atoms experience a larger change of
the Coulomb potential than the CB atoms in CuPc+, causing a larger shift of the left peak
in the core spectra. Additionally, we see a tiny change in the electronic density around
the atoms of the benzene ring (Fig. 5.6(B)). Upon ionization of CuPc, the carbon atoms
in the benzene ring that are closer to the copper atom experience a different change in
the Coulomb potential than the other carbon atoms in the benzene ring that are further
away from the copper atom. This small change causes a slightly larger shift in the binding
energies of the benzene atoms closer to the copper than the others, leading to a small
broadening in the right peak of the core spectra.

The difference between ρ0 and the electron density of CuPc+ after geometry relaxation,
ρ+

ISG, is shown in Fig. 5.6(C). The changes in the electronic density by ionization now
overlap with the much higher change in the electron density caused by the geometry re-
arrangement of the atoms. The ionization of CuPc0 causes a maximum change of 1/8
electrons at each CN, while atomic rearrangement of e.g., carbon atoms causes approxi-
mately six electrons to move. Therefore Fig. 5.6(C) is not suited to show charge changes
upon ionization. However, it illustrates the movements of the atoms due to the rearrange-
ments from the positive (blue) areas to negative (yellow) ones.

In the experiment at time t1, a superposition of photoelectrons stemming from CuPc0 and
CuPc+ are obtained. Therefore we add the spectra in Fig. 5.5(C), assuming 45% of CuPc0

and 55% of CuPc+ in the system, to reproduce the experimental data. Due to the surface
potential in the system upon charging, the calculated core spectra from CuPc0 need to be
shifted by 260 meV compared to Fig. 5.5(A). The structure of the calculated spectrum is
similar to the ones obtained in the experiment shown in Fig. 5.5(F). However, the peaks
stemming from the electrons in CN of CuPc0 and CuPc+ (left peaks) in the calculation are
obtained at lower energy compared to the experimental data. This difference could also
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be seen by comparison of the spectra from CuPc0 in Fig. 5.5(A) to the experimental data
in Fig. 5.5(E) and also other experimental results [170]. Therefore we apply an additional
shift of 820 meV to the left peak of the spectra from CuPc0 and CuPc+. The calculated
core photoelectron spectra with the applied shift are shown in Fig. 5.5(D), while black
arrows mark this shift. We see that the left peak from the spectra of CuPc0 now overlaps
with the right one of CuPc+, leading to an enhancement in the intensity similar to the one
obtained in the experiment Fig. 5.5(F). The spectra are in great agreement, even though
we do not calculate satellite peaks in the model.

Our calculated C1s core photoelectron spectra had to be shifted by three values to get an
agreement with the experimental data. These shifts are necessary due to missing electronic
correlation and the inaccurate description of the resulting binding energies. However,
the calculation reveals important information about the system. We obtained that the
binding energies of the carbon atoms shift in CuPc+ compared to the ones from CuPc0.
Independent of the fitting parameters, we obtained that the gap between the left and
right peaks, corresponding to photoelectrons from the CN and CB atoms, increases by
1 eV from CuPc+ compared to the one from CuPc0. This increase in the gap results
from larger local changes of the charges at the CN atoms compared to the CB atoms upon
ionization. Structural changes do not significantly influence this change in the molecule.
The calculations revealed a ratio between the neutral and ionized CuPc at t1 of 45:55.
This ratio is also consistent with a decrease of the signal (approximately 30%) in the
PMM related to the HOMO of CuPc at t−1.

5.6. Structural changes in the photo-excited CuPc layer

The evaluation of the C1s core photoelectron spectra (Sec. 5.5) revealed that nearly half
of the CuPc are ionized at t1 = 375 fs after the excitation. Both the measured PMMs
corresponding to the HOMO of CuPc and the carbon 1s tr-XPD patterns at the time
t1 = 375 fs after the excitation with the pump pulse demonstrate a rotation of the molecules
relative to their geometry at t0 = 0 fs [165]. The neutral charged CuPc0 molecules rotate
clockwise (−15 ± 3)◦, while the ionized CuPc+molecules rotate anti-clockwise (15 ± 3)◦

within 375 fs after the excitation. By using a pair potential, we theoretically investigate
the influence of the ionization of the molecules on the structure of the adsorbed molecular
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layer. Motivated by the experimental results we focus on the rotation of the molecules.
The approach of using a pair potential for studying the structural properties of adsorbed
molecules is based on the work by Kröger et al. [190]. This pair potential model successfully
described the geometry of several organic thin films on a substrate [190, 200, 201, 202, 203].

5.6.1. Pair potential

Consider two isolated molecules A and B. The pair potential between molecule A with
atoms i and the molecule B with atoms j is

ϕAB =
∑
i,j

(
ϕvdW

ij (rij) + ϕEl
ij (rij)

)
, (5.24)

where ϕvdW
ij (rij) is the van der Waals and ϕEl

ij (rij) the electrostatic potential, which both
depend on the distance rij between atom i and j. The electrostatic potential depends on
the partial charges Zi and Zj of the atoms i and j

ϕEl
ij (rij) = ZiZj

rij
. (5.25)

The RASCI calculations performed to obtain the electronic structure on isolated neutral
CuPc0 and ionized CuPc (CuPc+) (Sec. 5.3) are constructed from a basis of atomic orbitals.
Therefore we obtain from the results partial charges at each atom. The partial charges
for CuPc0 and CuPc+ are in Tab. 5.2, while the corresponding atomic labels are shown in
Fig. 5.7.

The van der Waals potential includes an exponential Pauli repulsion and an attractive
London force written as

ϕvdW
ij (rij) = aij exp(−bijrij) − cijr

−6
ij , (5.26)

where the coefficients aij , bij and cij depend on the specific element of the atoms i and j.
We use the parameters from [190].

5.6.2. Results and comparison

With the pair potential model, we investigate the structure of the molecules on the sample
before and after the excitation. Before the sample is excited, the molecules on the substrate
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atom CuPc0 CuPc+

C1 +0.2293 +0.2730

C2 +0.1246 +0.1310

C3 −0.1906 −0.1838

C4 −0.1471 −0.1297

H1 +0.1611 +0.1775

H2 +0.1437 +0.1664

N1 −0.4289 −0.4119

N2 −0.4350 −0.4290

Cu +0.8873 +0.8887

Table 5.2.: Partial charges (in the unit of the elementary charge e) at each atom for
different states of CuPc. The atom label in the molecule is shown in Fig. 5.7.
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Figure 5.7.: Atomic structure of the CuPc molecule with the atomic labels used for the
description of the partial charges in Tab. 5.2. For visualization of the molecule,
we used the software VESTA [150]. Adapted from Ref. [165].

are neutral charged. This corresponds to the structure obtained in the experiment at the
time t−1 = −700 fs, which we call the "unexcited structure". We model it with a two-
dimensional grid of isolated CuPc0 molecules. The LEED measurement of the sample
in the ground state reveals that all molecules have the same orientation on the surface.
This orientation means that all CuPc0

t−1 molecules (the subscript refers to the unexcited
structure) have the same alignment on the substrate. The experimental PMM from the
HOMO also indicates this alignment of the molecules. In our model, we fix the geometry of
the atoms in each molecule. We obtain the orientation of the molecules by a minimum in
the pair potential while sweeping over different angles α between the molecular axis and the
vector which connects neighboring molecules. The sample structure used in the experiment
for the time-resolved study was not explicitly checked with LEED. The intensity in the
PMM from the HOMO suggests a coverage in the range of (0.8-1.0) ML. Since the distance
between the molecules increases for lower coverage, we also change the distance between
the molecules in the model. The structure used in the model is shown in Fig. 5.8A.

After the excitation of the sample, nearly half of the molecules are ionized. This corre-
sponds to the structure obtained in the experiment at the time point t1, which we call
the "excited structure". We model it by a two-dimensional molecular grid in which every
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(B)(A)

Figure 5.8.: Visualization of the two-dimensional grid of the molecules used in the pair
potential calculation. The structure in (A) for the model of the unexcited
structure contains only neutral charged molecules (blue). (B) structure for
the model of the excited structure with neutral charged molecules (blue) and
singly ionized ones (red) ordered in a checkerboard pattern. For visualization
of the molecules, we used the software VESTA [150]. Adapted from Ref. [165].

CuPc0
t1 next neighbor is a CuPc+

t1 and vice versa (checkerboard pattern). We consider two
different angles β for the rotation of CuPc0 and γ for CuPc+. The structure is shown in
Fig. 5.8(B).

In both structures, we neglect the bending or shifting of the molecules to the surface and
place them in one layer, justified by the results based on DFT of our collaborators. They
obtained an atomic displacement perpendicular to the molecular plane for the hydrogen
atoms closest to the surface of less than 0.2 Å. This displacement leads to a maximal
change in the distance between the atoms rij of 2%. For the carbon atoms closest to the
surface, it is below 1%, and for all the other atoms even less.

We calculate the pair potential for different distances between the molecules on the grid
and sweep through all possible molecular angles. For each distance between the molecules,
we extract the angles which result in a minimum in the pair potential. We considered
two different structure sizes. In the first one, we assume one molecule in the middle and
calculate the potential by including the nearest neighbors. This structure contains five
molecules. In the second structure, we also include the next-nearest and second next-

88 Marvin Reuner



5.6. Structural changes in the photo-excited CuPc layer

Figure 5.9.: Pair potential ΦCuPc0
t−1

for the unexcited structure depending on the angle α

and distance between next-neighbor molecules d. Adapted from Ref. [165].

nearest neighbors, resulting in a structure with 13 molecules. If not stated otherwise, the
structure with five molecules is used. We also increased the structure beyond 13 molecules
for some cases, but the results remained unchanged.

The pair potential for the unexcited structure at different angles α and distances d is shown
in Fig. 5.9. The angle α∗ that minimizes the pair potential (we refer to it as the "optimal"
angle) gives the initial orientation of the molecules on the substrate before the excitation.
We see that it changes with the distance between the molecules. The lines in the plot
are all symmetric around α = 45◦. This results from the symmetry of the molecules, the
structures with α < 45◦ are the mirror image of the ones at α > 45◦.

In the model for the excited structure, the pair potential depends on the two angles β and
γ. The result for each distance between the molecules is shown as two-dimensional plots
in Fig. 5.10. In this case, we now get a pair of optimal angles (β∗, γ∗) for a minimum in
the pair potential. The calculations show that the molecules change their structure upon
excitation and rotate from their initial rotation angle α∗ to a new rotation angle β∗ for the
neutral molecules and γ∗ for the ionized molecules. We identify that this results from the
interaction between ionized and neutral molecules. Interestingly, the neutral and charged
molecules rotate in opposite directions. Further, the symmetry of the excited structure is
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(B)(A)

(D)(C)

Figure 5.10.: Pair potential ΦCuPc0/+,t1
for the excited structure depending on the angles

β and γ describing the rotation of the neutral and ionized CuPc correspond-
ingly. The pair potential is shown for different distances between the next-
neighbor molecules with (A) d = 14.0 Å, (B) d = 14.5 Å, (C) d = 15.0 Å, and
(D) d = 15.5 Å. The dashed black lines mark the diagonal of the plot, where
β = γ. The blue cross in each plot marks the angle α∗ for which the pair
potential of the unexcited structure is minimized. Adapted from Ref. [165].
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(B)(A)

   *

β*

γ*

   *

β*

γ*

Figure 5.11.: Angles α∗, β∗, γ∗ which minimize the pair potential in the unexcited and
excited structure for different distances between neighboring molecules. The
black line corresponds to the angles of the neutral charged molecules in the
structure in Fig. 5.8(A). The blue and red lines show the angles for neutral
charged and ionized CuPc in the structure in Fig. 5.8(B). (A) is obtained from
a molecular grid that includes five molecules (one molecule in the middle and
the nearest neighbors around). (B) is obtained from a structure that includes
13 molecules (one molecule in the middle, nearest and next-nearest neighbors
around). Adapted from Ref. [165].

recovered in the two-dimensional plots in Fig. 5.10, since they are symmetric to a rotation
of the image by 180◦.

We look into the optimal angles for the unexcited and excited structures for different
distances to further evaluate this structure change. Note that for each structure, two
minima in the pair potential exist. For the unexcited structure, we choose the optimal
angle α∗ > 45◦. We choose the set of optimal angles for the excited structure, which are
closer to angle α∗. The results for the calculation involving five molecules are shown in
Fig. 5.11(A). In the results for the unexcited system (CuPc0

t−1 , black line), we demonstrate
that the angle increases with an increasing distance between the molecules from α = 63◦

to α = 73◦. The result does not depend on the size of the structure and we do not
need to increase the structure beyond nearest-neighbor interactions. The model predicts
that the molecules change their orientation after the excitation compared to the unexcited
structure. The increasing angle of the ionized molecules corresponds to anti-clockwise
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rotation to their new equilibrium geometry. The neutral molecules change their angle to
a lower value and rotate clockwise until they reach the new equilibrium geometry. This
rotation direction does not depend on the distance between the molecules, but the value
of the rotation increases up to a distance of d = 15.3 Å. For d > 15.3 Å, the pair potential
becomes flatter and other local minima appear. Therefore the optimal angles in the excited
structure are not a continuous function anymore. The appearing different local minima
and the flat pair potential at higher distances indicate that the interaction between the
molecules loses its angle dependence.

As already mentioned, the calculation has two optimal angles caused by the symmetry of
the system. One set of optimal angles α∗,β∗ and γ∗ is shown in Fig. 5.11(A) and (B).
The other angle in the unexcited structure is α′ = 90 − α∗ and for the excited structure
β′ = 90 − β∗ and γ′ = 90 − γ∗ (while all angles are in the range of [0◦, 90◦]). We refer
to the second set of angles as the mirror domain since the structure is the mirror image
of the other one. This means if the molecules in the unexcited structure have an initial
angle above 45◦, the ionized molecules, after the excitation, start to rotate anti-clockwise,
and the neutral ones clockwise to the new equilibrium geometry of the structure. In the
mirror domain, the rotations of the molecules from the structure before and after excitation
are vice versa. The ionized molecules rotate clockwise, while the neutral molecules rotate
anti-clockwise.

For the calculation in Fig. 5.11(B), we extended the structure by including the next-
nearest neighbors, including 13 molecules in the grid. The results remain unchanged
up to a distance of d = 15.6 Å compared to Fig. 5.11(A). For larger distances between
the molecules, the absolute value of the rotation slightly changes for the different grid
sizes. This results from the pair potential becoming flatter around the minimum at larger
distances between the molecules. Therefore, the small changes due to the next-nearest
neighbor interactions lead to a slight shift of the minimum. For smaller distances, the next-
nearest neighboring molecules do not affect the position of the minimum in the potential
since it is stronger pronounced. However, the relevant property is the rotation of the
molecules, which remains in the same direction even if we increase the grid size further.

In Appendix A.2, the details for our approach to calculating the pair potential, including
the influence of the substrate, are presented. The results show no significant change com-
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pared to Fig. 5.10, except for a constant shift in the pair potential. The rotation of the
molecules is therefore not influenced by the negative charge of the substrate.

The positive charges in the molecular layer lead to a repulsive force between the molecules
(shown by a decreasing potential for increasing distances in Fig. 5.10). This repulsive
force can cause changes in the distances between the molecules in the excited structure.
As shown in Fig. A.1, the interaction with the substrate counteracts the repulsive force
between the molecules (increasing potential for higher distances) and makes the structure
stable. Therefore, the influence of the substrate is relevant for describing molecular shifts
along the surface after the excitation. Due to the limitations of our model (an accurate
description of the complete substrate, bending of the molecules) and since the experimental
data is not sensitive to such shifts of the molecules, we have not investigated the changes in
the distances between the molecules further. However, the results in Fig. 5.11 demonstrate
that only the magnitude of the rotation, but not the direction, depends on the distance
between the molecules and our conclusion is still valid.

With the pair potential calculation, we identified that the molecules rotate after the ex-
citation caused by the interaction between the charged and non-charged molecules. The
experimental tr-PMMs of the HOMO and tr-XPD data also provides such a rotation. After
the excitation, the neutral molecules CuPc0

t1 rotate clockwise by an angle of (−15 ± 3)◦

and the ionized CuPc+
t1 anti clockwise by an angle of (15 ± 3)◦. The experimental data do

not show an opposite rotation of the molecules (CuPc0
t1 anti-clockwise, CuPc+

t1 clockwise),
which would be the case in the mirror domain. Therefore we conclude that no mirror do-
main exists in the sample. The interplay between the four-fold symmetry of the molecules
and the three-fold symmetry of the substrate can slightly disturb this symmetry [204, 205].
This leads to a reorganization of the molecules over the time of the measurement. The
amount of molecules in the mirror domain is then suppressed and so-called homochiral
domains [206, 207, 208] are present in the sample.

5.7. Summary

In summary, my calculations on CuPc provide insights into the measured values of tr-ARPES,
tr-XPD, and tr-XPS. We revealed that combining all the experimental methods and the-
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oretical calculations is a powerful method to image the response of the system (electronic
and structural) up to several hundreds of femtoseconds.

The excitation of the sample lead to an occupation of orbitals in CuPc above the HOMO.
With my calculations, we could reveal a symmetry breaking of the excited state in the
molecule, most probably related to the interaction with the substrate. This symmetry
breaking indicates that the occupation of the excited state in CuPc occurs due to charge
transfer from the photoexcited Ti 3d states in the substrate.

After the de-occupation of the excited state in CuPc, the charge is redistributed in the
system in comparison to the ground state. Comparing my simulations of the C1s core
photoelectron spectra to the experimental data revealed that 375 fs after the excitation
with the pump pulse, approximately 55% of the molecules in the sample are ionized.
Further, we obtain a change in the binding energies of the C1s core electrons in CuPc+,
which have different strengths for different carbon atoms in CuPc.

With the pair potential model, we could explain the experimentally observed rotation of
the molecules after the excitation of the system. We see that the direction of the rotation
in the molecules is linked to the initial orientation of the molecules. Our calculations
show that the symmetry between the mirror domains in the structure must be broken, and
homochiral domains must be formed.
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6. Imaging charge migration with time- and
momentum-resolved photoelectron
spectroscopy

This chapter presents the results published in [209]. Here, I theoretically study the pos-
sibilities of time-resolved photoelectron microscopy for imaging excited electronic charge
oscillations down to the attosecond timescale. In particular, I consider charge migration in
pentacene described by a superposition of excited states. The interaction with the broad-
band probe pulse removes the bound electrons. I did this work under the supervision of
Daria Gorelova.

6.1. Charge migration

The interaction of attosecond light pulses with molecules could lead to the population
of several excited states, creating a coherent electronic wave packet. This launched elec-
tronic wave packet leads to an oscillation of the charges in the molecule on the attosecond
timescale. If it is purely electronic, without the influence of the nuclei, this process is
called charge migration [120]. Charge migration happens up to a few femtoseconds and
can be the first step in charge transfer [210]. The interaction with the nuclei destroys the
electronic coherence leading to the redistribution of the charges in the molecule [210]. The
relation of electronic coherence to charge transfer makes this topic important for solar cells
[211], e.g., in the process of efficient charge transfer [212, 213].

Charge migration is a coherent motion of electron density that is launched, when a wave-
function becomes a coherent superposition of electronic eigenstates. Until now, charge
migration has been investigated in ionized molecules [120, 214, 215, 216, 217] and also
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in neutral molecules where it results from excited electronic states [121, 218, 219, 220].
For more details on charge migration, we refer to the reviews [210, 221, 222]. Experimen-
tally, charge migration in ionized molecules has been observed, e.g., in phenylalanine [18],
iodoacetylene [31], and tryptophan [223]. Coherent electron dynamics can also be created
by crossing a conical interaction [224]. Conical interactions appear where two adiabatic
PESs get close and cross. Conical interactions are important for charge transfer processes
in OSCs [225, 226].

Charge migration describes purely electronic charge oscillation without considering the
effects of the nuclei. Pure charge migration will continue forever without considering
coupling to the environment/nuclei. Including the nuclei in the model leads to decoherence,
causing the amplitude of the charge oscillations to decay [210, 227, 228]. However, studies
on norbornadiene cations [229] and benzene [230], molecules similar to the one considered
here, have shown coherence of the electronic motions up to 20 fs.

Since imaging ultrafast electronic dynamics is challenging, new experiments have been
theoretically proposed [44, 45, 231, 232, 233, 234, 235, 236, 237, 238]. Here we want to
show how photoelectron momentum microscopy can observe charge migration in an excited
neutral molecule with angstrom spatial resolution. In particular, we consider a coherent
superposition of the excited states in pentacene probed with an XUV probe pulse. We
analyze how spatial and time properties of coherent electron dynamics are encoded in the
photoelectron momentum distribution. Imaging charge migration in ionized molecules has
already been theoretically considered [86]. Here we extend this work to charge migration
in excited molecules. In Sec. 4.1, the relevance of pentacene for OSCs is described.

6.2. Computational details

We consider charge migration initiated by a pump pulse, which creates a coherent super-
position of excited states at time t0 in the electronic system. The time evolution of this
wave packet is

|Ψ(t)⟩ =
∑

j

Cje
−iEj(t−t0) |Φj⟩ , (6.1)

where |Φj⟩ is the electronic excited eigenstate j of the system with the corresponding
energy Ej . The coefficients Cj are the population distribution for each state j and are
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determined by the characteristics of the pump pulse.

6.2.1. Photoelectron momentum distribution

The system is probed with an ultrashort XUV pulse at time tp, which leads to an emission
of photoelectrons. The momentum distribution of the photoelectron encodes information
about the electronic state at the time tp. The derivation of the time and momentum-
depended photoelectron probability is in Sec. 3.1 and is based on the work in [86]. Ac-
cording to Eq. (3.25), where a probe pulse with center photon energy ωin, polarization
ϵin, pulse duration τp and intensity profile I(t) = I0e

−4 ln 2[(t−tp)/τp]2 has been assumed, the
photoelectron probability is

P (q, tp) =
π2τ2

p I0 |ϵin · q|2

ln 2ω2
inc

∑
F,σ

∣∣∣∣∣∣
∑

j

νj,F (tp)
∫
d3r ϕ†

e(r,q) ⟨ΦF | ψ̂(r) |Φj⟩

∣∣∣∣∣∣
2

, (6.2)

νj,F (tp) = e−
τ2

p
8 ln 2 (EF −Ej−ωin+ϵe)2

Cje
−iEj(tp−t0), (6.3)

where q is the momentum of the photoelectron with the corresponding energy ϵe = |q|2
2 ,

ϕ†
e(r,q) is the wavefunction of the photoelectron, ψ̂(r) is the electron annihilation field

operator and ⟨ΦF | is the final state after the ionization with the probe pulse with the
corresponding energy EF .

For the description of the photoelectron wavefunction within the PWA we use Eq. (3.28)

ϕe(r,q) = 1√
(2π)3 e

iqrχσ, (6.4)

where χσ is the wavefunction of the photoelectron spin state.

The crucial part of the calculation in Eq. (6.2) is the overlap between the final state and
the excited state in the wave packet of the initial state ⟨ΦF | ψ̂(r) |Φj⟩ (Dyson orbital). We
describe each excited state based on CI up to single excitation

|Φj⟩ =
∑
i1,a1

c̃a1
i1

(j)
∣∣∣ϕa1,S(j)

i1

〉
, (6.5)

where
∣∣∣ϕa1,S(j)

i1

〉
denotes a CSF, where an electron of the HF ground-state has been excited

from the orbital i1 to the orbital a1. Such a state has a hole in orbital i1 and an electron
in orbital a1, and S(j) describes the total spin and the spin projection value. We describe
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the final state similarly, with one additional hole in the configuration space

⟨ΦF | =
∑

i2,j2,a2

c̃a2
i2,j2

(F )
〈
ϕ

a2,S(F )
i2,j2

∣∣∣+∑
i2

c̃i2(F )
〈
ϕ

S(F )
i2

∣∣∣ , (6.6)

where
〈
ϕ

a2,S(F )
i2,j2

∣∣∣ describes a CSF which contains two holes in orbital i2 and j2 and an
electron in orbital a2. We denote a CSF with one hole and no excited electron with〈
ϕ

S(F )
i2

∣∣∣. In both cases, S(F ) describes the total spin and the spin projection value of the
final state F . The coefficients c̃a2

i2,j2
(F ) and c̃i2(F ) determine the contribution of a CSF to

the final state. The evaluation of the Dyson orbital ⟨ΦF | ψ̂(r) |Φj⟩ for such an initial and
final state is shown in detail in Sec. 3.2.

6.2.2. Excited states of the molecules

To evaluate the wave packet in Eq. (6.1), we need to know the excited states of the molecule.
For the selection of the molecules, we calculate the first few excited states and the transition
probability from the ground state. We consider the molecules pentacene, anthracene, naph-
thalene, carbonyl sulfide (OCS), propylene oxide, and Dithieno[3, 2 − b : 2′, 3′ − d]thiophen.

The excited states are calculated with a RASCI calculation, with a maximum number of
one hole in the RAS1 space and a maximum number of one electron in the RAS3 space.
The RAS2 space is empty. For the calculation of the excited states, the amount of orbitals
in the RAS1 and RAS3 space is chosen that further increase does not change the results
(converged). The direct transition with the pump pulse from the ground state to triplet
excited states is dipole-forbidden (dark states). Therefore we truncate our considerations
to spin-singlet excited states. We calculate the vertical excited spin-singlet states of each
molecule with MOLCAS [116] with a cc-pVDZ basis set for the atoms [146, 147].

To consider the lowest amount of excited states in the wave packet, we are looking for
a molecule with two low-lying excited states, which are dipole-allowed (bright states) for
excitation from the ground state and separated from other dipole-allowed states. In such
a case, the pump pulse could be chosen so that it launches a coherent superposition of the
lowest two excited states at t0

|Ψ(t)⟩ = C1e
−iE1(t−t0) |Φ1⟩ + C2e

−iE2(t−t0) |Φ2⟩ . (6.7)
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The oscillation period of this wave packet is determined by the energy difference between
the states T = 2π/(E2 − E1). We want to image a full oscillation period of the charge
dynamics. Therefore the oscillation period should be long enough to visualize it with
the available temporal resolution and short enough before decoherence destroys them.
Therefore the oscillation periods of the wave packet should approximately be in the range
of 5 fs < T < 15 fs.

We determined that propylene oxide and Dithieno[3, 2−b : 2′, 3′−d]thiophen are unsuitable
for our requirements because the two lowest-lying bright states are not separated (more
than 1 eV) from the others. Anthracene and naphthalene fulfill this, but the oscillation
period of the wave packets is above 20 fs. We obtain two low-lying degenerate excited states
for OCS, but the oscillation period for a wave packet involving the lowest three states is too
fast T < 2 fs. The best of the six molecules for our needs is pentacene, which we already
studied in Ch. 4. Calculating the first excited states of pentacene involves an active space
of 22 orbitals, containing 11π and 11π∗ orbitals. According to the excited-state spectrum
in Fig. 6.1, the first two excited-states are separated from the next bright excited-states,
which are in energy above S4. Therefore, one could create a coherent superposition of the
excited-state S1 and S2 in a possible experiment. Due to the energy difference between
the two states, the wave packet has an oscillation period of T = 5.73 fs. We can neglect
nuclear motions for simplicity on such timescales.

6.3. Imaging charge migration in pentacene

Based on the previous considerations, we present an example of imaging excited-state
dynamics in aligned isolated pentacene molecules. Experimentally the alignment of the
molecules could be achieve in the gas phase, or as our results of Ch. 4 indicate, isolated
molecular dynamics can also be obtained for molecular thin films on a substrate [62]. The
important properties for the aim of our study are the relative energies between the first
two bright excited states, defining the oscillation period, and the orbital excitations in CI
that contribute to the wavefunction. These calculated values, as shown in Fig. 6.1, agree
with the experimental and theoretical data in previous studies [239, 240, 241].

Fig. 6.1 shows that the first excited states of pentacene are described by a CSF, where an
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Figure 6.1.: Energy-level diagram of the first four vertical spin-singlet excited states of pen-
tacene (left), with bright states in blue and dark states in red. A wave packet
in a coherent superposition of the first two excited states has an oscillation
period of 5.73 fs. The corresponding orbital excitations in the wavefunction
of the states are shown on the right, while the arrow in the brackets means
an excitation from the left (HOMO-i) to the right (LUMO+j) orbital. For
the visualization of the orbitals, we used the software VESTA [150]. Adapted
from Ref. [209].
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electron from the HOMO has been excited into the LUMO

|Φ1⟩ =
∣∣∣ϕL,0(0)

H

〉
, (6.8)

where the CSF
∣∣∣ϕL+j,0(0)

H−i

〉
is given by an excitation of the orbital H − i (ith orbital below

the HOMO) to the orbital L+ j (jth orbital above the LUMO). The second excited state
is a linear combination of two CSF. In the first CSF, an electron from the HOMO has
been excited into the LUMO+2, and in the second CSF, an electron from the HOMO-2
has been excited into the LUMO

|Φ2⟩ = 1√
2

(∣∣∣ϕL+2,0(0)
H

〉
−
∣∣∣ϕL,0(0)

H−2

〉)
. (6.9)

The time evolution of the wave packet after the excitation with the pump pulse is given
by Eq. (6.7). We assume an equal population of both states C1 = C2 (given in Eq. (6.7)).

The excitation with the pump pulse changes the electron density in the molecule (electron-
hole density). This electron-hole density is given by the difference between the electron
density of pentacene after and before the pump pulse

ρex(t) = ρ(Ψ(t)) − ρ(Φ0), (6.10)

where ρ(Φ0) = ⟨Φ0| ψ̂†(r)ψ̂(r) |Φ0⟩ is the electron density of the HF ground-state of pen-
tacene described by the wavefunction |Φ0⟩, and ρ(Ψ(t)) = ⟨(Ψ(t)| ψ̂†(r)ψ̂(r) |(Ψ(t)⟩ is the
electron density for the pentacene after the excitation with the pump pulse. The evalua-
tion of this electron-hole density for a coherent superposition of excited states, described
with CIS, is shown in detail in Sec. 3.3. For the considered wave packet in pentacene, the
electron-hole density is

ρex(r, t) =
∣∣∣∣C∗

1e
iE1tϕL(r) + C∗

2√
2
eiE2tϕL+2(r)

∣∣∣∣2 + |C2|2

2 |ϕL(r)|2

−
∣∣∣∣C∗

1e
iE1tϕH(r) − C∗

2√
2
eiE2tϕH−2(r)

∣∣∣∣2 − |C2|2

2 |ϕH(r)|2, ,
(6.11)

where ϕi(r) is the wavefunction of the MO i. The LUMO and higher orbitals positively
contribute to the electron density change, while the HOMO and lower orbitals have a
negative contribution. We can separate the electron-hole density into a time-dependent
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(A)

(B)

(C)

(D)

Figure 6.2.: The time evolution of the electron-hole density (A) 0 fs, (B) 1.43 fs, (C) 2.87 fs
and (D) 4.30 fs after the excitation of the pentacene molecule to the first two
excited states with the pump pulse. The blue isosurface shows the hole density
(negative value), and the yellow shows the electron density (positive value). We
used the software VESTA [150] for the visualization. Adapted from Ref. [209].

part

ρex,1(t) = 2Re
[
ϕ̃(r)

]
cos [(E1 − E2)(t− t0)] − 2Im

[
ϕ̃(r)

]
sin [(E1 − E2)(t− t0)] , (6.12)

with ϕ̃(r) = C∗
1C2√

2
(ϕ∗

L(r)ϕL+2(r) + ϕ∗
H(r)ϕH−2(r)) , (6.13)

and a time-independent part

ρex,2 =
(

|C1|2 + |C2|2

2

)(
−|ϕH(r)|2 + |ϕL(r)|2

)
+ |C2|2

2
(
−|ϕH−2(r)|2 + |ϕL+2(r)|2

)
.

(6.14)

The electron-hole density is shown in Fig. 6.2. The negative (blue) part is the hole density,
meaning a reduction of the electron density compared to the ground state. The positive
one (yellow) shows an increase in the electron density. We see that the excitation with
the pump pulse rearranges the charges in the molecule, which oscillates over time. In
our calculation, Im

[
ϕ̃(r)

]
= 0, and according to Eq. (6.12), the time-dependent part in

the electron-hole density is proportional to cos [(E1 − E2)(t− t0)], which we also see in
Fig. 6.2. From t = 0T to t = T

2 (Fig. 6.2(A) and (C)), the photoinduced negative charge
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Figure 6.3.: Angle-integrated photoelectron spectra for photoelectrons detached from the
ground-state S0 or in the coherent superposition of the excited-states S1 and
S2. The black dashed line shows the contribution at the photoelectron energy
ϵe = 99 eV. The probe pulse duration is τp = 0.5 fs and has a center photon
energy of ωin = 100 eV. Adapted from Ref. [209].

seems to flow from the top left and bottom right of the molecule to the top right and
bottom left, and for the positive charge vice versa. The spatial distribution of the electron
density change at t = T

2 is connected to the one at t = 0T by a reflection along the plane
perpendicular to the short axis of the molecule. At t = T

4 and t = 3T
4 (Fig. 6.2(B) and

(D)) the pump-induced change in the electron density is equal.

Tab. 6.1 shows the first six final states of pentacene that can be reached by ionizing the
initial state in Eq. (6.7). Due to the exponential factor in Eq. (6.3), the photoelectron
probability for a specific transition of an initial to a final state is energetically distributed
around a centering value. The center of the Gaussian curve is ΩF,j = EF − Ej − ωin + ϵe

and the width is determined by the probe pulse duration. We assume a probe pulse with
a center photon energy of ωin = 100 eV and pulse duration τp = 0.5 fs, resulting in a
full width at half maximum of the Gaussian curve of 5.16 eV. We first consider the angle-
integrated spectra. A probe pulse energy of 100 eV corresponds to a de Broglie wavelength
of approximately 1 Å, allowing angstrom spatial resolution. In principle, the interaction
with the probe pulse creates photoelectrons from the pentacene molecules in the ground
and excited state. Consequently, we consider two initial states, the pentacene molecule in
the ground-state S0 and in the coherent superposition of the excited-state S1 and S2 (|Ψ(t)⟩
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F EF ΩF,1ES ΩF,2ES ⟨ΦF |

1 5.0 eV 98.5 eV 99.2 eV −0.95
〈
Φ1/2(1/2)

H

∣∣∣
2 6.7 eV - 97.5 eV −0.94

〈
Φ1/2(1/2)

H−2

∣∣∣
3 7.5 eV 96.0 eV - −0.83

〈
ΦL,1/2(1/2)

H,H

∣∣∣+ 0.31
〈
Φ1/2(1/2)

H−4

∣∣∣
4 8.7 eV 94.8 eV -

−0.62
〈
ΦL+1,1/2(1/2)

H,H

∣∣∣+ 0.5
〈
ΦL,1/2(1/2)

H−1,H

∣∣∣
udu

+0.28
〈
ΦL,1/2(1/2)

H−1,H

∣∣∣
uud

5 9.6 eV 93.9 eV - 0.70
〈
ΦL,1/2(1/2)

H−1,H

∣∣∣
uud

− 0.45
〈
ΦL,1/2(1/2)

H−1,H

∣∣∣
udu

6 9.7 eV - 94.5 eV
−0.59

〈
ΦL+2,1/2(1/2)

H,H

∣∣∣+ 0.62
〈
ΦL,1/2(1/2)

H−2,H

∣∣∣
udu

−0.28
〈
ΦL,1/2(1/2)

H−2,H

∣∣∣
uud

Table 6.1.: First six final states ⟨ΦF | of ionized and excited pentacene, which have a
nonzero overlap with the initial state ⟨ΦF | ψ̂(r) |Φj⟩. The corresponding energy is EF , and
ΩF,1ES/ΩF,2ES = EF −E1ES/2ES − ωin + ϵe is the center of the photoelectron probability
in energy in Eq. (6.2) for the given final state where we distinguish between photoelectrons
which have been detached from the first/second excited-state (1ES/2ES) of pentacene. If
the value for ΩF,1ES/ΩF,2ES is empty, the overlap with the initial state is zero. The right
column shows the contributing CSFs of the final state. For the coupling of three electrons,
two different CSFs result in the same total and spin-projection value. We denote those
here with uud and udu.
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in Eq. (6.7)). Fig. 6.3 shows the angle-integrated spectra. Interestingly the photoelectron
distribution for electrons emitted from the initial-state |Ψ(t)⟩ is time-independent. This
time-independence results from the high symmetry of the electron-hole density. We see
that the signal strongly depends on the chosen photoelectron energy. A ground-state free
measurement of photoelectron stemming from the excited state is possible at photoelectron
energies of ϵe = 99 eV (marked by the dashed line in Fig. 6.3) and higher. The signal for
photoelectrons emitted from transitions to different final states overlaps due to the broad
distribution in energy. This broadening makes it impossible to distinguish which signal
belongs to which final state transitions only from the photoelectron distribution curve.

The angle-integrated spectra do not reveal information about the time-dependent electron-
hole density and do not resolve transitions to different final states. We now want to inves-
tigate if photoelectron microscopy can overcome these issues. We first look into the PMMs
at a particular energy, and afterward, demonstrate the dependence on the photoelectron
energy. PMMs are constructed by a two-dimensional projection of the three-dimensional
photoelectron momentum distribution for constant energy ϵe (hemispherical cuts). Based
on Eq. (6.2), the photoelectron probability resulting from a particular final state is only
time-dependent if the final state has a nonzero overlap with both states in the initial
state, ⟨ΦF | ψ̂(r) |Φ1⟩ ̸= 0 and ⟨ΦF | ψ̂(r) |Φ2⟩ ̸= 0. In the case of the first six relevant
final states (Tab. 6.1), only the contribution from the first one gives a time-dependent
photoelectron distribution, which is centered at an energy of 98.5 eV and 99.2 eV of the
emitted photoelectrons. We choose the photoelectron energy ϵe = 99 eV to image this
time-dependent feature. At ϵe = 99 eV the contribution of photoelectrons emitted from
the ground-state is almost zero (see black dashed line in Fig. 6.3), and we neglect the
ground-state. Because of the broadening in energy, we take all final states into account,
where ΩF,1ES/2ES = EF − E1ES/2ES − ωin + ϵe is roughly in the range of (96 − 102) eV
covering the range of the first three excited-states. For the first three final states, the
Dyson orbital is
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(A) (B) (C) (D)

Figure 6.4.: The time evolution of the PMMs where the probe pulse detaches the pho-
toelectron at time (A) tp = 0 fs, (B) tp = 1.43 fs, (C) tp = 2.87 fs and (D)
tp = 4.30 fs from the excited pentacene. The probe pulse duration is τp = 0.5 fs
and has a center photon energy of ωin = 100 eV. The momentum maps are
shown for the photoelectron energy of ϵe = 99 eV. Adapted from Ref. [209].

⟨ΦF1 | ψ̂(r) |Φ1⟩ = −0.95√
2
ϕL(r)χ↓, (6.15)

⟨ΦF1 | ψ̂(r) |Φ2⟩ = −0.95
2 ϕL+2(r)χ↓, (6.16)

⟨ΦF2 | ψ̂(r) |Φ2⟩ = 0.94
2 ϕL(r)χ↓, (6.17)

⟨ΦF3 | ψ̂(r) |Φ1⟩ = −0.83√
2
ϕH(r)χ↓. (6.18)

These four Dyson orbitals contain the LUMO+2, LUMO, and HOMO wavefunction. Be-
sides the contribution from the HOMO, the photoelectrons emitted at ϵe = 99 eV can be
interpreted as the electrons photoexcited by the pump pulse. Therefore these electrons
have less binding energy than the ones from the ground state. The resulting time-resolved
PMMs are shown in Fig. 6.4. The PMMs at tp = 0T and tp = T

2 (Fig. 6.4(A) and (C))
are the reflection image (along the axis qx = 0 Å−1) of the other one and have the same
symmetry as the electron-hole density at these times. The other PMMs at tp = T

4 and
tp = 3T

4 (Fig. 6.4(B) and (D)) are equal. According to the Dyson orbitals in Eq. (6.15)
and Eq. (6.16), the time-dependent feature in the PMMs arises from the Fourier trans-
formed wavefunction of LUMO+2 and LUMO. The other Dyson orbitals in Eq. (6.17) and
Eq. (6.18) contribute as time-constant features in the PMMs. The time-resolved signal at
the photoelectron energy of ϵe = 99 eV thus stems from the absolute square of the Fourier
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Figure 6.5.: Time evolution of the PMMs for different photoelectron energies ϵe. Each set
of momentum maps has different probe pulse arrival times (A) tp = 0 fs, (B)
tp = 1.43 fs, (C) tp = 2.87 fs and (D) tp = 4.30 fs. The probe pulse duration
is τp = 0.5 fs and has a center photon energy of ωin = 100 eV. Adapted from
Ref. [209].

transformed LUMO+2 and LUMO wavefunction. It is directly related to the negative part
of the time-dependent electron density change in Fig. 6.2. We see that the PMMs encode
information about the excited-state dynamics. A possible experiment could use the high
contrast and small background features to obtain information from the system even for a
weak signal.

Now we investigate the dependence of PMMs on the photoelectron energy. The PMMs
for different energies are shown in Fig. 6.5. Similar to the angle-integrated spectra, the
overall intensity increases for lower photoelectron energies. The time-dependence of the
signal in the PMMs at ϵe = 90 eV and ϵe = 96 eV is weak. At ϵe = 93 eV and ϵe = 99 eV
the PMMs show pronounced time-dependent features. Although the absolute change of
the signal during time is approximately the same in both cases, the overall contrast is
much better for the PMMs at ϵe = 99 eV. Moreover, background features from the ground
state would also influence the PMMs at ϵe = 93 eV. We see that the signal and the
sensitivity for imaging the time-dependent features in the PMMs strongly depend on the
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(A) (B) (C) (D)

(E) (F) (G) (H)

(K) (L)(I) (J)

Figure 6.6.: Time evolution of the PMMs where the probe pulse detaches the photoelec-
tron at (A),(E),(F) tp = 0T , (B),(F),(J) tp = T/4, (C),(G),(K) tp = T/2,
(D),(H),(L) tp = 3/4T from the excited pentacene. The probe pulse duration
is (A)-(D) τp = 0.5 fs, (E)-(H) τp = T/4, (I)-(J) τp = T/2 and has a center
photon energy of ωin = 100 eV. The PMMs are averaged for photoelectron
energies of (98.5 − 99.5) eV, simulating an energy resolution of 1 eV. Adapted
from Ref. [209].

photoelectron energy. We can understand the photoelectron probability from photoexcited
electrons as a direct probe of the photoinduced dynamics. Changes in the photoelectron
probability arising from lower bound electrons can be understood as an "indirect probe"
of photoinduced dynamics since it measures the hole density. Therefore measuring the
pump pulse photoexcited electrons leads to a background-free measurement of the time-
dependent features, with a low contribution from the ground state.

We want to address how the results depend on the time and energy resolution, which are
limited in a possible experiment. We simulate an energy resolution of 1 eV by averaging
the PMMs over an energy interval of 1 eV. The PMMs averaged for photoelectron energies
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T/2 3T/40T T/4

0.5 fs

T/4

T/2

(A) (B) (C) (D)

(E) (F) (G) (H)

(K) (L)(I) (J)

Figure 6.7.: Time evolution of the PMMs where the probe pulse detaches the photoelec-
tron at (A),(E),(F) tp = 0T , (B),(F),(J) tp = T/4, (C),(G),(K) tp = T/2,
(D),(H),(L) tp = 3/4T from the excited pentacene. The probe pulse duration
is (A)-(D) τp = 0.5 fs, (E)-(H) τp = T/4, (I)-(J) τp = T/2 and has a center
photon energy of ωin = 30 eV. The PMMs are averaged for photoelectron en-
ergies of (28.5 − 29.5) eV, simulating an energy resolution of 1 eV.

from (98.5-99.5) eV are shown in Fig. 6.6(A)-(D). The obtained PMMs do not significantly
change by the limited energy resolution. Further, we consider the time resolution by
increasing the duration of the probe pulse. In an experiment, the time resolution is not
only given by the duration of the probe pulse but also by the synchronization between
the pump and probe pulse. We consider both of these effects by just increasing the probe
pulse duration. Changing the probe pulse duration only causes slight changes in the
PMMs (Fig. 6.6(E)-(L)). Therefore, even for large probe pulse durations up to half of the
oscillation period, the PMMs still allows imaging of the charge migration in pentacene.
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Finally, we want to investigate if a measurement of these dynamics is also possible with
a probe pulse with less pulse energy, like the energy of the HHG sources involved in the
study in Ch. 4 and Ch. 5. The calculated PMMs (averaged from photoelectron energies
of (28.5-29.5) eV) for a probe pulse with photon energy of ωin = 30 eV for different pulse
durations is in Fig. 6.7. The oscillations in the PMMs are still visible. However, the time-
dependent oscillations of the signal are less pronounced. Moreover, the fine (light blue)
structure of the PMMs disappears. Nevertheless, even for probe pulses with less photon
energy, the results show that following charge migration is still possible, even up to probe
pulse durations of half an oscillation period.

6.4. Summary

In summary, we have shown that photoelectron momentum microscopy can image charge
migration in neutral photoexcited molecules on the attosecond timescale. The charge
migration is considered as a superposition of the two lowest excited states of pentacene.
With an XUV probe pulse (photon energy of 100 eV), charge migration could be followed in
the PMMs with atomic spatial resolution. Based on previous studies on the decoherence in
such systems [230, 229], the electronic coherence should be preserved in the first oscillation
period of about 6 fs. The angle-integrated photoelectron distributions cannot resolve the
charge oscillation in pentacene. We demonstrated that the distribution of the high-energy
photoelectrons, corresponding to the electrons which have been excited in the system
by the pump pulse, allows a ground state and background-free measurement of the charge
migration with high contrast. The high-energy electrons are connected to the negative part
in the photoinduced electron-hole density. Further, the high contrast and the background-
free measurement are advantageous for the data quality in a possible experiment. We also
showed that following the charge migration is possible for energy resolution up to 1 eV and
higher time (probe pulse durations up to half of the oscillation period) resolution.

These results showed that photoelectron momentum microscopy is promising for imaging
electronic coherences in molecular systems. Also, the decoherence of such a system could
be studied experimentally by deviation from the calculated results. In the future, such an
experiment will enable better understanding of charge transfer in organic semiconductors
on femtosecond down to the attosecond timescales.
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7. Conclusion

The extension of orbital tomography into the time domain needs theoretical models for
the interpretation of the data. This extension brings us closer to the goal of a complete
movie of isolated molecules or molecule substrate interplay. In this thesis, I investigated
the possibility of photoelectron momentum microscopy for imaging photoexcited dynamics
in molecular systems down to attosecond time and atomic spatial resolution. To achieve
these goals, I derived equations for the photoelectron momentum distributions from excited
states in molecules.

In Ch. 4, I studied the time-resolved properties of a pentacene film on Ag(110). Together
with the experimental data from our collaborators, we showed the possibility of orbital
tomography in the time domain with a time resolution of hundreds of femtoseconds at
FELs. A comparison of my theoretical results allowed the interpretation of the experi-
mental data. We were able to identify frontier orbitals of pentacene in the measurement.
Based on my calculations on isolated pentacene and pentacene on a slab of silver atoms, we
could disentangle molecular and substrate features in the photoelectron momentum maps.
We revealed that the dynamics differ in the different molecular layers upon excitation.
The results indicate that the distance between the substrate and the pentacene molecules
in direct contact with the substrate changes after the excitation. The dynamics of the
molecules in the outermost layer are decoupled from the substrate. The transient changes
in the PMM of the HOMO resemble the geometrical relaxation of excited isolated pen-
tacene. We demonstrated the capabilities of measuring the dynamics of isolated molecules
in a sample, where molecules are adsorbed on a substrate. This possibility is promising
for studying aligned isolated molecules without needing an alignment in the gas phase.

In a similar study (Ch. 5), I performed calculations on the isolated molecule CuPc and
compared it with experimental data from our collaborators obtained for CuPc adsorbed
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on TiSe2. Upon excitation, hot electrons transfer from the substrate into orbitals of CuPc
above the HOMO. We revealed that the symmetry of this excited state in CuPc must be
broken, which is most probably caused by the interaction with the substrate. Simultane-
ously, the HOMO gets unoccupied by hot hole transfer across the interface and reaches its
minimum after the decay of the excited state in CuPc. At the minimum, in the HOMO pop-
ulation, we could identify that about 55% of the CuPc molecules in the system are singly
ionized. We revealed this by comparing my calculation of angle-averaged photoelectron
distributions from C1s core levels to the experimental tr-XPS data. Such a supercharging
of the molecules causes structural arrangements in the molecular film. My calculations
involving a pair potential showed that the interaction between neutral and ionized CuPc
molecules causes a rotation. In agreement with the experimental data, the neutral and
ionized molecules rotate in opposite directions. We showed that combining a measurement
of photoelectrons from core and valence states allows us to gain insights into structural
and electronic properties.

With my calculations on pentacene and CuPc, we interpreted the dynamics measured in
the experiments. Calculating dynamics in such big systems is challenging and currently
impossible up to several hundreds of femtoseconds. Therefore I did not calculate excited-
state dynamics explicitly (e.g., time propagation of the electron wavefunction). However,
our static calculations at particular states, which could occur during the dynamics, allowed
us to obtain the electronic and structural properties of the samples in the experiment.

For a theoretical investigation of excited state dynamics, I studied the possibility of pho-
toelectron momentum microscopy for imaging charge oscillations in neutral photoexcited
molecules (Ch. 6). I considered charge migration triggered by a pump pulse, described
by a superposition of excited states. I showed that for pentacene, the angle-dependent
photoelectron distributions could measure the considered charge migration down to the at-
tosecond timescale, while angle-integrated cannot. Imaging the photoelectron distribution
emitted from electrons excited by the pump pulse allows a background-free measurement
with high contrast, which is advantageous in possible experiments. The charge migration
even can be obtained for limited energy resolution (1 eV), and durations of the probe pulse
up to half of the oscillation period of the charge migration.

Finally, within this thesis, we showed that our extension of photoelectron momentum
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microscopy for excited states in molecules has several important applications. The calcu-
lations could already give insights into the time-resolved properties of current experiments.
The ongoing development of FEL light sources, e.g., the increase in the repetition rate at
LCLS-II, allows data acquisition for such experiments, which is currently impossible. In-
vestigation in the future will reveal time-resolved information about dynamics in molecules
and the interplay between molecules and surfaces. Our approach also showed what could
be possible in experiments for imaging ultrafast charge migration. More sophisticated the-
oretical methods will also allow us to compute the dynamics on larger timescales. Future
investigations with similar setups will push the understanding and development of organic
semiconductors forward.
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A.1. Coupling of angular momentum

In a system of multiple interacting electrons, the angular momenta of the electrons can
couple to form states which are eigenfunctions of the spin projection operator Ŝz and
also total spin operator Ŝ2. In the case of a wavefunction constructed from a SD, the
spin part of each electronic wavefunction are multiplied by each other, and we write this
down as |σ1, σ2...⟩. Another basis would be to construct CSFs which are given by the
total angular momentum J and the projection m: |J,m⟩, and are also eigenfunctions of
the corresponding operators Ŝz and Ŝ2. The transformation of SDs to the CSFs is now
derived for two and three electrons.

From a quantum treatment of the angular momentum, the ladder operators for increasing
and decreasing the spin projection value are

Ĵ+ |J,m⟩ =
√
J(J + 1) −m(m+ 1) |J,m+ 1⟩ , (A.1)

Ĵ− |J,m⟩ =
√
J(J + 1) −m(m− 1) |J,m− 1⟩ , (A.2)

where Ĵ+ raises and Ĵ− lowers the projection value of the angular momentum by one.
The coupling of two different angular momentum J1 and J2 with their projection values
−J ≤ m ≤ J has certain selection rules, leading to functions with an angular momentum
J3 = J1 ⊕ J2, which follows as a linear combination of the single ones

J3 = |J1 − J2|, |J1 − J2| + 1, . . . , J1 + J2, (A.3)

m3 = m1 +m2. (A.4)

This coupling results in wavefunctions which are eigenfunctions of the total angular mo-
mentum. Note that the basis sets need to be orthonormal.
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A.1.1. Two Spins

First of all, we start with the coupling of the spins from two electrons. From the selection
rules, we end up with four different functions, which are a superposition of the single-
particle states |↑⟩ , |↓⟩. We can write down two of the final states since the spin projection
1 and -1 is only possible by coupling the states

|1, 1⟩ = |↑↑⟩ , (A.5)

|1,−1⟩ = |↓↓⟩ . (A.6)

The other two eigenfunctions |1, 0⟩, |0, 0⟩ are a superposition of the mixed states |↑↓⟩ , |↓↑⟩.
With the ladder operators, we get

|1, 0⟩ = 1√
2
Ĵ− |1, 1⟩

= 1√
2

(|↑↓⟩ + |↓↑⟩) .
(A.7)

The last remaining state is also a superposition of |1, 0⟩, |0, 0⟩ one could make the ansatz

|0, 0⟩ = 1√
2

(c1 |↑↓⟩ + c2 |↓↑⟩) . (A.8)

The coefficients are evaluated with the relations ⟨1, 0|0, 0⟩ = 0 and ⟨0, 0|0, 0⟩ = 1. We end
up with

|0, 0⟩ = 1√
2

(|↑↓⟩ − |↓↑⟩) . (A.9)

We see that the state in Eq. (A.9) is the spin singlet state, and the one in Eq. (A.7) is the
spin-triplet state.

A.1.2. Three Spins

The coupling of the spin of three electrons follows the same procedure as the latter. The
third spin now couples to the wavefunctions derived for the two spin coupling leading to
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the following two and one electron coupled functions∣∣∣∣32 , 3
2

〉
1

= |1, 1⟩ |↑⟩ (A.10)∣∣∣∣32 , 1
2

〉
1

= |1, 1⟩ |↓⟩ ⊕ |1, 0⟩ |↑⟩ (A.11)∣∣∣∣32 ,−1
2

〉
1

= |1, 0⟩ |↓⟩ ⊕ |1,−1⟩ |↑⟩ (A.12)∣∣∣∣32 ,−3
2

〉
1

= |1,−1⟩ |↓⟩ (A.13)∣∣∣∣12 , 1
2

〉
1

= |1, 1⟩ |↓⟩ ⊕ |1, 0⟩ |↑⟩ (A.14)∣∣∣∣12 ,−1
2

〉
1

= |1, 0⟩ |↓⟩ ⊕ |1,−1⟩ |↑⟩ (A.15)∣∣∣∣12 , 1
2

〉
0

= |0, 0⟩ |↑⟩ (A.16)∣∣∣∣12 , 1
2

〉
0

= |0, 0⟩ |↓⟩ . (A.17)

Note that, e.g., the total function in Eq. (A.14) and Eq. (A.16) have the same total spin
J3 and spin projection value m3, they result from a different J1 and J2 and are therefore
different CSF. Therefore one ends up with eight different functions for three particles. If
the total spin function is given by one product of the two single states, the coupling of the
spins leads to ∣∣∣∣32 , 3

2

〉
1

= |↑↑↑⟩ (A.18)∣∣∣∣32 ,−3
2

〉
1

= |↓↓↓⟩ (A.19)∣∣∣∣12 , 1
2

〉
0

= 1√
2

(|↑↓↑⟩ − |↓↑↑⟩) (A.20)∣∣∣∣12 ,−1
2

〉
0

= 1√
2

(|↑↓↓⟩ − |↓↑↓⟩) . (A.21)

The remaining four functions could now be evaluated similarly to the coupling of two spins.
With the ladder operator and the basis

∣∣∣32 , 3
2

〉
1

one get the functions for J = 3
2∣∣∣∣32 , 1

2

〉
1

= 1√
3

(|↑↑↓⟩ + |↑↓↑⟩ + |↓↑↑⟩) (A.22)∣∣∣∣32 ,−1
2

〉
1

= 1√
3

(|↓↓↑⟩ + |↓↑↓⟩ + |↑↓↓⟩) . (A.23)

Marvin Reuner 117



A. Appendix

The remaining states now use the orthogonality and the normalization to evaluate the
linear combination coefficients of the states written down in eq. A.14 and A.15. This gives∣∣∣∣12 , 1

2

〉
1

= 1√
6

(2 |↑↑↓⟩ − |↑↓↑⟩ − |↓↑↑⟩) (A.24)∣∣∣∣12 ,−1
2

〉
1

= − 1√
6

(2 |↓↓↑⟩ − |↓↑↓⟩ − |↑↓↓⟩) . (A.25)

A.1.3. Clebsch-Gordan Coefficients

For the general evaluation, one could make use of the Clebsch-Gordan coefficients. The
Clebsch-Gordan coefficients transform the function in the SD basis and the CSF. Since we
do not need the explicit CSF for more than three coupled spins, details can be found in
[82].

A.2. Pair potential calculation including CuPc and the substrate

Here we address the influence of the substrate in the pair potential as an extension of 5.6.
In our model, we consider the substrate as a cluster of atoms below the molecular layer.
In the case of the unexcited structure, the interaction with the substrate would lead to an
additional term in the pair potential

Φtotal,t−1 = ΦM↔S,t−1 + ΦM↔S,t−1 , (A.26)

where ΦM↔S,t−1 is the pair potential between all CuPc molecules and ΦM↔S,t−1 is the
pair potential between the molecules and the substrate. The LEED data on the sample
showed a point-of-line arrangement of the molecules, resulting in different adsorption sites
for the molecules on the substrate. Since all CuPc molecules are orientated equally, the
dependency of ΦCuPc0,TiSe2,t−1

on the angle α should not be pronounced. Therefore we
consider that for each arrangement of CuPc, the contribution from the substrate is constant
for changing values of α.

In the case of the excited structure, nearly half of the molecules are positively charged,
while the substrate is negatively charged. The charging increases the interaction between
the substrate and the molecular layer. This is also indicated by the bending of the charged
molecule as shown by DFT calculation of our collaborators. The pair potential for the
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excited structure including the substrate is

Φtotal,t1 = ΦM↔M,t1 + ΦM↔S,t1 , (A.27)

where ΦM↔M,t1 is the pair potential between the CuPc molecules and ΦM↔S,t1 between
the CuPc molecules and the substrate. We can rewrite it with the pair potential between
the molecule substrate at t−1 as

Φtotal,t1 = ΦM↔M,t1 + ΦM↔S,t1 − ΦM↔S,t−1 + ΦM↔S,t−1 . (A.28)

Since the molecule substrate interaction in the unexcited structure is considered as a con-
stant function of α, ΦM↔S,t−1 = Const.. The difference between the pair potential of the
molecule and substrate in the unexcited and excited structure is

ΦM↔S,t1 − ΦM↔S,t−1 = ΦvdW
M↔S,t1 − ΦvdW

M↔S,t−1︸ ︷︷ ︸
∆ΦvdW

M↔S,t−1,t1

+ ΦEl
M↔S,t1 − ΦEl

M↔S,t−1︸ ︷︷ ︸
∆ΦEl

M↔S,t−1,t1

. (A.29)

The experimental data at time t1 = 375 fs showed that the charge in the substrate is
distributed in the 3d bands of the titanium atoms. Therefore ∆ΦeL

M↔S,t−1,t1
is approximated

by the interaction between the molecule and the titanium atoms. To keep the total charge
of the system conserved, we add a charge of half an electron to all the involved titanium
atoms for every CuPc molecule in the structure. We consider structural changes (e.g.,
bending) to be negligible as a function of the orientation angles of the molecules. We also
consider that the change in the van der Waals potential ∆ΦvdW

M↔S,t−1,t1
does not depend on

the adsorption angles, resulting in

Φtotal,t1 ≈ ΦM↔M,t1 + ∆ΦEl
M↔S,t−1,t1 + const. (A.30)

The result of this pair potential is shown in Fig. A.1 for four different distances between
neighboring molecules. Despite an overall shift of the pair potential, we do not obtain any
change in the pair potential compared to the one in Fig. 5.10, which only includes the
potential between the molecules. Therefore we assume the influence of the substrate to be
small.
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(B)(A)

(D)(C)

Figure A.1.: Pair potential Φtotal,t1 for the excited structure with considering the inter-
action of the substrate. The pair potential depends on the angles β and γ

describing the rotation of the neutral and ionized CuPc correspondingly and
is shown for different distances between the next-neighbor molecules with (A)
d = 14.0 Å, (B) d = 14.5 Å, (C) d = 15.0 Å, and (D) d = 15.5 Å. Adapted
from Ref. [165].
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