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1 Abstract

The study of ever more challenging systems in bioimaging requires an increase of
information content of the available measurement techniques. In case of fluores-
cence based techniques, e.g. confocal microscopy, this is limited by the amount
of fluorophores that can be used simultaneously. In a state of the art experiment,
based on spectral multiplexing, the amount of fluorophores is restricted by their
spectral overlap, which usually leads to three to five maximum fluorophores. An
elegant solution to overcome this limit, is achieved by exploiting fluorescence
decay kinetics, in addition to fluorescence emission. CdSe/CdS core-shell quan-
tum dots with big shells (GS-QD) have proven to be an useful model system for
this approach, as the increase of shell size has only a negligible influence on the
fluorescence emission spectrum, while the fluorescence lifetime changes dramati-
cally with shell size. Thus, this system allows for the synthesis of various GS-QDs
with similar emission colours, but strongly varied fluorescence lifetimes, which
can be exploited using fluorescence lifetime imaging microscopy (FLIM). Further-
more, the GS-QDs could be stabilized in water and be made bio-compatible by
the encapsulation within a polybutadiene-polyethylene glycol co-block polymer
(PB-b-PEO). The size of the final encapsulated QD can be varied by changing the
amount of polymer added during the encapsulation. Additionally, using poly-
mer with functional end groups, chemical functionality can be introduced, allow-
ing the conjugation of antibodies or other proteins to further modify the GS-QDs.
This allows for the use of the QDs as e.g. cell stains. In this work, the use of such
GS-QD as potential multiplexing agent in fluorescence microscopy was studied.
Mixtures of these QDs were prepared and their fluorescence decay characteris-
tics studied using two different models to extract the mixture composition from
it. Both, linear fit of the mean lifetime, as well as the superposition model were
studied, using simulated data and measurements of QD mixture samples. These
models are prevalently used in literature, but no comparison between the mod-
els, regarding their respective precision and resolution has been made to date.
It was found, that the superposition model is strictly superior in the analysis of
two QD mixtures. Furthermore, three component mixtures were studied, where
the use of the linear model is not possible anymore. Here, the superposition
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model still showed promising results, though sample compositions were iden-
tified, where the use of the model yields erroneous results. To overcome these
problems, two different approaches were applied. Firstly, post-synthetic modi-
fication of the used quantum dots (QDs) by ligand exchanges and secondly, the
modification of the superposition model by introducing time gates. In the for-
mer case, a marked improvement of the fluorescence quantum yield (QY) of the
QDs was observed, but no improvement of their fluorescence decay behaviour
could be obtained. Nor did the modification of the model markedly improve
the results for the problematic sample compositions. Additionally, the use of
the GS-QDs as cell stains was investigated. Cell toxicity, unspecific cell uptake
and staining of different cell components were studied. The QDs were markedly
less toxic than a comparable concentration of free Cd salts, due to the encapsu-
lation in the PB-b-PEG shell. Additionally, only a negligible amount of unspe-
cific uptake was observed. A specific binding affinity for different cell organelles
was imparted upon the QDs by conjugating antibodies or wheat germ agglutinin
(WGA) respectively. Two different conjugation reactions, azide click chemistry
and coupling by 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC) and n-
hydroxysuccinimide (NHS) were studied. Three different cell organelles were
used as targets: the cell membrane, early endosomes and the cytoskeleton. For
the cell membrane, two different binding strategies were applied. Firstly, the
highly specific EpCAM receptor was targeted by introduction of a respective an-
tibody and secondly, WGA was used as a relative unspecific binding motif. For
the early endosomes and the cytoskeleton, a primary - secondary antibody ap-
proach was investigated, where the secondary antibodies were conjugated to the
GS-QDs. While the latter approaches did not work, most likely since the created
encapsulated GS-QDs were too big to diffuse into the inner cell compartments,
the former approach yielded GS-QDs with a strong affinity to the cell membrane,
regardless of the conjugation method or protein used. The use of the GS-QDs as
fluorescence stains in ex vivo microscopy applications could therefore be success-
fully shown. By applying a superposition model for the analysis of a microscopy
image, a multiplexing approach of hitherto unreached trinary complexity per flu-
orescence colour can be achieved. This work also showed a proof-of-principle
approach on how to impart a desired specific cell affinity to the QDs. Thus, this
work could show a solution on how to overcome present limits in spectral multi-
plexing as well as presenting a suitable particle system to use in such a capacity.
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2 Zusammenfassung

Die Untersuchung von immer anspruchsvolleren Systemen in der biologischen
Bildgebung erfordert eine Steigerung des Informationsgehalts der verfügbaren
Messverfahren. Im Falle fluoreszenzbasierter Techniken, z. B. der konfokalen Mi-
kroskopie, ist dieser durch die Anzahl der gleichzeitig verwendbaren Fluoro-
phore begrenzt. Diese Anzahl ist durch den spektralen Überlapp der Fluoro-
phore begrenzt. Die führt in der Regel zu maximal drei bis fünf Fluorophoren
pro Experiment. Eine elegante Lösung zur Überwindung dieser Beschränkung
ist die Ausnutzung der Fluoreszenzskinetik zusätzlich zur Fluoreszenzemission.
CdSe/CdS-Kern-Schale-Quantenpunkte mit großen Schalen (GS-QD) haben sich
als nützliches Modellsystem für diesen Ansatz erwiesen, da die Zunahme der
Schalengröße nur einen vernachlässigbaren Einfluss auf das Fluoreszenzemis-
sionsspektrum hat, während sich die Fluoreszenzlebensdauer mit der Schalen-
größe drastisch ändert. Somit ermöglicht dieses System die Synthese verschiede-
ner GS-QDs mit ähnlichen Emissionsfarben, aber stark variierenden Fluoreszenz-
lebensdauern, die mit Hilfe der Fluoreszenzlebensdauer-Imaging-Mikroskopie
(FLIM) ausgewertet werden können. Darüber hinaus konnten die GS-QDs in
Wasser stabilisiert und durch die Verkapselung in einem Polybutadien-Polyethylenglykol-
Co-Blockpolymer (PB-b-PEO) biokompatibel gemacht werden. Die Größe der end-
gültigen eingekapselten QD kann durch Änderung der Menge des während der
Verkapselung zugesetzten Polymers variiert werden. Durch die Verwendung von
Polymeren mit funktionellen Endgruppen können außerdem die Konjugation
von Antikörpern oder anderen Proteinen zur weiteren Modifizierung der GS-
QDs realisiert werden. Dies ermöglicht die Verwendung der QDs z. B. als Zell-
färbemittel. In dieser Arbeit wurde die Verwendung solcher GS-QD als poten-
zielles Multiplexing-System in der Fluoreszenzmikroskopie untersucht. Es wur-
den Mischungen dieser QDs hergestellt und ihre Fluoreszenzabklingcharakteris-
tiken untersucht, wobei zwei verschiedene Modelle verwendet wurden, um dar-
aus die Zusammensetzung der Mischung zu extrahieren. Sowohl die Auswer-
tung des Modells der mittleren Lebensdauer, welche linear vom Mischungsan-
teil abhängt, als auch das Superpositionsmodell wurden anhand von simulier-
ten Daten und Messungen von QD-Mischproben untersucht. Diese Modelle wer-
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den in der Literatur häufig verwendet, doch wurde bisher kein Vergleich zwi-
schen den Modellen hinsichtlich ihrer jeweiligen Präzision und Auflösung vor-
genommen. Es wurde festgestellt, dass das Superpositionsmodell bei der Ana-
lyse von zwei QD-Mischungen eindeutig überlegen ist. Darüber hinaus wurden
Drei-Komponenten-Mischungen untersucht, bei denen die Verwendung des li-
nearen Modells nicht mehr möglich ist. Hier zeigte das Superpositionsmodell
immer noch vielversprechende Ergebnisse, obwohl Probenzusammensetzungen
identifiziert wurden, bei denen die Anwendung des Modells zu fehlerhaften Er-
gebnissen führt. Um diese Probleme zu überwinden, wurden zwei verschiedene
Ansätze angewandt. Erstens die postsynthetische Modifizierung der verwende-
ten Quantenpunkte (QDs) durch Ligandenaustausch und zweitens die Modifi-
zierung des Superpositionsmodells durch Einführung von Zeitfenstern. Im ers-
ten Fall wurde eine deutliche Verbesserung der Fluoreszenz-Quantenausbeute
(QY) der QDs beobachtet, jedoch konnte keine Verbesserung der Fluoreszenz-
kinetik erzielt werden. Auch die Modifikation des Modells führte nicht zu ei-
ner deutlichen Verbesserung der Ergebnisse für die problematischen Probenzu-
sammensetzungen. Zusätzlich wurde die Verwendung der GS-QDs als Zellfär-
bemittel untersucht. Dabei wurden die Zelltoxizität, die unspezifische Zellauf-
nahme und die Anfärbung verschiedener Zellbestandteile untersucht. Die QDs
waren deutlich weniger toxisch als eine vergleichbare Konzentration freier Cd-
Salze, was auf die Verkapselung in der PB-b-PEG-Hülle zurückzuführen ist. Au-
ßerdem wurde nur eine vernachlässigbare Menge an unspezifischer Aufnahme
beobachtet. Eine spezifische Bindungsaffinität für verschiedene Zellorganellen
wurde den QDs durch Konjugation von Antikörpern bzw. Weizenkeimagglutinin
(WGA) verliehen. Zwei verschiedene Konjugationsreaktionen, die Azid-Click-
Chemie und die Kopplung mit 1-Ethyl-3-(3-dimethylaminopropyl)carbodiimid
(EDC) und n-Hydroxysuccinimid (NHS) wurden untersucht. Drei verschiedene
Zellorganellen wurden als Ziele verwendet: die Zellmembran, frühe Endosomen
und das Zytoskelett. Für die Zellmembran wurden zwei verschiedene Bindungs-
strategien angewandt. Zum einen wurde der hochspezifische EpCAM-Rezeptor
durch Einführung eines entsprechenden Antikörpers ins Visier genommen, zum
anderen wurde WGA als relativ unspezifisches Bindungsmotiv verwendet. Für
die frühen Endosomen und das Zytoskelett wurde ein primär-sekundärer An-
tikörperansatz untersucht, bei dem die sekundären Antikörper mit den GS-QDs
konjugiert wurden. Die letztgenannten Ansätze nicht funktionierten, wahrschein-
lich weil die erzeugten verkapselten GS-QDs zu groß waren, um in die inne-
ren Zellkompartimente zu diffundieren. Dahingegen führte der erste Ansatz zu
GS-QDs mit einer starken Affinität zur Zellmembran, unabhängig von der Kon-
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jugationsmethode oder dem verwendeten Protein und ermöglicht so die Nut-
zung der GS-QDs als Zellfärbemittel. Die Verwendung der GS-QDs als Fluo-
reszenzfarbstoffe in Ex-vivo-Mikroskopieanwendungen konnte daher erfolgreich
gezeigt werden. Durch die Anwendung eines Superpositionsmodells für die Ana-
lyse eines Mikroskopiebildes konnte ein Fluoreszenzlebensdauermultiplexing-
Ansatz von bisher unerreichter trinärer Komplexität pro Fluoreszenzfarbe er-
reicht werden. Diese Arbeit zeigte auch einen Proof-of-Principle-Ansatz, wie den
QDs eine gewünschte spezifische Zellaffinität verliehen werden kann und sie so-
mit als Zellfärbemittel genutzt werden können. Somit konnte diese Arbeit eine
Lösung zur Überwindung der derzeitigen Grenzen beim spektralen Multiplexing
aufzeigen und ein geeignetes Partikelsystem für eine solche Funktion präsentie-
ren.
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3 Theory

3.1 Synthesis of quantum dots

The synthesis of quantum dots (QDs), and most nanocrystals (NCs) in chemistry,
is done via a bottom-up approach, from the atom towards nanocrystals. The
synthesis is based on three typical components. Firstly, precursors, the source of
the atoms for the nucleation and growth of the nanoparticles. Secondly, ligands,
which stabilize the NCs in solution, saturate dangling bonds on the NC surface
and play a critical role in shape and size control. Thirdly, the solvent.[1, 2, 3] The
interplay of these three components, in addition to general reaction parameters
like temperature and time, determine the size and shape of the final NCs.

To ensure a good homogeneity of size, it is important to take note of the LaMer
model, which describes the nucleation and growth of NCs. The nucleation and
growth mechanism can be separated into three phases,[4, 5, 6] schematically shown
in Figure 3.1. In the first phase, the concentration of the monomers, the building
blocks of the NCs, increases, e.g. by thermal decomposition of the precursor or
by chemical reaction. After a critical nucleation concentration has been reached,
the second phase, the nucleation phase, begins. Herein the monomers are rapidly
consumed by nucleation. This will reduce the monomer concentration below the
nucleation concentration, which marks the start of the final phase, the growth
phase. The available nuclei grow by consuming monomer, but no new nuclei
can form. The growth on the already formed nuclei is energetically favored over
formation of new nuclei, due to the high energy cost involved with creating the
nucleus surface. This can be expressed using the Gibbs free energy, as seen in
Equation 3.1.

∆G = −4
3

πr3|∆GV |+ 4πr2γ (3.1)

where r is the radius of the nucleus, |∆GV | is the difference in Gibbs free energy
per unit volume of the new nucleus compared to the smaller size and γ is the
surface energy per unit area. The first term describes the energy gain by the bond
formation inside the nucleus. The second term describes the unfavorable energy
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c m

t

c nuc

c sat

I II III

Nucleation Growth

Figure 3.1: A scheme of the nucleation and growth of NCs after LaMer. Three
distinct phases can be observed. During the first phase the monomer
concentration, cm increases steadily, e.g. due to thermal decomposi-
tion. After reaching the nucleation concentration, cnuc, the monomer
is rapidly consumed to form the first stable nuclei. After the monomer
concentration falls again below the nucleation concentration, no new
nuclei are formed, but already existing nuclei can grow further until
the saturation concentration, csat, is reached.
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increase by the formation of the surface. The nucleation is therefore governed by
these two competing energies, the volume energy and the surface energy.

A graphical representation of Equation 3.1 can be seen in Figure 3.2. The critical
radius, rc, can be seen as the radius at the maximum of the curve, describing the
minimal size for a nucleus to be stable. Beginning with this size, growth of the
nucleus is favored over dissolution.[7]

Δ G

rr c

Figure 3.2: Scheme of the free Gibbs free energy of nucleation and growth as pre-
dicted by the LaMer model. In red the surface energy is depicted, in
black the volume energy and in blue the combined curve can be seen.
The critical radius for the nuclei can be derived from the maximum of
that curve.

The LaMer model yields the clues needed for a monodisperse size distribu-
tion of a synthesized NC batch. The nucleation phase needs to be short, so that
all nuclei are formed at the same time. These can then grow at a homogeneous
rate. Thus, a long formation step of nuclei is avoided, where the oldest nuclei
have had a long time to grow compared to the youngest formed nuclei. This
so called "burst nucleation" is the idea behind synthesis methods like the "hot
injection".[8, 9] The seeded growth method, used for the formation of core-shell
materials like CdSe/CdS QDs, exploits these findings as well. Fully formed NCs
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of CdSe are provided as "nuclei" and the CdS monomer concentration is kept be-
low the critical nucleation concentration to avoid homogeneous nucleation. Only
the heterogeneous growth of the CdS shell therefore remains possible. It is impor-
tant to keep the reaction conditions mild, otherwise the formation of a composite
material, instead of a separated core and shell, might be possible.[10, 11] A sep-
aration of the two materials, e.g. due to immiscibility, can lead to one side of the
NC being of a different composition than the other, the formation of so called
"Janus-like" NCs.[12, 13] A scheme of different possible particle compositions is
shown in Figure 3.3.

Core-Shell Composite

Material 1

Material 2

Janus-like

Figure 3.3: A scheme of different possible NC compositions. Depending on tem-
perature, miscibility of the used materials, ligands and other factors it
is possible to finely control and change the composition of synthesized
NCs. Core-shell materials are usually obtained in a two-step process,
the synthesis of the cores and a following shelling step.

3.2 Ligands

Ligands perform a crucial role for NCs in suspension. They are chiefly responsi-
ble for the solubility of the NCs, stabilize them against aggregation via steric or
electronic repulsion and saturate dangling bonds and trap states on the surface
of the NCs.[3, 14, 15] If chosen wisely, they can also be used to influence shape
of the NCs during synthesis, e.g. by saturating specific facettes of the crystals, al-
lowing for growth only on the unsaturated facettes. Thus, anisotropic shapes can
be synthesized.[16, 17] Ligands can be broadly characterized using their bonding
behaviour to the NC in three classes: X-, L- and Z-type ligands. Z-type ligands
bind as Lewis acids, by accepting two electrons from a surface anion. L-type lig-
ands bind as Lewis bases, by donating two electron to a surface cation. X-type
ligands are forming covalent bonds with the surface atoms.[18, 19] A scheme of
their bonding behaviour can be seen in Figure 3.4.

Most isotropic synthesis methods for NCs only employ a single ligand. This
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Cd
SeSe

CdCd

L-Type

e- e-

Cd
SeSe

CdCd
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SeSe

CdCd
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e-

e-

Figure 3.4: Scheme of the different ligand types. The Z-type and L-type ligands
bind as neutral Lewis acids and bases respectively. For the X-type
ligands a covalent bond is formed. For QDs , anionic ligands, such as
Cl− are often considered X-type.

can lead to undersaturated surfaces, since each ligand has prefered binding sites,
depending on the crystal structure of the NC surface and its bonding behaviour.[20,
2, 21] Consequently, gaps in the ligand coverage can be assumed for most single
ligands, as no ligand will saturate all NC crystal facettes equally well. A mixture
of ligands, usually of different types, can therefore be employed to improve the
surface saturation of NCs, which can improve properties, e.g. quantum yield or
reduce blinking behaviour.[22, 23, 24] The QDs used in this work are not initially
stable in aqueous solution due to their native ligands, oleic acid, used in the syn-
thesis. Additionally, due to the cadmium, they are toxic to most cells.[25, 26, 27]
Two problems which needed to be overcome to use these particles in biomedical
applications. One elegant solution to both of these problems is to exchange the
native ligands with a polymer ligand shell, based on polyethyleneglycole (PEG).
It imparts water solubility while also preventing Cd from leaching out from the
QDs. Additionally, the PEG shell exhibits a "stealth" effect, preventing the un-
specific aggregation of proteins on the QD surface. This strongly reduces the
formation of a protein corona, which is known to drastically increase unspecific
cell uptake.[28, 29] Hence, the as-prepared particles are expected to only show a
significant uptake or significant adhesion to targets, if a binding motif is incor-
porated into the ligand shell, which is an important property of any cell stain. A
scheme of how such a ligand exchange and phase transfer can be done is shown
in Figure 3.5. In an optional first step, the native ligand is exchanged by a hy-
drophobic polymer with a suitable anchor group, e.g. polybutadiene with a ter-
minal diethylenetriamin group (PB-DETA). The addition of this polymer will in-
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crease the density of the final ligand shell. The NCs are then transferred into a
amphilic solvent and a PB-b-PEG co-block polymer is added. The PB blocks of the
blockpolymer will intercalate with the PB-DETA due to hydrophobic interactions.
Even without those, the NCs with their native ligands will prefer the hydropho-
bic environment of the micelles formed by the blockpolymer. Addition of a rad-
ical initiator will then result in a emulsion polymerisation within each micelle
by crosslinking the alkene groups present in the PB. Through addition of styrene
and divinylbenzol (DVB) a further increase in the thickness and stability of the
inner hydrophobic shell can be achieved. The outer PEG shell confers all the
advantages known from that polymer for e.g. biological applications.[30, 31, 32]

Oleic acid PB-DETA

PB-b-PEG

THF

H20

AIBN

Figure 3.5: A scheme of the phase transfer to water and polymer encapsulation of
NCs. The native ligand of the NCs, usually oleic acid in case of QDs,
is exchanged by a small PB ligand. This can intercalate with the PB-
b-PEO added in the next step, while the QDs are transfered to an am-
philic solvent, such as tetrahydrofuran (THF). The such prepared NCs
can then be transfered to water while the PB blocks are crosslinked
through radical emulsion polymerisation initiated by a radical initia-
tor, such as azobis(isobutyronitrile) (AIBN).

3.3 Properties of QDs

3.3.1 Bandstructure

The electronic bandstructure of semiconductor QDs can be described using a lin-
ear combination of atomic orbitals (LCAO) approach. In this bottom up descrip-
tion, when going from single atom to nanocrystal, the addition of atoms leads
to formation of molecular orbitals in a linear combination. For each molecular
orbital, a low energy binding orbital and a high energy anti-binding orbital are
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formed. With increasing number of atoms, the energy states of these orbitals
become closer and closer until a quasi continuous state density is reached. The
binding orbitals form the fully filled valence band, while the empty anti-binding
orbitals form the conduction band, with distinct energy gap between these two
bands. A schematic description is shown in Figure 3.6.[33]

E

LUMO

HOMO

CB

VB

Molecule Nanocrystal Bulk Material

Egap
bulkEgap

NC

Figure 3.6: A scheme of the energetic bandstructure for semiconductors, from
molecule over nanocrystal to bulk material. As the number of atoms
increases, the number of states increases until a quasi-continuous
band of states is formed. A distinct gap between the states of the
lowest unoccupied molecule orbital (LUMO) and the highest occu-
pied molecule orbital (HOMO) will always be maintained. When the
states have formed a continuous band the unoccupied states are called
the conduction band, whereas the occupied states are named valence
band. The bandgap energy of nanocrystals is bigger than for the bulk
material but slowly approaches bulk values with increasing size of the
NC.

3.3.2 Type I - Type II band structures

The growth of a shell material around a QD core can have many different advan-
tages, e.g. increase of quantum yield, reduction of trap sites, reduced blinking
and more.[10, 34, 23] This introduction of at least one more element into the QD
also changes the band structure of the system. This can lead to a straddled band-
structure, type I, or a staggered band structure, type II. In the former, electron
and holes formed during excitation of the material are located in the core of the
material, leading to high recombination rates and therefore typically high QYs of
these types of QDs. In the latter case, the electron is located mostly in the shell
of the material, whereas the hole is again confined to the core. This separation
of the charge carriers leads to typically lower QY but can boost performance in
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catalysis or photovoltaic applications.[35, 36, 37] In the case of only a slight or
even no setoff of one of the bands, typically the conduction band, a quasi-type II
structure is created, where the holes are located in the core, but the electrons are
delocalized over the whole material. A scheme of the bandstructures can be seen
in Figure 3.7

CdSe

CdS

CdS

ZnSe CdS

CdSe

CB

VB

Type I Type II Quasi-Type II

Figure 3.7: A scheme of the different electronic bandstructures of core-shell NCs.
In a type I structure the electron and holes are both localized in the
same material, usually in the core, leading to high recombination effi-
ciencies. In type II structures, the electron and holes are separated due
to the staggered bandstructure. In a quasi-type II structure, the offset
of one of the bands, usually the conduction band, is negligible. This
leads to a localization of the holes in one material, while the electrons
are delocalized over the whole NC.

3.4 Fluorescence

Fluorescence is the emission of light by a material after excitation by light. In
this process, a photon excites an electron from the ground state of the valence
band into the conduction band (CB). An electron-hole pair, an exciton, is formed
thereby. After non-emissive relaxation back to the ground state of the conduc-
tion band, a photon is emitted as the electron returns to the valence band (VB).
The energy loss due to non-emissive relaxation processes leads to a red-shift of
the fluorescence photon compared to the initial excitation photon and is called
Stokes’ shift.[38] A scheme of this process can be seen in Figure 3.8. Typical radii
of excitons are in the range of a few nanometer. Therefore, in nanocrystals of
smaller size than the exciton, the exciton is strongly confined. This leads to an
additional energy barrier, the confinement energy, which leads to an increase of
the band energy and therefore a blue-shift of fluorescence colour. Even when the
size of the nanocrystal is bigger than the exciton radius, a weak confinement can
be observed leading to a smaller blue shift. The exciton is unconstrained only in a
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crystal several times larger than the exciton radius. Then, the bulk material band
gap is exhibited.[39]

Egap

hν

hν

CB

VB

Excita�on

Non-radia�ve Relaxa�on

Radia�ve Recombina�on

E
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e- e-
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Figure 3.8: A scheme of the fluorescence process. It can be divided into three
steps: the excitation of an electron by a photon and the formation of an
exciton, the non-radiative relaxation to the ground state of the CB, and
the radiative recombination. Due to the energy loss during the non-
radiative relaxation a red-shift of the emitted light can be observed.

A notable characterization of this process is done using the quantum yield
(QY), seen in Equation 3.2, which describes the efficiency of the fluorescence pro-
cess and is defined as the number of emitted photons over the number of ad-
sorbed photons. As such its values range from 1, every excitation photon leads
to a fluorescence photon, to 0, a non-fluorescent material.[40]

QY =
nem

nabs
(3.2)

where nem is the number of emitted photons and nabs is the number of absorbed
photons. For small concentrations of fluorophores their fluorescence intensity
scales linearly. The proportionality constant is given by their QY and the amount
of absorbed light, as shown in 3.3.

IF = k c = QY Iabs (3.3)

where IF is the fluorescence intensity, k a proportionality constant, c the concen-
tration of the fluorophore, QY the quantum yield and Iabs the amount of absorbed
light. Generally, fluorophore concentrations with absorbances ≤ 0.05 show a lin-
ear relationship between fluorophore concentration and fluorescence intensity.
For higher concentrations, effects like re-absorption of emitted photons by the flu-
orophore and scattering lead to a non-linear behaviour.[40] By applying Lambert-
Beer’s law[40] to describe the amount of absorbed light, as shown in Equation 3.4,
the Equation 3.5 results from Equation 3.3.
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A = ϵ c d = −log(
I0

Itrans
)→ Iabs = I0 − Itrans = I0 · (1 − 10−A) (3.4)

where A is the absorbance, ϵ the extiction coefficient, c the concentration of
the analyte, d the length of the lightpath through the analyte, I0 the intensity
of incoming light, Iabs the intensity of absorbed light and Itrans the intensity of
transmitted light.

IF = QY · I0 · (1 − 10−ϵ c d) (3.5)

Equation 3.5 can then be simplified by a first order Taylor approximation of the
last term to result in Equation 3.6 (only for small values of ϵ c d.

IF = QY · I0 · 2.3 ϵ c d = QY · k · c; k = 2.3 · ϵ · d · I0 (3.6)

where k is a proportionality constant given by the measurement setup and the
extinction coefficient of the QDs.

3.5 Fluorescence lifetime

Emission of a photon by an excited fluorescent state is a spontaneous process,
similar to radioactive decay. As such, no predictions for the decay time of a single
fluorophore can be made, but a statistical description of the fluorescence decay by
way of an exponential decay can be made. The fluorescence lifetime τ obtained
by this description, as shown in Equation 3.7, is similar to the radioactive half-life
time. It is the time needed for the fluorescence to decay by the factor of 1

e .

I(t) = I0 e
−t
τ (3.7)

where I(t) is the fluorescence intensity at time t, I0 is the initial fluorescence
intensity and τ is the fluorescence lifetime. The fluorescence lifetime can also be
described as the inverse of the fluorescence decay rate k and as such is sensitive
to the radiative (rad) and non-radiative (non-rad) relaxation pathways, as shown
in Equation 3.8 and described in greater detail later.

τ =
1
k
=

1
krad + knon−rad

(3.8)

In case of fluorescent molecules, the fluorescence decay can usually be de-
scribed by a mono-exponential behaviour. For QDs, oftentimes a bi- or triexpo-
nential decay can be observed, due to e.g. trap states at the QD surface or other
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processes competing with the radiative relaxation, as can be seen in Figure 3.9 (a)
and (b) respectively.[41, 42, 43] This leads to Equation 3.9 as a more general way
to describe the fluorescence decay curve.

ba

Figure 3.9: Fluorescence decays of Rhodamin6G (a) and GS-QD (b). A mono-
exponential decay can be observed for the rhodamine 6G (R6G),
whereas the QDs exhibit a multi-exponential decay behaviour. The
QD decay agrees very well with a bi-exponential decay.

I(t) = A1 e
−t
τ1 + A2 e

−t
τ2 (+A3 e

−t
τ2 + · · · ) (3.9)

where A1, A2 and so on are the respective amplitudes of the respective decay
pathways and τ1, τ2, etc... the respective lifetimes.

For the description of such multi-exponential curves, the mean lifetime has
found use. It can be defined using amplitude or intensity weighting, as described
below.[38, 43]

τAmp =
∑ Aiτi

∑ Ai
(3.10)

τInt =
∑ Aiτ

2
i

∑ Aiτi
(3.11)

In this work, the intensity weighted mean lifetime is used, unless denoted oth-
erwise. The total intensity of a fluorescence decay can be described as the integral
of Equation 3.9 and leads to the following equation.

I =
∫ ∞

0
A1 e

−t
τ1 + A2 e

−t
τ2 + · · ·dt = A1 τ1 + A2 τ2 + · · · = τAmp · ∑ Ai (3.12)
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3.5.1 Fluorescence quenching

When the fluorescence intensity of a fluorophore is reduced by addition of an-
other chemical, this chemical is called quencher. Interactions between this quencher
and the fluorophore lead to non-radiative relaxation of the excited state, resulting
in the observed loss of fluorescence. These interactions can be separated in to two
groups, dynamic and static.

In case of static quenching, these interactions persist for far longer than the
excited state and the formed quencher-fluorophore complex is non-fluorescent.
Therefore, fluorescence intensity decreases, but no change of fluorescence life-
time can be observed with static quenching.[40] The fluorescence can then be
described using the Stern-Vollmer equation, seen in Equation 3.13.

1 + KS[Q] =
F0

F
(3.13)

where F0 is the fluorescence intensity without quencher, F the fluorescence
intensity with quencher, KS is the rate constant of the quenching and [Q] the
quencher concentration.

In the case of dynamic quenching, the interactions proceed within the time-
frame of the fluorescence lifetime. Usually, these constitute a charge transport
from the excited fluorophore state to the quencher. A quenching only occurs if an
excited fluorophore interacts with a quencher molecule. This leads to a decrease
of fluorescence intensity, similiar to static quenching, but additionally an impact
on the fluorescence lifetime can be observed. The Stern-Vollmer equation is ex-
panded to the form shown in Equation 3.14 and the fluorescence lifetime changes
as seen in Equation 3.15 due to the addition of an additional relaxation term by
the quencher interaction. The fluorescence lifetime therefore is always reduced
by dynamic quenching.[40]

1 + KQτ0[Q] =
F0

F
(3.14)

where F0 is the fluorescence intensity without quencher, F the fluorescence in-
tensity with quencher, KQ is the rate constant of the quenching, τ0 is the fluores-
cence lifetime of the unquenched system and [Q] the quencher concentration.

τ0 =
1

krad + knon−rad
→ τ =

1
krad + knon−rad + kQ[Q]

(3.15)

where krad and knon−rad are the rate constants of radiative and non-radiative
relaxation respectively.

The effects of quenching can be visualized using the Stern-Vollmer plot, ex-
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emplary shown in Figure 3.10. The inverse relative fluorescence intensity and in-
verse relative lifetime in presence of the quencher are plotted against the quencher
concentration. In case of static quenching, the inverse relative fluorescence in-
tensity will increase, while the fluorescence lifetime is unchanged. Whereas for
dynamic quenching the change in fluorescence intensity is matched by a similar
change in fluorescence lifetime.

1

[Q]

1

[Q]

F/F0
τ/τ0

F/F0
τ/τ0

a b

Figure 3.10: Stern-Vollmer plot of static quenching (a) and dynamic quenching
(b). In the first case, only the fluorescence intensity is changed, the
fluorescence lifetime stays constant. In the latter case both, the fluo-
rescence intensity and lifetime have changed.

3.6 Multiplexing in biomedical applications

Multiplexing is defined as the simultaneous detection of multiple analytes or
multiple detection parameters per analyte. It is a technique used to adress prob-
lems or questions, where a single analyte or paramter doesn’t provide enough
information. Such problems might be interaction of proteins or biomolecules in
a cell, detection of specific cells within a mixture of different cells or detection of
toxins in complex chemical environments.[44, 45, 46] One of the simplest imag-
inable multiplexing experiment is the use of multiple fluorescent stains with dif-
ferent emission colours, where distinction of the analytes is done via the different
emission spectra. Depending on the sophistication of the experimental setup and
question, the relevant multiplex signal might be a simple mixture of colour. For
example, a red and green analyte creating a yellow pixel in mixture. Thereby it
might be possible to distinguish between cancerous cells and normal cells in a
complex tissue, if the cancer cells express two specific types of receptors on their
cell membrane, whereas healthy cells express only one. A deeper analysis of the
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emission spectrum of each pixel and comparison to the base emission spectra of
the analytes can be done, as well, as shown in Figure 3.11.[47] The latter could
yield a precise quantification of the mixture composition instead of qualitative
assessment of mixture.



3.6 Multiplexing in biomedical applications 21

b

c

a

In
te

ns
it

y
In

te
ns

it
y

In
te

ns
it

y

Figure 3.11: Scheme of reconstruction of the mixture composition by applying a
superposition of the base curves (dotted black and red line respec-
tively) to the emission of the mixture (blue line).
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Using fluorescence emission alone for multiplexing is limited by several fac-
tors, such as the noise induced by the measurement setup or background caused
by e.g. autofluorescence of cells and tissues. Especially the latter is a problem
for using fluorophores with only slightly different emission maxima, since even
small amounts of background signal can complicate the calculation of the mixture
composition immensely.[48, 49, 50] Using fluorescence lifetime for multiplexing
has the big advantage, that nearly all organic fluorophores and proteins have fast
fluorescence lifetimes in the range of 1 - 5 ns,[41, 51], much shorter than most
QDs, also seen in Figures 3.9 and 3.12. This allows for an easy separation of back-
ground and signal.

Figure 3.12: Fluorescence decay curves of R6G and GS-QD. The inset is a zoom on
the region marked by the green rectangle. Clearly, the fluorescence
lifetime of the R6G is much smaller, ≈ one and a half orders of mag-
nitude, than of the GS-QD.

Two main approaches are usually applied for fluorescence lifetime multiplex-
ing:
Firstly, the mean fluorescence lifetime is evaluated. It is linear dependent on the
mixture fraction of the fluorophores[52] as shown in Figure 3.13.

It can simply be determined using an arbitary complex (usually three or more)
exponential decay to fit the mixed fluorescence decay curve. The mean lifetime
can then be calculated using Equation 3.10 or 3.11. The mixture fractions can be
calculated using Equation 3.16.
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a

b

Figure 3.13: Fluorescence decay curves (a) and average lifetimes (b) of a simple
two component GS-QD mixture. As can be seen in (b) the average
lifetime is linearly dependent on fraction composition.

νl =
τmean − τs

τl − τs
(3.16)

where νl is the mixture fraction of the longer lived component, and τmean, τs

and τl the mean lifetime of the mixture and the lifetime of the shorter-lived and
longer-lived fluorophore respectively.

Secondly, the fluorescence decay curves of a mixture can be fitted by a super-
position of the underlying fluorescence decays, as shown in Equation 3.17.[53, 54,
55]

I(t) = ∑ Ai e
−t
τi (3.17)

where I(t) is the intensity at each time point, Ai the amplitude of the i-th fluo-
rophore component and τi the respective lifetime. Since the QDs used in this
work have shown decays which can generally be well described using bi-exponential
decays, a more specific form can thus be written:

I(t) = f1 · (A1 e
−t
τ1 + A2 e

−t
τ2 ) + f2 · (A3 e

−t
τ3 + A4 e

−t
τ4 ) + f3 · . . . ;

∑ fi = 1
(3.18)

where the f1, f2, f3 or fi are the respective intensity fractions of the correspond-
ing QD batch. Additionally, the mixture fractions sum to 100 %.

c = ∑νi = 1 (3.19)
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where νi are the respective fractional concentrations. Combining Equation 3.19,
Equation 3.6 and using the fractional intensities from Equation 3.18 and Equa-
tion 3.12, the fractional concentrations for a two QD mixture can be given by the
following relationships:

I1/I2 =
f1 · (A1 τ1 + A2 τ2)

f2 · (A3 τ3 + A4 τ4)
=

QY1 I0 k ν1

QY2 I0 k ν2

→ ν2 =
1

f1·(A1 τ1+A2 τ2)QY2
f2·(A3 τ3+A4 τ4)QY1

+ 1

ν1 = 1 − ν2

(3.20)

3.7 Coupling strategies

Attachment of specific molecules or molecular moieties of interest to antibodies
or other biomolecules is a long studied work and various so called bioconjuga-
tion strategies have been developed already. The demands on such a reaction are
manifold, e.g. high yield, mild reaction conditions, biocompatibility, and high
specificity.[51, 56, 57, 58, 59, 60] In this work, two different standard bioconjuga-
tions have been explored for coupling QDs to antibodies. Aim of these conjuga-
tions was to introduce a specific binding property to the QDs, allowing their use
as specific biolabels.

3.7.1 EDC-NHS coupling

1-ethyl-3-(3-dimethylaminopropyle)-n-hydroxysuccinimide (EDC-NHS) coupling
is a specific reaction pathway to couple carboxylic acid groups to nucleophiles,
usually amine moieties, resulting in a final amide bond. Using the EDC, the car-
boxylic acid groups are activated, usually at slightly acidic pH of 4.5 - 6. The
highly reactive species is then stabilized by esterization with the NHS to prevent
side reactions, especially when using water as solvent. The final conjugation step
is usually performed at slightly basic pH of 7.5 - 9, as shown in Figure 3.14.[61, 62]

The reaction usually shows high yields as well as being easy and fast to per-
form. Main disadvantage of this coupling strategy is its low specificity, since
any amine group or indeed any nucleophile can react with the NHS-ester moiety.
For proteins, especially larger ones such as antibodies, no regioselectivity can be
guaranteed, as any of the many available nucleophilic sidechains may react. This
may also lead to loss of function, if any of the sidechains are important for the
function of the coupled protein participated in the coupling reaction.[57]
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Figure 3.14: Reaction scheme of the EDC-NHS coupling. In a first step, usually
at slightly acidic pH, the carboxylic function is activated by addition
of EDC. The highly reactive intermediate is stabilized by addition of
sulfo-NHS at slightly basic or neutral pH, yielding a NHS-ester. This
intermediate is more stable against reaction with water, preventing
the unwanted back reaction to the carboxylic acid. The NHS-ester
readily reacts with amines, leading to the formation of the final, sta-
ble amide bond and completing the coupling reaction.

3.7.2 Azide click chemistry

This copper free click reaction is based on a ring-opening of a dibenzocyclooctyne
moiety with azides. Due to the high ring stress, no copper catalyst is needed,
as would usually be the case with this click reaction.[51, 63, 64] This reaction is
known for high yields and has the advantage of full bio-orthogonality, meaning
no reaction groups are involved which can be found in natural biomolecules. This
in turn is also its biggest disadvantage, as such groups have to be introduced into
the biomolecule to allow for the reaction to take place, making further reaction
steps necessary. A reaction scheme is shown in Figure 3.15.

Using antibodies and applying reductive amination to incorporate a dibenzo-
cyclooctine (DBCO) function, a regio-specific coupling is possible, contrary to
EDC-NHS coupling, where the reaction takes place at random parts of the anti-
body. In a preliminary step, the antibody is functionalized using reductive am-
ination. First, the glycol sugar moieties, mostly found in the FC region of the
antibodies, are oxidized to reactive aldehydes. These can then be aminated in
a second step by the DBCO−NH2 via the amine group. The alkine bond of the
octyl ring stays unchanged during this process. Afterwards, unreacted aldehy-
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Figure 3.15: Azides react readily with the alkine function of the octyl ring due
to the ring strain on the bond. Therefore, no catalyst is needed, as
is usually the case for an azide-alkine reaction. During the reaction,
a 1,2,3-triazol is formed. The reaction is highly specific, with high
yields and resistant against most other chemical functions or impuri-
ties during the reaction.

des are reduced back to their native diol form by a mild reducing agent. The
sugar chains in antibodies are usually added in post-translational glycolisation
steps. The glycosylation sites for these are mostly located in the FC region, hence
a regio-selectivity is imparted by the reductive amination. This method avoids
the antigen-binding sites generally found in the light chains of an antibody, thus
preserving a high reactivity of the antibodies.[65] A full reaction scheme is shown
in Figure 3.16.
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Figure 3.16: Scheme of the functionalization of the antibody with DBCO-amine
by reductive amination. (a) shows the general layout of an antibody,
(b) the activation of a glycol in the polysaccaride chain using a possi-
ble internal mannose residue and (c) shows the reductive amination
of the activated aldehyde.
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4 Materials and Methods

4.1 Chemicals

Octadecene (90%) (ODE), toluene, n-Hexane, ethanol, acetone, isopropanol, chlo-
roform, azobis(isobutyronitrile) (AIBN), VA-044, 1-ethyl-3-(3-dimethylaminopropyle)
(EDC), sulfo-n-hydroxysuccinimide (sulfo-NHS), dibenzocyclooctine-amine (DBCO-
Amine) were purchased from Merck. Sodium periodate, sodium cyanoborohy-
dride, Dulbecco’s modified eagle medium (DMEM), streptomycine, peniciline,
glycin, saponin, bovine serum albumin fraction V (BSA V), resazurin (sodium
salt), Triton X-100 solution and phosphate buffered saline solution (PBS) were
procured from ThermoFisher. Fetal bovine serum (FBS) was bought from VWR
Chemicals. Rabbit anti-EEA1 (MA5-14794), mouse anti-EpCAM (14-9326-82) and
mouse anti-LAMP1 (MA1-164) primary antibodies were purchased from Ther-
moFisher. Mouse anti-Tubulin primary antibodies (T8328) were ordered from
Sigma Aldrich. Goat anti-mouse (15343906) and goat anti-rabbit (15450834) sec-
ondary antibodies were procured from Fisher Scientific. Ultrapure water purified
by a Purelab Flex system (Elga) was used for all experiments (R ≥ 18.2 MΩ resis-
tance).

4.2 QD synthesis

The synthesis is based on the GS-QD synthesis developed by Chen et al.[66]
Briefly, CdSe cores with sizes of 3-4 nm were synthesized, washed to remove
residues and then redispersed in ODE. CdS shells were then grown using the
successive ion layer adsorption and reaction (SILAR) method until a total QD
diameter of 12 - 15 nm was reached.

4.3 QD phase transfer to water

The QDs were precipitated in their native organic solvent by addition of ethanol
(≈ 1:1) to remove excess ligands. The precipitate was redissolved in THF con-
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taining a 2000 times excess of the PB-b-PEO polymer (M = 15000 g/mol, M(PB) ≈
5000 g/mol). If needed, vigorous shaking or a short time of ultrasonification was
applied to redissolve the QDs. Then a radical initiator (AIBN) was added, in 1

3 ex-
cess compared to the C-C double bonds present in the PB-PEO. The solution was
filtrated (PTFE, 0.22 µm) and then quickly transfered to water using a Nemesys
fluidics system (Cetoni GmbH, Germany). During transfer, every 1.6 mL of THF
solution were mixed with 14.4 mL of water. The solution was then heated to 80 °C
for at least 8 hours to initiate and complete the radical emulsion polymerisation.
The resulting QDs, encapsulated with a PB-b-PEO polymer shell (QD@PB-PEO),
were purified using a glycerol density gradient[67] to remove empty micelles and
micelles with more than one QD per micelle.

4.4 Fluorescence lifetime measurements

The TCSPC experiments were performed using a Fluotime300 by Picoquant (Berlin,
Germany). QDs were excited at 450 nm, lifetime was determined at their respec-
tive emission maximum. A SuperK Fianium (NKT Photonics, Denmark) white
laser source with a LLTF Contrast monochromator (NKT Photonics, Denmark)
was used for excitation. Samples were usually excited at 450 nm.

4.5 Simulation of QD mixtures

For the simulated curves fluorescence decay curves of real samples were taken.
Base curves were extracted from pure QD samples by applying bi-exponential
fits to their fluorescence decay. Noise was generated by subtraction of these base
curves from the measurements. Such decay curves and the corresponding noise
can be seen in figure 4.1.

4.6 EDC-NHS coupling

QDs@PB-PEO with carboxylic endgroups were used for the EDC-NHS coupling
of antibodies. The desired amount of QDs was diluted 1:1 with PBS buffer. Then,
10 eq. EDC and 20 eq. sulfo-NHS were added and the solution stirred for 15 min
at room temperature (RT). Unreacted reactants were removed via a centrifuga-
tion filter membrane (Vivaspin, 100000 molecular weight cutoff (MWCO)) for 5 -
10 min, 6000 g, RT. Afterwards, 30 eq. of antibodies were added and the reaction
stirred for at least 2 hours at room temperature. The solution was purified and
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ba

Figure 4.1: Measured decay curves of three different QD batches, short lived QDs,
medium long lived QDs and long lived QDs, and their respective fit-
ted decay curves, shown in black, (a), as well as the extracted noise,
(b). Note that due to the logarithmic scale the deviations of the fit
in the tail section of the curves look to be more significant, than they
actually are.

washed by three cycles of centrifugation with a centrifugation filter membrane
and redispersing in PBS.

4.7 Reductive amination of antibodies - conjugation

of DBCO

DBCO-amine was introduced into the IgG antibodies (M ≈ 150000 g/mol) via
reductive amination. Firstly, the sodium azide commonly used as an additive for
IgG antibodies was removed by centrifugation with an Amicon 0.5 mL ultra cen-
trifugal filter (50000 MWCO) (8 min, 16000 g, RT). The solution was washed and
redispersed in 500 ν L PBS for three times. Then, glycolysated side chains present
in the antibodies were activated by addition of 550 eq. of sodium periodate for
30 min, at RT in the dark. The activated antibody solution was then washed three
times using a centrifugal filter again. Then, 1000 eq. of DBCO-amine were added
for 4 hours at rt. Unreacted oxidized carbohydrates were then reduced by ad-
dition of 500 eq. sodium cyanoborohydride. The such functionalized antibodies
(IgG@DBCO) were then purified using a PD-10 desalting G25 column and the
fractions analyzed using UV-Vis spectroscopy. Fractions containing antibodies
were combined and concentrated using a centrifugal filter.
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4.8 Azide coupling

QDs@PB-PEO containing azide endgroups were used for the azide coupling of
antibodies. QDs were stirred with 30 eq. of IgG@DBCO overnight at RT. For
purification and removal of unreacted antibodies, the QDs were precipitated via
three cycles of centrifugation (30000 g, 8 °C, 1 hour) and the supernatant dis-
carded. The QDs were then redispersed in water.

4.9 QD exposition to live cells

HeLa and MFC-7 cells were grown in DMEM supplemented with 10 % FBS and
5 % peniciline and streptomycine mixture. QD incubation was performed in
IBIDI 15x-Slide 8 wells, with 50000 cells per well. The QDs (typically 1 - 10 nM)
were incubated sequentially each at 37 °C for 8 to 12 hours and the cells were
washed three times before the next incubation. For the microscope measurements
the cells were fixed with 4 % paraformaldehyde solution and resuspended in ster-
ile PBS buffer. The lysosomal and nucleus stainings were applied as advised by
the manufacturer. No toxicity of the QDs at the used concentrations was observed
during incubation period.

4.10 Staining of fixed cells with QDs

Cells were grown as described above. After seeding in an IBIDI 15x-Slide 8 wells
(50000 cells per well), the cells were fixed with 4 % paraformaldehyde solution.
The cells were then permeabilized with either a solution of glycin and saponin
(150 mg and 15 mg respectively, in 30 mL PBS buffer) for 5 min at 37 °C or by
applying 0.1 % Triton100X solution for 30 minutes at 37 °C. The cells were then
blocked with a solution of BSA fraction V (280 mg, in 14 mL of permeabiliza-
tion solution made by glycin and saponin) for 25 minutes at 37 °C. Primary and
secondary antibodies were applied as advised by the manufacturer. QDs with
antibodies conjugated to them were incubated at 5 - 10 nM for 1 hour at 37 °C. If
needed, nucleus staining were then performed as advised by the manufacturer.

4.11 Cell viability assays

The cell viability assays were performed in 96 cell culture well plates by TH.Geyer.
For HeLa cells, 7500 cells were seeded per well. For MFC-7 cells, 10000 cells per
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well were seeded. 0.1 mL of DMEM, containing 10 % FBS and 0.5 % of strepto-
mycine and penicillin each, were applied per well. After the exposure, the cells
were washed twice with PBS and a 0.02 mg/mL resazurin solution was added.
This was incubated for 4 h at 37 °C in a 5 % CO2 atmosphere. The fluorescence
of the resazurin, at 590 nm, was evaluated using a TECAN infinite M200, with
an excitation wavelength of 560 nm. Viability was determined as a fraction of
fluorescence intensity compared to a control well.

4.12 Dotblots

Nitrocellulose membranes were used for the dotblots. First, primary antibody
was dropcasted onto the membrane and marked on the membrane (1-5 µL, dilu-
tion as advised by the manufacturer). After drying, the membrane was blocked
for 1 hour at room temperature with blocking solution, as described above. Then,
the membranes were incubated with the QD conjugated to secondary antibodies
overnight(c(QD) ≈ 1 - 3 nM). The membranes were then washed with water and
illuminated with a UV flash light.

4.13 Confocal microscope measurements

Confocal microscope images were taken using an Olympus FV1000 microscope.
QDs were excited using a 405 nm laser, lysosomal stains (fluoresceinisothiocyanate)
using a 488 nm and nucleus stain (syto deep red) using a 633 nm laser. Images
were taken using either a 40x or a 60x oil objective.

4.14 Fluorescence lifetime imaging

FLIM measurements were performed using the same microscope as above. A
Picoquant Sepia picosecond diode laser with 405 nm wavelength was used as a
pulsed laser source. The pulse frequency of 1 MHz was applied by an external
arbitary waveform generator, a DG1022 by Rigol. Excitation light was filtered
out using a 430 nm longpass filter. Each pixel was scanned for 40 s per scan and
typical images were taken over several minutes. Measurement data was fitted
using a self-written script in Python including the lmfit package[68].
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5 Results and Discussion

5.1 Optical properties of giant-shell quantum dots

Giant-shell quantum dots (GS-QDs), CdSe QDs with CdS shells of > 10 mono-
layers of CdS, have shown very useful properties with regards to fluorescence
lifetime multiplexing, like strong absorption, suppressed blinking and long fluo-
rescence lifetimes.[66, 69, 70]. As usual with QDs, upon growth of the CdS shell, a
red-shift of absorption and emission spectra is observed. This red-shift levels out
with increasing size[69, 70], making the final emission colour only dependent on
core size. Therefore, GS-QDs of similar core sizes have similar emission colours.
The same does not hold true for fluorescence lifetimes though. There, an increase
in shell size will lead to an increase in fluorescence lifetime. Thus, this property
allows for an easy preparation of samples with similar emission colours but com-
pletely different fluorescence lifetimes. This unique property to this fluorescent
system makes GS-QDs extremely useful for lifetime multiplexing applications.
An example of emission spectra and average fluorescence lifetimes are shown in
Figure 5.1.
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Figure 5.1: GS-QD fluorescence emission spectra (a) and lifetime (b) with respect
to their size. It can be clearly seen, that increase of size has only a
negligible effect on the emission colour, but increases the fluorescence
lifetime drastically.
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5.2 Properties of QDs encapsulated with a PB-b-PEO

ligand shell

As described above, the encapsulation of the QDs in the PB-PEO ligand shell
has various advantages, while preserving the desired optical properties of the
QDs. The influence of the encapsulation on the properties of the QDs, such as
fluorescence lifetime and colour, can be seen in the following figures.

a

b

Figure 5.2: Normalized fluorescence emission (a) and decay (b) of QDs in their
native media before the encapsulation and in water afterwards. Only
marginal changes of the fluorescence properties can be observed.

As can be seen in Figure 5.2, the fluorescence properties are only slightly changed.
By changing the amount of polymer excess during the encapsulation, the number
of QDs per polymer micelle and consequently the final size can be finely tuned,
as shown in Figure 5.3. With decreasing polymer excess, a higher number of QDs
will be encapsulated within each polymer micelle, leading to a bigger size of each
micelle.

A batch of mostly singly encapsulated QDs can be produced by utilizing very
high excess of polymer (>1200) and purification by density gradient centrifuga-
tion. A TEM image of such a sample and the counted QDs per micelle are shown
in Figure 5.4.
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Figure 5.3: Number of QDs per polymer micelle (a) and respective TEM images
of the encapsulated QDs (b-e). Clearly, the number and standard de-
viation of QDs per micelle decreases with increase of polymer excess
during encapsulation.

1200x polymera b

Figure 5.4: QD per micelle (a) and typical TEM image of a 1200x polymer excess
QD sample after purification. QDs were counted, with roughly 66 %
being singly encapsulated.
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The polymer shell also stabilizes the particles in various media, as can be seen
in Figure 5.5. There, QDs were incubated for 48 hours in DMEM cell medium,
bovine albumin serum, phosphate buffer (PBS) as well as the blocking and per-
meabilization solutions used during fixation of cells. No aggregation could be
observed nor an effect on fluorescence lifetime. As expected, the encapsulation in
the PB-b-PEO-shell protects the QDs from the influence of the enclosing medium.

0 200 400 600 80010001200140016001800

1

10

100

1000

In
te

ns
ity

 [C
ou

nt
s]

Time [ns]

 Water
 Blocking Solution
 Cell Medium
 Bovine Albumin Serum
 Phosphate Buffer
 Permeabilization Solution

Figure 5.5: Fluorescence decay curve of QDs after incubation for 48 h in water
and various biologically relevant media. Evidently, the fluorescence
decay is not changed by any of the media.

The PB-b-PEO polymer shell therefore is quite suitable to preserve the optical
properties of the QDs as well as stabilizing them in water and biologically rele-
vant media.

5.3 Lifetime analysis of 2-QD mixtures

Various applications in bio-imaging benefit greatly from having precise informa-
tion on whether mixed signals of fluorescent markers are present in each imaged
pixel as well as the mixture fraction, if possible, as described above already. Two
methods have been established for the use of lifetime analysis: Determination
of mean lifetime and superposition of base fluorescence decays.[52, 53, 54, 55]
This work strove to determine the precision and possible limiting factors of these
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models. To this end, both models were applied to a number of simulated as well
as measured fluorescence decay data.

5.3.1 Simulation of 2-QD mixtures

Simulated data was used to characterize the models for their precision in deter-
mining mixture composition. The base curves shown in Figure 4.1 were used to
create simulated mixed decay curves. By applying the above described super-
position model, the composition fractions of each of the QD batches were then
calculated to be as shown in Figure 5.6.

a

b

Figure 5.6: Simulated decay curves with no additional noise (a) and the respec-
tive calculated composition fractions using the superposition model
(b) are shown. A selection of decays close to the extreme of a pure
sample was chosen, as well as being close to each other in composi-
tion fraction. The decay curves matched the model perfectly, as no
noise was applied. Therefore, the calculated compositions fractions
match completely.

As expected, the calculated and expected fractions match perfectly, as no noise
is introduced to the decay curves. Similarly, the results obtained by the mean
lifetime model are shown in Figure 5.7.

Again, a perfect match between data and model result was obtained. The calcu-
lation of the fractions is straightforward, as the models are simply being applied
to a perfect decay curve, without any interfering factors. The precision of the
models is heavily dependent on the extraction of the fitted curve. With increas-
ing noise, this becomes more difficult and errors in the calculation result. With
the extracted noise, only a small error is expected, as demonstrated in Figure 5.8
and Figure 5.9.
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Figure 5.7: Calculated composition fraction of the curves shown in Figure 5.6 (a)
using the linear model. As no noise was applied, the calculated com-
positions fractions match perfectly.

a

b

Figure 5.8: Simulated decay curves with a normal level of noise (a) and the re-
spective calculated composition fractions (b) are shown. Due to the
introduced noise, error arise in the calculated composition fractions.
An error of approximately 0.5 percentage points can be observed com-
pared to the decays with no additional noise. Still, this precision is
good enough to distinguish e.g. between a 96:4 from a 98:2 mix.
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Figure 5.9: Calculated composition fraction of the curves shown in Figure 5.8 (a)
using the linear model. The errors introduced by the noise are approx-
imately four to six times as big as for the superposition model.

The linear model is easy to apply and use on samples, with calculations and
results that can easily be verified by hand. Clearly though, from the results shown
in figures 5.8 and 5.9, the superposition model allows for a better precision in the
mixture fraction determination, than the linear model. The error in the mixture
fraction is approximately four to six times smaller in the superposition model
than the linear model. It is therefore always to be preferred, when the higher
precision outweighs the slightly more complex usage of the superposition model.

Note that the introduced error in calculation is constant per sample, due to the
way the simulated data was constructed. It scales linearly with the amount of
noise added, as shown in Figure 5.10 (b). These errors lead to an overestimation
of the long-lived QD fraction. Still, even with unreasonably high amounts of
noise, a qualitative assertion of mixture remains possible for the superposition
model. This model therefore seems suitable even for samples with high levels
of background, e.g. while using organic fluorescence dyes in samples with high
amounts of autofluorescence.

The results seen in Figure 5.10 reinforce the conclusion drawn earlier. The su-
perposition model seems to be superior in the quality of the mixture fraction de-
termination, being increasingly better, the noisier the measurement data is.
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a

b

Figure 5.10: Calculated composition fractions with 30x noise using the superpo-
sition model (a) and increase of error with increasing noise for both
models (b). Note that at 30x noise applied, the signal to noise ratio is
≈ 1.5:1 at best. While an error of approximately 17 percentage points
is observed for the superposition model, this still allows the distinc-
tion between e.g. a pure sample and a 50:50 mixture. The error of
the linear model is roughly three times bigger at this point, making it
impracticable to use for such noisy samples.

5.3.2 Analysis of fluorescence lifetime of 2-QD mixtures

The limits determined by the simulations were similarly tested by measurements
of real mixtures of QD batches with varying fluorescence lifetimes. Three QD
samples with respective average lifetimes of 53.18 ns, 64.66 ns and 67.53 ns were
used, subsequently called [s], [m] and [l]. The average lifetimes of different mix-
ture compositions of these three samples were determined, the results of which
can be seen in Figure 5.11.

It is clearly apparent, that with decreasing ∆τ, the ideal linear relationship of
average lifetime to mixture fraction is lost. For the [s] + [l] mixture, with a ∆τ of
14.35 ns, approximately 27 % of the smaller lifetime, the linear relationship still
holds true, whereas for the [s]+[m] and [m]+[l] mixtures, with ∆τ <= 11.48 ns,
approximately 22 %, the deviation from the ideal is already significant. As the
simulations allow precise determinations of mixture fraction for even smaller
∆τ, the limits shown here result from the measurement instrumentation. From
this, a temporal resolution can be defined, where a good mixture deconvolution
with this model is possible. For the measurement setup used here it is ∆τ >

27 %. Below this limit, the mixture can only be evaluated qualitatively, where
pure samples still can be distinguished from e.g. 50/50 mixtures but no precise
determination of the mixture fractions is possible.
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a b c

Figure 5.11: Average lifetimes of the three different mixtures between [s], [m] and
[l]. Linear fits of these are shown with the red line. Only a slight
deviation from this fit can be seen for the [s] + [l] mixture, shown
in (a). The linear relationship for the [m]+[l] mixture, seen in (b),
is still in good agreement, though a larger deviation from the linear
behaviour can be observed. For the [s]+[m] mixture, the deviation
from the linear behaviour is even more pronounced.

As expected from the results seen in the previous chapter, this limit can be
overcome by using the superposition model to describe the samples, as can be
seen in Figure 5.12 and Figure 8.1 (appendix). Here, the [s]+[m] mixture can still
be predicted, with only minor deviations from the expected results. This model
is therefore well suited to determine precise mixture fractions even for samples
with only minor differences in their fluorescence decay behaviour.
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Figure 5.12: Calculated mixture composition for the [s] + [l], [m] + [l] and [s] +
[m] mixtures by applying the superposition model. The results are
generally in good agreement with the prepared samples. For the [m]
+ [l] mixture a slight underestimation of the longer lived component
can be seen in the region of 20 - 40 % and 60 - 80 % mixture composi-
tion.
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5.4 Lifetime analysis of 3-QD mixtures

Increasing the complexity of the mixture to three components brings several prob-
lems with it. While the model of a superposition still holds, a simple evaluation
of the mean lifetime does not yield a single but several possible mixtures, as seen
in Figure 5.13.

10 20 30 40 50 60 70

100

105

110

115

120

125

130

135

140

A
ve

ra
ge

 L
ife

tim
e 

[n
s]

Fraction medium long lived QD [%]

 expected
 measured
 expected
 measured
 expected
 measured

Figure 5.13: Average lifetime of three different three QD mixtures (triangle, rect-
angle and sphere respectively). The expected lifetimes, as predicted
by a linear model, similar to the two QD mixtures, are shown in
black, the measured lifetimes in red. A good agreement can be seen.
The precise compositions can be seen in the Tables 8.1, 8.3 and 8.2.
Clearly, all lifetime curves cross at approximately 112 ns mean life-
time, although the three samples differ strongly in their composition
at this point (marked with the green ellipse).

Using the same equations, as for the two component mixtures (Equations 3.17
- 3.20), and expanding for three components the following relationships can be
found:
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ν2 =
1

1 + f1 ·(A1 τ1 +A2 τ2)QY2
f2 ·(A3 τ3 +A4 τ4)QY1

+ f3 ·(A5 τ5 +A6 τ6)QY2
f2 ·(A3 τ3 +A4 τ4)QY3

ν1 =
f1 · (A1 τ1 + A2 τ2)QY2
f2 · (A3 τ3 + A4 τ4)QY1

· ν2

ν3 = 1 − ν1 − ν2

(5.1)

Another advantage of the superposition model is, that over-fitting of a mixture
by applying a more complex model leads only to minor errors in the results, if
any at all. It is therefore possible to simply apply the more complex case of an e.g.
three QD mixture model to the case of a two QD mixture, as long as the correct
decay curves are included in the model. Due to the nature of the fits, components
that are not needed are simply neglected in the calculations. Such results are
shown in Figures 5.14 and 5.15, where a three QD mixture model was used to
calculate the composition fractions of pure and two QD mixtures respectively.

The application of a three QD mixture model, based on short lived, medium
long lived and long lived QDs on the pure samples of the respective QDs matches
with the expected results. No significant errors are incurred by applying the over-
complex model on the samples.

Similarly, for the two QD mixture of short lived and long lived QDs, applying
the three QD mixture model leads to well matching results. In four samples, a
slight error is introduced, as a small component of medium long lived QDs is
predicted by the model. This erroneous medium component comes at the ex-
pense of the long lived component, which actually reduces the average error of
the composition fraction. The errors in the calculation of the mixture fraction are
2.9 ± 2.2 percentage points for the samples shown in Figure 5.15 (a), whereas in
(b) the error is only 2.1 ± 2.0 percentage points. This effect will not hold true
for all kinds of samples. However, the composition fraction can be determined
within ≤ 5 percentage points, even when using an over-complex model.
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Figure 5.14: Compositions of different QD mixtures containing three different QD
batches as calculated by a superposition model. The model included
the superposition of a short lived, medium long lived and long lived
QD sample. The samples were pure QD batches of these respectively.
The left bar of each pair is the determined composition fraction in ab-
solute % using the superposition model explained above. The right,
hatched bar shows the expected composition fraction. The expected
and calculated fractions match well. Only in the case of the medium
long lived sample a small overestimation of the short lived fraction
was predicted by the model.

a b

Figure 5.15: Calculated composition fractions of the samples [s]+[l] discussed
above by applying a superposition model with 2 curves ([s] & [l])
(a) and 3 curves ([s], [m] & [l]) (b). The results are well matched in
both cases. In (b), a slight amount of [l] is sometimes mistakenly at-
tributed to signal from [m].
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Figure 5.16: Compositions of different QD mixtures containing three different QD
batches as calculated by a superposition model. The left bar of each
pair is the determined composition fraction in absolute % using the
superposition model explained above. The right, hatched bar shows
the expected composition fraction. While the results generally match
well, the medium long lived fraction seems to be systematically un-
derestimated, while the short lived fraction is being overestimated.
This leads to the complete disappearance of the medium long lived
fraction in the final sample, where already only a small fraction is
contained. The relative error of fraction composition for the long
lived fraction is generally within 5 %.
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As can be seen from the above figures, the superposition model does work in
most cases and reliable fractions can be calculated using it. However, in the right-
most sample seen in Figure 5.16, the model fails to ascertain the correct fractions.
Instead the medium long lived component is substituted by a larger fraction of
shorter lived components, resulting in a calculated binary mixture instead of the
true trinary one. This problem can be traced back to the numerical back calcu-
lation of the component fractions. Every possible solution can be described as a
local minimum of the deviation of the fit from the actual measurements. The algo-
rithms used in this approach try to find the global minimum, resulting in the best
fitting curve to the data. This minimum does correspond to the true mixture in
most cases, but does not necessarily do so.[40] Additional errors are incurred due
to noise in the data set and the complex, more than mono-exponential, descrip-
tions of the base curves. Two different strategies were applied to circumvent the
aforementioned problems. First, the changing the fluorescence decay behaviour
of the QDs to be mono-exponential, using post-synthetic modifications. Secondly,
constraints on the number of possible solutions can be applied, hopefully remov-
ing any fit minima with a lower deviation from the data than the physically true
solution. This was done by studying the most long living components of the
decay curves and extrapolating back to the initial amplitudes.

5.4.1 Post-synthetic modification of QDs - optimization of

fluorescence lifetime

The surface of the QDs might still contain unsaturated bonds, which might be
saturated by addition of more ligands of different binding types. Thereby, the
relaxation pathways of these unsaturated bonds or traps are quenched, so that
only the radiative relaxation process remains. While syntheses for QDs with
mono-exponential decay behaviour do exist, this highly useful optical behaviour
is usually shown only at temperatures far away from room temperature[71] or
for highly specific fluorescence emission peaks[8, 72]. To the best of the authors
knowledge, no GS-QDs with such properties were described yet. Therefore, post-
synthetic methods to influence the fluorescence decay behaviour were studied,
based on the work of Houtepen et al.[19] Oleylamine (OAm) (Z-type) and cad-
miumchloride (X-type) were studied as these additional ligands. Since CdCl2 is
not directly soluble in organic solvents, it was solved with 9 equivalents OAm in
toluene, as suggested in the inspiring work. Nonetheless, the resulting solution
is only colloidal stable at elevated temperatures. The influence of number of lig-
ands and time of the ligand addition is shown in Figure 5.17. It can clearly be
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seen, that short reaction times and high amounts of additional ligands lead to the
best improvements of QY of the samples.
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Figure 5.17: Influence of the number of added ligands (a) and reaction time (b) on
the QY of GS-QDs. For (a), 30 min of reaction time was applied. For
(b), 30 ligands/nm2 were added. The ligand addition was performed
at 95 °C. The QYs were determined relative to R6G in ethanol. Values
above 100 % arise from overestimating the QY of the R6G solution
used as for the relative QY determination. Its QY was assumed to
be 95 %. The QY is increasing with added ligand amount, while it
decreased with increasing reaction time. The QY of the QD before
ligand addition is given by the red line.

The results of the fluorescence lifetime measurements, shown in Figure 5.18,
are quite contrary to the results of the QY measurements. Unexpectedly, no sig-
nificant change of the fluorescence decay could be observed.

It can be concluded, that this approach is unsuited to improve the reliability
of the fluorescence lifetime superposition models. Nonetheless, the QY could
be improved from roughly 50 % to almost unity, a remarkable improvement of
optical performance.
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Figure 5.18: Fluorescence lifetime decay curves of the samples shown in Fig-
ure 5.17. No influence on the fluorescence decay can be seen.

5.4.2 Constraints on fit solutions - Timegating

In FLIM applications, time gates are readily used, where only data before or af-
ter specific times is evaluated. This allows e.g. to remove autofluorescence in
an image by choosing a time point after which it has relaxed (almost) fully.[73,
74, 50, 75] Similarly, for the evaluation of the mixture components, a time point
can be chosen, where most components have relaxed. As the base curves of the
fluorescence decays are known, the theoretical fraction of initial intensity can be
determined. This will yield an estimation for the amplitude of the longest liv-
ing component of all the fluorescence decays. A scheme of this can be seen in
Figure 5.19.

As the ratios of the amplitudes within one base decay curve are assumed to
be constant, the amplitude of the longest living component also yields the ampli-
tude of the respective shorter lived component and therefore the whole intensity
fraction for that base curve. It can then be substracted from the measured decay
curve, resulting in a decay curve that consists of only two remaining base curves,
which can either be evaluated by repeating the process or by one of the methods
shown above. This whole process is depicted in Figure 5.20.
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Timegate

Estimation of
long lived component
by timegate

Figure 5.19: Scheme of the proposed use for time-gating to simplify the fit. A
measured curve (blue) and the respective two QD decay curves,
which constitute it (red and black respectively) are shown. Since
the base curves are known, a time region can be chosen, where only
the long lived component of one of the QDs has signal remaining,
marked here in green. From this, an estimate of the amplitude for the
long lived component of QD 1 can be made. It is also possible to gain
the short lived component of QD 1 by the known ratio of the initial
amplitudes. Thus, the QD 1 decay curve can be estimated in its en-
tirety and, by removing it from the measured curve, only the decay
of QD 2 remains. In practice, this model is complicated by noise and
dark counts introduced during the measurement, as well as stronger
overlap between the long lived components of the used QDs.
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Figure 5.20: Overview of the use of time gates to constrain possible fit solutions.
The superposition model is used to estimate a good time point for
evaluation of the longest living component. From that point, the am-
plitude of that component is extrapolated back to the initial ampli-
tude. This yields the intensity fraction for the respective base curve
in the superposition model. Next, the curve can be substracted from
the observed decay and the process either repeated to yield the next
longest living component in the decay or immediately evaluated us-
ing a different method.
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To ensure that a time point was chosen, where only the longest living compo-
nent still contributes in a significant margin, three conditions were applied. These
are based on the theoretical expected signal A(t) at a given time t, where the signal
strength is given by:

A(t) = e(
−t
τ ) · 100 [%] (5.2)

where τ is the fluorescence lifetime of a given component of the fluorescence
decay, as determined by e.g. bi-exponential fit. The three conditions for a good
time point for a time gate are:
Firstly, that the expected remaining signal of the longest living component makes
up >90 % of the expected signal. Secondly, that the expected remaining signal
strength of the longest expected decay component is > 2 %. Thirdly, that, if the
first can not be satisfied, that it is weakened, until both conditions can be satisfied
or the first condition was weakened for 30 iterations. Each time, the first condition
is changed to be only 95 % of the formerly required value, so from >90 % to
>85.5 %, to 81.225 % et cetera. With 30 iterations, this leads to a final value of
>32.3 % for the first condition. This method was evaluated using the simulated
data used in Figures 5.6 and 5.8 again. The resulting composition fractions are
shown in Figure 5.21.
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Figure 5.21: Calculated and expected compositions fractions of the simulated
data using the superposition model with the addition of timegates
can be seen in Figures 5.6 and 5.8. (a) shows the results for the simu-
lations without any noise applied, whereas (b) shows the results for
the data with one equivalent of noise applied. The results for (a) are
in good agreement with the simulated data, whereas for (b) an over-
estimation of the long lived component is noticeable.

Without any noise applied to the decay curve, the fit results and the data are
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Figure 5.22: Section of the fluorescence decay curve for the 97:3 sample shown in
5.21. The blue line denotes the found time gate for the 2-QD model
(≈ 541 ns). The signal count at this point is about 24 counts. The red
line shows the corresponding time gate for the overcomplex 3-QD
model (≈ 754 ns). The found intensity there is only about 6 counts.

in good agreement, as expected. However, for 5.21 (b), a significant overestima-
tion of the long component is noticeable. This overestimation is a result of the
extrapolation at a time point, where the signal is dominated by the noise, as seen
in Figure 5.22. There, the time gates found for the 2-QD and the 3-QD model are
shown. The intensity in the latter case has diminished by such a degree, that even
a slight absolute error in the found amplitude, introduced through the noise, will
have a significant relative error in the determination of the initial amplitude of
the long lived component. Here, a deviation by one count in the 2-QD model
will lead to a 5 % error, whereas in the 3-QD model, the error will already be
16 %. Therefore, the calculated amplitude of the long component becomes much
too high or too low. Thus, no over-complex model should be applied to a mix-
ture, if possible, to avoid having to choose a later time point for the time gate and
potentially increasing the error during the determination of the amplitude of the
longest living component. This is a big disadvantage of this method, compared to
the superposition model without any constraints, where an over-complex fitting
model will introduce only minor errors, if any.

The samples evaluated in Figure 5.16 have been reevaluated using this method,
shown in Figure 5.23
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Figure 5.23: Calculated mixture fractions using the superposition model in con-
junction with time gates. The same samples as in Figure 5.16 were
evaluated. However, the introduction of the time gates does not seem
to improve the performance of the model.

Clearly, the usage of the time gate does not improve the overall performance
of the model in predicting the correct mixture fractions. In some samples, it does
lead to an improvement of the estimation of the long lived component, but over-
all a decrease of estimation precision is observable. Therefore, using time gates
does not alleviate the problems of the superposition model in the case of 3 QD
mixtures.

5.5 Coupling of antibodies to QDs

5.5.1 Characterization of the antibody conjugations

It is possible to determine the amount of DBCO moieties introduced into the an-
tibodies after the reductive amination using UV-Vis spectroscopy. The concentra-
tion of the antibodies can be determined using the absorbance at 280 nm, while
the DBCO has a distinctive absorption at 307 nm. The DBCO/antibody can then
be calculated using Equation 5.3.[76]

cDBCO

cantibody
=

ADBCO
ϵDBCO

Aantibody
ϵantibody

(5.3)
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where cDBCO and cantibody are the concentrations of DBCO and the antibody
respectively, ADBCO and Aantibody the corresponding absorbances and ϵDBCO and
ϵantibody the extinction coefficients. ϵDBCO and ϵantibody are assumed to be 12000 re-
spectively 204000 L mol−1 cm−1.[76] Anti-mouse@DBCO and anti-rabbit@DBCO
secondary IgG antibodies prepared by the above described methods were charac-
terized and the amount of DBCO/antibody were found to be 4.2 and 5.7 respec-
tively. The corresponding spectra can be seen in Figure 5.24.

IgG

DBCO

Figure 5.24: UV-Vis spectra of the antimouse@DBCO and antirabbit@DBCO sec-
ondary antibodies used for the subsequent conjugation to QDs. The
absorption at 280 nm can be attributed to the antibody, IgG, whereas
the absorption peak at 307 nm results from the DBCO. The amount
of coupled DBCO/antibody was found to be slightly higher for the
anti-rabbit IgG than for the anti-mouse IgG.

The antibodies were successfully conjugated to DBCO, making them suitable
for the following bio-orthogonal azide click chemistry.

5.5.2 Characterization of QD binding sites

To study the amount of available binding sites on the QDs, these were conjugated
to a commercially available Cy-5-DBCO conjugate. The number of Cy5/QD was
evaluated using UV-Vis spectrometry, similar to the characterization of the DB-
CO/antibody. The absorbance spectra and calculated Cy5/QD of the such pre-
pared QDs can be seen in Figure 5.25. Regardless of Cy5 excess, a very similar
amount of 20.2 ± 2.1 Cy5/QD was bound to the QDs, suggesting this to be the
available amount of binding sites per QD.
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a b

Figure 5.25: UV-Vis spectrum of QDs coupled to Cy5 (a) and calculated Cy5/QD
(b). Different excesses of Cy5/QD were used during the azide cou-
pling reaction. The UV-Vis spectra are normed to 450 nm (absorption
of the QDs). Regardless of Cy5 excess, similar amounts of Cy5 were
bound to the QDs, as clearly visible in (b).

5.5.3 Characterization of QD@antibodies

The number of antibodies conjugated per QD could be calculated using Equa-
tion 5.3 but using the absorbance at 450 nm for the QDs. To receive a useful ab-
sorbance for the conjugated antibodies, a baseline absorbance of QDs without an-
tibodies was substracted from the QDs coupled with antibodies (QD@antibody)
spectra, as shown in 5.26.

a

b

IgG signal

Figure 5.26: UV-Vis spectra of QDs before (@N3) and after (@AntiRabbit) cou-
pling of antibodies (a) and substracted spectra (b). The region
marked by the black ellipse is the region of interest for the anti-
body signal. This signal can be seen much better after substrac-
tion of the the two spectra, as depicted in (b). The QD@N3 spec-
trum was normed, to have the same absorbance at 450 nm as the
QD@AntiRabbit sample.
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For the azide coupled QD@antibodies, typically 5 - 7 antibodies could be cou-
pled per QD, a yield of 20 - 30 % compared to the amount of antibody. The yields
achieved by EDC/NHS were slightly lower with 1 - 3 antibodies/QD, approxi-
mately 3 - 10 % yield. It was not possible to perform this quantification for all
samples, due to the small signal and a comparatively high amount of noise in
the measurement as well as additional background caused by scattering. The lat-
ter indicates that the QD@antibody conjugates have a tendency to agglomerate
with time. However, this was usually reversible by applying ultrasonification to
the samples. An absorbance spectrum of a sample, where the quantification of
AB/QD was not possible, is shown in the appendix (figure 8.2). A qualitative
proof of successful AB conjugation to the QDs can be done using their hydro-
dynamic size. The QD@antibody conjugates will substantially increase in size,
compared to the unconjugated samples. The hydrodynamic diameter of the sam-
ples before and after conjugation of antibodies can be seen in table 8.5 (appendix).
A typical image of the z-average as determined by DLS can be seen in Figure 5.27.

Figure 5.27: Z-Average of QD before coupling of antibody (QD@N3) and after
coupling of an antibody (QD@Anti-Mouse). The size of the QD con-
jugates increases substantially with introduction of the antibody. The
antibody functionalized QDs exhibit a slight tendency to aggregate.
This was usually reversible by several minutes of ultrasonification.

The size of the conjugates generally increased by around 20 - 30 nm. This result
is in good accordance with the size of an IgG antibody, which is roughly 18 nm in
length.[77] This supports a successful coupling, even when the precise AB/QD
amount could not be determined using UV-Vis spectroscopy.
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5.6 Characterization of QD-cell interactions

5.6.1 QD toxicity

The toxicity of the QDs on the studied cell lines was determined using cell via-
bility assays with 48 h QD exposure. QDs with a complete -OMe PB-b-PEO shell,
with a shell prior to azide coupling (5 % N3, 95 % -OMe (QD@N3)) and after cou-
pling to IgG antibodies were tested. Similar surface functionalizations were used
for the cell incubation experiments discussed below. The result of the assays can
be seen in Figure 5.28.

a b

Figure 5.28: Results of the cell viability assays for HeLa cells (a) and MFC-7 cells
(b) after 48 hours exposition. Regardless of functionalization, the cell
viability for the MFC-7 cells is good for all tested concentrations. For
HeLa cells, a significant loss of cell viability can be seen for QD con-
centrations greater than 10 nM.

For the MFC7 cells a good viability for all QD concentrations and functional-
izations was observed. Contrary, for HeLa cells, a slight loss of cell viablity for
10 nM and a significant loss for 20 nM QD concentration was seen. They seem to
be more vulnerable to cadmium leaching from the QDs. Nonetheless, since all of
the exposure experiments performed during the thesis were typically conducted
with lower QD concentration and less exposure time, a satisfactory cell viability
for all experiments can be assumed. The cell viability was also tested against a
cadmium salt, cadmium acetate. This allows for an estimation of how well the
polymer ligand shell of the QDs improves the cell viability by preventing the re-
lease of Cd into the surrounding media. The corresponding Cd concentration of
the QD was determined by using their size, shown in 8.4 in the appendix. For
QD1, one QD equals approximately 9089 Cd atoms, whereas for QD2, one QD
equals approximately 14125 Cd atoms.
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Figure 5.29: Cell viability of MFC-7 cells after 48 h exposure with cadmium ac-
etate and QDs respectively. The viability is shown against the total
Cd concentration. The encapsulation of the QDs with the PB-b-PEO
ligand shell increases their cell viability compared to free Cd ions by
more than one order of magnitude.

As can be clearly seen from Figure 5.29, the viability of the QDs compared to
the free Cd ions of the Cd acetate is strongly increased. As expected, the PB-b-
PEO ligand shell strongly decreases the toxicity of the QDs. This makes the QDs
be useful and viable as fluorescence stains for biomedical purposes.

5.6.2 Unspecific cell uptake of QD

An important quality of all cell stains is a highly specific localisation, depending
on the desired staining target. As such, an unspecific affinity to anything, that is
not the aimed for target, is an undesired trait of such systems. The unspecific cell
uptake of the QDs was studied by incubation with cells for up to 24 hours in cell
medium. Due to the different coupling methods used for the later conjugation of
proteins, three different surface compositions were tested. These were firstly, a
completely passive shell with 100 % methoxy end groups (QD@OMe). Secondly,
a shell including 5 % carboxylic end groups (QD@COOH) and thirdly a shell in-
cluding 5 % azide end groups (QD@N3), with the rest being methoxy end groups.
A low affinity of the QDs to the cells is expected, due to the PB-b-PEG shell. The
cell uptake after the incubation was studied using confocal microscopy and at
least 100 cells were used for quantified uptake. Typical images are shown in Fig-
ures 5.30, Figure 8.3 and Figure 8.4. The latter two can be found in the appendix.
A quantified uptake can be seen in Figure 5.30 (b).
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a

b

100 µm

Figure 5.30: (a): Typical confocal image of MFC-7 cells exposed to 10 nM QDs
(here: QD@N3) for 24 h. Nuclei are stained in blue (DAPI), lysosomes
by FITC (green) and QDs are shown in red. Due to bleed through
of the DAPI signal, the nuclei appear purple in colour. Mostly, no
QD uptake can be seen. A very few QDs are being taken up by the
cells and end up in the lysosomes, marked with green arrows. An-
other small population of QDs appears to be loosely bound to the
cells, marked with red arrows. In rare cases, QDs can also be ob-
served floating freely in the solution, even after multiple washing
steps. This population will most likely arise from the loosely bound
QDs separating from the cells after the washing steps. (b): Uptake
of QDs by MFC-7 cells as determined using confocal microscopy. At
least 70 cells were evaluated per QD batch. Percentage of cells with-
out QD uptake are shown with blue stars and given by the right, blue
y-axis. Percentage of cells with QDs inside or on the cell membrane
is shown by the black squares and red spheres respectively and given
by the left, black y-axis. Generally, the uptake of the QDs even after
24 hours exposure was low, in the region <= 7 %. Total uptake and
cell adhesion for the QD@COOH was slightly higher with roughly
11 %.
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As expected, only a small percentage of cells do show uptake of QDs, regard-
less of surface functionalization of the PB-PEO ligand shell. Most of the QDs,
which are taken up into the cells, end up in the lysosomes by the process of
endocytosis.[32, 58] A few of the QDs can be seen on the cell membranes, in-
dicating that the endocytosis process is either unfavoured or slow. This is also
supported by the free floating QDs, which can be seen even after the multiple
washing steps during the preparation. These QDs most likely remained attached
to the cell membranes during the washing steps but failed to be taken up fully
into the cell. The cell uptake is slightly higher for the QD@COOH samples, than
for the other two, as charges tend to increase cell uptake.[78]

5.7 Targeting of the cell membrane

5.7.1 QD@Anti-EpCAM & QD@WGA by EDC-NHS coupling

QDs conjugated via EDC-NHS coupling to WGA and anti-EpCAM (QD@WGA
/ QD@EpCAM) were prepared as described above and their ability to stain the
cell membrane evaluated using confocal microscopy. QDs can only be used as
fluorescence stains in biological applications, if a binding affinity to a specific tar-
get can be imparted upon them. For this purpose, QDs conjugated via EDC-NHS
coupling to WGA and anti-EpCAM (QD@WGA / QD@EpCAM) were prepared
as described above. Their ability to stain the cell membrane was evaluated us-
ing confocal microscopy. Both, the QD@EpCAM as well as the QD@WGA are
expected to stain the cell membrane. In the case of the former, this is due to the
specific interaction of the EpCAM receptor and the corresponding antibody. This
receptor is abundantly found on the surface of MFC-7 cells. In the case of the
QD@WGA, the affinity comes from the interaction of the WGA with any glycosy-
lated membrane components.[79, 80] Typical microscopy images for cells stained
by QD@WGA are presented in 5.31. A successful staining of the cell membrane
can be seen.

The staining of MFC-7 cells by QD@Anti-EpCAM prepared by EDC-NHS cou-
pling is shown in Figure 5.32.
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a b

100 µm

Figure 5.31: Staining of MFC-7 cells with QD@WGA (via EDC-NHS coupling).
(a) shows a typical confocal microscopy image. The transmissive
channel (gray) is overlaid with nucleus emission (blue, by DAPI)
and the QD emission (red). The nuclei are seen in purple, due to
bleed through of DAPI signal into the red channel. In (b) a typical
FLIM image can be seen, where short fluorescence lifetimes, e.g. by
the DAPI, are depicted in blue, and long fluorescence lifetimes are
coloured red. Clearly, the cells show a staining by the QD@WGA,
seen in both cases. Marked with red arrows, some free floating QDs
can be seen.

100 µm

a b

Figure 5.32: Staining of MFC-8 cells with QD@Anti-EpCAM (via EDC-NHS cou-
pling). Confocal microscopy image (a) and corresponding FLIM im-
age (b). Nuclei are stained with DAPI (blue). Lysosomes are stained
with FITC (green). The QD emission can be seen in red. Signal in-
tensity of the QDs was too low for an easy detection in the normal
confocal microsopy imaging. However, due to the longer imaging
time used for the FLIM measurement, the staining of the cells can be
seen in (b). The long lifetime of the QDs make it easy to distinguish
from the DAPI signal as well as autofluorescence.
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Both coupling methods resulted in QDs, which show a clear staining of the cell
membrane. The EDC-NHS coupling is therefore well suited for the modification
of the above described QDs. The coupling of a relative unspecific protein as well
as the highly specific binding of antibodies could be realized using this method.
Additionally, as is evident from Figure 5.31 (b), the fluorescence lifetime of the
resulting QD@protein conjugate is much longer than of the DAPI nucleus stain,
resulting in an easy distinction of the two. This distinction between the two flu-
orophores can not be achieved using optical filters alone, as can be seen by the
bleed-through of the DAPI signal into the QD channel.

5.7.2 QD@Anti-EpCAM & @WGA by azide click chemistry

Similar to the QD coupled with EDC-NHS coupling chemistry, EpCAM and WGA
were also coupled using the azide click chemistry. This allows for a regio-selectivity
in the binding site, contrary to the EDC-NHS coupling. This should result in a
higher binding affinity of the QD@WGA and QD@Anti-EpCAM produced by
this coupling strategy. The same cell staining experiments as for the EDC-NHS
coupled were performed, with the results shown in Figures 5.33 and 5.34.

100 µm

a b

Figure 5.33: Staining of MFC-7 cells with QD@Anti-EpCAM (azide coupling).
The left image shows a typical confocal microscopy image, the trans-
missive channel (gray) overlaid with the blue (emission by DAPI)
and red fluorescent (emission by QDs) channels. The purple colour of
the nuclei results from the bleed-through of DAPI emission into the
red channel. The right image shows the corresponding FLIM mea-
surements. Clearly, the signal of DAPI (short-lived, blue) and QDs
(long-lived, red) can be easily distinguished in the FLIM images. The
staining of the full membrane is also more easily apparent than on
the left image.
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100 µm

a b

Figure 5.34: Staining of MFC-7 cells with QD@WGA (azide coupling). On the
left, the confocal image can be seen, with the QDs shown in red. On
the right, the corresponding fluorescence lifetime image is shown.
Clearly an affinity of the QDs to the whole cell membrane can be
seen. Note that bleed through of the signal of the DAPI dye into the
red channel can be observed. It is used for staining the cell nucleus
(blue) but due to the bleed through the nuclei appear purple. This
aberration is less problematic in the FLIM image, where the DAPI
can be seen as the short-lived (blue) signal.

Both QD@protein conjugates show a clear affinity to the membrane. The com-
parison of signal strength of different confocal images is slightly ambiguous, as
small variations in e.g. microscopy slide height, volume of sample in the well or
cell density can have a significant influence on measured intensity. Nonetheless,
the higher signal intensity seen in Figures 5.33 and 5.34 compared to Figures 5.31
and 5.32 implies a higher remaining binding affinity by using the azide coupling.
The results fit with the hypothesis described above, whereas the random orienta-
tion resulting from the EDC-NHS coupling as well as the the possible conjugation
near the active site of the antibody will lead to a loss of binding affinity. This can
be avoided by the regio-selective binding using the reductive amination of the
glycolysated sites of the Fc region of the antibody, followed by azide coupling.
Thus, an ordered orientation of the antibodies and a coupling reaction far away
from the active site of the antibody is achieved and thus a high remaining binding
affinity of the antibody results. The conjugation of proteins could be achieved by
both coupling methods. As expected, the binding affinity seems to be higher for
the samples prepared by azide coupling, than for the samples prepared by EDC-
NHS coupling, showing the usefulness of applying a regio-selective conjugation
method to QD-antibody conjugates.
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5.8 Targeting of specific cell organelles by

primary/secondary antibody approach

As targeting of the cell membrane has been realized, a further approach to target
cell organelles within the cells was studied. Here, staining of fixed cells was stud-
ied, instead of live ones. This was done to avoid problems incurred by having to
overcome the cell membrane.[81, 82, 83] After the fixation of the cells, the cell
membrane can be permeabilized, allowing the QD@antibody conjugates to easily
diffuse into the cell. The cell organelles in questions were marked by using pri-
mary antibodies, with the QDs coupled to the corresponding secondary antibody
to result in a fluorescent stain, similar to many state of the art cell stains. The
primary-secondary antibody approach is used to achieve a more specific stain-
ing and a higher signal intensity of the stain. It also allows for the staining of
many different targets, by simply changing the primary antibody for one, with
a different target. This makes it a very flexible way to stain targets.[84] Tubulin,
a cytoskeleton protein[85, 86], and the EEA1 receptor, almost exclusively found
on early endosomes[87, 88, 89], were chosen as staining targets. Binding affinity
of the QDs conjugated with secondary antibodies was confirmed using dotblots.
Due to a strong background signal on the nitrocellulose membranes used for the
dotblots, the results were ambiguous. However, a drop of signal in the regions
marked by non compatible antibodies (goat and mouse antibodies for anti-rabbit
and goat and rabbit for anti-mouse) was observed, whereas no or only a slight
increase of signal in the regions marked by the compatible antibodies was seen.
The quality of the camera used for the images was insufficient, due to the strong
background signal. Thus, the pictures taken of the dotblots, seen in figure 8.6
(appendix), do not resolve the aforementioned observations. Nonetheless, the re-
duction of signal strength in the non compatible regions and slight increase in the
compatible region imply a specific binding affinity of the conjugated antibodies
in accordance with the expectations. The figures 5.35 and 5.36 show the results of
staining MFC-7 cells with QD@Anti-Rabbit and QD@Anti-Mouse after applying
mouse anti-tubulin and rabbit anti-EEA1 primary antibodies respectively.
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Figure 5.35: Typical confocal microscopy image of MFC-7 cells incubated with
rabbit anti-EEA1 primary antibody followed by QD@Anti-Rabbit.
Nuclei were stained with syto deep red, seen in purple. QD emission
is depicted in red. The QDs prepared by azide coupling are shown
in (a), whereas the QD prepared by EDC-NHS coupling are seen in
(b). Clearly, both QD@Anti-Rabbit samples only showed an affinity
for the cell membrane, but did not stain the early endosomes.

For the QD@Anti-Rabbit conjugates, two unexpected results were observed.
Firstly, only the cell membrane could be stained with the QD@Anti-Rabbit, not
the early endosomes. Secondly, contrary to prior results, the samples prepared
by EDC-NHS coupling exhibit a stronger binding affinity to the cell membrane
than the samples prepared by azide coupling. A stronger binding affinity of the
azide coupled samples was expected, due to the higher number of antibodies per
QD coupled via the azide coupling and the hypothesized higher binding affin-
ity of the such prepared antibodies, as described above. It is unclear, why the
contrary trend was observed. No unspecific binding of the QD@Anti-Rabbit was
observed, as seen in Figure 8.7 (appendix). Therefore, the erroneous staining of
the cell membrane can only arise due to binding of primary antibodies to the cell
membrane.

The size of the QD@antibody conjugates is quite big, ≈ 80 - 100 nm, as de-
scribed above. Therefore, they might not be able to diffuse into the cell, even
if the cells have been permeabilized. However, parts of the outer ligand shell,
including the antibodies, might be mobile enough to enter the cells. There they
might be anchored by an early endosome, which diffused close enough to the cell
membrane. This will lead to a staining of the cell membrane, as the fluorescent
QD is unable to access the inner parts of the cell but bound via the ligand shell to
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the early endosome.

100 µm

Figure 5.36: Typical confocal microscopy image of MFC-7 cells incubated with
mouse anti-tubulin primary antibody followed by QD@Anti-Mouse.
The QDs were prepared by azide coupling. Nuclei were stained us-
ing syto deep red, visible in purple. No staining by QDs (red) could
be observed.

A different result was obtained for the QD@Anti-Mouse samples. No staining
of the cells was observed, regardless of coupling method. Again, this implies that
the pores created in the cell membrane by the permeabilization were too small
for the big QD@antibody conjugates to pass. The permeabilization has shown
to be key process for the targeting of inner cell organelles. If the permeabiliza-
tion is insufficient, as seen above, the correct target will not be stained by the
QD@antibody conjugates. On the other hand, a too thorough permeabilization
will destabilize the whole cell. Another approach to this problem would be the
decrease of the PB-b-PEO ligand shell size. However, this will reduce the stability
and bio-compatibility of the QDs significantly, which is why this approach was
not pursued in this work.
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5.9 Multiplexing with QDs in confocal microscopy

In the figures shown above, e.g. Figure 5.31, the good contrast of organic fluo-
rophore and QD in FLIM was alreaedy clearly visible. Further experiments were
performed, to ascertain mixtures of QDs. To this end, cells were sequentially
incubated with four different batches of QDs. Figure 5.37 shows both, confocal
microscopy image as well as FLIM of cells exposed to these mixtures of QDs.

100 µm

Figure 5.37: Confocal images of HeLa cells sequentially incubated with green and
red fluorescent QDs. Each incubation lasted for 8 - 12 h, with a QD
concentration of 10 nM. The order of incubation was short-lived red
(orange arrows), long-lived red (red arrows), short-lived green (green
arrows) and long-lived green QDs (purple arrows). The transmission
image is shown in (a), the FLIM images of the black and red marked
regions of interest (ROIs) are shown in respectively in (b) and (c). For
(c), a 525 ± 50 nm optical bandpass filter was applied, to remove the
colocalized signal of the red QDs at the leftmost green QD popula-
tion.

As no specific binding motif was introduced into the QDs used for the experi-
ments shown in 5.37, no particular staining of the cells was observed and a ran-
dom distribution and position of the QDs was seen. Clearly, the QDs cannot be
distinguished based on their emission colour alone. The emission spectra of the
four QD batches are shown in Figure 8.5 (appendix). This is especially apparent
in the ROI shown in 5.37 (b), as the lower two red QD appear to be the same QD
batch. The distinction is easy utilizing the FLIM image, however. In case of over-
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lapping emission in the same pixels, the above shown and discussed models can
be used to further refine the knowledge about stained regions, allowing the use
of QDs for complex multiplexing applications.
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6 Conclusion

The use of GS-QDs as fluorescence lifetime based cell stains was investigated. It
has beeen shown that up to trinary mixtures of QDs with similar emission colour
can be used in conjunction as cell stains, allowing for a great improvement in
number of analytes than can be simoultaneously used in fluorescence multiplex-
ing applications such as confocal microscopy. For the analysis of these mixtures
two different models were applied, linear fit of the mean lifetime and a superpo-
sition model. It was shown, that the latter allows for the extraction of mixture
composition with a resolution of ≈ 2 % in case of binary and ≈ 5 % in case of
trinary mixtures. On the other hand, the linear fit model has shown a resolution
that is 2 - 6 times worse, while also not being applicable to more complex mix-
tures than binaries. Therefore, the superposition model was shown to be strictly
superior in the analysis.
Furthermore, GS-QD were conjugated with various proteins to impart affinity for
specific cell organelles. Two different conjugation methods were applied, azide
click chemistry and EDC-NHS coupling. Both could be used for successful con-
jugation to the GS-QDs. The confocal microscopy images imply a stronger bind-
ing affinity for the GS-QDs prepared by azide coupling than for the EDC-NHS
coupling. While staining of the two chosen intracellular organelles was not suc-
cessful, the cell membrane could be stained by conjugation of both, WGA and
anti-EpCAM IgG antibodies. Thus, the use of GS-QDs as useful fluorescence
multiplexing agents in biomedical imaging applications has been shown theoret-
ically and practically. They could improve the complexity of scientific questions
that can be pursued using these applications and therefore push the boundaries
of bioimaging a little bit further.
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7 Safety

The table 7.1 lists all H- and P-statements of the used hazardous chemicals during
this work.

Table 7.1: H- and P-statements of every used hazardous chemical. Safety infor-
mation obtained from [90].

Chemical GHS-Symbols H-statement P-statement
amount
used

Acetone
225-319-336-
EUH066

210-240-
241-242-
305+351+338

10 L

AIBN
242-302+332-
412-EUH044

210-235-273-
304+240+312-
370+378-403

5 g

Cadmium acetate
301-312-330-
340-350-372-410

202-260-
273-280-
302+352+312-
304+340+310

50 g

Cadmium oxide
330-341-350-
361fd-372-410

202-260-
264-271-273-
304+340+310

30 g

Chloroform
302-331-315-
319-351-361d-
336-372

261-281-
305+351+338-
311

500 mL

Ethanol 225-319
210-240-
305+351+338-
403+233

50 L

1-Ethyl-3-(3-
dimethylamino-
propyl)carbo-
diimide

302-312+332-
315-319-335

261-280-305-
351-338

2 g
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Hydrochloric acid
(37%)

290-314-335

260-280-
303+361+353-
304+340+310-
305+351+338

3 L

Isopropanol 225-319-336
210-233-
240-241-242-
305+351+338

20 L

Methanol
225-331-311-
301-370

210-233-280-
3102+352-
304+340-
308+310-
403+235

5 L

n-Hexane
225-304-361f-
373-315-336-411

210-240-273-
301+310-
331-302+352-
403+235

15 L

Oleylamine
302-304-314-
318-335-373-
400-410

273-280-
301+330+331-
303+361+353-
304+340+310-
305+351+338

300 mL

Selenium (powder)
301+331-373-
413

260-264-273-
301+310-
304+340+311-
314

100 g

Toluene
225-304-315-
336-361d-373-
412

202-210-273-
301+310-
303+361+353-
331

5 L

Tetrahydrofurane
225-302-
319-335-351-
EUH019

210-280-
301+312+330-
305+351+338-
370+378-
403+235

20 L

VA-044 317
280-261-272-
363-302+352-
333+313-501

1 g
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8 Appendix

Table 8.1: Sample compositions of the triangle samples shown in figure 5.13

fraction
short-lived QD [%]

fraction
medium long-lived QD [%]

fraction
long-lived QD [%]

mean
lifetime [ns]

30 10 60 137
30 20 50 124
30 30 40 118
30 40 30 111
30 50 20 101

Table 8.2: Sample compositions of the sphere samples shown in figure 5.13

fraction
short-lived QD [%]

fraction
medium long-lived QD [%]

fraction
long-lived QD [%]

mean
lifetime [ns]

60 10 30 107
40 30 30 110
30 40 30 113
20 50 30 115

Table 8.3: Sample compositions of the rectangle samples shown in figure 5.13

fraction
short-lived QD [%]

fraction
medium long-lived QD [%]

fraction
long-lived QD [%]

mean
lifetime [ns]

30 40 30 113
25 50 25 111
20 60 20 107
15 70 15 105
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Table 8.4: QD sizes and calculated corresponding Cd atom number per QD for
the samples used in 5.28 and 5.29

QD samples diameter [nm] Cd atoms/QD

QD 1 12 9089
QD 2 13.9 14125

a b

c

Figure 8.1: Expected and calculated composition fractions of the samples shown
in 5.11 by applying a superposition model. Similar to the results ob-
tained by using a linear fit of the average lifetime, the results are in
very good agreement for the [s]+[l] mixture shown in (a). The calcu-
lated fractions for the [m]+[l] mixture (b) and the [s]+[m] (c) mixture
are both in good agreement as well, with the highest deviations be-
ing seen in the [m]+[l] mixture. In contrast, the linear model failed to
accurately describe the [s]+[m] mixture.

Table 8.5: Sizes of QDs before and after conjugation of antibodies.

Sample Z-average [nm] PDI

red1@N3 89.2 0.214
red2@N3 80.0 0.287
red1@anti-mouse (azide coupling) 114 0.224
red2@anti-rabbit (azide coupling) 245 0.320
red2@anti-rabbit (EDC-NHS coupling) 112 0.233
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IgG signal
+ sca�ering

Figure 8.2: UV-Vis spectrum of an IgG signal, that could not be properly extracted
due to the increased scattering background of the sample. This also
indicates a small amount of aggregation of the QDs after AB conjuga-
tion.
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redchannel

100 µm

Figure 8.3: Typical image of MFC-7 cell uptake of QD@COOH after 24 hours. The
nuclei have been stained with DAPI (blue), the lysosomes with FITC
(green) and QDs are shown in red. The red channel is also shown on
the right side. As can be seen, generally no or only a small amount of
QD uptake was observed.

Figure 8.4: Typical image of MFC-7 cell uptake of QD@OMe after 24 hours. The
nuclei have been stained with DAPI (blue) and QDs are shown in red.
As can be seen, generally no or only a small amount of QD uptake was
observed.
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Figure 8.5: Emission spectra of the four QD batches used for figure 5.37. The
emission spectra of the QDs are too similar to each other, to make
a distinction within one colour easily feasible using the fluorescence
emission alone.
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Figure 8.6: Images of the dotblots performed to confirm the binding affinity of the
QD conjugated with secondary antibodies. The regions marked with
m, denote the primary mouse antibody, regions marked with r, those,
where rabbit antibody was applied and regions marked with I, where
the goat antibody was deposited. Membrane 1 was incubated with
QD@anti-rabbit (azide coupling), membrane 2 with QD@anti-rabbit
(EDC-NHS coupling) and membrane 3 was incubated with QD@anti-
mouse (azide-coupling). Due to the strong background signal and the
insufficient quality of the camera, the images do not show the observa-
tions described in the subsection "Targeting of specific cell organelles
by primary/secondary antibody approach".
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100 µm

Figure 8.7: Typical confocal microscopy image of MFC-7 cells incubated with
QD@Anti-Rabbit but without prior application of the primary anti-
body. No specific staining of the cells was observed, only the forma-
tion of a few small aggregates, which sedimented at random positions.
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