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Introduction and Motivation

1 Introduction and Motivation

“You can never understand one language until you understand at least two.”

Geoffrey Williams

“Learning another language is not only learning different words for the same things, but learning

another way to think about things.” Flora Lewis

The quotations above show how crucial language learning is, more precisely, that it
changes our perspectives on language, humans, personal attitudes, etc. Also, it is in the
human nature to be capable of learning more than one language. As a baby, we naturally
learn the mother tongue. Bonnet & Siemund (2018: 6) state that “this process can never
be repeated, as all subsequent language learning processes will invariably be influenced
by the cognitive imprint left by the structure of the first language.” In addition, it is easier
to learn additional languages at a younger age, but all languages that are acquired
previously may interact with each other which may result in transfer effects (Bonnet &
Siemund 2018: 6). In recent studies, researchers mostly preferred the term cross-linguistic
influence (cli-effects) and refer to transfer effects, borrowing, interference, attrition etc.
(see Bonnet & Siemund 2018: 6, Cenoz et al. 2001: 1). However, most of the studies
focus on these interactions in third language acquisition or multilingualism. First, the type
of learner needs to be considered. Who is a third language learner or, more recently, a
multilingual? Rothman et al. (2018: 18) include individuals who have at least knowledge
about three languages. This is, often, represented in simultaneous and sequential
bilinguals who are currently learning a third language (Rothman et al. 2018: 18). Since
we are interested in the linguistic representations that are transferred or borrowed etc.
from the background languages into the new language, we need to define what type of
learner, more precisely, what type of bilingual participates in the current study. Bilinguals
can either be balanced or unbalanced. The former is someone who is almost similarly
proficient in both languages and can switch between them without a big effort. However,
the latter type is one that we find a lot in schools these days, due to migration and
globalization: the unbalanced bilingual or a heritage speaker. What this means is that
someone may be born in Germany or comes to Germany as a child, because the parents
immigrated from, i.e., Turkey. Hence, the parents speak Turkish as their mother tongue.
The child, however, acquires Turkish, i.e., at home and uses it with the family, but as the

environmental language is German, he will learn this official language, too. In the first
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years of living in Germany, the child may be more proficient in Turkish, but as soon as
he goes to kindergarten or to school, the dominant language is German. As a natural
process, the child uses more and more German and the status of the first and second
language can change. Hence, the first language, Turkish, may be now less used and
changes into the less dominant language, or minority/heritage language. Instead, German
changes into the dominant language and the proficiency level can be higher than that of
the heritage language. As a result, the child is still a bilingual, but unbalanced.

This situation is very common, because due to internationalization,
globalization, migration, and mixed marriages, multilingualism is a widespread
phenomenon (Gogolin et al. 2013) and “especially prominent in urban areas” (Bonnet &
Siemund 2018: 3), as official signs, public transportations, announcements in trains,
supermarkets only in particular languages, etc. are more and more the norm. In Europe,
big cities such as Barcelona, London, Berlin, and Hamburg experience this diversity in
different linguistic and ethnic areas (Bonnet & Siemund 2018). In Germany, the main
countries of migration are Turkey, Poland, and Syria (Statistisches Bundesamt 2019), but
immigrants also have roots in Russia, Kazakhstan, and Italy (Statistisches Bundesamt
2019). Lorenz and Siemund (2019: 1) point out that they “speak German in combination
with their respective heritage language, typically in differing degrees of proficiency
depending on whether they are first or second-generation speakers. They are unbalanced
bilinguals.” Especially the offspring of the first-generation immigrants are typical
multilingual speakers, as they normally speak “the relevant national languages of the
receiving countries, their heritage languages, and English” (Bonnet & Siemund 2018: 7).
In this case, English still has as an exceptional position in the world’s languages as a
lingua franca and its enormous number of second language speakers (Siemund et al.
2013).

In all acquisition contexts, English is associated with being the language that has the greatest
international currency and this makes it a useful, and often also desirable, language to learn.
Because of this characteristic, it has a different standing from that of any other foreign language
that may be acquired, and its acquisition will be facilitated by the ubiquity of English, often in
attractive contexts (Cenoz & Hoffmann 2003: 2).

Multilingualism in the educational system

For the educational system, the new diversity and still growing multilingualism is
challenging, as monolinguals, bilinguals and multilinguals grow up and learn side-by-
side in schools (Bonnet & Siemund 2018). Although students bring their background
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languages into the classroom (Abney & Krulatz 2015), the habitus in English as a foreign
language [EFL] classroom is still monolingual (Chlopek 2015). Unfortunately, cli-effects
are often seen as negative and impeding (Chlopek 2015). Bonnet & Siemund (2018: 10)
state that “there can be little doubt that FL [Foreign Language] classrooms should take
into account and perhaps even foster existing multilingualism”. More precisely, these
multi-diverse and multilingual classrooms need to include the multi-ethnicity of students
and encourage them to use their background languages, rather than to forbid them. What

IS more,
multilingualism is an asset rather than a disadvantage for further language acquisition and for
cognitive development. There is educational evidence that multilingual classrooms can only reach
their goals of language and citizenship education, if multilingual identities are acknowledged and
the social functions of language and multilingualism are addressed (Bonnet & Siemund 2018: 22).

The key question still is whether there is a difference between second and third language
acquisition, mostly of English as the additional language. In order to foster language
learning, these possible differences should be included in foreign language classrooms.
Then, the learning environment for both monolingual and bi-/multilingual students would

enhance additional language learning.

Cross-linguistic influence in multilingualism

Due to this situation, research in this area of multiple language acquisition is constantly
growing. Mainly, cross-linguistic influence is in the focus. The number of possible
interactions between the background languages is higher, the more languages are
involved. (Siemund et al. 2018) As in this study, the focus lies on the different interactions
of the background languages on English as the third language. But the results of studies
in this research field vary and a clear tendency of predictors for successful additional
language learning is not visible (see Lorenz et al. 2021; Puig-Mayenco et al. 2020; Hopp
2019; Ghezlou et al. 2018; Cabrelli et al. 2015; Hermas 2014 etc.). Therefore,
extralinguistic variables are considered “such as the impact of motivation, socioeconomic

status or attitudes toward the target language” (Rothman et al. 2018: 23).

Demonstrative pronouns
However, among the first words a baby acquires demonstratives are included. Normally,
children point to an object and ask What is this?/What is that (over there)? It is naturally

that we point towards something that we do not know and ask what it is. Normally, we
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do not think about the words we use for this conversation. If someone just exclaims that,
then no one will understand what they are referring to. But when he points with his finger
to the car in front of him or a cloud over him, then it is obvious what he means. Due to
their capacity to link entities and utterances, demonstratives are a particular grammatical
phenomenon and belong to deictics (Levinson 2018). They can either do that in oral or in
written language without the need of pointing with a finger to the object. Levinson (2018:
2) states that

[d]emonstratives like this and that are within the top 20 most frequent words in English and are
among the most deeply conserved and ancient words in languages. [...] Demonstratives are also

among the earliest words learned by children, and often the first closed-class opposition.

As we can see in the following examples, demonstratives may refer to an object and they

can point to a direction.

(1) Can we talk about this later? | do not want to fight with you anymore.
(2) Wow, that was a nice car you came with yesterday.
(3) These cookies are delicious.

In example one, we first do not know what this means here. However, the sentence
afterwards does not exactly clarify that, but it gives us a hint that there was a fight. The
second example shows a predicative use of that and the last a determinative one. Hence,
there are different ways to use the four different English demonstrative pronouns this,
that, these, and those. In this study, we consider three types of demonstratives: (1)
determinative, (2) anaphorical and (3) predicative identifying and (4) subordinating. This
last category is derived from the demonstrative pronoun and grammaticalized into a
subordinator. With an increasing use of subordinators, especially of subordinating
demonstratives, students can show their ability to connect sentences to complex
structures. However, in German the same structure can be used and hence, a proximity
between English and German subordinators might show an influence from German as the

dominant language.

The focus of this study

This study aims to examine the role of the background languages in heritage speakers of
Russian or Turkish and German as the language of environment. If we assume that early
multilingualism has an impact on the language development of English as a second/third
language it is quite important to focus on cross-linguistic effects and interactions.
Therefore, Siemund et al. (2013:6) argues that
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[t]he linguistic consequences of multilingualism and resulting language contact may manifest
themselves in structural changes of the languages involved. Changes can surface as differences in
pronunciation, lexical choice, or morphosyntax, evaluated against the standard of monolingual

usage.
In this research project, the following case studies will be explored and analysed:

1) the use of English demonstratives and whether or not they are influenced by the
different background languages

2) the use of definite and indefinite articles

3) subclauses again as a counterpart to that as subordinator and whether or not
they exclude each other

4) lexical transfer from the background languages, but mainly expected to be from
German as the dominant language

Within this investigation, seven chapters are included, besides the introduction and final
remarks. In this Chapter, the motivation and background of this project including current
concepts that lead to the research questions will be explained.

In Chapter 2, we introduce current theories and findings on language acquisition,
divided into nine sub-chapters. The first sub-chapter presents the research field third
language acquisition which again is divided into three subsections. Chapter 2.1.1. gives
an overview of the current state of the art in this research field. In Chapter 2.1.2, we
differentiate between second language acquisition and third language acquisition and will
then show effects of cross-linguistic interactions (2.1.3). In Chapter 2.2, terminological
inconsistencies for the termini bilingual/trilingual/multilingual speakers will be
presented, followed by a distinction between bilinguals and the special case of heritage
speakers (Chapter 2.3). In Chapter 2.4., we will give an overview of metalinguistic
awareness and competences, then briefly discuss whether the term language learning or
language acquisition is more adequate (Chapter 2.5), followed by a Chapter about current
studies of bilinguals who learn English (2.6). In Chapter 2.7, we present current models
in third language acquisition, each sub-chapter contains one model, starting with the
Status Factor Model in Chapter 2.7.1, the Cumulative Enhancement Model in Chapter
2.7.2, Rothman’s Typological Primacy Model presented in Chapter 2.7.3, followed by the
Linguistic Proximity Model (2.7.4), the Scalpel Model in Chapter 2.7.5 and finally
Hammarberg’s models for third language use and multilinguals (Chapter 2.7.6). After

introducing these models, we will show findings of previous studies on bilinguals having
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advantages or disadvantages over monolinguals (Chapter 2.8) and then end with a
conclusion (Chapter 2.9).

In Chapter 3, we present demonstrative pronouns. First, we begin with the
different types of deixis in the subsection 3.1.1, introduce joint attention in 3.1.2, followed
by functions of demonstratives (3.1.3) and then we present the process of acquisition for
demonstratives in general (3.1.4). In Chapter 3.1.5, a diachronic perspective on
demonstratives will be given by presenting different grammaticalization paths, followed
by a model for demonstrative reference in Chapter 3.1.6. In the second part of Chapter 3,
we concentrate on language typology, especially of English, German, Russian, and
Turkish (3.2). Again, we divided this Chapter into five subsections: demonstratives in
English (3.2.1), German (3.2.2), Russian (3.2.3), Turkish (3.2.4) and finally, we compare
the demonstratives in the investigated languages (3.2.5). Subsequently, we give an
overview of current studies on the acquisition of demonstratives (Chapter 3.3) and end
this Chapter with a conclusion (3.4).

The first part of the empirical study is Chapter 4. We present the methodology
and begin with the motivation (Chapter 4.1), we then present research on learner corpus
(4.2) and target language use (4.3). In Chapter 4.4, we present the basis of this study,
namely the project MEZ - Mehrsprachigkeitsentwicklung im Zeitverlauf. In Chapter 4.4.1,
the general data collection in this study is shown, followed by a subchapter about the data
wave lain 4.4.2. We then present the written task that is used to test the students (Chapter
4.4.3). Subsequently, we introduce the questionnaire for the participants and their parents
in 4.4.4. In this study, we aimed to collect new data from native speakers of English,
Turkish and Russian, but due to the Corona pandemic we were only able to collect written
data from English native speakers. This is presented in Chapter 4.4.5. In addition, the
transcription process is explained in Chapter 4.5 Chapter 4.6 presents the aim of this study
and is divided into demonstrative categories (4.6.1), articles (4.6.2), that as subordinator
(4.6.3), lexical transfer (4.6.4) and the research objectives and predictions (4.6.5). Finally,
possible cli effects from the heritage languages are presented (4.6.6). The final
subchapters present the participants (Chapter 4.8).

In Chapter 5, we concentrate on the data analysis which is based on the texts
about a typical German breakfast. The first case study focuses on the use of
demonstratives in Chapter 5.1 and is split into the four different English demonstrative
pronouns namely this in Chapter 5.1.1, that in 5.1.2, these in 5.1.3 and those in 5.1.4. In
the second case study in Chapter 5.2, the use of definite and indefinite articles is analysed.
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For that, the aim is to find out whether students use articles instead of demonstratives.
Case study three concentrates on a similar analysis about subclauses (Chapter 5.3). The
last case study is about lexical transfer from German as the dominant language of the
students (Chapter 5.4). This chapter ends with the results and shows whether there are
any cli effects (5.5).

Ultimately, we discuss the results of the case studies and focus on background
variables. In Chapter 6.1, cli-effects in third language acquisition are discussed. Then, the
status of the dominant language is examined (6.2), followed by a summary of the
influence of the participants’ school type and school grades in German and English (6.3).
Chapter 6.4 surveys the influence of the factor age, the socio-economic status (6.5), the
age of onset of learning the heritage language and German (6.6) and the attitudes towards
the target language English (6.7). For bilinguals, the language use at home can be an
influencing factor for enhancing additional language learning (6.8). In Chapter 6.9, the
use of demonstratives is discussed. Then, Chapter 6.10 presents whether the bilingual
heritage speakers of this study have an advantage over monolinguals. Finally, the
influence of the environmental setting in EFL classrooms is summarized. The last part of
this chapter comments on the limitations of this study (6.12), presents an outlook for
extensions of the current and future studies (6.13) and concludes by commenting on the
most crucial findings within this project (6.14).

Third language acquisition and Motivation

Compared with first (L1) and second language (L2) acquisition, third language (L3)
acquisition is more complex since there are two languages that can possibly influence the

new acquired language. More precisely, researchers mostly focus on
determining which of the previous languages, if any, exerts a larger amount of influence on the
initial representations in L3/Ln interlanguage grammars and thus affects the L3/Ln learning
process (Puig-Mayenco et al. 2020: 32).

Hence, “the learner’s brain has choice [...] for many if not most domains of grammar”
(Puig-Mayenco et al. 2020: 33). L1 and L2 acquisition are not “fundamentally different”
from L3 acquisition, but the two sources of transfer make it “multidimensional” (Puig-
Mayenco et al. 2020: 33).

Nowadays, the term transfer is mostly replaced by cross-linguistic influence
(CLI) which “includes phenomena such as transfer, interference, avoidance, borrowing,

and language loss or attrition” (Lorenz & Siemund 2020: 3). In addition, De Angelis
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(2007: 19) states that CLI “seeks to explain how and under what conditions prior
linguistic knowledge influences the production, comprehension and development of a
target language”. However, Rothman et al. (2018: 24) differentiate between transfer and
CLI, as transfer is used “when referring to representation and cross-language effects
(CLE) when referring to crosslinguistic influence at other levels.” The latter means
influence while processing a language, i.e. false cognates or the interpretation of certain
structures (Rothman et al. 2018: 25).

Gonzélez Alonso et al. (2021: 2) question “[h]Jow does the mind of L3/Ln
learners make use of previously acquired languages to avoid redundancies in learning?”
In second language acquisition, the main sources of transfer come from one language, but
in Third Language Acquisition (TLA) two background languages can influence each
other, namely the L1 and the L2 which impact the third language and vice versa (Gonzalez
Alonso et al. 2021: 2). In line with Gonzélez Alonso et al. (2020), this reverse impact of
the third language on influencing the background languages is also stated by Cenoz et al.
(2001) and illustrated for TLA in the following.

L1

I

L2

1

L3

Figure 1: Possible transfer directions in TLA adapted from Cenoz et al. (2001)

The process of language acquisition is dynamic and influencing variables can change over
time due to different factors. Even the competences in all languages involved can change
(Rothman et al. 2013). Lorenz & Siemund (2020) argue that the L2 can also replace the
L1 and become the dominant or more proficient language. Interestingly, this cannot only
be observed in unbalanced bilingual heritage speakers, it can also happen to third
language learners whose proficiency levels can change due to the frequency and recency
of use.

Although there are several studies in third/multiple language acquisition (see
Chapter 2), the results are conflicting. It remains unclear whether and to what extent the
previously acquired languages influence the L3/Ln. Nevertheless, there are several
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models that find either the L1 or the L2 or both as influencing factors. One explanation
might be the type of learner which is very heterogenous. A typical scenario for an L3
learner is someone living in Sweden who learnt English as a foreign language in school
and German at the university. Then, the students’ L1 is Swedish, the L2 English and the
L3 German (Bonnet & Siemund 2018: 6). Due to migration and, i.e., mixed marriages,
this typical L3 learner is not easy to find. Hence, we mainly find L3 learners with
changing levels of proficiencies or balanced and unbalanced bilinguals who learn
additional or foreign languages etc. Especially, bilingual speakers can be distinguished
into different types and therefore, need to be defined. Despite of bilingual speakers, this
is also crucial for other language learners in second language acquisition (SLA) or TLA.
According to De Angelis (2007), there are terminological inconsistencies regarding the
definition of first, second and third language learners as well as bilinguals. (We will come
back to that in Chapter 2.2.). Many researchers follow Hammarberg’ s label norm of L1
for the first language, L2 for the second language learnt in childhood and L3 for the third
language someone acquired (Hammarberg 2018). For bilinguals, this division is not
always consistent since the proficiency levels can change and with the label L1 a native-
like proficiency is considered.

Another influencing factor worth mentioning is the dominant language. In recent
studies, the dominant language of bilingual or trilingual speakers was proven to affect the
other languages. Interestingly, it is this dominance factor that can also impact the change
of proficiency in bilinguals. If a heritage speaker speaks the minority language at home,
he is, probably, high proficient in this language, but then he starts going to kindergarten
and learns the majority language or dominant language, the proficiency level of the
minority language can change. At a certain point, this heritage speaker may be balanced
in both languages. But it is also likely that he will be more proficient in the dominant
language, when he also speaks the majority language with friends or when he gets
instructions in school in this dominant language. He would then be an unbalanced
bilingual speaker.

Undoubtedly, there are more variables than the frequency of use or dominance
of language that affects additional language learning. In this study, this unbalanced
heritage speaker is in the main focus. We examine whether there are differences between
monolingual Germans and unbalanced Russian and Turkish bilinguals learning English
as their second or third language. In addition, we compare the results with that of English

native adults.
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As for the type of learner, the term bilingualism can be subdivided into different
types. Bilinguals can acquire their languages simultaneously which refers to an early
acquisition and means that both languages are learnt at the same time. In contrast, a
sequential bilingual acquires one of the languages after the initial stages of the first
language (Butler 2013). Also, there is the differentiation between balanced and
unbalanced bilinguals that we previously mentioned (see i.e., Grosjean 2010). The latter
type of unbalanced bilinguals is in the main focus. Lloyd-Smith et al. (2020: 64) state that
“HL[Heritage Language] grammatical performance and competence in many domains of
grammar often differ from that of monolingual counterparts”. In other studies (see
Kupisch et al. 2014), the results show that there is no clear distinction between the
outcome of monolinguals and bilingual heritage speakers. Furthermore, the living
situation of heritage speakers play an important role. Hence, heritage speakers of the same
language groups can differ in their performance when they live in different geographical
areas (Lloyd- Smith et al. 2020). As mentioned above, one question in HL research is
why monolinguals and heritage speakers have different results at the “end” of their
language development (Lloyd- Smith et al. 2020). What is true is that the input plays a
crucial role and impacts the language learning process. According to Lloyd- Smith et al.
(2020: 65), “access to qualitatively and quantitatively different input can and does vary
across individuals, giving rise to degrees of differential HL outcomes.” In addition, Shin
et al. (2021: 1) declare that when the input of grammar is restricted in the heritage
language, heritage speakers may “acquire some features of grammar more slowly as
compared to children who experience more input.”

Although there are several studies on heritage speakers and their performance in
foreign language learning compared to monolinguals (see Chapter 2.3), the results differ
and there is no common result which can be traced back to the different proficiency levels
and background situations of the heritage speakers. Hence, infant as well as adult heritage
speakers may show completely different results within the same group of heritage
speakers. As before, this can also be observed for studies in TLA.

A domain that was not in the focus so far in third language acquisition is
demonstrative pronouns. We focus on demonstratives as a special category in grammar.
As we will see, different researchers claim that demonstratives belong to the first 20 or
50 words that are acquired in language development (see Shin et al. 2021; Diessel 2006;
Clark 1978). However, we aim to come up with new insights into using demonstratives

in third language acquisition by monolingual and bilingual heritage speakers. Therefore,

10



Introduction and Motivation

students between the ages of 12 and 16 had to describe a picture sequence about a typical
breakfast in Germany. This is the basis for the analysis of demonstratives and further
categories as counterparts to demonstratives such as articles and subclauses. However,
the English demonstrative pronouns this, that, these, and those are divided into different
categories. In this study, the determinative, identificational and subordinating use of the
pronouns is in the focus. In addition, the second category is subdivided into predicative
and anaphorical use. In Chapter 3, we will provide an overview of demonstratives and
present current studies and findings in language acquisition research. In Chapter 4.6, we
explain the demonstrative categories that are used in the analysis.

In this study, it is assumed that the use of demonstrative pronouns differs among
the different language groups. Background variables are also considered to affect the use
of demonstratives such as school type, age, the socio-economic status of the students’
parents, the students’ attitude towards English, their school grades in English and
German etc.

What we will also examine is whether bilinguals have an advantage over
monolinguals or whether their performance is similar. Again, we find differing results in
studies on bilinguals (see Chapters 2.6 and 2.8), namely that in studies in cognitive
science, often bilinguals outperform monolinguals (see Leivada et al. 2021), but in studies
on morphosyntax or phonology etc., the results remain unclear, as Lorenz et al. (2020)
show. In their study, bilinguals did not show an overall advantage over their monolingual
peers. However, in this study, we will discuss the outcome of the statistical analysis in
Chapter 6 and, more precisely, if we find a bilingual advantage of the heritage speakers
(Chapter 6.10).
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2 Language acquisition: concepts and current findings

This chapter provides an overview of the research area of third language acquisition
(TLA). First, the state of the art of TLA is introduced, followed by a subchapter about the
differentiation between second and third language acquisition. We then focus on cross-
linguistic effects (CLI). The second part of this chapter examines the terminology relating
to bilingual, heritage, trilingual and multilingual speakers. In addition, it is discussed
whether the term language learning or language acquisition is more adequate, which is
followed by a subchapter on models in TLA and multilingualism. Finally, we discuss the
advantages of bilingualism and multilingualism. In this study, we follow Hammarberg’s
distinction which uses the label L1 for the first language, L2 for the second language and

L3 for the third language.

2.1 Third language acquisition

2.1.1 State of the art

The research area of TLA is relatively new and has expanded rapidly during the past
decade (Falk & Bardel 2010). This research is constantly increasing, which is why new
methods have developed. According to Cenoz (2013: 72), there is “intense activity in
TLA,” which is evident in the high number of publications and monographs, magazines,
journals, and conferences. The interests and focus of TLA are on “different processes and
factors” (Cenoz 2013: 72), but mostly on the possible interactions of the different

languages involved. According to Antonova-Unlii and Sagin-Simsek (2015: 348),
[wihile in the second language (L2) learning process, the direction and route of interaction is quite
straightforward, in the case of the L3 learning process, interaction patterns might be much more

complicated and diverse in nature.
Berkes and Flynn (2012: 143) point out that, “L3 research offers the possibility of

assessing the extent to which language-specific properties of either the L1 or the L2
determine subsequent language development.”

For many years, monolinguals were the norm rather than an exception. But due
to migration, more children grow up with more than one language. With the website or
book Ethnologue: Languages of the World (Eberhard & Simons 2020), it can be
determined how many languages exist. More than 7000 languages are counted there. In
most of the countries, monolingualism is rarely found. Hence, a lot of people speak more

than one language which leads to the field of multilingualism and the need to investigate
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those languages, as well as the consequences of bilingual, trilingual, or multilingual
infants and adults. This field is especially crucial for language teaching because there is
a need to adjust teaching for multilingual infants in classes.

As Grosjean (2010: 5-6) indicates, due to immigrants and language contact the

phenomenon of bilingualism will increase, as will multilingualism.

With so many languages in the world [...], a lot of contact is bound to take place between people
of different language groups. And with such language contact, bilingualism will arise. Members
of one group will learn the language of another - just as, for instance, Swiss Germans learn French,
or immigrants to the United States learn English. [...] Other times, interacting groups will learn a
lingua franca (a language of communication), such as Swahili, which is used for between-group
interaction in Eastern Africa.

Note that under the term multilingualism, TLA is often included, too. However, due to

certain aspects, TLA and multilingualism are growing research fields.

Social mobility, immigration and the spread of English as an international language are powerful
promoters of multilingualism and often, in order to meet new educational demands, research into
multilingual acquisition has received an impetus for pragmatic reasons as well, such as studies on
the question of the optimum age for the introduction of the third language in a school context

where the results may be used to inform language planners (Cenoz & Hoffmann 2003: 2).

The beginning of TLA/multilingualism

The first researchers investigating TLA/multilingualism were Vildomec (1963), Stedje
(1977) and Ringbom (1987) (Falk & Bardel 2010; Cabrelli Amaro & Iverson 2018).
However, experiments were quite sporadic during that period. Only a few studies
investigated phonology (e.g., Cabrelli Amaro 2018; Rabinovitsch & Parver 1966). Later,
interest in multilingualism increased, leading to a boom at the beginning of the twentieth
century. The focus was mostly on CLI and transfer from L1 or L2. Most studies focus on
lexical interactions (e.g., Williams & Hammarberg 2009; Cenoz et al. 2003; Dewaele
1998), but there are also studies that concentrate on syntactical interactions (e.g., Bardel
& Falk 2007; Flynn et al. 2004; Leung 2005, 2006, 2009). Leung (2007) states that to
investigate L3, both syntax and lexicon should be focused on. In addition, there are few
studies on phonology (e.g., Rothman & Cabrelli Amaro 2009; Hammarberg &
Hammarberg 2009; Chamot 1973). However, the level of interest has also been rising in
recent years (Leung 2007). Research on TLA is constantly growing.

The research focus in TLA can differ depending on the investigated processes, as
is evident in studies on syntax or lexis. Moreover, most studies on TLA focus on CLIs

between the background languages (Cenoz 2013). In general, there are different
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presuppositions regarding the definition of TLA. Cenoz points out the difference between
the term’s multilingualism and TLA and refers to the definition of acquisition.

TLA is a broad area and research focuses on different processes and factors affecting its
development. Research in TLA can also adopt a variety of methodologies. The term TLA is
sometimes used as synonymous for ‘multilingualism’, but in a strict sense it means the acquisition
of a third language, and multilingualism is a much broader term that does not necessarily refer to
acquisition (Cenoz 2013: 72).

Differences between TLA and related concepts

According to Leung (2007), a differentiation must be made between the research fields
of second language acquisition (SLA) and TLA. She underlines that the focus in SLA is
on acquiring a language other than the first. In contrast, the focus in TLA lies on the
impact of the L1 and L2 on the new acquired language (Leung 2007).

The basic idea of Hammarberg (2009) is that all humans are potentially
multilingual which means that two or more languages coexist simultaneously next to each
other, e.g., an L1, L2 and L3. Hence, transfer might be possible from either the L1 (e.g.,
different linguistic knowledge of lexis or syntax can be taken and transferred into the L3)
or the L2 (e.g., knowledge of word order of the L2 is taken into the L3 or additional
language and causes a false use) that can lead to a positive or negative outcome.
(Hammarberg 2009). Why is it possible that the source of transfer is sometimes the L1
and sometimes the L2? Several factors come into account depending on the learner. Yet,
findings differ, and there is no consensus about whether a certain language is usually
taken as a source of transfer when CLI effects are found. Therefore, according to Falk
and Bardel (2010: 187),

[tlhese factors are based mainly either on the individual’s knowledge or perception of the
languages in question, or on the characteristics of the languages themselves (the target language,

TL, and the presumed influential language).

There is still a controversial debate about the status of the L2 during the acquisition of
third or additional languages. Several factors can play a role during the use of a third
language. The main factors are the status of the second language, the proficiency level of
the first and second languages and typology (Falk & Bardel 2010). These factors are
discussed in the next chapter. For example, it is possible that a learner who speaks
languages related to the same language family and that have a high similarity of structure

in syntax, morphology and even phonology but still have some differences can have a
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positive or a negative transfer during the oral or written text productions. This process is
called cross-linguistic influence (CLI).

However, there is a discussion in the research field of L1 and L2 about whether
there is, according to Chomsky, a universal grammar (UG) that is genetically embedded
within the human mind and that allows all human beings to learn languages naturally.
Moreover, opinions vary on the question of which roles the L1 and the L2 play (Leung
2005). Garcia-Mayo (2012: 135) states that,

there is an obvious difference between research on L1 and L2 acquisition from this formal
perspective: the role of UG in L1 acquisition is uncontroversial, whereas it is a topic that dominates

research on adult L2 acquisition.

In L2 and L3 studies, it is debated whether learners have access to UG. This position has
been discussed in generative studies (Flynn 2009; Leung 2007; Flynn et al. 2004). Hofer
(2015: 14) emphasizes the particularity of L3 learners compared with mono- and
bilinguals: they “develop special (linguistic and non-linguistic) skills and abilities which
are not found in monolinguals or even bilingual speakers”. In the following, second versus

third language acquisition is presented.

2.1.2 Second language acquisition versus third language acquisition

Although SLA and TLA share some qualities, there are several reasons for the
differentiation between these terms (Cenoz 2013). As discussed above, the field of TLA
is relatively new, whereas the field of SLA emerged in the 1960s (De Angelis 2007).
Mostly, SLA has been differentiated from the mother tongue or L1 acquisition. Compared
with today’s research, many researchers in the past have suggested that it was unnecessary
to distinguish between a second and a third language, since they considered second
language as an umbrella term for all languages learned other than the first language (De
Angelis 2007). Generally, research questions concerned either the acquisition of the first
language or that of the second language. Klein (1995), however, uses the term L3 for all
languages other than second languages. The need to differentiate between the different
terms was growing, since monolingualism was no longer the norm due to migration,
mixed marriages, etc. Therefore, the interest in TLA and multilingualism was growing;
hence, a differentiation between SLA and TLA was needed (De Angelis 2007).

One of the main differences is the form of acquisition, which differs because of
the linguistic repertoire: SLA learners have one language, which they acquired before the

L2 whereas TLA learners possess at least two languages, which is an advantage when
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learning a new language as, according to Cenoz (2013: 72), L3 learners can “relate new
structures, new vocabulary or new ways of expressing communicative functions to the
two languages they already know.”

Usually, TLA learners are considered more experienced at learning additional

languages, and they know more learning strategies (Cenoz 2013).

We could compare this experience to walking (L1), then learning to drive a car (L2) and then
facing the challenge of driving a bus (L3). The experience of driving a car, despite involving
different skills and strategies, can nevertheless be extremely useful when driving another type of
vehicle: the starting point is not the same as for an absolute beginner. Even though the difference
seems clear, it has not been acknowledged in SLA studies that refer to any target language as ‘L2’,

paying little attention to the language learning background or experience (Cenoz 2013: 73).

Furthermore, SLA and TLA can differ in their learning contexts. There are many ways to
learn an additional language (e.g., in school or a special language school, during studying
abroad etc.; see Cenoz 2013). Also, additional background variables are crucial such as
age, learning background, motivation, or the learning method.

Hence, these factors are important in SLA and the manner a language is learned.
According to Cenoz (2003: 73), it is also crucial “to take into account that TLA is very
common among early bilinguals who have acquired their two first languages
simultaneously.” Furthermore, Cenoz (2013) distinguishes between an active bilingual,
on the one hand, which subsumes bilinguals who had acquired their two first languages
from birth on and learn an additional language, or heritage speakers who learn at home a
minority language and the majority or dominant language in their environment outside
their home. On the other hand, she defines a foreign language user as someone “who
have acquired a foreign language [...] and are in the process of acquiring a third language”
(Cenoz 2013: 79). The learning situation varies, as a foreign language learner may have
learned one of her/his languages at school or due to language contact with a certain
language community (Cenoz 2013). Nevertheless, both types share prior knowledge
about language learning strategies of additional languages. Note that both types are
interchangeable and not an “either-or-decision” (Lorenz 2019).

In addition, the context the languages are used in are crucial, too. Some L3 learners
use their first and second languages every day, others use primarily their L1 like a
monolingual, and it is also likely that an L2 is mostly used by an L3 learner when living
abroad. Hence, the proficiency levels can change over time (Lorenz 2019). Both SLA and
TLA share some similarities, such as the “process of acquiring a non-native language, but

TLA brings together SLA and bilingualism because it is related to the outcomes of
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bilingualism with other cognitive and social outcomes such as metalinguistic awareness
or creativity” (Cenoz 2013: 73-74).

According to Bardel and Falk (2010: 189), the differences between SLA and
TLA are complex, since an L3 speaker has a “multiplicity of possible interactions
between the linguistic systems” in their mind. In line with this, there are studies that have
examined whether bilinguals have advantages over monolinguals in TLA, such as the
widespread opinion that bilinguals may have higher scores than monolinguals when
learning an L3 (e.g., Cenoz 2013; Safont 2005; Brohy 2001; Cenoz & Valencia 1994).
However, the findings are contradictory and need further research. Furthermore, there are
different models to explain CLI, which are presented in Chapter 4.7. Cenoz (2013: 75)

states that,
[t]he advantages of bilinguals over monolinguals in TLA have been explained in different ways,
but most researchers associate them with three factors, firstly, metalinguistic awareness, secondly,
learning strategies and thirdly, the broader linguistic repertoire that is available in TLA as

compared to SLA.
Since numerous studies have found different outcome between SLA and TLA, the

understanding of TLA has changed. According to de Angelis (2007: 4), an L2 learner can
no longer be the basis for “non-native language acquisition”, since in SLA, the L1 can be
a source of transfer, whereas in TLA, all languages can influence each other and cause
CLI effects (Cenoz et al. 2001). Furthermore, the proficiency of a previously learned
language can impact the learning of additional languages (De Angelis 2007). We return
to this point in the next chapter. As we have seen, there is no common sense about what
affects language learning the most, since different factors can play a role, such as age,
proficiency level, metalinguistic awareness in the background languages, the status of the

second language etc.

Theories in second language acquisition (and third language acquisition)

In the middle of the 1990s, the full transfer/full access hypothesis (FT/FA) was proposed
by Schwartz and Sprouse (Schwartz & Sprouse 1996). The idea is that in the initial stages’
knowledge of the L1 syntax is fully transferred to the L2. This hypothesis can be
transmitted to TLA; hence, it would correspondingly be talked about a full transfer from
the L1 into the L3. The idea is that “the Universal Grammar (UG) is there in acquiring
any new language to help the learners with the syntax of that language” (Jabbari & Salimi

2015: 2). In addition to the cumulative enhancement model which will be presented in
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Chapter 2.7.2, the FT/FA hypothesis includes either positive or negative transfer. Jabbari
and Salimi (2015) could not prove the L2 status factor! which will be discussed in Chapter
2.7.1. However, we claimed previously that the findings of studies on L3 vary crucially.
Nevertheless, Jabbari and Salimi (2015) examined L2 and L3 learners of English who
were either Persian native speakers who learned English as an additional L2 or Turkmen
learners who were native speakers of Persian and had English as an L3. In two
experiments, the use of simple present and present progressive was tested. The results
support the FT/FA hypothesis and reject the L2 status, since no impeding role of the L2
could be proven, and the significance of the L1 was confirmed (Jabbari & Salimi 2015).

In contrast, Pienemann (1998) proposed the processability theory (PT), which is
described as “[s]tructural options that may be formally possible, will be produced by the
language learner only if the necessary processing procedures are available” (Pienemann
1998: 4). This is regarded as a sole computational process in the learner’s brain and
focuses only on “the sequence in which procedural skills develop in the learner”
(Pienemann 1998:5). In line with this, Hakansson et al. (2002) presented the
developmentally moderated transfer hypothesis (DMTH), which is a continuation of the
PT. However, Pienemann and Hakansson (2007: 486) understand both theories as
“different types of word order [that] may be present at the initial state in different
languages.” The basic idea is that knowledge about syntax is not used as a source of
transfer in the initial stages of language acquisition; instead, they argue that it may be a
source “when the interlanguage (IL) can process it” (Pienemann & Hakansson 2007:
486)2.

2.1.3 The effects of cross-linguistic influence in third language
acquisition
Definition of the term “cross-linguistic influence”

Gonzéalez Alonso et al. (2021: 2) understand the term cross-linguistic influence (CLI) “as
the copying of linguistic representations from one language to another.” According to
Lorenz & Siemund (2020: 3) CLI mostly replaced the widespread term transfer. With

1 The L2 status factor model claims that in third language acquisition the main source of transfer is the
second language learnt, see Chapter 2.7.2.

2 For a critical discussion about the DMTH or PT, see Bohnacker (2005, 2006) or Lorenz (2019); for a
discussion of the interface hypothesis (IH), see Montrul & Polinsky (2011) and for studies on IH see Sorace
(2011)
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CLI, Sharwood Smith & Kellerman (1986: 1) defined interactions between the
background languages that may cause “transfer, interference, avoidance, borrowing and
L2 related-aspects of language loss.” More generally, Sharwood Smith & Truscott (2006:
202) describes CLI as “performance strategies and processes affecting L2 knowledge or
‘competence’”. In line with this, De Angelis identifies CLI as “how and under what
conditions prior linguistic knowledge influences the production, comprehension and
development of a target language” (De Angelis 2007: 19). Following the definition of de
Angelis (2007), we explore whether and to what extent background languages influence
each other, as well as the acquisition of an L3, namely English. When an L3 learner has
two background languages, their brain “has choice” to decide whether a language can be
source of transfer and, if so, which language (Puig-Mayenco et al. 2020: 33).
Furthermore, both the L1 and the L2 can “simultaneously” impact the L3, which can be
seen as “some level of hybridity from both sources” (Puig-Mayenco et al. 2020: 33). Note
that CLI can either be positive or negative, and during the acquisition process, an L3 can
be influenced by both background languages and vice versa. The L3 can also affect the
L1 and L2. Puig-Mayenco et al. (2020: 33) point out that in a situation in which CLI
occurs, the learner’s brain “is forced to make an unconscious ‘best guess’ as to what
efficiently assist the creation of a linguistic representation that is able to parse the L3/n
input”. However, de Angelis (2007: 20-21) underlines that there are two types of CLI:
first, the “one-to-one type,” which refers to the interaction “between the source and the
target language”; second, the “many-to-one type” regarding the impact from at least two
background languages as sources of transfer competing in affecting the L3. Hence, the
L1 can influence the L2, and the L2 the L3, and vice versa, or the L1 and the L2 impact
the L3, which is called “combined CLI” (De Angelis 2007: 21).

2.1.3.1 Transfer effects in first, second and third language acquisition

Since we already defined CLI, we now explore which different interactions of the
background languages and of the target language are possible. Before we discuss possible
scenarios, we illustrate the differences between L1, L2 and L3 acquisition. The following
diagram presents the factors involved in the language acquisition processes. This model
was designed by Falk and Bardel (2010), who adapted it from Hufeisen and Marx (2007).
They assume that every learner has prerequisites for language acquisition. Interestingly,

such prerequisites differ from one learner to another.
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Figure 2: Language acquisition processes for L1, L2 and L3 acquisition according to Falk & Bardel (2010: 191)

To illustrate L1 acquisition, the left diagram shows the factors that impact the process of
acquisition, such as prerequisites and input, depending on the parents or caregivers who
talk to the child. As illustrated in the middle of this diagram, encyclopaedic knowledge,
and knowledge of the L1 influence the acquisition of L2. Hence, more factors are included
when acquiring new languages. Yet, in L3 acquisition there are even more factors such
as knowledge about the L2. Thus, when a learner has already acquired an L2, he/she has
learning experiences and learning strategies. This knowledge may help to learn a third
additional language (Falk & Bardel 2010). Note that in this model the backward direction
is missing regarding the L2 also impacting the L1, and the L3 may also influence the L2
and the L1. In this model, there is only one direction, namely that from the L1 or L2 onto
the new, additional language.

In Figure 3, Sanchez (2020) also adapted the model proposed by Hufeisen and
Marx (2007). In addition to the previously diagram, Sanchez includes different factors
typically explored in bilingual studies and research on SLA. She points out that her model
is not limited to the typical factors discussed in the literature, such as “age, proficiency,
aptitude or motivation” (Sanchez 2020: 18). Instead, the model contains
neurophysiological factors, learner external factors, affective factors, cognitive factors,
and foreign language-specific factors affecting the acquisition of an L3 “in a multilingual
learning situation” (Sanchez 2020: 18). Both models include prior language knowledge
from the L1 and L2, experience and strategies in learning additional languages and
linguistic prerequisites. But the second model is more specific, especially when
considering affective aspects, cognitive aspects, and specifics of foreign language

learning, such as interlanguages.
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Neurophysiological factors: General language acquisition capability, age, ...

Learner external factors: Learning environment(s), type and amount of input, L1 learning traditions, ...

Affective factors: Motivation, anxiety, assessment of own language proficiency, perceived
closeness/distance between the languages, attitude(s), individual life experiences, ...

Cognitive factors: Language awareness, metalinguistic awareness, learning awareness,
learner type awareness, learning strategies, individual learning experiences, ...

Foreign language specific factors: Individual foreign language learning
experiences and strategies (ability to compare, transfer, and make
interlingual connections), previous language interlanguages,
interlanguage of target language, ...

Linguistic factors: L1, L2
L3

Figure 3: Sanchez’ model of TLA adapted from Hufeisen and Marx (2007) (Sdnchez 2020: 18)

Having reviewed the different factors during the acquisition of an L3, in the following,
possible CLI scenarios are presented. In the illustration above, different aspects are
considered when learning an L3. Transfer effects can either be positive or negative or

neither. Lorenz (2019) describes the following scenarios for such an acquisition process:

(i) no influence from the background languages;

(i) exclusive influence from the first language;

(iii) exclusive influence from the second language; and finally

(iiii) influence from both the first and the second language.
(Lorenz 2019: 21)

Note there is also the possibility of a “reverse” transfer “from the L2 or the L3 back onto
the L1” (Sanchez 2020: 29). In line with this, Kroll, and Navarro-Torres (2018: 246) state:

Perhaps the most important revision in the classic story is that the native language has been shown
to be changed by L2 experience. Becoming proficient in an L2 is not only a matter of acquiring all
of the new structures and forms associated with the new language, but also regulating the L1 to
enable the influence of the L2 on L1. Again, recent neuroscience studies provide dramatic evidence
that the L2 begins to change the L1, even when learners are at early stages and not at all proficient
in the L2.

According to Lorenz (2019: 21), the first scenario is highly improbable, since it is
assumed that “at least some influence” from both previously acquired languages or from
just one will occur. Therefore, in Chapter 4.7 models in TLA and/or multilingualism that

consider such possible transfer effects are presented.
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Second language learners have two systems that can potentially influence each other (L1<L2)
[...]. Two other bi-directional relationships can take place in third language acquisition: the L3
can influence the L1 and be influenced by the L1 (L1+L3) and cross-linguistic influence can also
take place between the L2 and the L3 (L2<L3). (Cenoz et al. 2001: 2)

In the following, we discuss these scenarios and present different factors that may

influence transfer effects.

Influence from the L1

The hypothesis of the Absolute L1 Transfer means that transfer from the L1 can take place
in two ways: the L1 blocks the L2, or “the L2 is fully based on structural representations
of the L1” (Lorenz et al. 2019: 5).

The importance of the L1 during TLA was proven by Jabbari and Salimi (2015).
They tested different models in TLA, inter alia the FT/FA hypothesis. Their participants
were either native speakers of Persian who learned English as an L2 or native speakers of
Turkmen who already learned Persian as an L2 and acquired English as an L3. Via two
experiments about simple present and present progressive, the researchers found support
for the FT/FA hypothesis. They also found that the L2 was rarely the source of transfer;
mostly, the L1 was used in both cases (Jabbari & Salimi 2015).

In addition, Hermas (2014) investigated two scenarios including the typological
primacy model (TPM) and the L1 as the source of transfer. He tested “subject-verb
inversion in declarative sentences and null expletive subjects” (Hermas 2014: 1). He
examined 14 adults during initial stages of learning English as an L3. The adults were
native speakers of Arabic (L1) and advanced learners of French as an L2. To find
evidence for morphosyntactic transfer, an acceptability judgement test and a preference
test were used and statistically analyzed. To compare the results, three control groups
consisting of Moroccan Arabic natives, French natives and American English natives
were tested, too. The findings support the basic idea that Arabic as L1 was a source of
transfer in the study that did not prove the L2 status factor for initial stages of acquiring
an L3. No positive transfer from French was found. “The results indicate that only L1
Arabic has a significant influence on the initial stages of L3 English” (Hermas 2014: 15).

He further emphasizes that,

[i]f L2 French were involved, we would expect a significant facilitative effect of French on the
accuracy of the L3 beginners (L2=L3), leading them to accept the grammatical sentences and

reject the ungrammatical ones (Hermas 2014: 15).
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Hermas underlines that the developmental stage during language acquisition is crucial
since it influences the results. Hence, the results of the study cannot be generalized;
instead, they only refer to the certain group of L1 Arabic speakers, advanced French L2
speakers and learners of L3 English in the initial stages of language development. In this
sense, it is necessary to conduct more studies to be able to compare findings. In our study,
we focus on two language groups and two age groups, but we return to this later in Chapter
5. Further studies that have found evidence for absolute L1 transfer on the L3 are Hermas
(2014), Lozano (2003) and Na Ranong & Leung (2009).

Influence from the L2

Some studies have proved mainly the L1 as a source of transfer; however, for TLA, the
L2 Status Factor Model was proposed by Hammaberg & Williams (1998). This model
finds evidence for the L2 being a source of transfer. We return to this model in Chapter
3.7.1.

In a study about the acquisition of adjective placement in English, Ghezlou et al.
(2018) examined one group with native speakers of Azeri® who learned Persian as their
L2 and another group with L1 speakers of Persian. Both groups were learning English as
their additional language. The former as their L3, the latter as their L2. A total of 180
university students, either monolingual or bilingual, took a syntactic structure test, a
proficiency test, and a questionnaire regarding background information. The findings
indicate “there was no significant difference between the monolingual and bilingual
groups’ means on the Farsi-to-English translation” (Ghezlou et al. 2018: 179). Hence, the
findings cannot support any advantages of bilinguals over monolinguals. In addition, this
outcome establishes a “non-facilitative effect from bilingual learners’ second language”
(Ghezlou et al. 2018: 179). To test different models for TLA, their findings neither
support the CEM nor the TPM. Instead, they consider the “L2 had a stronger role than L1
in L3 acquisition of adjective placement” (Ghezlou et al. 2018: 180), which is in line with
the L2 status factor model. Since Azeri-Persian are normally subtractive or unbalanced
bilinguals, the results may be different for another language group. In this case, the L1 is
only acquired orally; in institutions, the official language is Persian, which might affect
the results of the study (Ghezlou et al. 2018: 180).

3 Azeri is the official language in Azerbaijan
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Influence from both the L1 and the L2

In recent studies, a fourth scenario has been considered: the possibility of transfer from
both the L1 and the L2. This has largely been known as Hybrid Transfer (Puig-Mayenco
et al. 2020: 48). In a study about the connection between CLI effects and similarity in
TLA, Cabrelli et al. (2015) examined, via a scalar grammaticality acceptability task, the
initial and the advanced stages of Brazilian Portuguese as an L3, especially “the feature
configuration of embedded T” (Cabrelli et al. 2015: 1). Note that embedded T refers here
to “the syntactic domain implicated in whether or not a language allows for S-to-S
[Subject-to-Subject] RExp [raising over an intervening dative experiencer]” (Cabrelli et
al. 2015: 9). In the first experiment, two sequential bilingual groups were tested at their
initial stages of learning Brazilian Portuguese as an L3: the first group (A) contained 18
L1 English speakers and advanced Spanish L2 speakers, the second group (B) comprised
15 Spanish L1 speakers and advanced English L2 speakers. In addition, native speakers
of English, Spanish, and Brazilian Portuguese served as control groups. Interestingly,
Spanish “blocks RExp,” whereas English and Brazilian Portuguese allow it (Cabrelli et
al. 2015: 9). The verb examined in the study is parecer (to seem). The findings of the first
experiment confirm that both groups were able to “distinguish between different
complement types for the raising verb parecer/to seem in both their L1, and crucially,
their L2” (Cabrelli et al. 2015: 20). In Spanish, this structure is blocked, which was proven
by the performance of both groups. In addition, the groups accepted the structure in
English, but they refused the use in Brazilian Portuguese, although it is allowed. The
results support the TPM of Rothman, which is presented in Subchapter 2.7.3. However,
transfer was found from Spanish either as the L1 or the L2. To discover what might
happen after CLI at the initial stages, Cabrelli et al. (2015) again used the experiment
from the beginning, but with a different language group to have a cross-sectional study.
In this case, 15 L1 English speakers, advanced L2 Spanish speakers and advanced L3
Brazilian Portuguese speakers participated. The question addressed is “how robust is the
effect of structurally-driven transfer at the initial stages?”” (Cabrelli et al. 2015: 21). The
results of the second experiment substantiate the native-like ability in L3 Brazilian
Portuguese of L1 Spanish speakers at the expense of their high proficiency in their mother
tongue Spanish. Furthermore, advanced learners “successfully reconfigured the feature
specification” (Cabrelli et al. 2015: 24). Therefore, both experiments found evidence that

at the initial stages either positive or negative transfer can take place and “reanalysis of
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this as a byproduct of L3 learning seems to suggest that redundant acquisition is a reality”
(Cabrelli et al. 2015: 27). According to Cabrelli et al. (2015), redundant means that
something has been learned earlier for another purpose and system that now is disposable
for CLI. However, the study indicates that transfer from both L1 and L2 can occur no
matter if positive or negative. What is particularly noteworthy is that learners cannot
decide whether a background language may be source of transfer and, if so, which

language might be supportive for CLI effects from either the L1 or L2 or neither.

2.1.3.2 Further concepts and factors affecting the L3 acquisition process

We have considered different hypotheses in additional language acquisition; however,
factors such as typology and proficiency level play a crucial role in certain models. We

now briefly discuss these terms.

Linguistic typology

In the acquisition of additional languages, linguistic typology is one of a plausible
explanation when influence from the background languages is found (Lorenz et al. 2018:
6). According to Siemund (2013: 13), linguistic typology includes “structural differences,
i.e., structural variation, between languages, working towards taxonomies of linguistic

structures and their mutual relationships”. In addition, Ghezlou et al. (2019: 1300) defines

typology as
on the one hand [as] the relatedness between the background languages and the target language
[...], or as particular structures being similar in the background language and the target language,

disregarding the language relatedness.
Hence, typology compares linguistic representations and systems (Lorenz 2019: 129). For
that, an example might be monolingual Russian speakers who “find it difficult to acquire
the English determiner system when learning English as an L2, since Russian encodes
definiteness and indefiniteness differently” (Lorenz et al. 2018: 6). In addition, when an
L3 learner of English is a heritage speaker of Russian and dominant in German they
benefit from German, since the determiner system in both English and German overlap
(Lorenz et al. 2018: 6).

However, languages can share similarities that are either genetically related to the

same language family or structurally which means that they are not typologically related,
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but they contain similar grammatical structures (see the Linguistic Proximity Model in
Chapter 2.7.4). According to Croft (1990), the latter type is called ad-hoc-similarity. For
example, the final position of a verb in German and Turkish or in related languages is a
structural similarity. Both genetically and structurally similarity can be found in German
and Swedish, e.g., with the aspect of the second-verb position (Falk & Bardel 2010).
Also, psychotypology can be a plausible explanation for cli effects in third
language acquisition (Kellermann 1983). According to Cenoz et al. (2003: 105), this term
is defined as “the individual’s perception of language distance” which means that

structural similarity is selective by the learners’ perception.

The proficiency level

The proficiency level in the background languages may alter the outcome of the new
acquired language as a plausible explanation (Lorenz et al. 2018: 6).

According to Hammarberg & Williams (2009), a high proficiency level in one
of the background languages might have a facilitative effect on the acquisition of a new
language and vice versa. Instead, De Angelis (2007) states that a low proficiency level
may impact the target language and may lead to negative CLI effects. In general,
Hammarberg (2018: 142) points out that, “even a language at an elementary level can
become activated and cause transfer in situations where L3 too is at a low level.” In
addition, Hammarberg (2018: 142) states that, generally, CLI occurs more often at initial
stages in L3 acquisition when the proficiency level is lower “where the lack of expressive
resources in L3 more often causes a background language to become activated.” In
contrast, De Angelis (2007: 33) argues that transfer may also “occur at more advanced
stages of acquisition™:

The effects of positive transfer are most typically found at advanced stages of acquisition, when

learners are more likely to benefit from their knowledge of other languages, and of cognate

vocabulary in particular.
Note that the type of transfer (positive, negative, or null) depends on the individual learner
no matter if the L3 development is at an “early or advanced stage[...]” (De Angelis 2007:
33). According to Montrul (2014), it can vary how proficient a heritage speaker is due to
the immigration background and the type of bilingualism. Often, heritage speakers are
unbalanced in their languages (Montrul 2014). The level of proficiency can vary in their

reading/writing and listening/speaking competences. In addition,
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they largely exhibit one frequently used language, which is sometimes referred to as the dominant
language, and one less frequently used language (the latter mostly coincides with lower

proficiency) (Lorenz & Siemund 2020: 7).
Similarly, the degree of proficiency can change over time depending on the individual

situation (Lorenz & Siemund 2020). A child heritage speaker of Turkish-German living
in Germany may have more input of German than of Turkish. This can cause L1 attrition
in the heritage language because German is dominant. What is important in this context
is the input of Turkish. It may very well be that the parents speak less frequently in
Turkish at home to the child. Furthermore, it is crucial to identify the learner’s
background. Young heritage speakers who immigrated to Germany a few years ago may
be still very proficient in their heritage language, but if the learner was born in Germany,
the proficiency in both Turkish and German may vary in comparison with the former

case. The importance of dominant language use is shown in the following.

2.1.3.3 The dominant language effect

Bilingual or heritage speakers can either be balanced or unbalanced. The latter type relates
to speakers who have a dominant language and a minority language. Such unbalanced
speaker might be more proficient in the dominant language because this language is the
language of environment and mostly used in daily life, whereas the minority or heritage
language is more commonly used in a family context or in some cases the heritage
language is mostly used orally.

However, Hopp (2019) investigated English as an L2 and L3. To compare SLA
with TLA, he tested 31 pre-school children in Germany who were monolingual Germans
and learning English as a foreign language, and 31 sequential bilingual Turkish-Germans
also acquiring English in school in classes three and four. Via a sentence-repetition task
and a picture-story retelling task, he explored whether and to what extent existing models
in L3 can be applied to German heritage speakers of Turkish with German as their
dominant language. On the one hand, the focus was on verb-second order and the order
of adverbs, since English and German have different realizations. On the other hand,
differences between English and German, and between English, German and Turkish
were considered, namely verb-complement order and the realization of subjects and
articles (Hopp 2019). However, the findings prove that language dominance plays a

crucial role, since the main source of transfer came from German as the majority
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language. Due to the lack of differences between the groups, no evidence for CLI from
Turkish were found. Hopp (2019: 579) states that “[b]oth groups had greater difficulty
with phenomena that are dissimilar between English and German, while analogous
phenomena presented less or no difficulty.” Furthermore, the bilingual group displayed
the same pattern as the German monolinguals. Thus, the study supports previous results
of “analogous development among child L2 and child L3 learners of English” (Hopp
2019: 579) Nevertheless, he also argues that although German is the L2, and when
considering the order of acquisition, he admits that it may “equally be a L1 or may have
taken over the role of the L1 as it became the more dominant language” (Hopp 2019:
579). According to Hopp (2019), the bilingual group used German more frequently, since
it was the dominant language and the language of instruction. Hence, Hopp points out
that German had more influence as a source of transfer, but he rejects transfer from L1 or
L2, and also the CEM. He suggests that current models in L3 “need to be expanded to
include the effects of dominance,” and he questions “if transfer from German reflects
effects of typology or dominance or whether their effects are additive” (Hopp 2019: 580).
On this basis, it is not possible to distinguish between typological similarity and language
dominance, which demonstrates that further studies with other background languages
need to be considered.

In a study by Puig-Mayenco et al. (2018), the aspect of the dominant language
is examined. Their hypothesis is that “[1Janguage dominance matters” (Puig-Mayenco et
al. 2018: 5). Two groups of balanced bilinguals were tested via a grammatical-judgement
task and a self-paced reading task. The first group were L1 Spanish speakers who acquired
the L1 from birth and Catalan as their L2, which they started at the onset of schooling.
The second group contained the opposite scenario, with L1 Catalan speakers and L2
Spanish speakers. Both groups were highly proficient in both languages. The focus of
interest were negative concord items (NCI) and differential object marking (DOM). Both
languages examined are considered negative concord (NC) languages, with the exception
that Catalan “seems to be the only language that allows for optionality of the negative
marker when the NCI is in pre-verbal position” (Puig-Mayenco et al. 2018: 3). Spanish
Is attested “to be a DOM language,” whereas Catalan is not (Puig-Mayenco et al. 2018:
4). However, the results for NCI conditions indicate that neither ’dominance of language”
nor “order of acquisition” affect the use of NCI (Puig-Mayenco et al. 2018: 4). For DOM,
the findings revealed something different. To have a fair comparison, bilingual groups
were compared with each other, instead of with the native speaker control groups.
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Regarding DOM, the bilingual Spanish-Catalan group displayed influence from Catalan,
which was their majority or dominant language. Interestingly, the parents of these
bilingual heritage speakers moved to Catalan, which became their L2. Hence, their
children were immersed in Catalan at school. However, at home, the family language still
is only Spanish. This special environment supports such “successful bilingualism” (Puig-
Mayenco et al. 2018: 14). Particularly noteworthy is that the heritage speakers in this
study differed from the broader definition of such speakers, since in this case both
languages were highly proficient as native speakers of both languages. Normally,
according to Montrul (2014) and Lorenz and Siemund (2020), heritage speakers are
unbalanced bilinguals. However, Puig-Mayenco et al. (2018: 14) consider their heritage
speakers (HSs) “a sub-type” and they clarify that “[t]he increased opportunity to conserve
dominance in Spanish does not disqualify our HSs from being HSs.” Furthermore, they
point out that an environment such as Spanish-Catalan offers insights into important
factors that can be compared with other Spanish heritage speakers and their environments
(Puig-Mayenco et al. 2018). Even if the bilingual heritage speakers are balanced, the
findings support that dominance of languages matters and impacts the performance of
such groups. However, the settings of such bilingual heritage speakers are individual and
may vary. Hence, more studies that address language dominance are presented.

Like Hopp (2019), Fallah and Jabbari (2018) also explored bilingual speakers in
school at initial stages of learning English as an additional language. The aim of their
study was to find evidence for three L3 models: the L1 factor, the CEM and the TPM. In
contrast to Hopp (2019), they did not investigate languages that are typologically close to
English. A sample of 85 participants were tested in a grammatical-judgement task and an
element-rearrangement task to examine attributive adjectives. To compare the results, 21
native speakers of English were tested also. Fallah and Jabbari (2018) divided the
participants into three groups: the first group consisted of L1 Mazandarani speakers and
L2 Persian speakers whose language of communication is their L1. The second group had
the same language constellation, but differed in their language of communication, namely
the L2 Persian. The last group included the opposite order of languages, with L1 Persian
speakers and L2 Mazandarani speakers. Like the second group, the third also used Persian
for communication. In contrast to Hopp (2019), this study considers unbalanced bilingual
students speaking a majority language and one used less frequently, but they are not
heritage speakers. The results neither support the L1 factor nor the CEM or TPM.
Regarding the source of transfer, the main factor that could be proven was language
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dominance (Fallah & Jabbari 2018: 210). The researchers argue that the results are limited
to the initial stages of L3 acquisition and suggest that further studies with different
language combinations are necessary.

In line with this, Jabbari et al. (2018) carried out another investigation about the
acquisition of wh-question in L3 French by Persian-English bilinguals. Again, they tested
current L3 theories. They differentiated three bilingual groups: first, L1 Persian speakers
and L2 English speakers whose dominant language was French; second, the same order
of languages as Group 1, but with Persian as the language of communication; and third,
L1 English speakers and L2 Persian speakers, again with the dominant language being
Persian. Via a grammatical-judgement test and an element-rearrangement test, student
patterns in French wh-questions were tested. Corresponding to Fallah and Jabbari (2018),
the findings reject the absolute L1 transfer, the CEM, the TPM and the L2 status factor.
Again, the dominant languages played the main role in transfer effects since, for Group
A, French, and for the other two groups, Persian, were the dominant languages affecting
CLI effects (Jabbari et al. 2018: 14). The researchers argue that “in the initial stages of
L3 acquisition, CLI originates from the dominant language of communication,
irrespective of whether it is the L1, L2, or L3 (Jabbari et al. 2018: 14). However, they
also assume that it is too early to exclude typological similarity or the L2 status factor as
possible sources of transfer.

So far, the debate about influencing factors in L3 acquisition and the different
findings indicate how relevant this discussion about CLI effects is. With our study, we
wish to add new perspectives to this field. However, the results of studies on L3
acquisition are contrary. To discover “when, how and to what extent previous linguistic
experience (from the first language, second language or both languages) affects the initial
stages and beyond of adult third language (L3) acquisition,” (Puig-Mayenco et al. 2020:
31) Puig-Mayenco et al. (2020) examined 71 studies published between 2004 and 2017.
The systematic review indicates that,

differences exist related to the backgrounds of the subjects tested, the languages in the trilingual
pairings, the domains of grammar tested and several non-trivial distinctions in type, creation and

administration of the testing methodology” (Puig-Mayenco et al. 2020: 48).
In addition, the researchers first suggest that “order of acquisition [...] can hardly be

considered the main factor in the selection of the source of transfer in (the initial stages
of) L3/Ln acquisition” (Puig-Mayenco et al. 2020: 50). Second, they point out that a bi-
directional mirror-image design is needed to determine transfer effects in multilingual

learners (Puig-Mayenco et al. 2020: 50).
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2.2 Who is bilingual? Terminological (in)consistencies

Multilingualism is a common phenomenon. There are 7000 languages around the world,
which causes diversity. With 900 million speakers, Mandarin is the language with the
highest number of speakers followed by Hindi, Spanish, and English, with more than 300
million speakers (Eberhard & Simons 2020). Some languages have fewer than a thousand

speakers.

English as global language

Due to its use as a lingua franca, English enjoys a special status. Therefore, many new
languages, such as pidgin versions of English, have flourished. Mostly, however, the
monolingual bias is deeply ingrained in the thinking of people (see Hammarberg 2017).
Nevertheless, as De Angelis (2007: 10) outlines, “it can no longer go unnoticed that a
large part of the world’s population speaks several languages on a daily basis.” Many
people are used to speaking more than one language in daily situations (Lewis 2018),
which underlines that multilingualism is receiving increasing attention. Another reason
for the increasing awareness of multilingualism is that, due to mixed marriages, many

children are growing up with more than one mother tongue. Bialystok (2013: 625) states
[c]hildren become bilingual for many reasons: immigration to a new country; extended family that
speaks a traditional language; education in a language other than the language of the home; or

temporary residence in another country.

The label L1 is not difficult to define, since it refers to the mother tongue. Yet, for an L2
or an L3/Ln speaker the terminology is still inconsistent. When a new research field arises,
new terminology is needed, but what mostly happens is that researchers tend to “borrow
the terminology already used in well-established fields such as SLA or Bilingualism and
adapt it to multilingualism” (De Angelis 2007: 8). Sometimes, this can lead to overlaps
between terms and meanings; hence, it is appropriate to establish new terminologies.
However, as De Angelis (2007) points out, there is no consensus regarding the terms used
in TLA. We now present different ways to classify L3 speakers.

Classification of languages and the problem with the proficiency level

Hammarberg (2009: 6) states that, “[a] first language (L1) is any language acquired
during infancy, and a second language (L2) [is] any language encountered and acquired

after infancy.” As previously mentioned, in SLA, the native language of a speaker is
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labelled as the L1, the first language, whereas the acquisition of a non-native language is
labelled as the L2, the second language (De Angelis 2007: 4). In line with this,
Hammarberg (2018: 140) points out that, “[i]n traditional SLA usage where no distinction
Is made between a learner of a first L2 and one who learns further languages, all are
referred to as L2.” Since in SLA it is widely agreed that the acquisition of an L1 and an
L2 differ essentially, the differentiation between L2 and additional languages “is in fact
redundant, as the process underlying the acquisition of all non-native languages is
essentially the same” (De Angelis 2007: 4).

However, this view has changed, and it can be argued “that some differences
between types of acquisition exist and should be accounted for” (De Angelis 2007: 4), as
discussed in the previous chapter. Now, the consensus is that all background languages
can impact additional language learning and vice versa. Hence, there is a need to define
these further languages. According to de Angelis (2007), the terms multilingualism and
TLA are mostly used synonymously. She suggests the term “third or additional language
acquisition [because] it refers to all languages beyond the L2 without giving preference
to any particular language” (De Angelis 2007: 11). Hence, she proposes a term that can
be delineated from L1 and L2.

Hammarberg (2018) distinguishes the different terms according to their order of
acquisition. He argues that in SLA the L2 refers to any non-native language, whereas in
TLA it means the second language chronologically learned (Hammarberg 2018: 139—
140). He explains that an L3 can be, in chronological order, the language acquired after
the L2, but it can also be the languages acquired after two first languages, since this would
be the case for early bilingualism. Finally, it can refer to a speaker learning a new
language who already speaks one or more additional languages (Hammarberg 2014: 3).
Therefore, he proposed 2010 his linear model, which refers to the labelling of languages
in their chronological order. Due to different proficiency levels and diverse biographies,
it may not always be possible to follow this accurate labelling. Nevertheless, Hammarberg
(2010: 93) admits, regarding the chronological order of multilingual languages, that often
it is difficult and not always suitable to order such languages in a linear model. In this
study, bilingual speakers are examined.

The question is, how can we define bilingual speakers who simultaneously
acquired their two or more first languages when we follow this linear model? It may be
easier labelling bilingual heritage speakers who, for example, were born in Turkey and
then moved to Germany at the age of three. In this case, Turkish would be the L1 and
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German the L2. However, even the proficiency of these heritage speakers may change
over time due to the dominance of one of the languages (Hopp 2019; De Angelis 2007).
De Angelis (2007) explains that the languages of bilinguals can either be balanced or one
language is dominant. This dichotomy can only be transmitted to multilinguals when
related to the proficiency level of each language the multilingual speaks (De Angelis
2007: 9). In our example, the former type is a heritage speaker who is equally proficient
in Turkish and German. Since German is the dominant language and used in school etc.,
the proficiency level becomes higher, and that of the L1 lessens. In this case, we have a
dominant relationship between Turkish and German. However, this is not considered in
the linear model, which may lead to the wrong assumption that the L1 is always the most
proficient. Bilingual heritage speakers may become more proficient in their L2, which
may be the dominant language. According to Grosjean and Byers-Heinlein (2018: 7), the
proficiency level of bilinguals can change due to different events, such as “moving to
another region or country, meeting a partner, or losing a family member with whom one
spoke a language exclusively.” However, we cannot identify the proficiency level only in
labelling the languages chronologically. It may also be useful in some cases to follow this
labelling. In Germany, a monolingual German (L1) child learns English as a foreign
language in school as the L2 and then starts to learn French or Spanish or Russian, for
example, as their L3. In this context, the labelling is easier than for simultaneous
bilinguals or bilingual heritage speakers. For bilinguals, Hammarberg (2014: 6) suggests
changing the label differentiated into native language(s) and non-native language(s)
based on cognitive differences. The former type is acquired as a child (since birth) and
the latter as an adolescent or adult. In line with this, Hammarberg (2010: 97) defines the
third language L3 in a multilingual context as “a non-native language which is currently
being used or acquired in a situation where the person already has knowledge of one or
more L2s in addition to one or more L1s.”

De Angelis (2007) explains how ambiguous the labelling in such an area is.
Dewaele (2017: 3) proposes using the label LX, “meaning any language after the age of
3 years, to any level of proficiency. It is then possible to be either specific and compare
the person's L2, L3 or L4, or to make a more global statement about the person's LXs.”
He underlines that it is important to find a word that is not a value judgement as it could
be seen in the dichotomy of native vs. non-native speaker or new speaker proposed by
O'Rourke and Pujolar (2013). In both views, the definition of native speaker is criticized.
However, we do not follow this classification. De Angelis (2007) argues that the
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discussed inconsistencies do not consider proficiency. In addition, she clarifies that a
differentiation between child or adult bilinguals is necessary to avoid a “generalizing [0f]
research findings” (De Angelis 2007: 10).

However, according to Dewaele (2017), the term native speaker does not consider
proficiency. It implies that as a native speaker the proficiency level is high. Dewaele
(2017) argues that a native speaker can lose their mother tongue, reducing the proficiency
level. In addition, language attrition can occur, reducing the proficiency level and the
native speaker norm. This is a possible scenario when someone has to leave their country
due to war and begins a new life somewhere else. After a certain time, perhaps the L1 is
hardly ever spoken and the proficiency in the dominant language grows. According to
Ghezlou et al. (2018), another scenario is when a language is only acquired orally and a
second L1 is acquired orally and in writing. This often happens in Iran, where Azeri-
Persian bilinguals acquire their L1, Azeri, only in spoken language. In academic contexts,
they learn Persian in both writing and speaking. Hence, the more dominant language is
Persian, which may have a larger effect on additional language learning (Ghezlou et al.
2018). To sum up the discussion on terminology inconsistencies, Hammarberg (2009: 6)

defines the L3 as “a special case of the wider category of L2, and not necessarily
Acquired during infancy?

Yes No

A primary language A secondary language

Is at least one other secondary language
known to the user?

No Yes

The first secondary language When viewed in relation
(the first L2) to the person’s

L1(s) and other L2(s)

A tertiary language (L3)
Figure 4: Hammarberg’s language acquisition hierarchy (Hammarberg 2010: 101)

language number three in order of acquisition,” and proposes a language model involving

three levels. With this hierarchy of language acquisition, Hammarberg (2010: 101) offers
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an alternative to order languages among multilingual speakers, namely with a primary, a
secondary and a tertiary language.

Finally, there are overlaps between the definition of bilingualism, TLA and
multilingualism. One the one hand, Cenoz (2013: 71) emphasizes that, “TLA is often
labelled as multilingual because it involves situations with three languages.” Similarly,
Aronin (2019: 3) states:

[t]he term multilingualism is used here to refer to the use of three and more languages and is
distinguished, where appropriate, from bilingualism, the use of two languages. In this perspective

bilingualism is taken to be a special case of multilingualism rather than vice versa.

On the other hand, according to De Angelis (2007: 17), there are also researchers who
use “the term multilingualism [...] to refer to bilingualism.” Another example of
multilingualism as an umbrella for bilingualism and TLA is the definition of Rothman,
Gonzélez Alonso and Puig-Mayenco (2019: 17-18):

In fact, as the very term suggests, a multilingual is an individual who has knowledge of multiple
languages. [...] it is reasonably defensible to argue that bilinguals are multilinguals, having, by
definition, competence in more than one language. [...] we consider multilingualism to involve at
least three languages. Thus, a multilingual learner would by definition need to be bilingual — either

a simultaneously or sequential bilingual — at the onset of L3/Ln learning.

To distinguish the participants’ languages, we follow Hammarberg’s terminology of L1,
L2 and L3. It is noteworthy that we do not refer to the proficiency level by labelling the
languages in this way. Rather, we want to differentiate them. In our study, we examine
bilingual heritage speakers. We also use the terms dominant or majority language and
heritage language. The former refers to German and the latter to Turkish or Russian. To
sum up this discussion, Rothman et al. (2019: 23) argue that the perspective of a

researcher is crucial when defining the languages:

the choice of who qualifies as a multilingual for any given study needs to be commensurate with
the needs and goals of the said study; depending on the questions, this inevitably means that some
will qualify and others will not, even when all scenarios involve exposure to three or more

languages at some level.

2.3 Bilingual versus heritage speakers

In this subchapter, the definition of bilingualism and the approach of a heritage speaker,
which can be considered a specific type of bilingualism are presented. There is a wide
range between the definitions of bilinguals of the past and those of today. Some

researchers have a broader and some a narrower definition of bilingualism.
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The definition of bilingual speakers

When describing a bilingual, different terms are used: someone who speaks two
languages fluently, has native-like control, has a high proficiency, or speaks perfectly
these two languages (Dewaele 2015; Bloomfield 1933). This approach has been criticized

by researchers, since it is:

too vague and impossible to operationalize, it refers only to proficiency levels, and it ignores
nonlinguistic dimensions. [...] Criteria have thus become vaguer, but also more flexible,

conceptualizing bilingualism as a continuum rather than a category (Dewaele 2015:79).

Dewaele (2015: 79) argues that bilingualism can be seen as a continuum, for example,
regarding the differentiation between balanced and unbalanced bilingualism. Balanced
means that someone has an “equal level of proficiency in both languages” (Butler 2013:
115). Note that an equal proficiency normally refers to a high proficiency in both
languages. The term unbalanced bilinguals indicate the proficiency level in one language
is higher than in the other, which is often the case in heritage speakers. Unbalanced
bilinguals can also be called dominant bilinguals, referring to a scenario in which one
language is dominant and the other is used less frequently (Butler 2013: 115). Thus,
bilinguals are individuals who differ on their position along the continuum scale.
Moreover, the proficiency of such speakers can change over their lifespan, which also
accounts for the continuum. Lorenz & Siemund (2020) argue that the L2 or the L3 can
also replace the L1 and become the dominant or more proficient language.

However, Macnamara (1967) argues that someone is a bilingual when they have
a little knowledge in one of the competencies of a non-native language (Macnamara 1967:
59-60). This broader definition considers a minimal ability in speaking, reading, writing,
or listening as an additional language. If we follow this definition, most people can be
regarded as bilinguals, since they usually learn an additional language in school, and we
can assume that they have at least a minimal ability to use one of these languages.
Furthermore, this definition does not seem accepted by most researchers, and it does not
seem plausible, since nearly everyone could be defined as a bilingual.

Similarly, Haugen (1953) draws attention to a bilingual definition in which
someone has a fluent L1 but can express themself in complete sentences or utterances in
an L2. However, many definitions lack the possibility that the balance between two first
languages can change over lifespan. As such, the dominant language may not necessarily
be the L1 (Butler 2013). Furthermore, Valdés and Figueroa (1994: 8) indicate that

bilinguals have “more than one language competence.” Another example of a broader
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definition of bilingualism is that of Grosjean (2010: 4), who defines bilinguals as “those
who use two or more languages (or dialects) in their everyday lives.” Hamers and Blanc

(2000: 7) criticize these definitions, since
they do not specify what is meant by native-like competence, which varies considerably within a
unilingual population, nor by minimal proficiency in a second language, nor by obeying the
concepts and structures of that second language.

A further concept in which someone is counted as a bilingual is that of Thiery (1978). He
argues that “a true bilingual is someone who is taken to be one of themselves by the
members of two different linguistic communities, at roughly the same social and cultural
level” (Thiery 1978: 146). For Thiery (1978), bilinguals must learn both languages before
the age of 14 and have to use them at home as well as in the language communities they
are in. In addition, they must be taught in both languages and can switch between them
without any effort and even without an accent (Grosjean 2010; Thiery 1978).

To avoid misunderstanding assumptions regarding a true bilingual, Cook and
Bassetti (2011) use a more neutral term to describe a bilingual: the L2 user. According to
Myers-Scotton (2002: 1), “bilingual refers to persons who speak two or more languages.”
In contrast, De Angelis (2007) argues that the prefix bi in bilingual only relates to the
meaning of speaking two languages (bi means two). Therefore, the definition of Myers-
Scotton does not consider the original meaning of the word bilingual and cannot be
regarded as useful. Grosjean (2010: 20) commented that these definitions are made from

a monolingual point of view:
[...] the majority of bilinguals simply do not resemble these rare individuals. While a few may,
such as interpreters and translators [...], most bilinguals are simply not like that. They may not
have acquired their languages in childhood, spoken their languages in the home, or lived in two-
language communities. Many have not been schooled in all their languages, many have an accent
in one of their languages, and more often than not one language does interfere with the other. [...]
According to the fluency definition, they are not bilingual, and yet they are not monolingual either,

because they live their lives with more than one language.

In addition, Grosjean (2010) argues that, often, definitions of the term bilingualism refer
to proficiency levels and to age. He criticizes the monolingual point of view and claims
that most bilinguals do not fit into one definition. We return to this point later when we
introduce the heritage speaker, a sub-type of bilingualism. Today, many studies support
the idea that “bilingualism changes languages, cognition, and the brain in ways that often
benefit bilinguals” (Kroll & Navarro-Torres 2018: 245). Bilingualism even has positive

aspects for infants, as Bialystok (2013: 645) explains:
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bilingualism never confers a disadvantage on children who are otherwise equally matched to
monolinguals, and the benefits and potential benefits weigh in to make bilingualism a rare positive

experience for children.

The factor age - Early and late bilinguals

Not surprisingly, the factor age is important for defining someone as bilingual. According
to Thiery (1978), a bilingual has to learn the L2 before the age of 14. For others, it is the
age of four or six (de Houwer 2005, 2006; Meisel 2005). Kupisch (2018) determines early
bilinguals as children younger than six. In general, Kroll and Navarro-Torres (2018: 245)

emphasize that age is crucial concerning bilingualism:

one reason that bilingualism may have been flagged as problematic in the past by psychologists
and linguists is that the classic evidence on late second language (L2) learning in adults shows that

the degree of success is related to age of acquisition [...].

It is interesting to note that electro-physicians have carried out studies in which they
proved changes in the brains of adult bilinguals before they learn something new (Kroll
& Navarro-Torres 2018). Hence, a differentiation between early and late bilinguals is
crucial. The former can be divided into simultaneous early bilingualism and sequential
bilingualism (Grosjean 2010). A simultaneous bilingual is someone whose parents each
“use a different language with their child [...] or the parents use one language and other
caretakers [...] use another language,” referring to the initial stages of language
acquisition (Grosjean 2010: 178-179). Since the former type refers to acquiring “two
languages [...] at the same time, from the beginning of language onset” (Grosjean 2010:
178), the latter means “to have some foundation” (Butler 2013: 113) in the L1, and then
acquire the L2, which occurs with heritage speakers. As we have seen, there is no
consensus regarding the threshold of cut-off points between early and late bilinguals. The
latter term describes “those who became bilinguals during their adulthood” (Butler 2013:
114). Grosjean shows the importance to differentiate between bilingual children and
bilingual adults. Thus, he sees a “sensitive period for language acquisition” early in the
childhood (Grosjean & Byers-Heinlein 2018: 18). Figure 5 illustrates this period. At the
same time, Grosjean & Byers-Heinlein (2018: 18) point out that “individuals can and do

become bilingual at any age, from infancy to adulthood”.
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Ease of learning language

Infancy Preschool School-age Adolescence Young Adulthood
adulthood

Figure 5: The sensitive period to acquire a language (Grosjean & Byers-Heinlein 2018: 19)

The learning context

In general, the learning context needs to be considered. Someone who learns an L2 in
school and has a high proficiency, such as native-like control of the language, is not called
bilingual. When a child learns two languages from birth, Meisel (1989) uses the term
Bilingual First Language Acquisition.

Often, the variation of input is not considered; for example, the dialect of one
parent, which is another crucial factor for the definition of bilinguals (De Houwer 2006).
Bilinguals learn two language systems, and one aspect of this is that they learn the
boundaries between both. De Houwer (2006) stresses that bilinguals have the ability from
the initial stages of their simultaneously learning process to specify the different sounds
of speech, for example, of their parents, to categorize them to the two language systems.
To distinguish the utterances made in the different language, it is important to underline
that the child must live in a bilingual community that does not codeswitch between both
languages back and forth, because, according to De Houwer (2006: 781), that is not an

actual bilingual.
In this kind of setting, there is no clear differentiation between two ways of linguistic
communication that children need to learn to understand and later produce. Children who only
hear such code-switched or mixed utterances are not exposed to two separate languages. Thus,

they are not actually growing up bilingual.

In this case, appropriate input for a bilingual child would be a family member, for
example, the mother, just speaking language x, and another family member, such as the
father or a sibling, just speaking language y. Which language is more presentative
depends on the situation and can change at any time (De Houwer 2006). The way the
languages are offered to a child varies. Usually, both languages are used in families or

language communities. Furthermore, “[i]f this is not the case, we would usually be
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dealing with the acquisition of a second language some time after the child has been in a
monolingual situation” (De Houwer 2006: 781).

The type of input

Subsequently, three types of input are offered regarding Bilingual First Language
Acquisition. The first is the concept of one person, one language, which means that
everyone in the language community speaks just one language with the child, for
example, the mother speaks only German and the father only English. The second type
means every person speaking two languages to the child. The last type is a combination
of the other two. According to De Houwer (2006: 781), the most frequent type is the third
one: “Typically, a child growing up with two languages from birth will hear some people
speak just one language and will hear others speak two languages.”

However, aspects such as frequency of speaking, recency, the context a language
is used in, how many people speak the language with the child etc. affect the balance of
languages A and Alpha. It is possible that even if just one person speaks language A with
the child, this language is more present than language Alpha, which is spoken by the
infant’s environment. Maybe this situation changes during a person’s lifespan depending
on the usage of the languages involved (Dewaele 2015; Grosjean 2010; De Houwer
2006).

In addition, factors regarding the environment of an infant play an important role
as well: “we know that social background, parents’ education levels, and home literacy
environment are massively important in shaping children’s language and literacy
development” (Bialystok 2013: 625). In this study, these background variables are

considered, too.

Balanced and unbalanced bilinguals

Having discussed the inconsistencies of definitions that can also be applied in the
terminologies of trilingual speakers, now the type of bilingualism is discussed. Based on
the above examples, someone can be identified as an unbalanced or dominant bilingual
(Butler & Hakuta 2006), when he acquired two languages early in childhood and the
proficiency levels are unequal. Conversely, if a person speaks two languages with the
same or nearly the same proficiency level, they are called a balanced bilingual (Duarte
2011). However, it is almost impossible to be exactly as proficient in one language as in
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the other. Nevertheless, as Butler (2013) discusses, this category is not considered a
dynamic variable. He refers to the proficiency level when outlining that, normally, it is
assumed that a balanced bilingual is highly proficient in their two languages, but the idea
is almost neglected that this can change over time dependent on the situation of the learner
(Butler 2013; Duarte 2011). Furthermore, Butler (2013: 115) asks

[h]ow much ‘high’ proficiency does one need to obtain in order to be qualified as a balanced
bilingual? [...] measuring bilingual proficiency is a very complex business and ‘high proficiency’

itself is frequently determined arbitrarily.
If, for example, a person is a bilingual with the first two languages of English and Chinese
and normally lives in Australia, where they have a lot of contact with Chinese people in
their work life, we could assume that they are a balanced bilingual. When this person
moves to another country, such as Germany, to work there for a few years, then we can
assume that their ability to speak two languages from birth with a high proficiency change
over this certain time, because the new environmental language is German, and many
Germans speak at least a little English. Thus, there is a greater chance to use English than
Chinese. As the person will use English more often than Chinese, the balance between
the languages may change as Chinese is not as present in daily life as it was previously.
This example underlines the “complex and dynamic nature of bilingualism” (Butler 2013:
112). In addition, Butler (2013: 112) outlines the “multidimensionality of bilingualism,”
for example, with proficiency level. In line with that, he sums up the different dimensions
of bilingualism:

[...] the relationship between language proficiencies in two languages (as seen in balanced and

dominant bilinguals); the functional ability (receptive and productive bilinguals); the age of

acquisition (simultaneous, sequential and late bilinguals); the organization of linguistic codes and

meaning units (compound, coordinate and subordinate bilinguals); language status and learning

environments (elite/elective and folk/circumstantial bilinguals); the effect of L2 learning on the

retention of L1 (additive and subtractive bilinguals); cultural identity (L1 monocultural, L2
accultural, and deculturated bilinguals), and so forth (Butler 2013: 112). 4

Also, the type of relative status of both languages is crucial. According to Hamers &
Blanc (2000:29), additive bilingualism means that “the two languages are socially valued
in [the] environment”, whereas subtractive bilingualism refers to an environment in which
the first language is devalued (Hamers & Blanc 2000: 29), which is often the case for
heritage speakers with a dominant language and a less frequently used language, the

heritage language. Generally, these terms are not necessarily related to social values.

4 ltalics are original from the quotation
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Grosjean’s complementarity principle

In 2010, Grosjean proposed the complementarity principle. The main focus of the
illustration, below, is on the different aspects’ bilinguals use their languages for. Grosjean
& Byers-Heinlein (2018: 7) use a quadrilateral frame that represent different “domain([s]
of life such as work/studies, home, family, shopping, leisure, administrative matters,
holidays, clothes, sports, transportation, health, politics, etc.” A trilingual speaker is
represented with languages a, b, and c. In some areas, the trilingual speaker uses language
a, in others language b and then again one area that shares all three languages. The
trilingual speaker in some specific areas only obtains one language. According to
Grosjean & Byers-Heinlein (2018: 7), all bilinguals have their own pattern, and we can

characterize them based on this illustration.
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Figure 6: A trilingual speaker and their language areas (Grosjean & Byers-Heinlein 2018)

The main aspect of the complementarity principle is that it influences the proficiency of

a bilingual speaker:
[i]f a language is spoken in a reduced number of domains and with a limited number of people,
then it will not be developed as much as a language used in more domains and with more people.
In the latter case, there will be an increase in specific vocabularies, stylistic varieties, discursive
and pragmatic rules, etc. (Grosjean & Byers-Heinlein 2018: 8).
Furthermore, Grosjean & Byers-Heinlein (2018: 8) argue that every bilingual possesses
different languages that are not equally developed, including the language competences.
According to Dewaele (2015), the monolingual bias in various definitions has
led bi- or multilinguals to criticize themselves or even hide their ability to speak more
than one language. Bi- or multilinguals have different ways of mastering their languages.
Some are like two monolinguals in one person, others have a high proficiency in speaking
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their second first language but have no writing or reading skills in the first one etc.
(Dewaele 2015; Grosjean 2010).

The heritage speaker

A new subfield of bilingualism concerns bilingual heritage speakers. Kupisch (2018: 653)
explains that research in heritage languages “has typically targeted bilinguals at a mature
(adult) state,” but earlier heritage speakers are the focus of interest now. A heritage
speaker is someone who acquires two languages, one of which is not an official language
in the environment the speaker lives in (Kupisch 2018: 653). Kupisch includes two
scenarios regarding the age of onset. The first refers to simultaneous bilingual children
with 2L.1 before they are four years old; the second includes one language acquired from
birth, the L2 later in childhood between the ages of four and 10 (Kupisch 2018: 459).
According to Kupisch (2019), the principle of one parent one language is not generally
important; instead, both parents can use the same language to the child, namely the
heritage language. Montrul (2014: 168) defines heritage speakers as:

individuals who have been exposed to an immigrant or a minority language since childhood and
are also very proficient in the majority language spoken in the wider speech community, are

bilinguals characterized by the complex interaction of all these factors.
A majority language is characterized as an official language used in education and media.
A minority language refers to ethnic minorities. The social, political, and cultural status
of the language is low, but still significant for a population (Montrul 2014: 169).

It is likely that the order of acquisition differs in a family that moved to another
country and in which the children at home use the minority language as a family language
and then receive additional input of the majority language in kindergarten or school. A
second possibility is that one parent only speaks the heritage language at home to the
child, and the other parent the dominant language. It may also be that a family emigrates,
for example, to Germany from Turkey, and the children first acquired Turkish in Turkey,
and when they moved to Germany, they learn German as an L2 (Lorenz & Siemund 2020:
6). Particularly noteworthy is that heritage speakers may experience a weakened
proficiency in their L1 and a higher proficiency in the L2. Furthermore, their “first and
native language eventually becomes their secondary language” (Montrul 2014: 169). It is
common that heritage speakers are unbalanced, since they usually use one language more
frequently than the other and, thus, have different levels of proficiency in the languages.

Note that they may also be balanced bilingual heritage speakers. If the scenario mentioned
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by Montrul (2014) occurs, it is difficult to make a clear distinction between the terms L1
and L2. However, Lorenz and Siemund (2020) argue that unbalanced bilingual heritage
speakers can also be classified as subtractive when their proficiency in the heritage
language grows weaker and that of the majority language stronger: “the L2 takes over the
role of the L1, it replaces it and becomes the stronger language” (Lorenz & Siemund
2020: 7). This can be confirmed by a study of Brehmer & Mehlhorn (2017). They found
that the dominant language German replaced the heritage language Russian or Polish as
a family language. This mostly happened between siblings, but also the parents reported
a decreasing proficiency in their minority language.

In addition, heritage speakers are a heterogeneous group with different patterns
regarding their dominance of languages. There are heritage speakers who have “native-
like ability in the heritage language, others can merely understand it and don’t speak it,
and a vast majority fall in between these two extremes” (Montrul 2014: 171). The
majority language is the stronger due to frequency of use or is at the same proficiency
level as the heritage language, and that is when we can talk about balanced heritage
speakers. The term heritage speaker “implies that the individual must have some receptive
or productive linguistic proficiency, however limited” (Montrul 2014: 171). The range
between the proficiency level of heritage speakers varies. Perhaps a heritage speaker only
has passive knowledge of the heritage language (Lorenz & Siemund 2020: 7). According
to Polinsky (2015: 17), the proficiency level in the heritage language cannot be considered
to be native like. As before, the knowledge about grammar is limited and their
understanding mostly is intuitive (Polinsky 2015: 18). This may be traced back to the
missing of formal schooling in the heritage language that may happen to heritage
speakers. This means that their development may be behind that of native speakers (Ruhl
etal. 2020: 1).

The interest in this sub-type of bilingualism is growing because immigration has
increased; thus, new languages are in contact and arise. In Germany, the monolingual bias
is still predominant. However, in schools, monolingual Germans learn next to heritage
speakers with additional or foreign languages (Lorenz & Siemund 2020; Kupisch 2019;
Montrul 2014). When heritage speakers are studied, it is crucial to differentiate between
balanced bilinguals and heritage speakers (and monolinguals), because the outcomes can
vary greatly. However, it is assumed that the knowledge of previously learned languages

affects additional language learning.
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In this chapter, we discussed heritage speakers as a sub-type of bilingual
speakers. However, the monolingual norm is no longer acceptable; children bilingual
heritage speakers are more common today and learn next to monolingual children. In our
study, we focus on children heritage speakers of Turkish and Russian and German as their
majority language who learn the foreign language of English in school.

In the following, metalinguistic awareness is presented, a topic that seems crucial

for bilingual/multilingual speakers.

2.4 Metalinguistic awareness and metalinguistic competences

In this subchapter, the term metalinguistic awareness is defined and compared to
metalinguistic competences. Then, studies on this topic are presented.

Definitions

Since multilingualism is no longer an exception but the norm, the interest in studies on
multilingual speakers has increased. One subfield examines whether bi- or multilinguals

have cognitive advantages due to their metalinguistic awareness (Jessner 2006).

Metalinguistic awareness allows the individual to step back from the comprehension or production
of an utterance in order to consider the linguistic form and structure underlying the meaning of the
utterance. Thus, a metalinguistic task is one which requires the individual to think about the
linguistic nature of the message: to attend to and reflect on the structural features of language. To
be metalinguistically aware, then, is to know how to approach and solve certain types of problems

which themselves demand certain cognitive and linguistic skills (Malakoff 1992: 518).

Malakoff (1992) defines metalinguistic awareness as structural knowledge about the
background languages that is not limited to one language. Jessner (2006: 42) defines
someone as being metalinguistically aware when they can “focus attention on language
as an object in itself or to think abstractly about language and, consequently, to play with
or manipulate language.” Furthermore, Jessner (2006: 42) considers this ability to be used
more frequently by multilinguals than by monolinguals, which can be attributed to the
cognitive ability of multilinguals. However, De Angelis (2007: 121) describes

metalinguistic awareness as the

learners’ ability to think of language and of perceiving language, including the ability to separate
meanings and forms, discriminate language components, identify ambiguity and understand the

use of grammatical forms and structures.

45



Language acquisition: concepts and current findings

The aforementioned definitions overlap as they define metalinguistic awareness as prior
knowledge of languages that can be abstractly used when talking about structures and
meanings of these prior languages. According to Jessner (2006: 42), it is possible to
manipulate language when someone is metalinguistic aware. To pin down the meaning
of metalinguistic awareness, El Euch and Huot (2015: 2) explain “[i]t is simply the ability
to think about language and talk about it. [...] It is a high-level cognitive ability which is

part of the more general concept of metacognition.”

Metalinguistic awareness versus metacognition

In addition to the previous definitions, El Euch and Huot (2015: 2) compare
metalinguistic awareness with metacognition, which refers to “the notion of awareness of
one’s cognitive processes that enables the individual to analyse and control the way
s/he thinks and learns.” In Figure 7, the relationship between metacognition and

metalinguistic awareness is illustrated.
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Figure 7: The relationship between metacognition and metalinguistic awareness, taken from El Euch & Huot
(2015: 3)

In general, metacognition is involved in the daily life of individuals, such as self-
regulation as a strategy to improve relationships (El Euch & Huot 2015: 3). To illustrate,
teachers plan their lessons and, hence, their tasks for students to choose the best way to
“improve their students learning process” (ElI Euch & Huot 2015: 3).

On the other hand, Rauch et al. (2011: 405) argue that metalinguistic awareness
is closely related to the approach of language aptitude. Furthermore, they point out that
there are two types of tests for measuring language aptitude that explore similar
objectives, such as awareness tests. The first includes the Modern Language Aptitude Test

(MLAT) and Llama test, whereas the second concerns the Language Awareness Test
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(LAT) or other tasks “that require students to judge the syntactic correctness of a
sentence” (Rauch et al. 2011: 405). According to Rauch et al. (2011: 405), this overlap is
expected, since “certainly metalinguistic awareness of, for example, syntactic structure is
one of the most important prerequisites for language learning.” Nevertheless, they also
found differences between both approaches, including further areas that are quite close to
language aptitude, such as intelligence that relates to “the development of vocabulary”
(Rauch et al. 2011: 405).

There is a general belief that metalinguistic awareness enhances additional
language learning (De Angelis 2007: 122). However, recent studies have provided
different results, indicating there is no clear tendency regarding whether prior language
knowledge contributes to the ability to learn additional languages. Since metalinguistic
awareness seems closely related to CLI, we now discuss the different findings.

Jessner (2008: 271) argues that three languages in L3 learners may influence
each other, which is described as more complex than the system of L2 learners, which is
limited to two ways: the L1 influences the L2 or vice versa. However, this influence in
L3 learners differentiates monolinguals from bi- and multilinguals, and thus, may cause
further skills and competences to be developed when learning new languages (Jessner
2008: 275). According to Jessner (2008), these positive effects occur on a cognitive level
in metalinguistic awareness, which causes the differentiation between L2 and L3 learners.

In line with this idea, Cenoz (2013) argues that bilinguals’ metalinguistic
awareness increases due to previous learning experiences and strategies, as well as the
knowledge of two language systems, which is closely related to learning techniques. The
more languages you learn, the more strategies and experiences you have (Cenoz 2013:
76). In addition, Jessner (2008: 277) states that the higher the metalinguistic awareness

of a student, the more successful they will be in additional language learning.

Studies on metalinguistic awareness and bilinguals

However, in a study about language dominance and metalinguistic awareness, Robinson
Anthony et al. (2020) examined 46 Spanish English bilinguals and questioned whether
language dominance contributes to the transfer of skills such as metalinguistic awareness.
Via an English receptive vocabulary task and a metalinguistic task, the effect of an L1
spoken at home on a majority language learned in school was considered. The participants
were pre-school age. The results indicate that Spanish as the L1 enhances CLI effects on

a cognitive level to English. Thus, CLI effects in linguistic and cognitive skills occur
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“from a dominant to a nondominant language [...] during early bilingual language
development” (Robinson Anthony et al. 2020: 15). In addition, the findings support the
notion that metalinguistic awareness is closely related to the level of dominance, as well
as to that of proficiency. In the study, bilinguals were heritage speakers of Spanish who
learned the majority language and language of instruction, namely English, when entering
school. Thus, the children had low competences in the L2 English. However, they
“benefited from higher levels of exposure to and use of the home language, whereas these
effects appear to be muted for bilingual children with higher second language skills”
(Robinson Anthony et al. 2020: 15).

Another study worth mentioning is that of Fernandez-Dalona and Dalona (2019).
They explored metalinguistic awareness in multilingual learners of English and Filipino
as foreign languages learned in school whose first language was Cebuano. They used a
modified metalinguistic awareness test from Dita’s (2009) to test the awareness of 30
students between the ages of six and eight to identify errors in syntactic structures,
phonological sounds, and segments, as well as describing words and their functions in all
three languages (Fernandez-Dalona & Dalona 2019: 102). The findings reveal that
linguistic awareness differs in every individual in the study; thus, “they do not have
similar exposure to the phonological, morphological, and syntactic structures in English,
Filipino, and Cebuano” (Fernandez-Dalona & Dalona 2019: 108). Therefore, the study
proved that metalinguistic awareness in multilinguals in first grade differs in every
language of their system. Finally, metalinguistic awareness in their L1 Cebuano improved
their linguistic knowledge in their additional languages of English and Filipino and
“help[ed] them in fulfilling their linguistic tasks” (Fernandez-Dalona & Dalona 2019:
109).

In line with Robinson Anthony et al. (2020), Altman et al. (2018) examined the
relationship between language dominance and metalinguistic awareness in bilinguals, and
whether vocabulary size corresponds with metalinguistic awareness. To test
metalinguistic awareness, two components were the focus, namely morphological and
lexical awareness regarding “receptive and expressive vocabulary size” (Altman et al.
2018: 1). The study includes bilingual pre-school children aged five to six who were either
Russian-Hebrew heritage speakers (15), using Hebrew as their majority language, or
Russian-Hebrew bilinguals who are dominant in their heritage language Russian (21), as
well as 21 monolinguals. Proficiency was tested in both languages, as well as vocabulary
size, but morphological and lexical awareness were only tested in Hebrew (Altman et al.
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2018: 1). The findings prove that language dominance positively corresponds with
vocabulary size. Considering vocabulary size in Hebrew, heritage speakers dominant in
Hebrew and monolinguals performed better than heritage speakers dominant in Russian.
Surprisingly, there was no difference considering metalinguistic awareness between the
language groups, only in monolinguals who outperformed heritage speakers dominant in
Russian in the morphological task. Additionally, morphological awareness was found to
benefit from the expressive vocabulary size in Russian dominant heritage speakers.
However, receptive, and expressive vocabulary size correlated with language dominance,
lexical awareness, and their interaction. Finally, morphological metalinguistic awareness

did not correspond with vocabulary size. To sum up, the study found no evidence for

differences between the three groups of 6-year-olds in terms of metalinguistic awareness, except
for one instance where monolinguals did significantly better than [Russian] dominant bilinguals

on a morphological awareness task” (Altman et al. 2018: 12).

However, the authors state that due to the lack of different performances in the language
groups, the selected task of fast mapping may have caused such results. On the other hand,
this test “helps increase the size of the lexicon” (Altman et al. 2018: 13). Heritage
speakers dominant in Russian were in the early stages of learning Hebrew, the majority
language, “in which vocabulary size in [Hebrew] is sensitive to lexical awareness, while
vocabulary size in [Russian] hinders the development of morphological awareness in
[Hebrew]” (Altman et al. 2018: 13). Finally, the findings prove that lexical awareness is
crucial in the early stages of additional language learning of vocabulary.

In contrast, Spellerberg (2016) found no evidence that bilingual children benefit
from their two language systems regarding metalinguistic awareness. She examined 219
high school students in Denmark between the ages of 14 and 16, including 106
monolingual Danish students and 113 bi-/multilingual students. The latter group was
further divided into 26 students who used Danish at home and 87 who did not. English
was studied by all the participants as a foreign language in school. Most participants only
used English in school contexts. The aim of the study was to explore “whether there is a
correlation between [metalinguistic awareness] and academic achievement” (Spellerberg
2016: 19). In addition, further aspects are considered to play a role in metalinguistic
awareness, such as socioeconomic status (SES). To test the students, a metalinguistic
awareness test and a questionnaire were used. However, the results differ from those of
Fernandez-Dalona and Dalona (2019), who found evidence for the positive effects of
metalinguistic awareness on results in additional languages. Spellerberg’s (2016) study
does not support such findings since the results found no advantages for bi-/multilinguals
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regarding metalinguistic awareness. Furthermore, the more languages someone speaks
does not necessarily correlate with a better abstract knowledge about those languages.
Instead, Spellerberg (2016: 34) reveals that, “[b]i- and multilingual participants in this
study did not do better on the test of MLA the more languages they know.” However, the
findings establish that there is a positive correlation between metalinguistic awareness
and the results of school leaving exams (Spellerberg 2016: 31). Therefore, if students
have high metalinguistic awareness, then they achieve better academic results. In
addition, when the SES was low, the results in metalinguistic awareness were also low,
so these two factors seem to correlate. As such, bi- and multilingual students who used a
family language other than Danish did not score highly in either metalinguistic awareness
or in SES (Spellerberg 2016: 36). Spellerberg (2016) admits that the results might be
different when more multilinguals participate, as well as when proficiency is measured
as a factor, and finally, that the metalinguistic awareness test was in Danish, which was
not the L1 of every participant. These factors may have affected the results. However, in
the study, bilinguals were heritage speakers. Since Danish was the dominant language of
all the participants, it can be assumed that the heritage speakers were unbalanced
considering their heritage languages were less frequently used than the dominant or
majority language of Danish. Thus, the students may have scored lower for metalinguistic
awareness because they had lower skills in their heritage language.

Cohen (2013) focuses on the sub-types of bilingualism, such as balanced or
unbalanced bilinguals, and how this influences metalinguistic awareness. The study
included participants who were primary bilinguals of French and English and who
attended an international school in France. She divided them into two groups of balanced
and unbalanced speakers. Various tasks on metalinguistic awareness were conducted in
both languages. The results show, for example, when only the highest scores in one of the
tests are considered, the balanced bilinguals performed better than the unbalanced group.
The author also states that the results are inconsistent; some of the unbalanced bilinguals
performed better in their dominant language, and some in their weaker language. In
addition, Cohen argues that unbalanced bilinguals should focus more on the weaker
language to benefit metalinguistic awareness skills. However, this approach would mean
that balanced bilinguals would have higher metalinguistic awareness than the unbalanced
group. Nevertheless, the findings support the notion that there are differences between
balanced and unbalanced bilinguals regarding metalinguistic awareness and further
aspects (Cohen 2013).
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Another study on the metalinguistic awareness and literacy needed in L1 and L2
for positive effects on L3 was conducted by Rauch et al. (2011). In the study, 299 German
and bilingual Turkish-German students from a secondary school participated. To measure
reading proficiency in Turkish, German, and English, different tests were used.
Metalinguistic awareness was tested by using questions from the LAT cognitive section.
The students were divided into fully and partially biliterate groups. The researchers also
measured general cognitive abilities via the Cognitive Abilities Test and considering the
SES of either the mother or the father of a student. Regarding reading skills, proficiency
in both L1 and L2 are necessary for metalinguistic awareness and reading skills in the L3
to be benefited by biliteracy (Rauch et al. 2011: 414). The researchers argue that this
effect can be traced to a higher awareness of metalinguistic that is attributed to full
biliteracy. However, these findings support the acquisition of literacy in the L3.
Nevertheless, if students do not have access to literacy in the L1 or the L2, they will not
experience metalinguistic awareness to benefit additional language learning (Rauch et al.
2011: 414). The study reveals that biliteracy and metalinguistic awareness correlated in
additional language learning, and that students can have advantages when they can use

their prior knowledge of languages.

Neurolinguistic studies on metalinguistic awareness

The final part of this subchapter focuses on the metalinguistic competences and findings
in neurolinguistic studies. Learners who acquired an L2 in a formal context such as
language classes may have an awareness of the linguistic knowledge of the first two
languages. This may help them using these experiences for the new language context
(Cenoz et al. 2001). This strategy has also been examined in neurolinguistic studies, for
example, in Paradis (2004, 2009). Paradis (2009) found that the capacity of verbal
communication has two competences: the linguistic competences of a learner, such as the
capacity to use the knowledge of phonology, morphology, syntax, lexis, and the
metalinguistic awareness of language knowledge and vocabulary (Falk & Bardel 2010).
Figure 8 illustrates linguistic and metalinguistic competence. Falk and Bardel (2010: 192)

outline the differences between these competences as:
[tlhey involve different types of cerebral representations: Implicit competence involves
procedural, nonconscious representations, while explicit knowledge involves declarative,
conscious representation. In L1, implicit linguistic structure (phonology, morphology, syntax) is
sustained by procedural memory, and words (as form-meaning pairs) are sustained by declarative

memory.
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Linguistic competence: /_\ Metalinguistic competence:

implicit explicit
procedural memory competences declarative memory
nonconscious representations conscious representations

Figure 8: Differences between the linguistic and the metalinguistic competences, according to neurolinguistic
studies; (see Paradis 2009; Falk & Bardel 2010)

During language acquisition, L1 grammar is acquired implicitly and unconsciously, and
it is saved in procedural memory, whereas L2 grammar is learned consciously, so the
knowledge is saved in the declarative memory, which is, at the same time, the area for
both L1 and L2 vocabulary (Falk & Bardel 2010). Neurolinguistic researchers have been
having a contentious debate regarding whether the acquisitions of the L1, L2 and L3 are
placed in the same cerebral region in a learner’s brain and what factors might influence
this. Franceschini et al. (2003) give insights into the controversial results that have been
produced by Neuroimaging (NI) studies. With NI, the central nervous system can be
imaged. The method can illustrate the structure and organization of the brain. Tests have
revealed which region of the brain is stimulated when the L2 or L3 are used, and whether
they both stimulate the same cerebral area or share the same language zone in the brain
(Falk & Bardel 2010). The Broca and Wernicke areas are cerebral areas that store
grammatical information and phonological and lexical information, respectively. If an
area is damaged, language can be disordered. Falk and Bardel (2010: 2017) explain that
“bilinguals’ languages may be impaired to different degrees and that they also may
recover their two languages independently and/or with different level of success.”

None of these studies offer a clear statement. Klein et al. (1995, 1999), have
declared that the learning and processing of the L1 and the L2 share a common area in
the brain that does not depend on the proficiency level of the background languages or on
the type of bilingual speaker regarding early and late bilinguals. Other studies have
concluded that it is the opposite, meaning the L1 and L2 are stored in different places
(Fabbro 2001; Fabbro & Paradis 1995). An explanation for the conflicting results of NI
tests might be the different methods and tasks used when testing participants (Dehaene et
al. 2006).

Conclusion

In summary, it has not yet been clarified which areas are activated during the acquisition
of the L1, L2 or LX, nor where these languages are stored. In this subchapter, we
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discussed how language acquisition is a complex process and a continuum. Furthermore,
metalinguistic awareness not only occurs in bi- or multilinguals, but it is also a property
for all language learners, including monolinguals. Previous experience in language
learning and knowledge of the languages may benefit metalinguistic awareness.
However, unbalanced heritage speakers may be less aware of metalinguistics, Cohen
(2013), for example, found that unbalanced heritage speakers have lower linguistic skills
in their heritage language compared with balanced bilinguals, which may cause lower
metalinguistic awareness. Spellerberg (2016), on the other hand, found that a high socio-
economic status and metalinguistic awareness correlate. Robinson Anthony et al. (2020)
focused on language dominance and metalinguistic awareness. They proved that
metalinguistic awareness corresponded with language dominance and language
proficiency.

In Subchapter 2.5, it is discussed whether there are differences between the

term’s language learning and language acquisition.

2.5 Language learning or language acquisition?

There is no consensus on whether the terms language acquisition and language learning
should be used separately or synonymously. Therefore, the differentiation of Hussain
(2017) is presented. He explains that language acquisition is an intuitive process that takes
place without any exertion, with the individual unaware “of the grammatical conventions
or the syntactic structure of the language involved” (Hussain 2017: 1). In addition, the
acquirer is in a natural communicative environment. This term refers to an intentional
instructed process in which language is practiced and systematically taught by doing
exercises. During language learning, the learner is aware of the learning process and
methods used in this context, whereas language acquisition is unconscious (Hussain 2017:
1). This division is in line with Krashen (1981). Both processes are found in children and
adults. Children acquire their L1 or L2 in natural settings, as can adults, as long as the
process is not instructed. The same applies for language learning, but with systematic and
instructed methods, such as in classrooms.

On the other hand, there are researchers who do not follow this distinction, such
as Hammarberg (2017). According to Lorenz (2019), it makes sense to follow those who
do not support such division, since learners in studies usually fit to one group. Like Lorenz
(2019), this study has bilingual participants who acquired their L1 and second first

languages in a natural setting and learnt the majority language and their L3 English in a
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school context. Their monolingual peers acquired their L1 at home and were learning an
additional language (English) in school. However, we are aware that there are differences
between the processes of language acquisition and language learning, but they can
overlap; for example, the monolingual peers acquired German at home, but it is also the
language of instruction in the school where we would talk about language learning.
Additionally, German is a subject in school, so the monolinguals and the bilinguals in this
study could be found in both situations when taking part in language classes. Following
Hammarberg (2017), in our study we do not concentrate on such divisions and, thus, use
both terms in a broader sense without making any kind of differentiation.

Another crucial differentiation in language acquisition is that of early versus late
bilingualism. Therefore, Subchapter 2.6 discusses this differentiation and presents studies

with different results on the early and late stages of bilinguals.

2.6 Bilinguals learning English

In the previous chapters, we discussed how studies mostly focus on English as an
additional or foreign language. English as a lingua franca possesses a special status. Since
it is also in Germany the first foreign language learned in school, in our study we
concentrate on English as the L3 learned by bilingual heritage speakers. Therefore, in this
chapter, we review studies on bilinguals learning English as additional language.

Lorenz et al. (2021) used a similar sample of the study MEZ to examine whether
two background languages enhance additional language learning, specifically English.
The sample included 852 monolingual Germans, 237 bilingual Russian-German and 320
bilingual Turkish-German, focusing on proficiency in German and English by measuring
reading comprehension tests and C-tests. As in Lorenz et al. (2020), additional factors
such as cognitive abilities and SES were also analyzed. The authors propose two
structural equation models. One such model excluding the heritage language is presented
in Figure 9. This model illustrates the mutual interaction between variables affecting the
acquisition of English as an additional (third) language that includes extralinguistic
variables regarding cognition and socialization (2020: 21). Furthermore, English
proficiency correlates with German reading comprehension (2020: 20). As before,
German as the language of instruction significantly influenced the proficiency in English,
as well as cognitive skills and the socioeconomic index (2020: 20-21). Surprisingly, when
the students were divided regarding their language, the results changed to insignificant.

The authors, therefore, argue that a “multilingual boost” depends on group specific
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variables closely related to cognitive skills (2020: 21). Nevertheless, the results reveal no
significant bilingual advantages over monolinguals; the learner groups performed

similarly, yet not identically (2020: 2).
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Figure 9: The base model of English proficiency and path estimates (unstandardized), taken from Lorenz,
Toprak & Siemund (2021)°

In line with this study, Lorenz et al. (2020) compared monolingual Germans with
bilingual heritage speakers of Russian-German and Turkish-German. The students were
either in seventh or ninth grade. The sample included 914 monolinguals, 319 heritage
speakers of Russian-German and 485 heritage speakers of Turkish-German for the project
Multilingual Development: a longitudinal perspective (MEZ), carried out by the
University of Hamburg. To discover whether monolinguals or bilingual heritage speakers
perform better when learning English in instructional settings, an English C-Test and
reading fluency and comprehension were tested in German, Russian and Turkish (Lorenz
et al. 2020: 185). The participants were English learners at a beginner or an intermediate
level. The researchers also gathered data regarding the motivation for learning English,
gender, school type, school year and the highest SES of either the father or the mother of
a student. The findings support that there is a positive correlation between proficiency in
German and in English. The only group with a weak but positive correlation was the
Russian-German bilinguals. In addition, the younger students displayed a stronger
correlation than their older counterparts, except Russian-Germans with reading fluency
(Lorenz et al. 2020: 197). Lorenz et al. (2020: 201) proved that German as the language

5 KFT = cognitive ability, HISEI = highest socioeconomic index, bckrgnd = background variables, ENGprf
= English proficiency, GERprf = German proficiency, C.Ts_1/2/3/4 = English C-Tests, LGVT_G = German
reading comprehension (Lorenz, Toprak & Siemund 2021)
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of instructions “has the strongest effect on proficiency in English.” The heritage
languages only affected English proficiency slightly; the authors argue that the academic
skills in the heritage languages may be too weak to affect additional languages (Lorenz
et al. 2020: 201). However, predictors for the performance in English are additional
factors, such as inter alia cognitive abilities, school type, gender, and motivation, whereas
the highest SES had no significant effect on the performance in English (Lorenz et al.
2020: 186).

Another study exploring the acquisition of English as an additional language
learnt by multilingual heritage speakers is Lorenz and Siemund (2020). The authors
provide an overview of studies exploring CLI effects and the advantages of multilingual
heritage speakers. Lorenz and Siemund (2020) clearly argue to differentiate bilingual sub-
types, such as balanced and unbalanced bilinguals and heritage speakers. They state that
the outcome of studies concerning bilingual advantages are diverse and may correlate
with the type of bilingualism (Lorenz & Siemund 2020: 17). In the study, the researchers
compare the advantages of balanced and unbalanced heritage speakers, finding no
evidence for benefits of the unbalanced type. However, they offer support for “balanced
bilinguals outperforming monolinguals in further foreign language performance” (Lorenz
& Siemund 2020: 17). Interestingly, language dominance as well as the frequent use of
the background languages affected the acquisition of an L3 and the interplay between
previously learned languages, which may cause CLI effects (Lorenz & Siemund 2020:
19). In addition, variables such as high proficiency in the heritage language correlated
with transfer effects from that language. In sum, language dominance influenced whether
bilinguals have advantages over monolingual peers. For unbalanced bilinguals, however,
there was no such evidence of benefits over monolinguals (Lorenz & Siemund 2020: 19).

Another study worth mentioning is Hopp (2019), which focused on English as
an L2 and L3. In the study, 31 pre-school children in grades 3 and 4 in Germany were
tested. The students were monolingual Germans learning English as a foreign language,
and 31 sequential bilingual Turkish-Germans also acquiring English in school. To explore
whether and to what extent existing models in L3 can be applied to German heritage
speakers of Turkish with German as their dominant language, Hopp (2019) used a
sentence-repetition task and a picture-story retelling task. The study examined verb-
second order and the order of adverbs, since English and German have different
realizations. In addition, differences between English and German, as well as between
English, German and Turkish were investigated, concentrating on verb-complement order
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and the realization of subjects and articles. The results indicate that language dominance
plays a crucial role, since the main source of transfer came from German as the majority
language. Interestingly, no evidence of CLI from Turkish was found due to the lack of
differences between the groups. Furthermore, the bilingual group displayed the same
pattern as the German monolinguals. The study supports previous results that underline
an “analogous development among child L2 and child L3 learners of English” (Hopp
2019: 579). Regarding the order of acquisition, Hopp (2019: 579) states that although
German is the L2, it may “equally be a L1 or may have taken over the role of the L1 as it
became the more dominant language.” However, the bilingual group used German more
frequently, since it was the dominant language, as well as the language of instruction.
Thus, Hopp (2019) points out that German had more impact as the source of CL1 effects,
but he rejects transfer from L1 or L2, and the CEM.

In an earlier study by Hopp et al. (2018), transfer from L1 in the early stages of
L3 acquisition based on vocabulary and grammar was tested. The study is based on a
sample of 88 monolingual Germans and 112 heritage speakers with various L1 languages
and German as the L2 who were at the end of grade 3 (Hopp et al. 2018: 313). The former
were separated into L1 learners and the latter into L2 learners of German. Via a sentence-
repetition task, a category fluency task and the British Picture Vocabulary Scale, the
students were tested. The results for the first task reveal no differences between the
groups. Moreover, the study suggests “a high degree of interdependence across all
languages in the developing L3 lexicon and transfer from German in initial stages of L3
grammar acquisition” (Hopp et al. 2018: 325). Considering heritage speakers, lexical
domains are more affected by the dominant language of children acquiring English as an
L3 than grammatical domains. Furthermore, the L1 manifests as a strong predictor for
vocabulary size in L3 (Hopp et al. 2018: 325). In sum, the study could indicate that
language dominance plays a crucial role in unbalanced heritage speakers learning English
asanL3.

To find evidence of whether heritage speakers of German-Turkish have an
accent, Lloyd-Smith et al. (2017) explored the acquisition of L3 English and focused on
language dominance as a predictor for transfer into L3 (Lloyd-Smith et al. 2017: 131).
Eighteen bilinguals dominant in German were judged by native speakers according to
their accent strength and accent source when tested in naturalistic speech samples. Fifteen
participants served as a control group with the first languages of English, German and
Turkish. Regarding accent strength, heritage speakers and German controls were almost
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rated identically in English as their L3. In contrast, L1 Turkish speakers were perceived
as higher accented than bilinguals. However, neither accent strength nor accent source for
transfer to L3 English correlated with the age of onset in German. Hence, the study
“challenge[s] the assumption that [age of onset] alone is crucial in determining a
perceived accent later in life” (LIoyd-Smith et al. 2017: 156). In addition, a predictor for
accent source in L3 English was a high phonological proficiency in Turkish. Furthermore,
transfer effects in heritage speakers were affected by various sources, but high proficiency
seems a crucial factor that benefits transfer (Lloyd-Smith et al. 2017: 156). Finally,
transfer that is structure based can be outperformed by a high proficiency level, and
bilingual experience positively affects the learning of an L3 by heritage speakers (Lloyd-
Smith et al. 2017: 159).

The next study presented here is Maluch and Kempert (2017), who aimed to
determine whether the sequence and manner of bilingual language acquisition impact the
acquisition of learning English as the L3. The sample included 456 bilingual heritage
speakers, defined as minority speakers, and 839 monolingual Germans. To differentiate
between subgroups of bilinguals, the authors divided bilinguals into a simultaneous group
that learned German and a heritage language from birth onwards, and a sequential group
that learned a second language after the age of three. Another differentiation concerned
the frequency of use, namely non-switchers, seldom switchers, often switchers and
continuous switchers (Maluch & Kempert 2017: 6). The language groups were tested in
a listening and reading comprehension task in English. Further variables, such as gender,
SES and indicators of cultural capital were analyzed, too. The results found that bilinguals
who acquired their two languages simultaneously achieved better results in listening and
reading tasks in English. Moreover, when they learned one language in a formal setting,
the bilinguals benefitted from such training when compared with “bilinguals who
acquired their L1 informally at home as well as their monolingual peers” (Maluch &
Kempert 2017: 12). Similar findings regarding the frequency of use suggest that
bilinguals who frequently use both languages and switch between them in daily
conversations “and within the same conversation” outperform monolinguals as well as
bilinguals who rarely alternate their languages (Maluch & Kempert 2017: 12). The study
establishes the advantage for bilinguals in English who acquired both of their languages
simultaneously, who frequently use both languages, who switch between them daily and

who received instructions in the minority language (Maluch & Kempert 2017: 12).
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The last study mentioned here is that of Siemund et al. (2018). They focused on
English demonstratives in bilingual heritage speakers of Russian-German, Turkish-
German and Vietnamese-German, as well as a monolingual control group. Both written
and spoken texts of the E-LiPS® project were analyzed. Participants were either in grade
7 or 9. All groups had to write a narrative based on a picture sequence about a typical
German breakfast and to describe orally a second picture sequence. The older cohort were
additionally asked to write an instruction on building a boomerang (Siemund et al. 2018:
389). The statistical analysis reveals significantly different performances between the
language groups. On the one hand, negative transfer could be proven from Russian due
to the use of demonstratives in contexts in which personal pronouns are expected. Russian
grammar may have caused this finding because speakers cannot use personal pronouns in
the contexts detected in the study, only demonstrative pronouns. However, the researchers
argue that this non-facilitative transfer is weak (Siemund et al. 2018: 400). Since the
results only indicate selective transfer, they are more in line with Westergaard’s LPM
than the TPM, since the latter argues for a holistic transfer (Siemund et al. 2018: 400).
The authors state that proficiency and frequency of use are crucial factors affecting
additional language learning (Siemund et al. 2018: 403). Siemund (2022: 100) states

that language dominance is a strong predictor of cross-linguistic influence, that cross-linguistic
influence works on a property-by-property basis, and that one can observe cumulative
enhancement and/or cumulative inhibition depending on the specific language constellation and

the phenomena investigated.

The aforementioned studies suggest that language dominance, the type of bilingualism,
high proficiency in the heritage language, and frequency of use are predictors for the

outcome in English as an L3.

2.7 Theories in third language acquisition

In this chapter, an overview of recent linguistic models focusing on the interaction of

background languages and possible sources of transfer is presented.

6 E-LiPS is a subproject of “Linguistic Diversity Management in Urban Areas (LiMA) Panel Study (LiPS)”.
This study was carried out by the University of Hamburg between 2009 and 2013 by Peter Siemund and
Ingrid Gogolin.
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2.7.1 Second language status factor

Williams & Hammarberg (1998) showed that the background languages may play
different roles when acquiring a third languages.” More precisely, the second language
has been identified as “a desire to suppress L1 as being ‘non-foreign’ and to rely rather
on an orientation towards a prior L2 as a strategy to approach the L3” (Hammarberg 2001:
36-37).

In line with Williams & Hammarberg (1998), Falk and Bardel (2007) suggested
that the L2 Status Factor Hypothesis is the main source for transfer effects in TLA,
whether facilitative or non-facilitative. The study explored negation placement. Since the
language groups performed differently, Bardel and Falk (2007) argue for the L2 being the
main variable for transfer. Furthermore, the results reveal that, “the L2 status factor is
stronger than the typology factor in L3 acquisition” (Bardel & Falk 2007: 480). They
clearly state that the L2 impedes the L1 as a possible source for CLI effects and that “the
L2 acts like a filter, making the L1 inaccessible” (Bardel & Falk 2007: 480).

Berkes and Flynn (2012: 143) argue that the L2 status factor hypothesis mainly
focuses on the tendency that the last learned language is the source of transfer in

additional language learning processes. Furthermore, they argue

that the L2 Status Factor guides syntactic transfer as well; that is, they posit that syntactic
development in subsequent acquisition is also affected by the specific syntactic features of the last
learned language (Berkes & Flynn 2012: 143-144).

However, several studies have proven that the acquisition of an L1, L2 or L3 takes place
in different ways. Williams and Hammarberg (2009) investigated the development of the
L2 status factor hypothesis and emphasize its particularity and importance. Concerning
the acquisition of the L3, learners tend to suppress their L1 and try to use strategies they
used during the acquisition of their L2 (Hammarberg 2001). This effect was first revealed
by Meisel as the foreign language effect (Meisel 1983) or Fremdspracheneffekt (Ecke &
Hall 2000). In a scenario in which a learner has more than one L2, variables such as
typology or proficiency level determine which of them dominates. It is assumed “that the
L2 status factor, which seems to lead to activation of an L2 and L3 vocabulary, might
also have an impact in L3 syntax” (Falk & Bardel 2010: 195).

" In a longitudinal study, the authors investigated an L3 learner of Swedish with the background languages
L1 English and L2 German. Both the L1 and the L2 played different roles: English were used for self-
correction in an instrumental role and German for other than pragmatic functions in a supplier role (see
Williams & Hammarberg 1998, Falk & Lindqvist 2018).
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However, there is no explanation why learners choose the L2 as the dominant
background language rather than the L1, but there are some hypothetical assumptions.
One of the participants in Hammarberg’s study (2001), whose L1 was English, reported
that she did not want to show that she is a native speaker of English; thus, she preferred
to use her knowledge of her L2. De Angelis (2007) argues that this behaviour of the
student is caused by psychological strategies: perception of correctness and association
of foreignness.

Falk and Bardel (2010) suggest that adult learners do not classify additional
language learning in categories of L1 or L2, but instead in mother tongue and one that is
not their mother tongue, which is, for example, learned later in life in a formal or informal
situation. This point refers to differences between sociolinguistic and cognitive aspects.
Comparing the L1 and the L2, such differences may be “age of onset, proficiency level,
learning situation, metalinguistic knowledge, learning strategies only present in L2,
awareness of the language learning process in L2 (Falk & Bardel 2010: 196). In addition,
they also claim that the L2 and L3 are more similar regarding the variables of “age of
onset, outcome, learning situation, degree of metalinguistic knowledge, learning
strategies and degree of awareness in the process of language appropriation” (Bardel &

Falk 2012: 68).

2.7.2 The cumulative enhancement model for language acquisition

The Cumulative Enhancement Model (CEM) was proposed by Flynn et al. (2004). The
model argues that all previously acquired languages can influence further language
learning in L3/n.8 Neither the L1 nor the L2 are of overriding importance, and both can
be sources of transfer in the L3. Thus, all languages learned are “equally important”
(Flynn et al. 2004: 5). In contrast to other models, the CEM states that background
languages can enhance language learning in L3/Ln. Hence, the L1 or L2 can either have
a positive or no effect (Flynn et al. 2004; Westergaard et al. 2017). This finding means
that during the process of language learning, negative or non-facilitative transfer,
interference, deceptive cognate etc. are neglected (Westergaard et al. 2017). According
to Berkel and Flynn (2012: 144), the main function of the CEM is

to reveal the structural development in the acquisition of a specific Ln language, i.e., it focuses on
how a multilingual learner constructs the grammar of the target language. [...] and it excludes

redundancy in linguistic representation.

8 n = number of languages
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Therefore, Flynn et al. (2004) propose that similar concepts of grammar in previously
learned languages support the acquisition of such concepts, which can either be the same
or similar in the newly acquired languages. However, Rothman (2011: 110) states that

the CEM includes all previously learned languages that
can either enhance subsequent language acquisition or, according to Flynn et al., crucially remain
neutral. In this sense, previous linguistic knowledge is predicted to transfer in multilingual
development only when such knowledge has a bootstrapping effect, otherwise, transfer is expected

to not obtain.

To find evidence for the CEM, Flynn et al. (2004) investigated English relative clauses
and their acquisition by bilingual Kazakh-Russians, divided into a child group (n=30) and
an adult group (n=33). Compared with English and Russian, which possess head-initial
relative clauses, in Kazakh they are head-final (Flynn et al. 2004). The findings support
the CEM referring to a small percentage of incorrect formed relative clauses, which was
analyzed as a cumulative or facilitative impact from Russian. In addition, the authors
assume no effect from Kazakh, arguing that, “[t]he L1 does not play a privileged role in
subsequent language acquisition” (Flynn et al. 2004: 13). Rothman (2011: 110) claims
that these findings

demonstrate that the L2 can influence development of [Complementizer Phrase] structures in L3
acquisition, and that experience in any previously acquired language can be taken advantage of in

the acquisition of any subsequent language.

Flynn et al. (2004) point to further research focusing on the differences between adult and
child learners of an L3, since their results only establish children’s initial stages of L3
acquisition. Siemund (2022: 76) argues that although there may be support for the CEM,
“there is too much evidence for grammatical cross-linguistic influence of a non-
facilitating type to warrant the assumption of exclusively positive effects of a previous

multilingual experience.”

2.7.3 The Typological primacy model

In line with the previously mentioned models, the Typological Primacy Model (TPM)
proposed by Rothman (2011) explores how the background languages interplay and affect
TLA. He defines the TPM as follows:

Initial State transfer for multilingualism occurs selectively, depending on the comparative
perceived typology of the language pairings involved, or psychotypological proximity. Syntactic
properties of the closest (psycho)typological language, either the L1 or L2, constitute the initial
state hypotheses in multilingualism, whether or not such transfer constitutes the most economical
option (Rothman 2011: 112).
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In addition, he neglects the L1 as having a privileged role; instead, he assumes that the
L1 is not the only source for transfer. Furthermore, he questions the CEM and the L2
status factor due to different outcomes. In his study, he tested whether the L2 status factor
model is the best explanation, and whether the L2 plays a crucial role in L3 acquisition
or whether typological closeness between the background language and the newly
acquired one is the determining factor (Rothman 2011: 111). Rothman (2011: 116)
examined adjectival placement in bilinguals: the first group included L1 Italian speakers
who learned English as the L2 and Spanish as L3 (n=12), whereas the second group
consisted of speakers with L1 English, L2 Spanish and L3 Portuguese (n=15). In addition,
Brazil Portuguese and Spanish native speakers were tested, as well as controls. Although
adjective placement differs among the languages investigated, Rothman (2011: 118)
found neither statistical significance between the L2 learners nor between the L3 learners
and the control groups. Hence, the most likely source of transfer in the study was
facilitative from the Romance language, rather than from English, the L2. These results
argue against the L2 status factor, due to the order of acquisition not being the focus as it
is in the L2 hypothesis, which argues for the right “order of successful acquisition”
(Rothman 2011: 120). However, the L2 English had no effect on the L3; instead, the
Romance languages affected the L3, irrespective of whether they act as L1 or L2. Based
on this finding, the results support the CEM, but Rothman (2011: 121) argues that “the
CEM is not entirely correct insofar as the transfer can be non-facilitative based on either
an L2 effect or typological motivations.” Both models share the assumption that transfer
is possible from all background languages, and Rothman (2011: 121) regards his TPM as
“a modification of the CEM” but argues the TPM “predicts that transfer always obtains
from either the L1 or the L2 [...] and this is based on overall typological proximity.” This
transfer can be either positive or negative. In his study, learners were at an intermediate
level of proficiency. This, however, can affect the results, because the aforementioned
proposed models focus on the initial stages of L3 learners. Rothman (2011: 121) admits
that these differences could have led to other results that may point towards the L2 status
factor. Furthermore, it remains unclear whether “overall typological proximity” transfer
means a full transfer of grammar or just a specific area the L3 language lacks at this
certain stage (Rothman 2011: 121). Therefore, further research on multilingual settings is
needed to obtain more insights into the variable typology.

Another study worth mentioning is by Gonzélez Alonso et al. (2021), who

clarified the question about overall transfer. They state that, “the full grammar of one of
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the previous languages is transferred as soon as this (implicit) comparison is completed”
(Gonzélez Alonso et al. 2021: 3). At a later stage of L3 acquisition, this transfer is
reconfigured. Nevertheless, transfer from other background languages at later stages of
TLA is not considered. However, the researchers tested recent models to determine which
is the best for explaining the findings in this investigation. The sample was 40 Catalan-
Spanish bilinguals who are ab initio learning English as an L3. The sequential bilinguals
were divided into 18 Spanish-Catalan speakers and 22 Catalan-Spanish speakers. To test
for DOM®, word order, determiner plus nouns and causative structures with a determiner
phrase, the participants took part in an acceptability judgement task in Catalan, Spanish
and English. The hypothesis was that a similarity between the students’ performance in
English and Catalan or Spanish would support full transfer. Regarding the TPM, this
means that Catalan would be the expected source of transfer due to its “larger
phonological proximity to English” (Gonzalez Alonso et al. 2021: 21). However, neither
Catalan nor Spanish could be proven as a source of transfer since there were no significant
similarities between English and Catalan or Spanish. Nevertheless, the TPM predicts full
transfer, and this is not contradicted by the data. The authors admit that “our results do
not squarely support for any available theory,” but they interpret them as grammar being
transferred from Catalan in this initial stage of English learners, because the same
bilinguals were tested regarding definiteness effects and negative polarity items in
another study that supports Catalan as the main influence (Gonzélez Alonso et al. 2021:
21). At this point, their data provide no evidence for either model, but they try to explain
the students’ performance by pointing to another study exploring other syntactic
structures with the same students. This approach seems unsatisfactory since the data
cannot be explained by current models on L3. The authors further argue that their sample

may be too small, and they should have used more items. However, they state finally that
[tlhe TPM is no exception, but we believe that the data from this study are compatible with its
predictions overall or, at the very least, do not qualify as strong enough evidence to preclude full

transfer as a viable option in L3 acquisition (Gonzélez Alonso et al. 2021: 23).
These findings are quite interesting, since they do not point to any model. Therefore, other
explanations and perhaps models need to be developed for such results. The authors admit

that further research is needed and the area of TLA is still in the beginning stages.

® DOM means differential object marking with noun phrases
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2.7.4 The linguistic proximity model

A newer model is the Linguistic Proximity Model (LPM) proposed by Westergaard et al.
(2017). Her model differs from the previous ones in their assumption that both previously
learnt languages can be sources for CLI effects in the L3. In contrast to the CEM and the
TPM, the LPM regards the benefits of both models and does not consider the order of the
acquisition of the L1 and L2. Instead, it considers the similarities of the L1, L2 and L3,
and Westergaard et al. (2017: 670) “claim that similarity of abstract linguistic properties
is the main cause of CLI from previously learned languages.” Both the L1 and the L2 are
available when learning the L3. The idea of the LPM is that a learner of a new L3 has
complete access to the languages learned before and to the knowledge about linguistic
repertoire of these languages; hence, both the L1 and the L2 are active. This means that
the linguistic competence of previously acquired languages is achievable during the
learning process of the L3. The learner of the L3 does not necessarily display a “complete
transfer of one of the previously acquired grammars” (Westergaard et al. 2017: 670).
There are two options regarding the influence of the background languages: facilitative
and non-facilitative. The first occurs when one or both previously acquired languages
have similar structures in grammar to the L3. If a learner mistakes his analysis of the
language input of the L3 and uses grammar knowledge of L1 and/or L2, this is non-
facilitative influence. Westergaard et al. (2017: 670) define the model as “property-by-
property learning [that] allows for both facilitative and non-facilitative influence from
one or both previously acquired languages.” The basis for transfer is similarity between
the languages, rather than typological proximity. In addition, the researchers agree with
the scalpel model of Slabakova (2017) and state that it “considers the language acquisition
capacity (for the L1 as well as subsequently acquired languages) to be a sharp instrument,
capable of making clear and fine distinctions” (Westergaard et al. 2017: 670).

The basis for the LPM is a study examining adverb-verb placement and subject-
auxiliary and using a grammatical-judgement task for English sentences. The study
focused on bilinguals of Norwegian-Russian (n=22), monolingual Russians (n=31) and
monolingual Norwegians (n=46) who are between the ages 11 and 14. Due to different
background languages, the language groups performed differently, which the authors
interpret as being caused by the language constellations. Both the facilitative and non-
facilitative influence of the background languages are evident in the results of the
grammatical tasks. Russian and English share some similarities regarding word order,

which is analyzed as positive influence from Russian, on the one hand, and, on the other
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hand, negative transfer was found from Norwegian with a verb-second status
(Westergaard et al. 2017: 676). Further variables that may impact the outcome, such as
age of onset or type of bilingualism, were not considered. However, the bilinguals were
considered heritage speakers who may be unbalanced due to their migration background
(Westergaard et al. 2017: 679). Westergaard et al. (2017: 678) argue that these results
provide evidence for the LPM rather than for any other model. Nevertheless, no further
variables were considered, which is crucial, since other aspects such as type of
bilingualism, age of onset, language proficiency etc. can affect additional language
learning. Therefore, it remains unclear how the outcome of the mono- and bilinguals
would have been affected or whether they would perform the same.

A study that can be related to this model is Siemund et al. (2018), presented in
Subchapter 2.6, which tested English demonstratives in bilingual heritage speakers and
found evidence that all previously learned languages can affect additional language

learning.

2.7.5 The Scalpel model

In line with the LPM proposed by Westergaard et al. (2017), Slabakova (2017) presents
the Scalpel Model, which also includes property-by-property transfer. Like the TPM, on
the one hand, and the LPM on the other, Slabakova (2017) states that transfer is based on
typological or perceived similarities between the languages involved. In contrast to the
CEM, Slabakova does not neglect non-facilitative transfer. She based her model on the
analysis of previous studies on TLA and states that the grammar of background languages
is stored in a combined manner; therefore, neither the L1 nor the L2 have a privileged
role (Slabakova 2017: 656). In her interpretation, Slabakova ignores the privileged role
of the first language. In addition, she disagrees with the CEM, which proposes that there
are two types of transfer, namely positive or negative, but it does not support negative
transfer (Slabakova, 2017: 656). Furthermore, the TPM suggests that transfer is
wholesale, which is refuted by Slabakova, as she agrees with the suggestion of
Westergaard et al. (2017) of a property-by-property language development (Slabakova,
2017: 657-658). The scalpel model includes variables affecting the outcome of the
investigated area that are not considered in the LPM. Slabakova (2017: 652) counts three
different areas as influencing factors: cognitive and psychological prominence,
typological characteristics, and linguistic characteristics of the new learned language. The

first type includes “native, adult-onset or child-onset, strong additional or weak additional
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language™; further, the second questions whether languages are “consciously or
unconsciously perceived as typologically/structurally related” (Slabakova 2017: 652).
However, the scalpel model includes more factors than typology that “may influence the
success or failure of acquisition of a specific property in the L3 and often have the effect
of thwarting the potential cumulative enhancement” (Slabakova 2017: 659). Furthermore,
the model adapts the claim of the CEM and TPM,; that is, the L1 and the L2 are equally
important in the initial stages of language development regarding sources of transfer
(Slabakova 2017: 656). However, she states that research on TLA should also focus on
more advanced stages of language acquisition to explore language development
(Slabakova 2017: 652).

To sum up the model, the metaphor used by Slabakova at the beginning of her
proposal is highlighted. She explains that some grammatical phenomena are transferred

more easily than others. The scalpel model means
that the activated grammatical possibilities of the L1-plus-L2 combined grammar act with a
scalpel-like precision, rather than as a blunt object, to extract enhancing, or facilitative, options of
L1 or L2 parameter values (Slabakova 2017: 655).

However, Slabakova did not conduct her own study to support her model. Instead, she
analyzed and interpreted earlier studies, which she used as the basis for the scalpel model.
She admits that the model can still be adapted and that “[t]he search for the definitive L3
acquisition account continues” (Slabakova 2017: 662). This statement is somehow
irritating, since it seems that the model is not convincing enough to be proved by other

studies.

2.7.6 Hammarberg’s models for third language use

Hammarberg (2017) proposed a variable model based on Hufeisen’s factor model (2005)
that includes different language knowledge factors. The following diagram illustrates the

development of a trilingual speaker.
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Figure 10: Hammarberg’s template for a model for L3 use (Hammarberg 2017: 13)

{ Language knowledge factors ]

The box in the middle of this diagram constitutes the receptive or productive message
processing during the L3 acquisition. One the one hand, receptive skills contain reading
and listening comprehension and, on the other hand, productive skills, including speaking
and writing comprehension. On the left side of the box, the language knowledge factors
are presented, which include “one or more L1(s), one or more L2(s)” and the current
interlanguage of the L3 that a learner has during the acquisition process, and which
indicates that the proficiency level of the L3 is not fully high but approximating the target
language dependent of the learner’s stage of development (Hammarberg 2017: 13). This
interlanguage can also just occur in the initial stages of language acquisition. Hence, the
interlanguage is a dynamic factor. In addition, there is a current L3 perception that is
necessary for the process of acquiring a new language. The corresponding current L3
production is as important as the perception. To acquire a language fully, one needs to
produce utterances in the new language on its own oral or written states; otherwise, the
productive competence is low or towards zero (Hammarberg 2017: 12). Generally, this
scenario is common. During initial stages, production competence is normally low as the
input needs to be processed. In the next step, this competence can be used to make
utterances. In some cases, the perception level is high, and a foreign language can be
understood but one is not able to respond. This could happen when a learner speaks, for
example, Italian and can understand Spanish because of the typology but he cannot speak
in Spanish.

For this study, the model for the L3 user is considered. Hence, we focus on the
development of the L3 learner. Hammarberg (2017: 15) outlines that this model is ““at the

same time situation-related and adaptable to the dynamics of developing linguistic
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repertoires.” Figure 11 illustrates the model for a multilingual speaker. Unguestionably,
the preceding model.

Language use/learner

- { Neurophysiological factors J

Contextual knowledge .

factors -« { Learner external factors J

Receptive/ | +——|Affective factors

Language knowledge productive

factors: - message -

L1(s) processing

(L2(s)) D [ Specific L2 learning factors ]
Current language reception > + Current language production

Figure 11: Hammarberg’s template for a model for language use by multilingual speakers (Hammarberg 2017:
12)

the factors on the right side of the box remain the same, but those on the left side are
adjusted to multilinguals, as is evident in the presentation of the languages involved.
Similar to the first model, this one involves the L1(s) and L2(s). A difference here
concerns the language knowledge factors, which include a current L3 interlanguage in
The processing box in the middle contains the oral or written interaction of a multilingual,
which is influenced by the factors around the box, such as the comprehension of a
(previous) situation and “encyclopedic” knowledge (Hammarberg 2017:12). As
Hammarberg (2017: 13) states, the languages involved play an important role, no matter
if there is more than one L1 or more than one L2 or if both situations appear. On the left
side of the model, the contextual knowledge factors are displayed (Hammarberg
2017:12).

2.8 Bilingual (dis)advantages?

There is the widespread idea that bilinguals perform better than monolinguals due to their
larger linguistic repertoire (Cenoz 2013). Bright and Filippi (2019: 6) state that,
intuitively, bilinguals and multilinguals have more linguistic abilities than monolinguals,
such as being able to communicate with more people from different cultures, which also
may lead to more job opportunities and so forth. Much research has focused on such
bilingual advantages in executive functions. The question is whether bilinguals
outperform monolinguals when focusing on language acquisition. Several studies have
found no evidence of a bilingual advantage that is not limited to the area of executive
function (see Goldsmith & Morton 2019; Schroeder 2019; Hopp 2019; Ghezlou et al.
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2018). We now examine some recent studies to find evidence of bilingual advantage or
disadvantage.

What is a bilingual advantage?

According to Lorenz (2022): 9), bilingual advantages mean “linguistic advantages in
terms of a more target-like performance in a foreign language.” According to de Bot
(2017), there are two ways to clarify this term. The first refers to a lay explanation that
considers “[c]reative thinking, [m]etalinguistic awareness, [I]ogical thinking, [f]lexibility
in thinking, [t]he enhanced ability to learn additional languages™ (de Bot 2017: 15). The
second includes cognitive abilities such as updating information in the memory,
inhibitory control concerning “the ability to ignore irrelevant information,” and the ability
to switch between tasks (de Bot 2017: 16). However, Siemund (2020: 14) refers to the
following variables when discussing multilingual advantages: “[e]xecutive function
(control) and cognitive reserve, [c]ognitive development and educational attainment,
[m]etalinguistic awareness, [IJanguage acquisition and learning.” In addition, the
assumption is that the more languages, the better the performance. However, it must be
remembered that the more languages involved, the more transfer effects are possible,
either facilitative or non-facilitative. This process is affected by different variables,
including language typology, language dominance, age of onset, recency of use etc.
(Siemund 2020: 15), which we discussed in Subchapter 2.1.3. In line with de Bot (2017)
and Siemund (2020), Cenoz (2013: 76) states that L3 learners have a “broader linguistic
repertoire” due to their previously learned languages. There is a widespread belief that
“the more languages a person knows, the easier it becomes to acquire an additional
language” (Cenoz 2013: 74). However, studies have found both bilingual advantages and
no advantages over monolinguals, as well as a mix of such findings.

As discussed, the type of bilingualism is crucial when learning additional
languages. However, this is also important for bilingual advantages, since more-balanced
bilinguals are assumed to perform better than less-balanced bilinguals. It has been
reported that unbalanced heritage speakers who speak another family language other than
the majority language of the environment do not benefit from their background languages;
instead, in this case, monolinguals outperform bilinguals (Lechner & Siemund 2014:
320).
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Studies that indicate a bilingual advantage

Czapka et al. (2019: 9) compared primary school children who were either monolingual
(n=69) or multilingual (n=57) attending the third grade in Germany regarding executive
functions tasks and skills in spelling, mainly “lexicon size and phonological awareness.”
The results prove three aspects in multilinguals: bilingual advantage, a better
phonological awareness and a “smaller mental lexicon in German” (Czapka et al. 2019:
9). Interestingly, in their dominant language of German, the multilinguals achieved lower
scores than the monolinguals. For spelling, both monolinguals and multilinguals shared
the main factors, but lexicon size was a predictor for spelling in multilinguals, and
monolinguals “were already able to make use of [executive function] during spelling”
(Czapka et al. 2019: 9). The term multilingual refers here to 50 bilinguals and seven
trilinguals. This result is quite interesting, since other studies have found that the
dominant language has a higher effect on language development, as presented in
Subchapter 2.1.3.

Another study that found evidence of a bilingual advantage is Schroeder (2019).
He focused on the development of theory of mind. He used two meta-analyses, the first
included 16 studies that compared 1,283 children, either bilingual or monolingual. The
second analysis comprised eight studies that “statistically adjusted the Theory of Mind
scores to correct for a bilingual disadvantage in language proficiency” (Schroeder 2019:
177). Both analyses found evidence of bilingual advantages. The former found a small
advantage, the latter a medium-size advantage. Schroeder (2019: 177) states that the
results indicate benefits for “the mental state reasoning” of bilinguals having acquired
two languages.

Augustin-Llach (2017) tested the performance in English of Spanish-Basque
bilinguals (n=87) and monolinguals (n=86). The results prove that bilinguals performed
slightly better than monolinguals, which supports bilingual advantages.

Maluch and Kempert (2017) suggest that only particular language groups
outperformed monolinguals. They aimed to find out whether “manner of learning,
sequence of bilingual acquisition and code-switching practices affect English listening
and reading achievement in immigrant bilingual students” (Maluch & Kempert 2017: 5).
The language groups were divided based on the learning situation, the frequency of use,
and the occurrence of switching between the languages. When the background variables
were controlled, the results indicated an advantage for bilinguals in English tests. This

result concerns bilinguals with language training, whereas bilinguals who only acquired
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their L1 at home were outperformed by the former bilingual type (Maluch & Kempert
2017: 10). As previously mentioned, the type of bilingualism plays a crucial role.
Interestingly, in this study sequential bilinguals were outperformed by simultaneous
bilinguals. We return to this later; however, sequential bilinguals were found to behave
in the same way as the monolinguals. The English outcome was highly affected by the
amount of switching between the languages. Therefore, Maluch and Kempert (2017: 10)
claim that bilinguals do not differ in their English performance from monolinguals, when
they rarely “switch between their languages.” Again, background variables can affect the
results in language acquisition studies.

In 2016, Maluch et al. focused on the development of 1032 German students
from elementary school to secondary school who were learning English as a foreign
language. Interestingly, although they found significant benefits for bilinguals in the
younger cohort compared with their monolingual peers, the older cohort displayed no
advantages (Maluch et al. 2016: 116). Thus, the bilingual advantage seemed to disappear
over the years. However, in grade 8, one bilingual group outperformed monolinguals,
namely, the group that spoke German most of the time in their homes. The authors state
that such diverse findings can be traced to the “cognitive and linguistic advantages” of
the bilingual group, as well as to monolinguals catching up to the linguistic skills of their
bilingual peers (Maluch et al. 2016: 116).

Siemund and Lechner (2015) also found younger bilingual learners at the age of
12 benefitted from their two languages more than the older participants at the age of 16.
The older cohort did not outperform monolinguals. The authors state that these findings
indicate an initial advantage of bilinguals that disappears later when learning additional
languages in a school context (Siemund & Lechner 2015: 157-158).

Similarly, Maluch et al. (2015) explored bilingual heritage speakers and the
effect of the background languages and variables on English as the L3. The sample
consisted of 2835 German students in sixth grade. Bilinguals were further divided into
five groups: 105 Arabic-Germans, 110 Chinese-Germans, 57 Polish-Germans, 383
Turkish-Germans and a heterogeneous bilingual group that comprised different L1
languages (n=284). In addition, the monolingual German group included 1896 students.
The results indicate a bilingual advantage in learning English as the L3, but the outcome
differed according to the language group. If children spoke a heritage language at home,
their English outcome benefitted (Maluch et al. 2015: 82). However, a predictor for L3
learning is proficiency in the instructional language. Bilingual children who displayed
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advanced instructional skills in German performed better than bilinguals with weaker
skills who achieved lower scores than the monolingual group. In general, the authors
argue that “speaking a minority home language also supports the language learning under
certain conditions” (Maluch et al. 2015: 83). Although bilingual heritage speakers are
often regarded as having more challenges in language learning, they are also “coupled
with benefits” (Maluch et al. 2015: 84).

Morales et al. (2013) conducted two studies with children who were either five
or seven years old. In the first study, 56 children aged five participated in a Simon-type
task to test working memory. The findings reveal that bilinguals were faster in responding
and more accurate in comparison to the monolingual children. Thus, the bilinguals
outperformed the monolinguals in executive functions (Morales et al. 2013: 187). The
second study included 125 children, with a younger and an older cohort. Via a
visuospatial span task, further components of the executive function were tested. Again,
the results indicate bilingual advantages. Both studies found evidence for “an advantage
for bilingual children in working memory that is especially evident when the task contains
additional executive function demands” (Morales et al. 2013: 187).

Sagasta (2003) explored writing proficiency in English as the L3. The results
provide evidence for balanced bilinguals performing better than unbalanced bilinguals.

In line with this, Sanz (2007) conducted several tests to determine whether
balanced and unbalanced bilinguals perform differently. The results indicate both support
for bilingual advantages of the balanced type in grammatical proficiency and
disadvantages in lexical proficiency. Such results are a mix of advantage and

disadvantage.

Studies that did not find a bilingual advantage

Hopp (2019) compared the performance of primary school children in English with
bilingual heritage speakers of Turkish-German and a monolingual control group.
Between these language groups, there were no significant differences; thus, neither
advantage nor disadvantage could be demonstrated.

Goldsmith and Morton (2019) found no significant differences between
monolingual and bilingual adults. They tested sequential congruency effects and used a
flanker test. In contrast to former studies, sequential congruency effects did not differ

between the adult language groups (Goldsmith & Morton 2019: 30). The researchers
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admit that in studies with adult monolinguals and bilinguals, results may differ due to
different background factors and experiences (Goldsmith & Morton 2019: 31).

Paap et al. (2019) tested 141 college students on selective attention and
inhibitory control. The findings indicate that there was no significant difference between
the language groups; thus, no bilingual advantage could be found, which supports the null
hypothesis (Paap et al. 2019: 185). The authors conclude that advantages regarding
inhibitory control for elder bilinguals “are more myth than reality” (Paap et al. 2019: 193).

Lehtonen et al. (2018) aimed to find out whether adult bilinguals outperform
monolinguals. They used a sample of 152 published and unpublished studies using
several background variables of the participants. The results show no overall advantage
of bilingual adults over their monolingual counterparts. In some tasks, small advantages
regarding “inhibition, shifting and working memory” could be proven, but in “monitoring
or attention,” for example, there was no such advantage. Interestingly, however, the
researchers did find a disadvantage for verbal fluency (Lehtonen et al. 2018: 394).

In a similar vein, Ghezlou et al. (2018) found no support for a bilingual
advantage when testing the acquisition of adjective placement. They explored Azeri-
Persian bilinguals who learned English as the L3. The participants acquired their mother
tongue, Azeri, in a natural environment, whereas the L2 Persian is the language of
instruction they started to learn at the age of seven. The monolinguals also learned Persian
in an instructional setting from the age of seven. When the study was conducted, both
groups were students at a university and learned English as the L3 or L2. The bilinguals
were enrolled at an Azari university, and the monolinguals at a Persian university.
However, the authors state that the results did not indicate that bilinguals outperformed
monolinguals. In line with this, the findings reveal a negative transfer from Persian,
representing a monolingual advantage rather than a bilingual advantage (Ghezlou et al.
2018: 180). This finding also supports the previously mentioned scenario of unbalanced
bilinguals who do not benefit from their non-dominant language. Instead, the dominant
language impacts the acquisition of additional languages.

Morales et al. (2013: 531) found no evidence that bilinguals outperform
monolinguals, “where higher requirement of proactive-reactive control adjustment was
required.” They argue that the results do not generally reveal a better ability on executive
functions, and it is more likely that this difference can be traced to calibration (Morales
et al. 2013).
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In line with the aforementioned studies, Gallado (2007) found no support for
bilingual advantages of the balanced type when testing phonological competence in L3

English. This finding reveals how diverse results in studies on bilingual advantages are.

Studies on educational factors

The previously shown studies demonstrate how differently the outcome of research on
bilingual advantages are. As pointed out by Maluch et al. (2015, 2016, 2017), background
variables also impact the results of bilinguals learning additional languages. These
variables include age of onset, proficiency level, frequency of use, switching between
languages, metalinguistic awareness, and SES. One study that focuses on the variable
SES and whether it correlates with bilingual advantages is Naeem et al. (2019). Via a
Simon task and a Tower of London task (TOL), 45 monolinguals and 45 bilinguals
between the ages 18 and 30 were tested. Both low and high SES occurred regularly in the
language groups. The findings indicate that bilinguals had an advantage over
monolinguals in the Simon task (Naeem et al. 2019: 138). However, SES could not be
proven as a predictor in language acquisition. The results indicate that, “SES influences
the effect of multilanguage acquisition on performance in one of these tests but not the
other” (Naeem et al. 2019: 143). In the Simon task, bilinguals outperformed
monolinguals, but in the TOL task, the monolinguals achieved better results than the
bilingual group (Naeem et al. 2019: 143). Thus, there is a monolingual advantage. The
study did not find clear support for bilingual advantages. In another study, the findings
indicate that the SES impacted the results in English as an additional language.
Participants with a high SES achieved better results (Lechner & Siemund 2014: 339).
This finding contrasts with Naeem et al. (2019). However, in the former study, parameters
such as metalinguistic awareness did not correlate with having more background
languages. Again, these are two contradictory results that underline the diversity in
studies on bilingual advantages. Lorenz (2019: 69) states that, “bilingualism may not
necessarily be advantageous or detrimental, when further background variables are
controlled. It could not have any effect at all.” In contrast, Spellerberg (2016) argues that
a lower SES could be traced to bilingual students, whereas monolinguals had a higher
status.

Another variable is that of the learning situation (Augustin-Llach 2017). The
English classroom impacts the general performance in English, and the bilingual
advantage may decrease (see Maluch et al. 2015; Siemund & Lechner 2015). However,
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the outcome in English can be beneficial when students are encouraged to use their
background languages and compare the structures with English. Hence, metalinguistic
awareness should be used more in language classrooms to enhance language skills in the
L3 (Augustin-Llach 2017: 11).

The type of bilingualism was repeatedly mentioned as crucial in studies on TLA.
Again, to be balanced or unbalanced as a bilingual can determine the outcome in an L3
(Bialystok 2018; Siemund & Lechner 2015; Cenoz 2013). As found in Ghezlou et al.
(2018), literacy in the background language can also be a main variable to influence
additional language learning. Since the Azeri speakers acquired their language only
orally, they are only literate in Persian. Hence, if literacy is missing in one of the
background languages, bilingual advantages may not be identified.

Paap (2019: 722) found that “[s]tatistically significant bilingual advantages are
in a clear minority.” Cenoz (2013) argues that the different results may be due to different
tasks being conducted. When researchers find evidence for bilingual advantages, Cenoz
(2013: 78) states that they conducted more tests regarding an overall proficiency than
studies that do not find support for bilinguals outperforming monolinguals. Due to the
diverse findings, it is not possible to state whether bilinguals experience advantages or
disadvantages over monolinguals. Therefore, further research with more tasks concerning

overall proficiency is needed.

2.9 The educational system in Germany

In this study, it is crucial to include the type of school in the analysis of the background
data of the participants. We assume that the type of school has an impact on the language
development in German and in English. To understand the German terms of school names
in our analysis, we will explain the educational system in Germany. Depending on the
state in Germany, the compulsory education differs between nine to ten years and includes

the attendance of a vocational school for three years.
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In this study, the participants attend secondary schools which includes Hauptschule,
Realschule, Gesamtschule and Gymnasium. Depending on the school grades, students can
either attend the Gymnasium after primary school which is the qualification for the
academic track or they can attend the Gesamt-, Real- or Hauptschule. The Gesamtschule
is a compound of all school types which means that students can also go to this school
and graduate with a high school certificate which allows them to study at an university.
Again, this depends on the students™ grade. As mentioned before, we assume that the
higher the school degree of a participant is, the more education they get in English and
German and the better are the results in these languages. This is not necessarily visible
via the school grades, but in the outcome of the proficiency and metalinguistic awareness.
In this study, we divide the school type into Gymnasium and Other. The last type refers
to any other compound schools like the Gesamtschule and it includes the schools that are
not enable students to study like Realschule and Hauptschule. The distinction follows
Siemund and Lechner (2014).

2.10 Conclusion

In this chapter, we presented current findings and concepts in TLA. In subchapter 2.1.2,
we discussed differences between SLA and TLA. Today, it seems normal to distinguish
between both types, but this was not a given. We then provided an overview about studies
that found evidence for transfer from the L1, or the L2, or both languages, as well as
studies that found the dominant language to be a predictor for transfer effects into the L3.

However, there is no common ground about the source of transfer (Subchapter 2.1.3).
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Interestingly, these studies do not concern the same type of learner. Therefore, the type
of bilingualism or L2 or L3 learner is crucial. That is why we focused first on terminology
(in)consistencies and presented different definitions on the L1, L2 and the L3 in
Subchapter 2.2. Bilinguals are especially important to define in studies due to their
differences, such as balanced bilinguals, unbalanced bilinguals, additive bilingualism,
sequential or subtractive bilingualism and heritage speakers who are mostly unbalanced
(Bialystok 2018; Montrul 2016). Since heritage speakers are in the focus in this study, we
compared bilinguals with this sub-type in Subchapter 2.3.

Further background variables also play a role when sources for transfer effects
are detected. These variables include metalinguistic awareness and metalinguistic
competences, which are described in Subchapter 2.4. Nevertheless, it remains unclear to
what extent metalinguistic awareness is important for better performances in additional
language learning. We then briefly presented differences and similarities between the
term’s language learning and language acquisition. In this study, we use both terms
synonymously (Subchapter 2.5).

In our study, the participants are bilingual heritage speakers who learned English
as the L3. Therefore, we reviewed studies on bilinguals learning English in Subchapter
2.6. One of the main findings is that the type of bilingualism influences the outcome in
English, as well as further background characteristics. As discussed regarding the studies
on TLA, the results are diverse. To determine whether our results are in line with one of
the current models, we presented the L2 status factor model, the CEM, the TPM, the LPM,
the scalpel model and Hammarberg’s model for L3 use and for multilinguals (Subchapter
2.7). Like the variable of metalinguistic awareness, there are several other characteristics
that may impact bilingual L3 learners.

In the next chapter, we present demonstratives, their different functions, and

diachronic perspectives, as well as demonstratives in the investigated languages.
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3 Demonstrative pronouns

This section provides an overview of demonstrative pronouns in the investigated
languages of English, German, Russian, and Turkish. First, we offer insights into the
functions of the deictic demonstrative pronoun. Then, demonstratives in German,
English, Turkish, and Russian are presented. Also, a diachronic perspective is given as

well as studies on demonstratives.

3.1.1 Types of deixis

Generally, our “languages are primarily designed for face-to-face communication in daily
life” (Zhao 2007: 1). Hence, the context is always crucial to understand what the other
person is talking about. Due to deictic terms, we know and understand our conversation
partner (Muslu 2015).

Defining deixis

In the most effective way, deictic terms connect our utterance with the context. Lakoff
(1974) distinguishes between three types of deixis: spatio temporal deixis, emotional
deixis, and discourse deixis. Similarly, Fillmore (1975) differentiates between symbolic
use, gestural use and anaphorical use. A further tripartite division of deixis suggested by
Buhler (1982) is demonstratio ad oculos, deixis at phantasma and anaphorical use of
deictic expressions. Buhler (1982) refers to a referent that is either found in the
imagination or the memory of the participant’s mind, or in the extra-/linguistic context.
Alternatively, Gundel et al. (1988: 216) states “that deictic expressions signal a change
in focus of attention while anaphoric expressions signal focus of continuation.”
According to Diessel (2012: 1), deixis “refers to a class of linguistic expressions
that are used to indicate elements of the situational and/or discourse context”. In addition,
deixis includes the participants of the communication and the time and place of the
communication act (Diessel 2012). Furthermore, Levinson (2018) assumes that deictic
expressions vary due to the environment and speech act. Especially, deictic terms are
always interpreted in the context they are used in, whereas | refer to the current speaker,
now to an interval including time of speaking and here to a location including the place
of speaking” (Levinson 2018: 5). In line with this point, Cornish (2007: 138) defines

deixis as “the use of speech situation [the (deictic) ground, in Hanks’ 1992 terminology]
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to profile a figure.” In conclusion, the context is seen as “a common ground” defined by
“a communicative and cognitive procedure in which the speaker focuses the attention of
the addressee by the words, the gestures and other directive clues that he uses” (Miller et
al. 2014).

However, there are different points of views about deixis. We can divide these
into a narrower point of view, such as Biihler’s (1934) origo concept built by a speaker’s
body, and a broader viewpoint, for example, Levinson (2003) defines deixis due to the
context needed to understand a situation completely. Since “the speaker’s body may
provide contextual cues” (Diessel & Coventry 2020:2), the concept of body orientation is
an egocentric way of interpreting deixis (Levinson 2003). Therefore, a differentiation is

evident between a concept that is body oriented versus not body oriented.

Types of deixis

Traditionally, with the expression deictic term, three categories are referred to: personal
deixis with words such as I, my, you, your etc.; temporal deixis, such as today, last week,
next week and so forth; and spatial deixis, which includes demonstrative pronouns. Table

1 lists different traditional types of deixis.

Table 1: Types of deixis in English
Personal deixis ~ Spatial/place deixis = Temporal deixis

| me here there now the next day

you your this that today the day before
she her these  those this week  the previous week
he his over there  tomorrow

it its yesterday

we us last week

they their

Normally, children start to communicate by pointing to objects and saying da (there) or
ah/eh (Zhao 2007; Gonzalez-Pefia et al. 2020; Tomasello et al. 2007). This is called
deictic communication (Gonzalez-Pefia et al. 2020). Tomasello et al. (2007: 705)

highlight the effect of pointing:
Rather, pointing can convey an almost infinite variety of meanings by saying, in effect, “If you
look over there, you’ll know what I mean,” To recover the intended meaning of a pointing gesture,

therefore, requires some fairly serious “mindreading.”

In addition, Diessel (2019) suggests two additional categories, so discourse and social

deixis are considered, too. According to Diessel (2019: 7), discourse deixis is used to
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“make reference to linguistic entities in the ongoing discourse,” whereas social deixis

establishes a “social relationship between the interlocutors.”

Table 2: Deictic categories, after Diessel (2019)

Category Example

Personal deixis I, you

Place deixis here, there, this, that

Time deixis now, then, today, yesterday, tomorrow

Discourse deixis the latter, the aforementioned

Social deixis tu, vous [French]

Apart from the new categories of discourse and social deixis, the difference between the
traditional division illustrated in Table 1 and this table is that the former lacks the different
“pragmatic use” (Diessel 2012: 8). Therefore, Diessel (2012: 8) suggests that “if we
consider the various deictic expressions from the perspective of their communicative
function, they can be divided into two basic types”. First, “participant deixis” includes
participants in the deictic communication act and their relation to the “deictic
phenomena.” Second, the “object deixis” refers to objects within the context of a situation
or discourse (Diessel 2012: 8). The former function subsumes personal and social deixis.
Despite the traditional point of view, personal deixis does not mainly have the function
of identifying the participants in the communication act. Instead, they present the
“semantic roles of speaker and hearer in the event” (Diessel 2012: 8). In addition, Diessel
(2012: 8) compares participant deixis with anaphora, since they both “function to denote
a ‘familiar’ or ‘activated’ referent.” Furthermore, participant deixis consists of four
particularities that can be distinguished semantically from each other: their
“communicative role,” their “number,” their “gender”” and their “social rank/relationship”

(Diessel 2012: 8).

Participant deixis

In many languages, the communicative role refers to the different roles a participant can
take during the speech event. In English, we have pronouns to express the communicative
role with | and you, but in other languages this is normally taken over by “bound
morphemes on the verb” (Diessel 2012: 8). Also, number plays an important role in
deixis, since most languages distinguish between the singular and plural forms of “I and
we and you.” Two types of singular and plural forms can be distinguished: the inclusive
pronoun, which refers “to a group of people including both speaker and hearer”; however,
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the second type, the exclusive pronoun, does not include these, instead it refers “only to
the speaker” (Diessel 2012: 9). The third particularity of participant deixis is gender, and
it is not frequently found across all languages. In some, only the singular form is marked
for gender, whereas the plural form normally is not. Nonetheless, gender marking in third-
person pronouns occurs more frequently than in first or second pronouns (Siewierska
2013). Even so, more common is the last particularity of participant deixis, namely the
“marking of social relationships [...] notably in expressions for the addressee” (Diessel
2012: 10).

Obiject deixis

Having considered the features of participant deixis, we now discuss object deixis. This
type is a subsumption of “place, time, and discourse” deixis (Diessel 2012: 10). The first
category of place deixis is a small group of deictic expression. Traditionally, the English
demonstrative forms of “this and that and here and there” are part of place deixis (Diessel
2012: 10). However, temporal deixis is “based on the time-as-space metaphor” (Diessel
2012: 17) by Lakoff and Johnson (1980). According to Diessel (2012: 17), this concept
illustrates the relationship between space and time, which “is reflected in the frequent
development of temporal expressions from spatial terms.” In addition, the adpositions in
and before’ and adverbs such as then belong to the concept of space and time (Diessel
2012: 17). Because the aspect of time has only one dimension and is seen as a line, three
axes for the orientation of space are typically assumed, such as “the front-back axis, the
up-down axis, and the left-right axis” (Diessel 2012: 17). It follows that the time-as-space
line can be divided into two types of metaphors: first, the ego-moving metaphor, in which
the “fictive observer” is following the “time line into the future” (Diessel 2012: 17); in
contrast, the second variant of the time-as-space metaphor is the time-moving metaphor,
in which there is an observer who is fixed and the events move along the line (Diessel
2012: 17). In addition, the timeline metaphor is “based on the front-back axis of spatial
orientation.” Correspondingly, in English, either expressions of time or demonstratives
are used to display time deixis. Normally, time deictic terms such as day, week, months,
or year, are used or a combination of nouns and demonstratives, such as this week, next
week (Diessel 2012: 18).

82



Demonstrative pronouns

Discourse deixis

In line with this point, discourse deixis can also be identified as a time-as-space metaphor.
In this context, utterances or only words within a speech act are regarded that follow one
by one and, thus, are structured in a “sequential order” (Diessel 2012: 19). In addition,
time deixis refers to the deictic centre that includes “the moment of utterance,” in
discourse deixis the continuous speech act locates “a deictic word” and, therefore,
determines the deictic centre (Diessel 2012: 19). In general, there is many expressions in
discourse deixis. However, English possesses only a few, such as the aforementioned, the
latter. Typically, other deictic expressions can be borrowed and used in this category,
such as spatial expressions or “sequential adjectives such as last and next” (Diessel 2012:
19). In discourse, a topic can be changed by using anaphorical demonstratives, for
instance, by drawing the participants’ attention to a new topic or new participant etc. In
some languages, there is a differentiation between demonstratives that are used in
discourse and ones that refer to entities, except for English and German (Diessel 2012).
Furthermore, demonstratives in discourse are not used in combination with a gesture
because of the invisibility of participants or referents. If discourse deixis is compared with
the external use of demonstratives, both types “create a joint focus of attention” (Diessel
2012: 21). The former means elements within the context (endophoric use), the latter
refers to elements outside the context, or, in other words, are in the “physical world”

(exophoric use; see Diessel 2012: 21).

Characteristics of demonstratives and joint attention

Normally, deictic expressions are used with gestures and facial expression during
communication (Muslu 2015; Zhao 2007). There are many possibilities to underline the
words that are used with nonverbal cues (Zhao 2007), such as raising eyebrows, frowning
or pursing lips. Consequently, deixis seems crucial when learning a new language.
Diessel (2006) explains that the expressions found in a language normally can be
classified into two groups: content words and grammatical markers. However, these two
groups are not “sufficient to characterize the basic word classes of human languages”
(Diessel 2006: 464). For example, demonstratives are part of the grammatical markers,
but according to Diessel they do more than function as determiners; they “constitute a
unique class of linguistic expressions serving one of the most fundamental functions in

language: In their basic use, they serve to coordinate the interlocutors’ joint focus of

83



Demonstrative pronouns

attention” (Diessel 2006: 464). Following Clark (1978), the focus of deictic
communication lies in joint attention (Gonzalez-Pefia et al. 2020; Tomasello et al. 2007;
Diessel 2006). During communication, the recipient needs to understand the
communicators’ context by sharing it; this is called the joint attention of recipient and
communicator (Tomasello et al. 2007). Therefore, joint attention plays an important role

in deictic communication.

The deictic centre

As already mentioned, deixis can be classified into three traditional parts: personal,
spatial/place and temporal deixis, and two further categories of discourse deixis and social
deixis (Rizal 2020). Another distinction is made between the “speech-internal” and the
“speech-external” deixis (Talmy 2020). The former refers to anaphorical deixis and the
latter to discourse deixis (Talmy 2020).

In line with these distinctions, when deixis is used as a system to decide what is
close and what is far, for instance, it is important to localize both the addressee and the
speaker. Therefore, we have the deictic centre, which is sometimes called the origo. In
other words, “the deictic centre is the centre of a coordinate system that underlies the
conceptualization of the speech situation” (Diessel 2012: 3). According to Diessel (2006:
469), it is “a conceptual unit that is grounded by the speaker’s location in the speech
situation at the time of the utterance”.

The utterance and the location of the speaker define the deictic centre. To
illustrate differences in distance, a speaker can use here to refer to an “area that is
conceptualized as the deictic centre” (Diessel 2012: 3). On the other hand, this reveals
there is an area outside the deictic centre. According to Diessel (2006: 469), the adverbs
here and there are traditionally characterized by their differences in distance, but the
deictic centre can vary and, therefore, these deictic terms can either be more specified by,

for example, a personal pronoun in an utterance, or refer to a larger area, such as a city.

1) Here in Hamburg
2) Here in my house
3) Here where | parked my car

4) Here where | sit
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These examples, inspired by Diessel (2012), illustrate the different areas here can refer
to. In all the examples here refers to a location. In the first, the reference of here is a
whole city. With every example, from 1 to 4, the location is getting smaller, since the last
one locates the speaker on something to sit on.

The difference of there lies in the exclusion of the deictic centre, so it can refer
to any other location outside the origo. According to Lyon (1977: 367), speakers of a
communicative situation share their “physical context”. which is based on the origo, that
involves three different stages of “a coordinate system” in the deictic centre: “ego” (‘I’),
“hic” (‘here’) and “nunc” (‘now’) (Bazzanella 2019: 6). In recent years, the deictic centre
or origo has been regarded in “a wider perspective” (Bazzanella 2019: 7), which is evident
in the differentiation between the primary origo and the secondary origo that Fricke
(2002) makes. The former refers to both the speaker and the addressee and the role they
can play. The latter means that the position of both communicators can change during the
whole speech act (Bazzanella 2019; Fricke 2002). In the following illustration, the
concept of deictic centre in Hausa is presented. Hereby, the deictic centre can be
conceptualized in two different ways: deictic centre 1 is “interpreted relative to the area
determined by the speaker’s location alone” (Diessel 2012: 14); deictic centre 2 is
“interpreted relative to the common domain of the speech participants” (Diessel 2012:
14). There are languages like Hausa that possess more than the typical widespread

division of two or three deictic terms (Diessel 2012).

Hearer

nan

nan

Speaker Speaker

deictic centre 1

deictic centre 2

Figure 13: The conception of the deictic centre, after Diessel (2012: 14)

Since languages with more than three deictic terms are widespread, languages with
systems that contain more than that often “include a particular expression for objects and
locations near the hearer” (Diessel 2012: 13). In this example, Hausa has two ways of
constructing a deictic centre. On the left side of the illustration is the first deictic centre.

On the one hand, nan refers to the hearer, and on the other, nan refers to the speaker.
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Thus, the deictic centre here only refers to the location of the speaker. While the first
deictic centre “exclude[s] the hearer from the deictic centre” (Diessel 2012: 14), the
second contains both the hearer and the speaker. In addition, can and cén refer to a
“common domain,” which is somewhere outside the deictic centre, and that needs to be
interpreted in relation to the deictic centre (Diessel 2012: 14). A characteristic aspect of
the deictic centre is that it “is constantly changing between the communicative partners”
(Diessel 2012: 14). As Clark (1978) points out, this changing leads to difficulties for
children when changing the perspective. A result of this difficulty is the misinterpretation
of a situation (Diessel 2019; Clark 1978).

A frame of reference - three types

Equally important, the deictic centre represents a frame of reference that contains three
types. First, in the relative frame, the focus lies on the speaker and their point of view that
are determined by deictic terms such as I, you, here, there (Diessel 2012: 4). Second, the
intrinsic frame has expressions such as in front of, which indicate spatial relations. Third,
the absolute frame is determined by geographical expressions such as east, west (Diessel
2012: 5). All types consist of a coordinate system but differ in their embedded situation
of speech (Diessel 2012). Therefore, perspective can change, which is “visible in the
language of spatial reference” (Danziger 2010: 168). According to Danziger (2010: 168),
in this typology the Anchor plays an important role, which is “the zero point from which
the vector is calculated that narrows the search space from Ground to Figure.”
Furthermore, the Anchor cannot be moved. The next illustration displays this typology of

frames of references.

Figure 14: Where is the milk? (Danziger 2010: 169)

Considering the typology, in the absolute frame of reference, the milk is located to the
east of the kettle. In the relative frame, the milk is seen from the speaker’s point of view,
that is, to the right of the kettle. While the first two types refer to the “surrounded

landscape” and the participant of the situation, respectively, the Anchor of the intrinsic
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frame of reference is “in the Ground object itself” (Danziger 2010: 169; for further
discussion, see Danziger 2010; Majid et al. 2004; Levinson 1996).

3.1.2 Joint attention

In order to communicate, a recipient and an addressee need to share their context with

each other. Due to this joint attention, they can communicate which is illustrated in Figure

15.

@eaker 1:

centre 1

1
here
this
these

Speaker 2:

Speaker
land2

you
actor of centre 1

centre 2

1
here
this
these

you

@ressee of centre 2

MEDIAL

Figure 15: Illlustration of joint attention®

When speaker one says you, s/he refers to the addressee of the speech, and vice versa.
Every speaker has its own centre. In addition, the proximal demonstratives this and these,
the local adverb here as well as the medial and distal context are shared. Hence, when
speaker one says That is a nice new house over there that is normally accompanied by a
pointing gesture, s/he shares his/her context with speaker two, as is evident in the
illustration outlined in the outer circle including both speakers and, in this case, the distal
circle. Due to this joint attention, speaker two knows which house is meant.

By now, there is still no consensus about the definitions for joint attention.
Salmon (2020: 40) works with the definition that “joint attention can be termed the
coordinate attention of two or more people to the same, intentionally focused object,
event, or idea.” According to Diessel (2006), joint attention involves three parts in the
interaction: a speaker who is the actor, another who the actor addresses their focus to, and

10 This figure is inspired by an illustration from a study of Temporal Deixis as a Participation Marker by
Burbiené and Sabaliauskiené (2018).
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the object the actor refers to. If the actor wants to communicate with the addressee, they
must make the addressee focus on the same object of reference. Therefore, the actor can
underline their utterance with facial expressions and gestures, such as pointing with a
finger toward the object or entity (Diessel 2006). Around their first birthday, infants try
to use pointing gestures and eye gaze to focus the attention of others to a joint reference
(Elian et al. 2011). In general, joint attention is an omnipresent phenomenon, and it is
necessary for interaction and communication with others (Battich & Geurts 2020). In
1974, Bruner first presented the term joint attention, and in 1995, Moore and Dunham
referred to joint attention as an important step in the development of infants, especially
in the cognitive and social aspects of development. As Battich and Geurts (2020) point
out, there is no general definition of the term joint attention. Mostly, definitions refer to
the openness and the transparency of the actor and addressee. Furthermore, both the actor
and the addressee “are jointly attending to the same object or state of affairs” (Battich &
Geurts 2020: 2). Kaplan and Hafner (2006) refer to a triadic interaction that includes a
child, an adult and an object. According to Stmer et al. (2020:3), triadic means that the
speaker and addressee are looking at each other and then to an object, whereas a dyadic
form of joint attention means that the participants in a speech act look at each other,
excluding objects.

An alternative view on joint attention is the knowledge-based concept of viewing
it “as a primitive relation, which is irreducible to the individual states of relata” (Battich
& Geurts 2020: 2). In line with this approach, two participants share a common space
with common knowledge that the other one is attending the same space (Battich & Geurts
2020: 2). During communication, there are two aspects that constitute our experiences,
when focusing on joint attention: first, the surroundings of the speaker and addressee;
second, the representation in our mental lexicon. Campbell (2005) calls these aspects
relational. Furthermore, he explains that the objects in our surrounded area and their
relation to each other determine our experience (Campbell 2005). In this view, joint
attention is a “primitive phenomenon of consciousness” (Battich & Geurts 2020: 5).
Consequently, when speaker two looks at the same object as speaker one, they both attend
to the object, and thus, speaker two is a co-attender with speaker one (Battich & Geurts
2020; Campbell 2005). This view has been criticized by other researchers (see Nanay
2014; Burge 2005) because of the sensory character of the definition. Furthermore, they
claim that common knowledge is more the focus of joint attention than perception is (see
Nanay 2014; Burge 2005).
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Gestures

In line with joint attention, gestures play a crucial role during communication. They can
help to focus the attention of the addressee on the speaker’s referred object. As discussed
previously, infants start early in their development, around the age of six months, “to
follow the gaze of their caregivers” (Diessel 2006: 465). There are also other strategies
than facial gestures to demonstrate what one refers to. However, gestures can be used in
different ways and have different motives. Table 3 presents the motives of pointing
gestures, such as a request for an object or information (imperative motive), providing
information that a participant in a speech act needs (interrogative motive), to share the
mood or attitude with a partner (declarative expressive motive) or to provide needed
information for the communication partner (declarative informative motive) (Rohlfing et
al. 2017).

Table 3:Pointing gestures and their motives, according to Rohlfing et al. (2017)

Motive Definifion Studies investigating or discussing the motive

Imperative Pointing to request an object or action Camaioni et al. 2004; Mundy et al. 2007

Interrogative Pointing to request an information Baldwin and Moses 1996; Liszkowski 2005;
Southgate et al. 2007; Begus and Southgate
2012

Declarative expressive Pointing to share an attitude with a Liszkowski et al. 2004, 2007

communication partner
Declarative informative Pointing to provide a communication partner Liszkowski et al. 2006; Behne et al. 2012

with needed information

Joint attention is crucial role in communication. When children learn to use pointing
gestures, they also learn how to use them effectively (e.g., when they want to have an
object that they are not able to get on their own, they may use the imperative way and
they can underline their urgency to get something with sounds such as hm, or da da).
Another possibility is that children learn to use these gestures to manipulate their parents
or, generally, others. This effect receives more attention when they start to use language
to keep others focused on what they want and, finally, to get it. Thus, language plays an
important role “to create a joint focus of attention” (Diessel 2006: 469).

In addition to the eye gaze, the pointing gesture is important in the development
of children. Generally, when talking to infants, two ways they use pointing gestures can
be observed: the first is pointing to an object to make the addressee give it to the child,
which is known as the proto-imperative gesture; the second is the so-called proto-
declarative gesture, which is characterized by making the addressee look at the
communicators reference object or entity (Diessel 2006: 467). According to Diessel

(2006), researchers have no consensus regarding when infants learn both types. Some

89



Demonstrative pronouns

have said both types of pointing gesture that involve “the extended arm and index finger”
(Diessel 2006: 466) are learned when around one year old (Carpenter et al. 1998). Others
have remarked that infants first learn the proto-imperative type, followed by the proto-
declarative type (Camaioni et al. 1998).

It is generally known that infants use gestures combined with demonstratives to
focus or manipulate the addressee’s attention. On the other hand, Levinson (2018: 10)
emphasizes that, “many uses of demonstratives do not require gestures.” He further
explains that if gestures occur, there are different ways of showing them (e.g., the index
pointing finger, “or a head nod or lip point” (Levinson 2018: 10)). Given the above, both
joint attention and gestures are crucial in communication, more precisely, when they are
combined with demonstratives. In Subchapter 3.1.3, functions of demonstrative pronouns

are presented.

3.1.3 Functions of demonstratives

In general, deictic expressions can be realized in different word classes such as adverbs,
particles, pronouns, determiners, or verbs depending on the language (Levinson 2018;
Diessel 2014; Dixon 2003). As discussed in the previous subchapter, demonstratives can
be considered spatial deictics from a semantic point of view and as a word class. In line
with this, Levinson (2018: 5) defines demonstratives as follows: “this and that are
instructions to find the referent in the context but give little clue about how to do this.”
He further emphasizes that the use of a gesture may help. Thus, demonstratives “work by
being semantically general to a point that they invite the recipient to use contextual clues
to find a definite interpretation” (Levinson 2018: 6). Correspondingly, Dixon (2003: 61)
defines demonstratives as “a grammatical word (or, occasionally, a clitic or affix) which
can have pointing (or deictic) reference.” Alternatively, Cornish (2007: 137) refers to
demonstratives using the term demonstrative expressions, such as “adverbs, pronouns or
NPs with a demonstrative determiner.” According to Diessel (2014: 121), demonstratives

are defined as follows:

It refers to a class of referential expressions that speakers use to focus the addressee’s attention on
a specific referent (or location) in the surrounding situation (or context) and that exhibit some

universal semantic and pragmatic properties [..].
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General functions

According to Diessel (2006: 469), demonstratives have two important functions:

1. First, they indicate the location of a referent relative to the deictic centre.

2. Second, they serve to coordinate the interlocutors' joint attentional focus.

Again, if we combine a pointing gesture with the use of a demonstrative, then we speak
of an exophoric use, “in which demonstratives refer to concrete entities in the surrounding
situation” (Diessel 2006: 470). Diessel (2006: 470) argues that several other properties of
demonstratives all are “extensions of the exophoric use.” He (2006: 470) states that these
are used without gestures and occur at later stages in language development. We return
to this later.

As we have seen, the use of demonstratives is closely related to the use of
gestures. An important aspect of demonstratives is that they need a context to be
understood, which is, according to Levinson (2003: 2), the coordinate system, in which
the participants share the same expressions for spatiality. However, demonstratives can
do more than only make the addressees focus on a specific item, “they are also commonly
used with reference to linguistic elements in discourse” (Diessel 2006: 475). According
to Diessel (2006: 475), the deictic centre is no longer the physical world around us, it is

now the discourse and the reference to a specific moment:

If we think of discourse as a linear sequence of words and utterances, we may assume that language
involves a text-internal origo that is determined in the string of linguistic elements by the location
of the word that is currently produced (cf. Bihler 1934). Demonstratives that are used with text-
internal reference indicate a link between the linguistic unit in which they are embedded (e.g., NP,

PP, S) and the linguistic element to which they refer (e.g., discourse participant, proposition).

Four types of demonstratives - according to Diessel (1999)

In the following, the different functions, and ways to use demonstratives are presented.
Diessel (1999) suggests a distribution of four types of demonstratives: pronominal
demonstratives as demonstrative pronouns; adnominal demonstratives as demonstrative
determiner’, adverbial demonstratives as demonstratives adverbs; and identificational

demonstratives as demonstrative identifiers, illustrated in Table 4.
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Table 4: Types of demonstratives, after Diessel (1999: 3)

Distribution Category

pronominal demonstrative demonstrative pronoun
adnominal demonstrative demonstrative determiner
adverbial demonstrative demonstrative adverb

identificational demonstrative demonstrative identifier

In our study, we do not exactly follow this taxonomy, but we combine categories that, in
English, do not necessarily need to be distinguished. Note that in English, adnominal, and
pronominal demonstratives share the same stems but not the same syntax:
[...] pronominal and adnominal demonstratives are in paradigmatic relationship with elements of
two separate word classes: pronominal this and that occur in the same syntactic slot as other
pronouns, while adnominal demonstratives are in complementary distribution with articles,
possessives, and other adnominal elements that are commonly considered determiners (Diessel
1999: 6).
Therefore, he suggests two categories for both types of demonstratives instead of
combining them into one group or category. In addition, in English, the categories
pronominal and identificational demonstratives are considered equal (Diessel 1999).
According to Diessel (1999), only 24 of his sample of 85 languages separate the
adnominal from the pronominal demonstratives. In some languages, such as Mulao, they
“have different stems [...] [Mulao] uses ni "this” and hui "that” as independent pronouns
and na:i "this” and ka “that” as modifiers of a co-occurring noun” (Diessel 1999: 4). In
Turkish, it is remarkable that pronominal and adnominal demonstratives (bu, su, 0) are
equal, but the inflection is different, as visible in the determiners that are not inflected.
Furthermore, they differ in the possibility of taking suffixes to their roots, which only
appear on demonstrative pronouns (Diessel 1999).

Due to the reasons mentioned, Diessel (1999) supposes that demonstrative
pronouns differ from demonstrative determiners. In his study, 61 out of a sample of 85
languages do not distinguish between adnominal and pronominal demonstratives. In these
cases, the demonstratives have both the same inflection and stem (Diessel 1999). The
demonstrative pronouns in these languages can either be independent or determine a
noun. Furthermore, they can be “used as arguments of verbs and adpositions or in
apposition to a coreferential noun” (Diessel 1999: 5).

In other languages, such as Tuscarora, which is an indigenous language of the
Iroquois in what is today, New York, adnominal demonstratives can be flexible in their
position, and intonation plays an important role. Often, there is a break or a pause between

the demonstrative and the combined noun during the utterance (Diessel 1999). In
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addition, this language does not keep the two categories of pronominal and adnominal
use separate from each other. Hence, the adnominal category considers “demonstrative
pronouns that are adjoined to a neighbouring noun in some kind of appositional structure”
(Diessel 1999: 6).

Another aspect when dealing with demonstratives is whether all languages
possess demonstratives as a grammatical category or marker. Korean, for example, does
not have demonstrative pronouns but a demonstrative determiner “together with a
classifier, a third person pronoun, or some other nominal element” (Diessel 1999: 6).
Table 5 presents the distribution of demonstrative pronouns and demonstrative
determiners in three types of languages. According to Diessel (2006: 6), there are
languages that do not have demonstrative determiners but do have pronouns, languages
that distinguish between the pronominal and adnominal category of demonstratives, and
languages that do not have demonstrative pronouns but do have determiners.

For our study, this table is supplemented with the languages of Russian and
German as they are important for our participants, since we examine heritage speakers of
Russian and Turkish who are dominant in the majority language German as well as a

German and English control group.

Table 5: Distribution of demonstrative pronouns and determiners, after Diessel (1999: 7)

Language Demonstrative Pronouns  Demonstrative Determiners
Mulao X X

Turkish X X

English X X

Tuscarora X

Wardaman X

Korean X

Lealao Chinantec X

Russian X X

German X X

According to Diessel (1999), four types of demonstrative pronouns are distinguished and
illustrated in Examples 1-4.

1) 1do not like that.
2) That dog barks dangerously.

The first example is the pronominal use of demonstratives. The demonstrative that can
substitute a noun or a noun phrase with reference to the situation or context mentioned
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before. The second example is the adnominal use of demonstratives. These have the same
form and functions as the pronominal demonstratives. In English, pronominal
demonstratives can either be this or that. Here, the pronoun that co-occurs with the noun
dog. In French, both pronominal and adnominal demonstratives differ in their stems celui
and celle, which are used as pronominal demonstratives, and ce and cette, which are used
adnominally (Diessel 2014), illustrated in Example 3.

3) French (Diessel 2013)
Donne-moi ce  livre-la et garde celui-ci pour toi
give-me this book-there and keep  this.one-here for  you

“Give me that book and keep this one for you.”

4a) Turkish (Kornfilt 1997: 312; 315)
Ali  bun-u unut-ami-yor
Ali  this-acc  forget-cannot-prog
“Ali is unable to forget this.”

4b) bu  gazete-yi
this  newspaper-acc

“this newspaper”

In Examples 4a and b, the Turkish pronominal and adnominal demonstratives are shown
that share the same stem: bu is a proximal demonstrative and o a distal one. Both are
pronominal and adnominal pronouns but differ in their inflection. Unlike the adnominal

particles, the pronominal term is inflected for number and case (Diessel 2013).

Table 6: Mismatch of distance in pronominals and adverbials, after Levinson (2018)

Pronominals Adverbials
proximal proximal
distal distal

far distal

Table 6 shows a typical situation in which pronominals, and adverbials do not have the
same number. As a result, this mismatch can impact the “usage patterns” (Levinson 2018:
18). Regarding Diessel’s categories, the third is adverbial demonstratives, which is
exemplified in the following:
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5) This book here is very good. You should read it.

The locative adverbs here and there can co-occur with another demonstrative and
intensify the utterance and the reference of the classic demonstratives. Identificational

demonstratives constitute the last category.

6) (That is my car. This book here is mine.)

For this category, brackets are used because, in English, and therefore in our examples,
they look the same as the pronominal demonstratives. The reason is that English does not
have identifiers that can be distinguished from the pronominal demonstratives. In other
languages, the distribution is clearer, since they have demonstrative identifiers that are
different from our example (see Levinson 2018; Diessel 1999). Another example for
differences between the identificational and the pronominal form of a demonstrative is
German: only one identifier form exist that shares the same stem with the pronominal
form, but they differ in their possibility of inflection. A German identifier demonstrative
is the singular neuter form of das, which can either be nominative or accusative and

cannot be inflected as an identifier (Diessel 1999), presented in Examples 7a and b.

7a) German (personal knowledge)
Das ist  mein  Nachbar.
DEM.NOM.Sg.N is my neighbour.M.SG
“This is my neighbour.”

7b) Das sind meine Bucher.
DEM.NOM.Sg.N are my books.PL

“These are my books.”

Levinson (2018) argues that typologies of demonstratives “den[y] the existence of one-
term demonstrative systems,” such as Diessel (1999) does in his point of view, then
Diessel would, on the other hand, deny the one-term demonstrative system of German as
his native language. However, German has more than one true demonstrative. The one
Levinson refers to is presented in Examples 7a and 7b. Instead, German has more forms,
such as dieser (like this/this one) and jener (like that/that one), but the latter form is rarely

used. Typically, German uses the former, sometimes combined with dieser hier (this one
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here) or dieser Mann da/dort [that man (over) there]). This will be discussed in more
detail in Chapter 3.2.

In Croatia, there are three forms of identifiers: se, to and ovo. Croatian has “the
same phonological form as the nominative (accusative) singular neuter form of the
corresponding demonstrative pronouns” (Simi¢ 2019: 90). Apart from pronominals in
Croatia, the identifiers are uninflected, and as in the examples above in German, there is
no agreement between the identifier and the noun (Simi¢ 2019). In Examples 8 and 9,

Simi¢ (2019) provides examples of the Croatian demonstratives as identifiers.

8) Croatian (Simi¢ 2019)
’sa mihaels arh(a)nj(e)ls
this- Michael- archangel-
NOM.SG NOM.SG NOM.SG
“This Archangel Michael.”

9) ’sija imensa s(ve)tihp m(u)é(e)n(i)kn
this- name- saint-GEN.PL martyr-GEN.PL
NOM.PL NOM.PL

“These names of holy martyrs. “

The geographical distribution according to Diessel

The geographical distribution of both the pronominal and adnominal demonstratives is
presented in Figure 16. In line with Diessel’s categories, he distinguishes between
different types of languages: value one includes languages in which demonstratives share
the same form as English; value 2 refers to languages with different demonstrative forms
such as French; value three contains languages with special features regarding inflection
like Turkish (Diessel 2013). On the map, yellow represents languages with
demonstratives that share the same form. Red stands for different stems of
demonstratives, and blue is used for pronominal and adnominal demonstratives that have

different features for inflection (Diessel 2013).
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Figure 16: The geographical distribution of 201 languages with pronominal and adnominal demonstratives
(Diessel 2013)

Most of the languages represented on this map have the same forms in both types of
demonstratives: pronominal and adnominal. These are 143 languages out of a sample of
201. A smaller number of languages, 37, do not have the same forms, as we have seen
with French. The smallest number in this comparison represents languages that have
different inflectional features, such as Turkish (21 languages; Diessel 2013).

Levinson (2018: 16) argues that the distinction of proximal/distal “is based on
grammars [...] by default rather than by careful examination.” It follows that researcher
who used this distribution “often find themselves to have been wrong” (Levinson (2018:
16)). According to Levinson (2018), Diessel used this geographical distribution to
describe semantically the distance between demonstratives. Levinson (2018: 16), on the
other hand, adds the possibility that more information than only spatial distance can be
included, such as “additional deictic factors (e.g., attention, visibility, direction) or [...]
properties of the referent (e.g., number/gender/animacy) and more exotic distinction.” For

instance, the language Goemai, spoken in Nigeria,

is only a two-term system if one abstracts out the deictic prefixes from the pronominal forms — if
not, it is a system with 36 pronominal forms, made up of combinations of the nine positional

classifier roots, two numbers and the two demonstrative forms (Levinson 2018: 16).

Demonstrative categories - according to Dixon (2003)

Dixon (2003) offers a different taxonomy of demonstratives, suggesting three types of
demonstratives: nominal, local adverbial, and verbal. Although Dixon proposes fewer
categories than Diessel, they share some similarities. Dixon’s first category combines the
pronominal and adnominal demonstratives of Diessel’s typology. In his distribution,
Dixon (2003: 62) emphasizes that the first and second category in some languages “have

a secondary temporal sense; for example, ‘this’ or ‘here’ may also relate to ‘now’, and
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‘that’ or ‘there’ to ‘then’.” He further clarifies that these forms can either “refer to past or
to future, depending on the language” (Dixon 2003: 62).

Another interesting aspect Dixons mentions is that there are random items that
can act like demonstratives without being a deictic term, such as so. We can compare the
following examples inspired by Dixon (2003). In the first example, | am talking with a
friend about my new tablet. In the latter, we are talking about snow that was falling this

morning and | ask my friend how much snow fell.

10) English (inspired by Dixon)
Itis thislong. vs. Itis so long (showing the length with both pointed
index fingers).
11) It was this vs. Itwasso much.

much

These examples reveal that in spoken language alternative forms can appear to act like a
demonstrative with the ability to link entities. In our study, we do not go any further into
this context.

Again, Dixon’s categories are close to those suggested by Diessel (1999). The
first category concerns nominal demonstratives. Dixon (2003) defines demonstratives as
co-occurring with a noun, appearing in a noun phrase or constituting a noun phrase. There
is also the possibility in some languages of appearing with a pronoun. In English, this is
not the case. In line with this, in English, nominal demonstratives refer to a “copula
subject in an identity clause, e.g. That’s my wife” (Dixon 2003: 66). The second aspect
for English nominal demonstratives is that they need a noun that follows. According to
Dixon (2003), we often use that in the combination with one as the following noun, as in

the next example.

12) English (personal knowledge)
| bought this one.
13) That one seems to fit.

Dixon (2003: 66) underlines that this construction is often use to “sound more felicitous.”
He further assumes a relationship between this category and third-person pronouns or
articles. There are two ways of using demonstratives: as an anaphora or a cataphora. The
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former means to use a demonstrative to refer to a noun or noun phrase mentioned earlier
in the context or in a sentence. The latter is used when the information will be introduced
later, so first a pronoun or “it” is used and then the meaning in this context is clarified.

This approach is outlined by the following examples of Dixon (2003):

14) English (Dixon 2003: 64)
John hadn’t studied and failed the exam and Mary considered it/that/this
[anaphora] a terrible shame.

15) These [cataphora] are the choices available: either study and pass the exam
or become a politician.

16) English (Dixon 2003: 67)
I read his first novel and that (one) was boring, too.

17) Which cake would you like? I’1l have this (one) [pointing at it].

It is evident there are different possibilities of using a nominal demonstrative and the

closeness to personal pronouns.

18) English (personal knowledge)
Yesterday | bought a book. This book contains many pictures.

She is very tall. That’s one reason why she plays basketball.

Example 18 presents the relationship between the noun and the coreferential phrase in the
next sentence, which is the anaphorical use of demonstratives. According to Diessel
(2006: 476), example 18 is a demonstrative used in discourse that “refers to the preceding
propositions.” In contrast to the use of demonstratives that refer to entities, the “anaphoric
and discourse deictic demonstratives [...] are usually not accompanied by a pointing
gesture” Diessel (2006: 476). In addition, if demonstratives are used in “text-external
reference,” they include the same “psychological mechanisms” (Diessel 2006: 476).
Apart from Quechua, Tamil and Georgian, there are many languages that do not
possess anaphoric and cataphoric uses of nominal demonstratives. However, if languages
have them, they correlate with the spatial forms (Dixon 2003). In Table 7, English
demonstratives in the nominal form are presented, as well as their “wide range of

referential and grammatical properties” (Dixon 2003: 68). Dixon lists nominal
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demonstratives as well as related grammatical markers, such as personal pronouns and

definite articles.

Table 7: Properties of English demonstratives and related grammatical aspects, after Dixon (2003: 69)

nominal 1%t and 2" person 39 person definite
demonstratives pronouns pronouns article
this/these  that/those I, you, we he, she, it the
they
1. Can have deictic X X X - - -
function
2. Has spatial x? x? - - - -
reference
3. Can make up x? x? X X X -
whole NP
4. Can occur in NP X X X2 -3 - X
with noun
5. Substitution X x? - X X -
anaphora
6. Substitution - - - X X n/a*
cataphora
7. Textual anaphora X xt - - X n/a*
8. Textual cataphora Xt x* - - X n/a*

1 Although this is a property of nominal demonstratives in English, it is not shown by demonstratives
in all languages.

2 This covers NPs such as you women.

3 It is possible to have sentences such as They, the evil spirits, roamed around in the night, but this is
regarded as involving two NPs in apposition (they and the evil spirits) rather than a single NP.

4Not applicable; only items which make up a whole NP can have anaphoric or cataphoric function.

As already discussed, English differs from other languages in such aspects; in other
languages, nominal pronouns can appear with a pronoun, which is not possible for
English. (Furthermore, there are languages that do not distinguish between proximal and
distal demonstratives. They only have one form.) Dixon’s second category contains the
adverbial demonstrative that can refer to places. This category is also used in Diessel’s
distribution. According to Dixon (2003: 70), there are languages in which the local
adverbial demonstratives need a “local adposition or case affix.” In Example 20, local

adverbial demonstratives in English are illustrated by Dixon (2003).

20) English (Dixon 2003: 70)
Local NP with noun head Adverbial demonstratives
He lives at the coast } He lives there
He lives in the mountains
He went to the mountains He went there

He went from the mountains He went from there
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He further remarks that here and there are not used in combination with a local
preposition. This is different from the preposition form in the last example. In English,
the demonstrative forms this/that and locative adverbs here and there are used, but it is
also possible to also use the interrogative where.

Unlike Diessel (1999), Dixon’s last category includes verbal demonstratives in
which demonstratives refer to actions. Dixon provides an example of the language
Boumaa Fijian. The verb ene(ii), which can be translated as do it like this, contains three
functions: it refers to an activity, it can be used as an anaphora, and it can be used as an
introduction for direct speech. If the syntactic properties are considered, demonstratives
function as “the head of a predicate [..., or] modifier to the head [... which] is then placed
last in the predicate” (Dixon 2003: 73). Example 21 is presented by Dixon (2003: 73):

21) Boumaa Fijian (Dixon 2003: 73)
{e ’encii-mayaa}rrebicaTe [a ’ena iva’arau]s [i Taveuni]
3SG.S Do.LIKE.THIS- ART CL-3SG CUSTOM  ON place
THAT/THERE
“That’s the way the custom (of greeting a visiting high chief) is carried out on

Taveuni (island) (lit. the custom is done like this on Taveuni.)”

The final alternative is to use “two tokens [...] as head and the other as modifier” (Dixon
2003: 73). Diessel (2006: 473) argues against the verbal category because, often, there

are no suitable word classes for every demonstrative:

For instance, Dixon (2003) argues that Dyirbal and Fijian employ demonstratives functioning as
verbs, and Diessel (1999) shows that in many languages’ demonstratives are uninflected particles
with no particular syntactic function; notably, the demonstratives in copular clauses often do not
fit any of the traditional word classes.

However, the two nominal demonstratives in English this and that can be differentiated
by their contrast “of the relative spatial location of their referents” (Dixon 2003: 80).
Figure 17 shows John and Mary who sit at a table and talk about two bowls of strawberries

xandy.
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X Mary

John

Figure 17: Mary and John talk about two bowls of strawberries (Dixon 2003: 80)

22a) English (Dixon 2003: 80)
Mary: Would you like this one? [pointing at X]
John:  No, I’d rather have that one [pointing at Y]
22b) Mary: Would you like this one? [pointing at Y]
John:  No, Id rather have this one [pointing at X]

X is the nearer bowl and Y the farther one. Mary offers John the nearer bowl and uses
this. John, on the other hand, uses that for Y, which is farther from both. In contrast, in
the second example, Mary again uses this to refer to Y, which is the farther one. Regarding
the distance, John uses this again because Bowl X, which he wants, is the closer one. It
would be expected Mary to use that in the second example. So, why did she use this,
instead? Dixon (2003: 81) explains:

[...] this is the primary nominal demonstrative in English. When only one object is being discussed,
this isused. When there are two objects which cannot be distinguished in terms of relative distance
from the speaker, this is used for each. When two objects vary in relative distance then this is used
for the one nearer to the speaker and that for the one further off. [...] in the case of English, [this]

is the use of this to introduce new information.

Levinson’s classification of demonstratives

With respect to the classification of demonstratives, Levinson (2018) emphasizes that it
IS not easy to analyze the functions of demonstratives because they can be used in
different ways that do not automatically only include demonstratives in discourse. In

Figure 18, Levinson suggests the following distinction:
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Non-deictic Deictic

Anaphoric Empathetic Recognitional Exophoric Discourse deictic

Anaphoric
Cataphoric

Gestural  Symbolic Transposed

Figure 18: A distinction of demonstratives and their use, after Levinson (2004) in (Levinson 2018)

In this illustration, the first distinction is made between the terms deictic and non-deictic.
In the latter, anaphora plays the most crucial role since the use in a text differs from the
use as a determiner. The question, therefore, arises what the difference is between
anaphorical use and discourse use. The former refers to the ability of picking up the
meaning of a word mentioned before in a text without using the same word again.
Furthermore, anaphoric demonstratives refer back to their antecedent (Fillmore 1997).
The latter “refers to a chunk of discourse itself” (Levinson 2018: 10). Both phenomena
differ in their reference, distribution, and orientation. First, the reference in discourse
depends on the context and the referred entity, whereas the reference in an anaphora is
coreferential to entities in the context. Second, deictic terms can appear at every point of
the discourse; anaphora, on the other hand, stand after the antecedent. Third, as mentioned
previously, the orientation of an anaphora is backwards to their antecedent already
mentioned in the context, whereas discourse deictic is orientated about the utterance
(Fossard et al. 2011). Returning to the division on the deictic side of this illustration, on
the one side, there is the exophoric use, which can be divided into utterances that are
accompanied by gestures, such as This leg is thicker than the other, and those that do not
need a gesture like This house is great that is used symbolic (Levinson 2018: 10). A
gesture is not necessarily the index finger pointing to the leg, as in this example. As
before, there are various possibilities to indicate the reference, such as nodding with the
head, a gaze, raised eyebrows etc. However, there is another quality of deixis - the
transposition - which can appear in narrative texts. Transposition here can refer to another

time or another place. Levinson (2018: 11) concludes:
Many uses of demonstratives are transposed, and part of the uncertainty of analysis may lie in
whether a deictic ground (origo or anchor) is basically speaker-centric and transposed to the
addressee (This is your glass pointing at the glass nearer to you), or whether it includes both

perspectives to start with.
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In addition, he highlights two possibilities for referents: first, in the speaking situation,
the referent is already in the focus of attention of the addressee’s whereas in the second
possibility the referent is not (Levinson 2018). The important aspect is that the “key
function of demonstratives is to draw the addressee’s attention to an object or event in the
immediate environment,” as discussed at the beginning of this section (Levinson 2018:
11).

In conclusion, in English, this and that can occur in all types in the above
illustration of Levinson. In some languages, there are special forms for some functions.
As described, the exophoric use of demonstratives accompanied by gestures is one of the
main uses since it is one of the first forms children acquire, and it is often used in
communications in daily life (Levinson 2018).

“MQD-demonstratives”

According to Konig (2020: 21), there are “atypical demonstratives (e.g.) English so,
such), expressing the ontological components of manner, quality and degree,” the so-
called ‘MQD-demonstratives’. These demonstratives are rarely the focus of interest.
Konig (2020) highlights the different functions of “adverbial and adnominal

demonstratives.”

23a) English (Konig 2020: 23)
The restaurant over there (+pointing gesture) is where we want to go.
(exophoric)

23b) John has moved to Jakarta. Myself, I would not want to live there.
(anaphoric)

23c) Here is what he said “...” (cataphoric)

24a) That (+pointing gesture) book is exactly what | want. (exophoric)

24b) He offered me some advice, but | did not want that. (anaphoric)

24c) Let me tell you this: “...” (cataphoric)

In this sense, the anaphoric use corresponds with the distal use of demonstratives. The
cataphoric use, on the other hand, correlates with the proximal form (Konig 2020). Konig
proposes additional functions of demonstratives. Due to grammaticalization processes,
demonstratives have “cither lost these basic deictic and/or ontological meaning or
enriched their meaning in such a way that a basic anaphoric function is only marginally
visible in their new use as adverbial connectives” (Kdnig 2020: 22). Furthermore, from
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his point of view, the deictic function of demonstratives is the basic one, whereas the

endophoric use is “derived from this basic source” (Konig 2020: 22). In his analysis,

Konig (2020) illustrates that the following expressions can be used exophorically by

accompanying them with gestures, which is not their typical use, but rather, they are used

to express “quantification and vagueness” (Koénig 2020: 26).

25)
25a)

25b)

25¢)

25d)

25e)

Languages exemplified (Koénig 2020: 27)

English: here and there, now and then, every now and again, this and that,
hither and thither, so so; such and such; neither here nor there “not
important, irrelevant”

German: so oder so, sowieso ,,anyway”’, es gibt solche und solche ,,they
come in all colors/kinds ““; hin und her ,,back and forth, to and fro,” dies
und das “this and that”; mal so, mal so “this way no one occasion, that
way on another,” dann und wann “now and then”

French: ici et 1a “here and there,” ¢a et la “here and there,” ¢a se fait
comme-¢i ou comme- ¢a “you can do it like this or that”

Spanish: si o asa “like this or like that,” aqui y alli, aqui y alla “here and
there”

Italian: qua e 14 “here and there”; parlare di questo e quello “to speak

about this and that,” cosi o cosa “in this or that way, either way, anyway”

In addition, in German, such forms can be used twice, as in so oder so, exemplified in the

following.

26) German (Konig 2020: 27)

(Im Allgemeinen sind diese Leute tolerant.) Aber, es gibt solche und
solche.
,, (In general people are tolerant.) But there are good people and bad

people.”

However, in German, the form da (there) developed a new meaning over time, which is

“the destination of a journey, walk or motion in general, as well as an important subset or

relevant destinations, namely one’s home” (Konig 2020: 29).
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27a) German (Konig 2020: 29)

Exophoric use

Das Haus, das wir suchen, ist da driben.

,» The house that we are looking for is over there.”
27b) Non-deictic use

In einer Stunde sind wir da.

,» We will have reached our destination in an hour.”
27c) Non-deictic, non-anaphoric use

Karl ist nicht da.

“Karl is not home.”

The scale of anaphoricity and deicticity

Cornish (2007) suggests a differentiation between three types of demonstratives: deictic,
anadeictic and discourse deictic. In this scale, “deixis and anaphora are not viewed as
mutually exclusive indexical categories” (Fossard et al. 2011: 2). In Figure 19, the “scale
of anaphoricity and deicticity coded by certain categories of indexical expressions”
(Cornish 2007: 139) is illustrated.

Deixis Anaphora
-+
»
T ,
. I . . .
1st/2nd Proximal 1 Distal Proximal Distal Proximal Definite | 3rd person 3rd person
i
person demonstrative 1+ demonstrative demonstrative demonstrative demonstrative NP | pronoun reflexive
1
pronoun adverb ' adverb NP NP pronoun ! pronoun

Anadeixis

Figure 19: Scale of anaphoricity and deicticity coded by certain categories of indexical expressions (Cornish
2007: 139)

On the left, deixis is one pole, which here is defined as a speech act within a referent that
needs to be identified. Conversely, the anaphorical pole “consists in the retrieval from
within a given ground of an already existing figure, together with its ground, the
anaphoric predication acting to extend that ground” (Cornish 2007: 138 ff). In Figure 19,
both types of anaphora and deixis share similarities in the categories under the scale. In
the middle, under the scale, is the so-called anadeixis suggested by Cornish. This
dimension combines both poles of anaphora and deixis since “their use implies partly
anaphoric and partly deictic reference” (Fossard et al. 2011: 2). The range displays

indexical expressions according to their category. One of these categories includes “third-
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person demonstrative expressions,” which refers to the determiners this/that and
these/those, as well as to here/there and now/then as adverbs. According to Cornish
(2007), these elements have in common that they are normally contrastive since there is,
for instance, the distance contrast in demonstratives. When a determiner is a
demonstrative, it can “have a characterizing function” (Cornish 2007: 140), which is
different for definite lexical noun phrases. In general, proximal demonstrative NPs are
more likely to be found in the “characterizing function,” whereas the distal pronouns
that/those occupy a “generalizing referential effect” (Cornish 2007: 140). In line with this
point, demonstratives can be compared with lexical noun phrases to find evidence that
both types can refer to all different kinds of entities (Cornish 2007: 139 ff). The anaphoric
demonstrative pronoun or noun phrase are the ideal exemplars of an anadeixis form “since
they permit the retrieval of an already existing referent available within a psychologically
prominent discourse representation” (Fossard et al. 2011: 2).

However, expressions that are not based on demonstratives do not necessarily
have a salient referent (Fossard et al. 2011; Cornish 2007). Finally, when demonstratives
are used as an anaphora, they “could play a singular role in discourse construction”
(Fossard et al. 2011: 3), since their reference frame is already known. Therefore, Fossard

et al. (2011: 3) conclude that demonstrative expressions

are capable of orienting attention toward a referent with a somewhat lower degree of accessibility,
for which an attempt at retrieval via an anaphoric pronoun (or even a definite NP) would not have

been necessarily appropriate.

Conclusion

Demonstratives have different functions. According to Diessel (1999, 2006, 2014), they
can be subdivided into four different categories. Dixon (2003) offers a three-part
distribution of demonstratives that adds verbal demonstratives. On the other hand,
Levinson (2018) suggests a distinction of demonstratives in deictic versus non-deictic
usage. Furthermore, demonstratives can be used in anaphoric or cataphoric function.
According to Cornish (2007), there is also the category of anadeictic demonstratives.
Moreover, there are still other possibilities to use demonstratives. One other aspect is to
introduce new information, as seen in the example of Dixon in which Mary and John talk
about bowls of strawberries and Mary uses this for near and distal space. In some

languages, demonstratives show the “development of a discourse” (Dixon 2003: 85).
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Most languages define demonstratives in different categories and divide them
into spatial differences. However, for every language, there are different aspects
regarding demonstratives that need to be considered. A small number of languages can
reveal height using demonstratives, such as in Lahu or Hua (Dixon 2003). Another
interesting demonstrative meaning is that some languages not only refer to visible objects,
but also relate to invisible things like objects that have been moved to another place
(Dixon 2003). In addition, there are other senses of meanings, such as “emotional attitude,
or personal interest, or familiarity” (Dixon 2003: 91). Demonstratives can hint at mood
or attitude or express that people are familiar with each other and are interested in the
information (see Levinson 2018; Dixon 2003; Zandvoort 1975; Quirk and Greenbaum
1973). Most demonstrative systems possess “at least one nominal and at least two local
adverbal demonstratives” (Dixon 2003: 104). Generally, languages have two or three
demonstrative forms, though some have more (Dixon 2003). Diessel (2006: 474)

concludes:

Thus, if we define demonstratives in terms of their semantic and syntactic features, we would
exclude many expressions that are demonstratives according to my definition, and may find that
the existence of demonstratives is language-specific (i.e., that some languages lack
demonstratives); but if we define demonstratives in terms of their communicative function, the

currently available data suggest that demonstratives are universal.

In Subchapter 3.14, the process of acquiring demonstratives is discussed. Therefore, the
different stages that children undergo during the acquisition of deictic demonstratives are

considered.

3.1.4 The process of acquisition

The acquisition of deictic expressions is a process that is mostly not mastered in one go
in the development of a child; instead, it “takes several years to master” (Clark 1978:
457). According to Clark (1978), children pass three stages of acquisition to learn how to
use demonstratives and contrasts of deictic terms. First, the stage of no contrast means
that infants do not differentiate between demonstrative pairs such as this and that, these,
and those, and here and there. Second, the stage of partial contrast indicate that the
answers of the children were only right when the auditor “sat beside them or when she
sat opposite” (Clark 1978: 468). These are the two possible positions of the auditor when
testing the infant and sitting at a table in this study. Third, the full contrast stage includes

the correct formation of demonstrative pairs. Clark found that the locative adverbs here
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and there are easier to learn for infants, which is why they use them before
demonstratives. Furthermore, she argues that the reason for this factor may be the close
relatedness between this and that to the locative forms here and there, since they may
trace to “which is here/there” (Clark 1978: 472).

According to Clark (1978), infants start to use deictic expressions in an early
phase of language acquisition, since she counts phrases such as ah, eh, or da in this
category, which often appear around the first year. However, we must remember that the
exact start of acquiring demonstratives is difficult to define. Therefore, Clark (1978: 471)
emphasizes that, “it is critical where children start from and what route they follow.”
Infants begin to use at least two of the English forms of demonstratives this/that vs.
these/those and the local adverbs here/there normally by the age of two-and-a-half (Clark
1978). In line with this point, Iverson and Goldin-Meadow (2005) presented in their study
that infants used a combination of words and gestures for a few months until they entered
the phase of two-word-utterances. When infants pass this stage, they can “produce gesture
and speech together” (Iverson & Goldin-Meadow 2005: 369), but it is more than that.
Finally, infants have “the ability to combine two different semantic elements within a
single communicative act” (Iverson & Goldin-Meadow 2005: 369).

Typically, children’s first words belong to the class of content words, since
nouns such as mama or papa (German for mum and dad) are easier to produce than other
categories (Diessel 2006). Correspondingly, Clark (1978) considers demonstratives
within the first 10 or at least the first 50 words of children in the acquisition process.
Conversely, Caselli et al. (1995) investigated English and Italian language acquisition and
found no demonstratives within the 50 first words. Similarly, a study by Rodrigo et al.
(2004) examined deixis in Spanish language acquisition, especially gestures and verbal
utterances, with a special pattern of mother attention. The results indicate that deictic
expressions before the age of two rarely occur. After the age of two, infants use them
more frequently (Rodrigo et al. 2004). These findings are the opposite of Clark’s results.
One possibility for the different findings may lie in the different tasks used for testing
young infants. However, Gonzalez-Pefia et al. (2020) claim that there is too little evidence
in the findings of Clark, and they investigated the frequency of demonstratives of Spanish
and English children’s first words. They found that there, that, and this are within the first
20 words in English (Gonzalez-Pefia et al. 2020). Thus, demonstratives seem to play an
important role when they frequently occur in children’s first one- and two-word-

utterances. Some infants may use them earlier, some later.
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Following Diessel’s (2006: 472) hypothesis, demonstratives appear this early in
the acquisition process because of their “communicative function.” Similarly, lverson and
Goldin-Meadow (2005: 367) emphasize “that gesture has a tight relation to the children’s
lexical and syntactic development.” Furthermore, they explain that gestures occur earlier
than speaking because it can facilitate the gap of the missing ability to already produce
words (Iverson & Goldin-Meadow 2005). In the same way, infants at around one year old
start with “deictic communication” by pointing to objects (Gonzalez-Pefia et al. 2020: 1).
Moreover, gestures such as pointing to entities belongs to deixis, too (Gonzalez-Pefia et
al. 2020). It follows that infants still produce a combination of word utterances and
pointing gestures since they “precede production of two-word combinations” (Iverson &
Goldin-Meadow 2005: 367). Therefore, gestures have a leading position for the language
development. For instance, one of the properties of gestures is that they “offer a technique
for referring to objects before they [children] have words for those objects” and this
makes language learning easier for infants (Iverson & Goldin-Meadow 2005: 367).
Diessel (2006: 471) also emphasizes the facilitating aspect of gestures for language
acquisition: “Both demonstratives and deictic pointing function to establish joint
attention, providing a prerequisite for communication and language.”

In their study, Iverson, and Goldin-Meadow (2005: 368) found that infants use
three types of deictic gestures: showing, which means that the addressee holds an object
to show it to the referent; the index point, which is using the index finger; and the palm
point, which involves a flat hand. They further claim that infants who start early with a
pointing gesture also begin to speak early. When infants start to speak, they often use both
language and gestures combined. There are two types of strategy: first, infants use a
pointing gesture and say the word for this object, such as pointing to a cat and saying cat;
second, infants point to an object and say another word, such as pointing to a cat and
saying stroke (lverson and Goldin-Meadow 2005: 368). These examples demonstrate that
the former strategy “corresponds semantically to a one-word utterance” (Diessel 2006:
471), whereas the latter serves the same form as two-word utterances (lverson & Goldin-
Meadow 2005). In addition, Iverson, and Goldin-Meadow (2005) found that gestures
“provide a way for children to refer to objects at a time when they are not producing
words for those objects” (Iverson & Goldin-Meadow 2005: 369).

In addition, the effect of infants who point at objects is that their parents or other
communication partner can translate their gesture and offer them verbal input. This is

another language acquisition step to use language on their own. Given the above, Iverson
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and Goldin-Meadow (2005: 370) call deictic gestures the “harbinger of change in child’s
developing language system.” Clark (1978) points out that whether infants use a pointing
gesture or a nodding head or a gaze to the referred object, they normally use this strategy
to show their reference even when they accompany it with words. “Children start, then,
with deictic gestures, add to them single deictic words, and then add longer utterances
still, again ones that contain deictic terms” (Clark 1978: 459).

Conclusion

Children start to use demonstratives early, since they use them in combination with
gestures and can underline their reference in this way. There are different strategies for
children using gestures: infants who point at objects and say the referred word, and
children who point at an object and say another word, such as pointing at a piece of bread
and saying have. These strategies are either forerunners of one-word utterances like
pointing at objects and naming it or of two-word-utterances like pointing at an object and
saying something else. The exact sequence of acquisition is difficult to define since
researchers of different studies do not have common results. Some have found that
demonstratives do not belong to the first words acquired by a child, others have found
they do. Since there is no common ground, we cannot identify the different stages of
acquisition. Although Clark suggests a three-part acquisition, this only refers to the stages
infant’s pass. The last stage is that they fully master the deictic reference of
demonstratives. This division seems a step-by-step acquisition. Diessel (2006: 472) states
that, “(t)he combination of demonstratives and deictic pointing creates a powerful tool
that allows the child to make reference to any entity in the surrounding situation without
knowing the word for the referent.”

Following Kiintay and Ozyiirek (2006: 305), in the early stages of their
development, children “do not encode any distance contrasts and the adultlike use of these
terms is not achieved before six or seven years of age.” The next subchapter addresses

the relatedness and the grammaticalization process of demonstratives.

3.1.5 Diachronic perspectives

Demonstratives possess a variety of different functions; but where do they come from?

In this chapter, the diachronic perspective on demonstratives and their grammaticalization
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processes into different markers are discussed, and the roots of some demonstratives are

shown.

Grammaticalization processes

Grammaticalization is a process that develops “from lexical to grammatical forms and
from grammatical to even more grammatical forms” (Heine & Kuteva 2004: 2). In this
sense, lexical forms mean content words that include “nouns, verbs, and adjectives,”
whereas grammatical forms “refer to function words — that is, closed class paradigms,
such as adverbs, inflections, conjunctions, adpositions, articles” (Balpinar 2019: 59).
According to Heine und Kuteva (2004: 2), the four main aspects of grammaticalization
processes are.

a) desemanticization (or “semantic bleaching”) — loss in meaning content,

b) extension (or context generalization) — use in new contexts,

c) decategorialization — loss in morphosyntactic properties characteristic of lexical

or other less grammaticalized forms, and

d) erosion (or “phonetic reduction”) — loss in phonetic substance

Nearly every process includes a loss of an aspect such as meaning or a grammatical
aspect, except of the process of extension, which refers to using a word in a new context
(Heine & Kuteva 2004). According to Diessel (1999), the grammaticalization processes
of demonstratives have their roots in the use of demonstratives as anaphora or in a
discourse-deictic function. He further assumes that “(o)ne can think of the
grammaticalization of demonstratives as a line ranging from demonstratives that are used
to orient the hearer in the outside world to grammatical items serving a specific syntactic
function” (Diessel 1999: 19). In general, Diessel highlights that the syntactic environment

of demonstratives determines their path of grammaticalization process.
Pronominal demonstratives develop into grammatical items that are either used as pronouns or that
have at least some of the properties of a pronominal item. Adnominal demonstratives give rise to
grammatical markers functioning as operators of nominal constituents. Adverbial demonstratives
evolve into operators of verbs or verb phrases. And identificational demonstratives develop into
grammatical markers that interact with constituents derived from predicate nominals (Diessel
1999: 18).

For Lehman (2015: 40), demonstratives possess three features: two semantic components
and one syntactic. The first element contains a gesture such as pointing combined with
definiteness. The second includes the deictic centre and refers to focusing the joint
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attention on something. The last element is a noun phrase or a determiner that has the
ability to perform either as a dependent or independent pronoun. He further points out
that, “the deictic component will usually be segmentally expressed at the stage of the free
demonstrative (otherwise it will fuse with the demonstrative one)” (Lehmann 2015: 40).

Thus, one of these elements “will almost always lack expression” (Lehmann 2015: 40).

Grammaticalization of demonstratives

In the following, the different developments from and of demonstratives are presented.
In a first step, the marker that has developed into a demonstrative is illustrated. The
representation of the paths with the sign > follows Heine and Kuteva’s (2004) to
demonstrate that the first grammatical marker named is the source of grammaticalization
process.

Demonstratives in a diachronic perspective can be seen as “semantic primitives”
(see Diessel 1999b; Heine & Kuteva 2004), which means they are a source for an
enormous number of markers, but “they themselves cannot be historically derived from
other entities like lexical items” (Heine & Kuteva 2004: 159).

Go > Distal Demonstrative

This path illustrates that the distal demonstratives derive from the verb go, as observable
in South! Xun “aua (go) + td’a (go) > “Gu-toah in which go is source for a demonstrative
(Heine & Kuteva 2004). In contrast, there is another example that reveals the contrary
path, as visible in Chinese. The verb zhi (to go) developed from the demonstrative
pronoun zhi (this) (Heine & Kuteva 2004). However, it is unclear which of the paths one
should follow. Examples a to c, illustrate the use of the Chinese demonstrative zhi as a

“noun phrase marker” (Ha Yap et al. 2010: 7).

a) Classical Chinese (Ha Yap et al. 2010: 7)

Z iy
zhi *(zi)
that man
by Z k& &
zhi [guang  *(zhe)]

113



Demonstrative pronouns

that broad NMZ
“that broad one”

c) 2 ® #& &
zhi [zhi wo zhe]
that know me NMZ

“those that know one”

Here > Demonstrative (> Relative)

A second source for the derivation of a demonstrative is the locative adverb here. In
Hausa, the adverb nan (here) developed into the proximal demonstrative nan. Similarly,
in French the locative adverb ici is the source for the suffix -ci, which functions as a
demonstrative (Heine & Kuteva 2004: 172). In addition, examples are found in pidgins
or creoles in which here is also the source for the “rise to demonstratives” (Heine &
Kuteva 2004: 173). So far, only the path from the adverb to the demonstrative was
considered; however, there is an alternative path for this grammaticalization process. It is
also assumed that demonstratives that derived from the adverb here developed into a

relative marker, illustrated in Examples d to f.

d) Buang (Sankoff 1979: 35-6; Heine & Kuteva 2004: 174)
Ke mdo ken
I live  here
“I live here.”
e) Ke mdo byap ken
I live  house this
“I live in this house.”
f) Ke mdo byapy ken gu le vkev
I live  house that you saw yesterday

“I live in the house that you saw yesterday.”

There > Demonstrative
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This path illustrates the distal adverb there, which gives rise to a distal demonstrative like

that in English. As mentioned previously, in French, the suffix -la for a distal

demonstrative pronoun arises from the adverb la (there; Heine & Kuteva 2004: 294).
Having discussed different grammatical markers that give rise to demonstratives,

now the focus is on markers derived from demonstratives.

Grammaticalization from demonstratives

Demonstratives > Complementizer

The first path in this development concerns complementizers that arise from pronominal
demonstratives. According to Diessel (1999: 22), demonstratives “that originally
occurred in the main clause referring forward to the subsequent proposition” give rise t0
complementizers in “North and West Germanic languages.” In English, the demonstrative
that developed into the complementizer that, whereas in German, the demonstrative
pronoun as well as the definite article das (that) developed into the complementizer form

of dass (that), presented in Examples g and h.

g) English (Heine & Kuteva 2004: 106)
She said that: there is no money.

h) She said that there is no money.

The main clause is combined with a “complement clause combination,” and the “matrix
clause” includes the “demonstrative object” that refers “cataphorically to the next clause,”
functioning “as a marker introducing a complement clause” (Heine & Kuteva 2004:106
ff). In addition, Heine et al. (1991) further assumes that this illustrated development of
demonstratives into complementizers has mostly occurred in Germanic languages, since
the examples are mostly from English and German. In his example, he displays the

cataphoric use of demonstratives.
1) English (Heine et al. 1991: 180)

John said that: the Bakers have left.
j) John said that the Bakers have left.
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Again, the development from demonstratives into subordinating clauses is evident. This
phenomenon “led to the reanalysis of the sentence structure, more particular to a boundary
shift” (Heine et al. 1991: 180).

Nevertheless, Frajzyngier (2003: 221) proposes that a complementizer derives
from a demonstrative “because it indicates that the following clause belongs to, or should
be interpreted as belonging to, the domain de dicto.” He distinguishes between the
pronoun it and the remote use of the demonstrative that. The Examples k to | illustrate
that it can refer to an NP mentioned before, such as an anaphora, whereas the

(113

demonstrative has restrictions: ““that’ is constrained in its use in reference to an NP in the
clause, but it is not so constrained in its use as a propositional anaphora” (Frajzyngier

2003: 222).

k)  English (Frajzyngier 2003: 222)
John bought a car last year. It proved to be a lemon
I)  John bought a car last year. That proved to be a disaster.
*That proved to be a lemon.
m) John bought a car last year THAT proved to be a lemon.
and another car just last

week.

The last example demonstrates that in a situation with two antecedents the nearer one can
be shown by a demonstrative. Example n shows the same development for Russian

complementizer.

n) Russian (Frajzyngier 2003: 223)
F.ne xocet idti, no éto (*étot, éta) menja ne volnuet.
NEG want go but that(m)/(f) me NEG bother

“Fred doesn’t want to go, but that doesn’t bother me.”

Interestingly, demonstratives develop into complementizers after certain verbs (e.g.,
verbs of saying [or verba dicendi] and others). One characteristic is that such
complementizers do not have a modal function when they follow verba dicendi, but when
they follow other verbs, they do possess these modal functions (Frajzyngier 2003:
226).
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Furthermore, Frajzyinger (2003: 237) explains that demonstratives are a
predominant element in “post-nominal relative clauses.” Hence, the proposition is
“interrupted by the relative clause” (Frajzyngier 2003: 237). This can be considered
a comment. Again, in this case, “the relative clause is a de dicto category” (Frajzyngier
2003: 237). Pre-nominal relative clauses differ from post-nominal relative clauses in the
order of preposition, which occurs after the end of a relative clause. That is why there is

no interjection. The former relative clause “may or may not have the demonstrative,”

whereas the latter needs a demonstrative (Frajzyngier 2003: 237).

0) German (Keenan 1985: 144; Frajzyngier 2003: 237)

der

Mann,
ART man

der in

who in

seinem Biro

his

“The man who is working in his study.”

der in

ART

p)
in

arbeitet

study works

seinem Biro arbeitende Mann

his

study working

“The man who is working in his study.”

Demonstrative > sentence connectives/conjunctions

Many different sentence connectives are derived from demonstratives. In the case of

Turkish, a vast number of connectives evolve also. Table 8 lists these connectives

developed from demonstratives (Balpinar 2019: 68).

study

Table 8: Connectives in Turkish derived from demonstratives, after (Balpinar 2019: 68)

Form

bu forms

o forms

Gloss

Meaning

bu-n-dan dolayi/6turt
bu-n-un disinda

bu-n-un igin

bu-n-un yerine

bu-n-un-la beraber/birlikte
bu-n-dan bagka

bu-n-un &tesinde

bu-n-un sonucunda
bu-n-un Gzerine

bu-n-un yaninda/yanisira

bu-n-a ragmen/karsin

0-n-dan dolayi/6turt
0-n-un disinda
0-n-un igin

0-Nn-un yerine

DEM-n-ABL because of
DEM-n-GEN apart from
DEM-n-GEN for
DEM-n-GEN instead
DEM-n-GEN with together
DEM-n-ABL (an)other
DEM-n-GEN beyond
DEM-n-GEN consequence
DEM-n-GEN upon
DEM-n-GEN beside
DEM-n-DAT though

because of this/that

apart from this/that

for this/that purpose

instead of this/that

in spite of this
furthermore/besides/no other
beyond that

as a result of this

upon this

beside this/that

nevertheless/despite this
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Balpinar (2019: 68) explains the morphological development of demonstratives as:
(they serve a discourse-internal function (i.e., they organize the information flow within the
discourse) and do not indicate two different locations on a distance scale, which suggests that they

have changed functionally. Furthermore, they are largely restricted to the proximal form.
According to Diessel (1999: 23), pronominal demonstratives give rise to sentence
connectives combined with “some other element that indicates the semantic relationship
between the two propositions joined by a connective.” Furthermore, he uses the following
example from Hixkaryana to demonstrate that the demonstrative iro and the causal

postposition ke connect the two sentences (Diessel 1999: 23).

p) Hixkaryana (Diessel 1999: 23)

nomokyaknano tuna heno. iro ke
it.was.coming  rain QNT DEM because.of
romarain hokohra wehxaknano

my.field not.occuring.with I was

“It was raining heavily. Therefore, I did not work on my field.”

In this example, the connective consists of two parts: iro and ke, comparable to so that in
English. According to Heine and Kuteva (2004: 108), many adverbs in German such as
damit (with that) or darum (therefore) connects clauses. Furthermore, they point out that
the pronominal demonstrative das (that), combined with an adposition, gives rise to these
adverbs (Heine & Kuteva 2004: 108).

Demonstrative > Copula

Demonstratives also give rise to copula, as we can see in Egyptian, pw (this) evolves to
the copula form of pw and into a personal pronoun. Example r presents the copula verb
pw (Heine & Kuteva 2004).

r) Egyptian (Gardiner 1957: 103ff; Heine & Kuteva 2004: 108)
Nwn pw jt nérw.
Nun this father gods
“The father of the gods is Nun.”
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According to Heine and Kuteva (2004), pronominal demonstratives are the source for the
derivation into copulas, whereas Diessel (1999) argues that this development is caused
by identificational demonstratives. He further describes this path from demonstratives
into personal pronoun and then into copula: Demonstratives > Personal Pronoun > Copula
(see Heine & Kuteva 2004; Diessel 1999)

Demonstrative > Definite

According to Dixon (2003), demonstratives and articles are diachronically connected. He
demonstrates that in German we have the same forms for articles and for demonstratives:
der (masculinum, singular), die (feminine, singular), das (neuter, singular). The only
difference is the intonation. If a definite article is used, it is not stressed. If so, it refers to
the demonstrative form. A characteristic example of this process is the English definite
article the, which derived from the demonstrative pronoun that. Tables 9 and 10 contain
the roots for English the in Old and Middle English.

Table 9: Demonstratives the, that and those in Old English, after (Catasso 2011: 19)
Masculine Neuter Feminine Plural

Nominative se S€0
) paet ba
Accusative pone ba
Genitive paes bara, P&ra
) b&re
Dative bPam bam
Instrumental by, Pon

Table 9 lists the demonstratives that and those and the definite article the in Old English,
which is the source for the derivation. In Table 10, the demonstratives this and these in
Old English are presented.

Table 10: Demonstratives this and these in Old English, after (Catasso 2011: 19)
Masculine Neuter Feminine  Plural

Nominative Pes ] beos
] ) pis bas
Accusative Pisne bas
Genitive pisses ) ] pisra
) ] bisse, bisre
Dative pissum pissum
Instrumental Pys
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Definite articles have their roots in adnominal demonstratives. Diessel (1999: 25)
explains that the development into definite articles is accompanied by an extension “to
all kind of referents in the preceding discourse. [...] demonstratives lose their referential
function and turn into a formal marker of definiteness.” According to Demske (2020: 43),
the development of a demonstrative into a definite article is a “cycle, with the
demonstrative in the specifier position of a functional projection being reanalyzed as the

head of the respective phrase.”

a. DP
SpecDP D'
DemPro N
D NP
Reanalysis
b DP
SpecDP D’
D NP
DefArt

Figure 20: The reanalysis of demonstratives into the definite article, after (Demske 2020: 44)

Lehman (2015: 41) points out that, at the beginning of this derivation, the “adnominal
demonstrative pronoun [...] is deictically neutral and therefore mainly used for anaphoric
purposes.” To illustrate this, Lehman uses examples of Old English with the forms sé, séo
and theet, as seen in the aforementioned description, as well as of Latin ille and Homeric
ho, hé and to. Interestingly, he highlights that demonstratives of Persian an and Japanese
sono are moving towards this stage of the process (Lehmann 2015: 41).

The process of grammaticalization from a demonstrative to a definite article takes
place in many languages. To illustrate this process, we present examples of the French
articles le and la or articles in Old High German of ther, thiu and thaz, as well as in the
Greek dialect Attic with ho, /¢ and to.

Further grammaticalization agglutinates the article to the noun. Suffixed articles occur in
Romanian, Swedish, Danish, Basque, ljo (Kwa), Koyo (Kru) and Yuman languages such as
Mohave, Dieguefio and Yava-pai. Prefixed articles occur in Abkhaz (Caucasian) and Arabic
vernaculars. The Swedish case illustrates that while the definite article is typically in opposition
to a demonstrative, a definite affix starts cooccurring with other definite elements (Lehmann 2015:
34).
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However, in Hungarian, the demonstrative form for this/that, namely az/a, developed into
the definite article az/a (the). In Haitian CF, the definite suffix -la is used for
demonstratives, as well as for definite articles, and derived from a demonstrative. In
Turku PA, the demonstrative da (this) evolves into a definite marker (Heine & Kuteva
2004).

Greenberg (1991) proposes that definite articles pass two stages (Stage 2 and
Stage 3) when they evolve from a demonstrative. First, definite articles derive frequently
from demonstratives (Stage 1). Second, they widen their meaning and syntactic
categories, including definite and indefinite nouns. Often, at this stage, the article is
suffixed or prefixed to the noun. “Because of the high frequency of combined definite
and indefinite uses it becomes the “normal” form of the noun and the one that is usually
elicited [...]” (Greenberg 1991: 304). He further explains that this phenomenon appears
in common nouns or, for example, demonstratives modifiers as well as “the incorporated
noun object, nominal predication, dependent genitives in compounds and adverbial,
particularly locative, uses e.g., ‘at home, ‘on foot’” (Greenberg 1991: 304). On the other
hand, Stage 3 is defined by the spreading of the affix to “virtually all nouns” (Greenberg
1991: 304). Thus, there are languages within the same language family in which only one
of them maintains “the pre-prefix” (Greenberg 1991: 304). The first two stages are
classical grammaticalization processes whereas the third stage differs in its semantic
changes or functions that are renewed (Hopper & Traugott 2003). In addition, when the
grammaticalization from a demonstrative into the definite article takes place, “there is
neither a source proposition involved nor is there any discernible reanalysis pattern”

(Heine et al. 2003: 171).

Demonstrative > Focus

There is a debate regarding whether the grammaticalization pathway is the

aforementioned one or contains more stages during this process, such as:

Demonstrative > Personal Pronoun > Copula > Focus
Since there are languages in which focus markers do not correlate with copulas, there is
evidence for the direct pathway (Heine & Kuteva 2004; Diessel 1999). Furthermore,

Diessel (1999) explains that focus markers derive from demonstratives in specific
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contexts, such as a cleft construction. There are two types: first, “a copular or nonverbal
clause providing focal information” (Diessel 1999: 36). A characteristic of the second
form is the relative clause, which requires information (Diessel 1999: 36). Despite this
phenomenon proposed by Heine and Reh (1984), Diessel (1999) assumes that the
category that may give rise to focus markers is identificational demonstratives, since in
many languages they are related morphologically. To illustrate this point, Diessel (1999)
and Heine and Kuteva (2004) use an example from Ambulas in which the focus marker

wan derives from a demonstrative.

s) Ambulas (Wilson 1980: 157; Diessel 1999b: 149; Heine
& Kuteva 2004: 111)
vete dé wak a wan méné
see:and  he said ah FOC you
kaapuk  yéméném.
not you:went

“He saw him and said, ‘Ah, you did not go.””

In addition, Diessel indicates that Ambulas possesses two forms of identificational
demonstratives: first, a proximal one ken; and second, a distal one, namely wan. There is
a differentiation between the aforementioned demonstratives and pronominal forms of
demonstratives, but their forms are identical to the focus markers, as illustrated in
Example s (Diessel 1999). Therefore, Diessel (1999: 37) argues that the focus markers
wan, and ken derive from a “cleft construction formed from a nonverbal clause (i.e., BEM

NP) and a presupposed (main or relative) clause.”

Demonstrative > Third-person pronoun
A further grammatical marker that arises from pronominal demonstratives is personal
pronouns. A first step in this development is that the anaphoric demonstratives extend
their meaning and use to third-person pronouns. According to Diessel (1999), this path

continues to the following:

demonstrative pronoun > third-person pronoun > clitic pronoun > verb agreement
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In addition, he proves this path with the example of French, with clitics derived from
personal pronouns that arise from the Latin demonstrative ille. Today, “clitics are
essentially used as agreement markers, which are commonly accompanied by a
coreferential (pro)noun” (Diessel 1999: 21). As before, another example for this path is
the Egyptian proximal demonstrative pw (this) that developed into pw as a personal
pronoun (he/she/it/they; Heine & Kuteva 2004).

» third-person pronoun
// ’
. /-
_» anaphoricdem. <_
/

/

/ " demonstrative correlate

. . /
exophoric dem. ——— non-anaphoric dem. W

™
N

" sentence connective

Figure 21: Grammaticalization path of Modern Turkish demonstratives, after (Balpinar 2019: 63)

Figure 21 presents the path from exophoric demonstratives into third-person pronouns.
According to Balpinar (2019: 63), the different grammatical markers change their

2

functions in a “chain-like structure,” which means, for example, “the non-anaphoric
demonstratives still have some pragmatic (deictic) features of the exophoric use (i.e.,
presence/absence of pointing gesture),” and vice versa, with the other grammatical

markers in this illustration.
Demonstrative > Relative pronoun

A further effect of demonstratives as a source for new grammatical markers is the
pathway from demonstratives into relative pronouns. A syntactic feature of relative
pronouns is that they are “coreferential with a prior noun (phrase); but [...] relative
pronouns only occur in subordinate clauses” (Diessel 1999: 21). While in German
demonstratives and relative pronouns cannot be distinguished regarding their
morphology, they differ in their syntactic features, as illustrated in Examples t and u
(Diessel 1999: 21).

t) German (Diessel 1999: 21)
Er hat einen  neuen  Vorschlag gemacht, der mir
he has a new suggestion  made REL me
besser gefallen  hat.

better pleased has
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“He made a new suggestion, which I liked better.”
u) Er hat einen neuen Vorschlag gemacht, der hat

he has a new  suggestion made DEM has

mir besser gefallen.

me better pleased

“He made a new suggestion; this one I liked better.”
The examples look similar, but there is a difference between the second parts of both
sentences. In Sentence t, there is a subordinating clause with a relative pronoun, whereas
the example in u differs in the syntactic feature of the demonstrative. The second example
can be treated as two separated sentences, since a demonstrative can occur in the first
position followed by a verb in a sentence, whereas a relative clause needs a verb at the
end of the second part. Furthermore, the relative pronoun is restricted in the first position
of the subclause, while a demonstrative does not have a fixed position; it could “also
occur after the finite verb” (Diessel 1999: 22). In addition, Heine et al. (1991) show the
development from the demonstrative ile into the relative clause marker ile in Kenya

Pidgin Swahili.

v)  Kenya Pidgin Swahili (Heine et al. 1991)

hakuna baridi sana, kwa sababu ile li-kuwa ndani  ya
be.not cold  very because REL Past-be inside
frich watu kwisha maliza yote

fridge  people PFV finish all
“There is not really cold (beer) because that which was in the fridge has all been
finished.”

In Example v, ile (that) still functions as a demonstrative, but the development into a
relative clause marker has already started, and it additionally has the function to

“introduce a relative clause” (Heine et al. 1991: 183).

w) Kenya Pidgin Swahili (Heine et al. 1991)

kila ~ mtu ile na-ambi-wa mambo
each person REL NF-tell-PASS  matter
hii na-shangaa

this  NF-be.surprised
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“Everybody who was told this story was surprised.”

In Sentence w, it is the last stage of the development from ile as a demonstrative into the
relative marker. Interestingly, there is an overlap of different grammatical markers in
many languages in which the forms of “complementizer, definite marker, and relative
clause marker” share similarities with demonstratives or pronouns (Frajzyngier 2003:

236). This characteristic is presented in Table 11.

Table 11:The overlap of complementizer and marker of definite and relative clauses, after (Frajzyngier 2003:
236)

Language Demonstrative  Definite Complement  Relative
German das/die/der das/die/der  dass das/die/der
Yiddish VoS VoS
English that the<that that that/wh
Ge'ez za 1%} za za
Ambharic ya u/w ya/ala ya

Beja an/ tin w/th @ w/ta
Mupun no no no do

Ewe si/sia alla be/béna si

Toba Batak na na na

Yurok ku/k'i ku/k'i
K'ekchi li li

Drehu la la la-ka

Demonstratives > specific indefinite articles

While in English there is no differentiation between different indefinite nouns, other
languages distinguish between two types: nouns with or without “specific referent[s]”
(Diessel 1999: 30). To illustrate this, many languages use the number one for the former
type, whereas for the latter type zero is used. In English, normally an indefinite article is
used for indefinite nouns. However, in spoken English in colloquial forms “the unstressed
this and these are commonly used to mark specific indefinite information” (Diessel 1999:
30). Concerning English, the indefinite article arises from the Old English form an. Since
it has a long vowel, it is similarly pronounced as stone which derives from stan. In Old
English, this form means a certain, one but it is not used as it would be today (Hopper &

Traugott 2003: 119). This form only occurs in spoken language.

x)  English (Hopper & Traugott 2003: 119)

Would you like a Mai Tai? — Yes, I’d love one.
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Interestingly, the English proximal demonstrative this can be interpreted as an indefinite
marker. According to Wright & Givon (1987: 9), this form is mainly found in colloquial
language and by “younger or less educated people”. However, in the 1970s, this form was
used in letters, too Wright & Givon (1987: 9). While the demonstrative this is deictic, the
indefinite form has no such functions (Diessel 1999: 30). In addition, Wright, and Givon
(1987: 11) point out:

‘this’ is introduced into the indefinite paradigm as a marker of pragmatically prominent indefinites,
marking up first introduction those referents that are going to be important/relevant or topical in
the subsequent discourse. The expansion of the functional scope of indefinite markers--as in
modern English, French or German--to general indefinites, there to mark the contrast between
known/accessible referents vs. those that are introduced for the first time, is a later development

in the history of indefinite marking.
For additional pathways of grammaticalized demonstratives, see Diessel (1999). He
further introduces the development of determinatives, temporal adverbs,
directional/locational preverbs, number marker and possessives. Table 12 summarizes
demonstratives as a source for grammaticalization processes and the grammatical markers

they developed.

Table 12: Grammaticalization of demonstratives, after (Diessel 1999: 39)
Source

Target Pronominal Adnominal Adverbial Identificational
third person pronouns X
relative pronouns
complementizers
sentence connectives
possessives
verbal number markers
pronominal determinatives
definite articles
boundary markers of attributes
adnominal determinatives
nominal number markers
specific indefinite articles
directional preverbs X
temporal adverbs X
nonverbal copulas X
focus markers X
expletives X X

X X X X X X

X X X X X

In addition, Helmbrecht (2017) summarizes the results of Diessel (1999) and Heine and
Kuteva (2002) in Table 13.
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Table 13: Demonstratives as sources for various grammaticalizations as a summary of Diessel (1999) and Heine
and Kuteva (2002), after Helmbrecht (2017: 139)

Source(s) Target(s) Some references
demonstrative >3 person PRON > clitic PRON > affix Givén (1984: 353-360);
pronouns Lehmann (1995[1982]: 39-42); Heine & Kuteva
(2002: 112)
> relative pronouns Lehmann (1984)
> complementizer Harris & Campbell (1995: 287); Heine & Kuteva
(2002: 106)
> subordinators (adverbial clauses) Heine & Kuteva (2002: 114)
> sentence connectives Diessel (1999: 125); Heine & Kuteva (2002: 108)
adnominal > definite articles > Greenberg (1978); Lehmann (1995[1982]: 38, 55);
demonstratives specific/indefinite > noun class/gender Heine & Kuteva (2002: 109); and many others
markers
> relative pronouns Lehmann (1984: 378-383); Heine & Kuteva (2002:
113)
> linkers Himmelmann (1997: 172-188)
> boundary markers of postnominal relative
clauses/relative particles Diessel (1999: 132)
> determinatives (demonstratives that function
as the head of a relative clause) Quirk et al (197: 217)
> specific indefinite articles
Gundel et al. (1993)
adverbial > temporal adverbs Diessel (1999: 139)
demonstratives > directional preverbs Lehmann (1995[1982]: 97-104)

identificational

demonstratives

> non-verbal copulas > focus markers

> expletives

Diessel (1999: 147-148); Heine & Kuteva (2002: 108,
111)
Traugott (1992: 216-219)

In this chapter, the different grammaticalization processes of demonstratives were
presented. It was explained how demonstratives developed from go, there and here, and
how they gave rise to many grammatical markers. In Subchapter 3.1.6, a model for

demonstrative reference is revealed.

3.1.6 A model for demonstrative reference

Peeters et al. (2020) provide a model for demonstrative reference, including the factors
that may influence the choice of a certain demonstrative. The researchers consider three
levels: first, the lexical level is a descriptive form of a demonstrative differently realised
in the languages; however, the second level refers to the cognition, which means that a
speaker may choose a demonstrative based on “physical, psychological, and referent-
intrinsic factors” (Peeters et al. 2020: 6); the third level summarises sociocultural factors,
such as characteristics in language, the cultural background of a speaker or “the

affordances of the immediate physical context” (Peeters et al. 2020: 6).
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evel

Language Speaker Context
characteristics characteristics affordances

Sociocultura

ognitive level

Lexical leve

Figure 22: A model for demonstrative reference, provided by Peeters et al. (2020)

The first level in the illustration is the lexical level. On this level, the lexical form of a
demonstrative in different languages is considered, which means, for example, in English,
the forms this/that for proximal and these/those for distal referents; or, as in this
illustration, a tripartite distinction, such as in Turkish bu/su/o. As previously studies have
suggested, demonstratives belong to the first words of infants and are “presented in a
speaker’s long-term, lexical memory early in life” (Peeters et al. 2020: 6). The idea of
Peeters et al. (2020) is that the knowledge of a speaker on the lexical level is fulfilled by
the interaction of the cognitive and sociocultural levels.

The cognitive level is between the lexical and sociocultural levels and represents
the choice a speaker makes regarding the demonstrative form used in an utterance.
According to Peeters et al. (2020), the influence of these three illustrated factors (the
physical, psychological, and referent-intrinsic) can change during a lifespan as they are
ongoing processes. In addition, they point out that further factors can be considered, such
as “intrinsically binary and categorial” aspects (Peeters et al. 2020: 7). According to the
researchers, the speaker’s mind activates certain factors that impact the choice of
demonstrative form. Nevertheless, they assume that more than one demonstrative form
“may be activated at the same time in a given context” but only the one form “with the
highest degree of activation will be selected and produced” (Peeters et al. 2020: 7).
Moreover, these factors may have different levels of importance due to cultural
differences, characteristics in language or context of a speaker. Therefore, the speaker
needs “theory-of-mind capacities” (Peeters et al. 2020: 19).

The top of the model is the sociocultural level, including language and speaker

characteristics, as well as context affordances. The model has a top-down design that
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demonstrates that factors of the cognitive level play a certain role. Within a speaker’s
mind, the importance of such roles can differ and depend on personal perception and
experience. In addition, the extent of influence by certain factors can differ from speaker
to speaker, since everyone, including speakers of the same native language, has personal
experiences and cognitive perceptions. In addition to language and speaker
characteristics, the affordance of “the immediate physical and conversational context will
modulate the extent to which specific cognitive factors influence a speaker’s choice”
(Peeters et al. 2020: 7) of a certain demonstrative form. Since studies that have explored
factors influencing the use of demonstrative often involved infants, they mostly examined
whether the position of the experimenter impacts the choice of demonstrative forms.
According to Peeters et al. (2020), speakers may use such affordance in situations in
which referents are easily distinguishable. The model “may to a large extent generalize
to situations of endophoric reference and to the production of pointing gestures” (Peeters
et al. 2020: 19). In addition, it includes several factors that may play a role in the choice
of demonstratives. Due to the different levels in the model, it seems plausible and
adaptable for several situations and contexts of speakers.

After briefly introducing the model, the typology of the investigated languages is
presented.

3.2 Language typology of English, German, Russian and Turkish

Figure 23 illustrates language families and examples for each branch. The languages

[ Language families W

Indo-European Sino-Tibetian Afro-Asiatic Niger-Congo

English

Germanic ;"’"'” Turkish Mandarin
ut

Tamil Arabic Tagalog Swahili Estonian
Uzhek Thai

X [ Maori Finnish
Spanish Indonesian

Romance Italian
Portuguese

Slavic Russian | -

Polish
Celtic ‘\.‘.:‘:I‘;h Japanese Austro-Asiatic
Indo- Hind|

Iranian Sanskrit

Korean Japanese Vietnamese

Figure 23: Language families with branches and languages
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focused on are in bold type. English and German are Germanic languages and part of the
Indo-European language family, as well as Russian, which is a Slavic language. As an
Altaic language, Turkish is in another language family. Further aspects of the four
languages are presented separately in the following. In Figure 24, the Indo-European

language family, with its seven branches, is illustrated. The Germanic languages include

Indo-European

_— - y / | . "~ —
— / ( \
e . P P p, | —

English Irish Latin Greek Russian Hindi/Urdu Albanian
German Welsh Spanish Polish Bengali
Dutch Scots Gealic French Czech Panjabi
Swedish Breton Italian Ukranian Marathi
Danish Portuguese Slovak Sinhalese
Norwegian Romanian Bulgarian Romany
Icelandic Serbo-Croatian Persian
Afrikaans Latvian Kurdish
Lithuanian Pashto

Figure 24: Indo-European language family and the branches with their languages, especially English, German,
and Russian

English, German, Dutch, Swedish etc. The best-known Celtic languages are Irish and
Welsh. Both the Italic and Indo-Iranian branches consist of many languages. In this case,
Russian as a Balto-Slavic language is of high relevance (as well as English and German).
In general, the English language has 1.5 billion speakers and is a world language. It is a
lingua franca. Therefore, many pidgin and creole languages have developed based on it.
Although other languages have a higher number of native speakers, English has a special

importance. The number of non-native speakers is particularly high, which indicates the

3.2.1 Demonstratives in English

Since English is a West Germanic language, it belongs to the Indo-European language
family (Baugh & Cable 2002). As previously mentioned, due to its high number of non-
native speakers, English plays an important role in language acquisition. In this study, the
use of English demonstratives is examined. Hence, in this subchapter the characteristics

of demonstratives in English are presented.
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In general, the category of demonstratives is divided into demonstrative
determiners/complementizer, demonstrative pronouns and demonstrative adverbs
(sometimes called demonstratives expressions). The first type contains the determiners
this and these for proximal reference, and that and those for distal objects. Both proximal
and distal demonstratives are combined with “countable and uncountable nouns” (Biber
1999: 272). The second type refers to demonstrative pronouns that have the exact same
form as the determiners. The latter refers to adverbial expressions such as here and there
or now and then (Biber et al. 1999; Cornish 2007). In older grammars, demonstratives are
called “demonstrative adjectives” (Swan 2016). According to Biber (1999), the definite
article and the demonstrative determiners have a close relationship, referring to their

definite meaning.

Distal and proximal demonstratives

However, two forms of demonstratives are considered: the proximal this and the distal
that (Huddleston & Pullum 2002), illustrated in Table 14. Also, demonstratives are able
to “specify whether the referent is near or distant to the addressee” (Biber 1999: 347).

Table 14:Demonstratives in English, after (Huddleston & Pullum 2002: 1504)

Singular Plural
Proximal this these
Distal that those

The distal and the proximal forms are “inflect[ed] for number” (Huddleston & Pullum
2002: 1504). In addition, “the context shared by speaker/writer and hearer/reader” (Quirk
et al. 1985: 372) determine the reference of the used demonstratives. Comparing
demonstrative determiners with pronouns, the determiner has a close relationship with

definite articles, as illustrated in Table 15.

Table 15: Relatedness between demonstrative pronouns and personal pronouns, as well as between
demonstrative determiners and the definite article (Biber 1999: 347)

definite article  personal pronoun demonstrative demonstrative
determiner pronouns

the book it this/that book this/that

the books they these/those books  these/those

the girl she this/that girl (this/that)

the girls they these/those girls  (these/those)
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According to Biber (1999: 347), there is a correlation between personal pronouns and
demonstrative pronouns, as well as between the definite article and demonstrative
determiners. He further explains that demonstratives can refer to time, with references
such as this year or that day.

However, the use of that can indicate “emotional distance,” whereas this/these
display more empathy than that/those (Biber 1999: 273). That may reflect “negative
attitude such as disapproval” (Huddleston & Pullum 2002: 1505). In addition, Huddleston
and Pullum (2002) distinguish between dependent and independent demonstratives, as

presented in Table 16.

Table 16: Dependent and independent demonstratives, after (Huddleston & Pullum 2002: 1504)
i Dependent: [This milk] is sour.

Where’s [that boy of yours]?
[These two] are mine.
Please pass [those knives].
He’s not often [this late].
It didn’t cost [that much]
ii Independent:  [All this] is mine.
[That]’s not true.
Can | have a few of [those]?
His manner was like [that of a schoolmaster].

[Those who broke the law] could expect no leniency.

According to Diessel (2006: 469), the locative adverbs here and there can be classified
as further demonstrative expressions or as particles. Furthermore, he explains that adverbs
function to “modify the meaning of a verb” that cannot be restricted to the adverbs here
and there. Normally, they are used in combination with a noun or preposition or to locate
the referent. Thus, this “is not consistent with their classification as adverbs” (Diessel
2006: 474).

Since the singular form of demonstratives in the independent use is often used

for inanimate objects; Examples 1 to 5 demonstrate this constraint:

1)  English (inspired by Huddleston & Pullum 2002)

Those who can afford a big house often have a big front yard.
2)  *That who can afford a big house often has a big front yard.
3)  She/That helped me out.
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4)  The price of a new VW has exceeded that of a Mercedes.
5)  *The mayor of Hamburg will meet with that of Berlin.

The first example reveals that, with the use of the plural demonstrative, the sentence is
grammatically correct, since those refers to a group of people. However, that does not
have the same reference; hence, it cannot be used (Huddleston & Pullum 2002). Notably,
that is “more restricted in that it cannot have a personal antecedent” (Quirk et al. 1985:
872). In this restriction, it is unsurprising that that who is not possible to use, whereas
those who is commonly “acceptable” (Quirk et al. 1985: 872). It follows that this
restriction should not be confused with the relative pronoun that. The third sentence
demonstrates the difference between the personal pronoun and singular demonstrative
that. While she is a person, that refers to an inanimate object or a thing in this case. Again,
Sentences 4 and 5 present that the singular form of demonstratives is restricted to an
inanimate, here referring to the price of a car, whereas the last sentence indicates that that
cannot be used anaphorically here for the mayor. However, there is an exception: when
this and that are used as a “subject of the verb be,” the singular forms can “have animate
reference” (Huddleston & Pullum 2002: 1505). According to Biber (1999), this is
different from personal pronouns. Like Huddleston and Pullum (2002), he underlines that
demonstratives only refer to humans when they act as “an introductory subject” (Biber
1999: 347). In addition, only “in this position the pronoun can have both personal and
nonpersonal reference” (Quirk et al. 1985: 373). This point is illustrated in the following
examples inspired by Huddleston and Pullum (2002) and Biber (1999).

6) English (inspired by Huddleston & Pullum 2002)
This is my mother, Sabine.

7)  Look who is here. Isn’t that your brother?

8) That’s your friends Anna and Bella over there.

Typically, the verb be functions here to specify the referent. Hence, singular forms cannot
be used like in 9 and 10. Note that even the singular form is used referring to two persons

or groups consisting of more persons.

9) English (Huddleston & Pullum 2002: 1505)
* This isn’t very well today.
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10) * That is President.

The deictic use of demonstratives

We now illustrate the deictic use of the nominal demonstratives this and that in contrast
to “the relative spatial location of their referents” (Dixon 2003: 80). In Example 11, Mary

and John are talking about a bowl of strawberries that Mary offers John.

X Mary

John
Figure 25: Deictic function of demonstratives, after (Dixon 2003: 80)
Mary asks John, “Would you like this one?” but he always refuses and wants the other

bowl, illustrated in Examples 11.

11a) English (Dixon 2003: 80)
Mary: Would you like this one? [pointing at X]
John:  No, I"d rather have that one [pointing at Y]
11b) Mary: Would you like this one? [pointing at Y]
John:  No, I’d rather have this one [pointing at X]

In 11a, Mary refers with this to the nearer bowl, which she offers John, but he wants to
have the farther bowl, referring to it by using that. Note that John can only use that since
Bowl Y is farther away from him than Bowl X, whereas Mary has the option to choose
this or that one. Second, again, Mary uses this, but referring to the farther bowl, which
John again refuses by saying he wants this one. So, the difference in 11b is that John can
only use the pronoun this because Bowl X is closer to him than Bowl Y (Dixon 2003:
80). According to Dixon (2003: 80), “this only comes into play when there is an explicit
spatial contrast between two objects, at different distances from the speaker” (Dixon
2003: 80). Furthermore, Dixon offers an example at the dentist. If the dentist asks me,
pointing at a tooth, if this one hurt, but it is another tooth, I can still say, No, it is this one,
because for me as a speaker there is no relevant difference in the spatial distance from me

to my teeth.
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Overall, this is used for new information, and when talking about two objects
that are close to each other or, in other words, that “cannot be distinguished in terms of
relative distance from the speaker, this is used for each” (Dixon 2003: 81). Comparing
two objects, the farther one is described using that, the closer with this. Interestingly, the
use of either this or that “is not determined by purely objective features of spatial location:
there may be a subjective element involved” (Huddleston & Pullum 2002: 1505). In
addition, this effect is “a matter of psychological rather than real distance” (Quirk et al.
1985: 374).

12a) English (Quirk et al. 1985: 374)
Have you seen this report on smoking? [‘the one I have recently
been thinking about’]

12b) Have you seen that report on smoking? [ ‘the one I was looking at

some time ago’]

As illustrated above, the subjective interpretation of the difference between this and that
Is abstract. Both sentences can “occur in the same situation, the only difference being the
speaker’s subjective concept of ‘nearness’” (Quirk et al. 1985: 374).

Returning to the adverbial demonstratives here and there, again the scenario in
which Mary offers John something is used, this time referring to a cake: X and Y stand

for plates, and Mary wants to know where to put the cake.

13a) English (Dixon 2003: 81)
Mary: Shall I put it here? [pointing at X]
John:  No, put it there. [pointing at Y]
13b) Mary: Shall I put here? [pointing at Y]
John:  No, put it here. [pointing at X]

As before, the same deictic use and reference for here and there and this and that applies
(Dixon 2003: 81). Both examples demonstrate that the use of gestures, such as pointing
with the index finger or facial expressions, accompany the use of demonstratives
(Huddleston & Pullum 2002). However, demonstrative adverbs do not always “have the
same deictic functions as nominal demonstratives,” hence, this phenomenon needs to be

analyzed for every language separately (Dixon 2003: 82).
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In English, demonstratives occur with both functions: This and that and here and there may create
a new joint focus of attention (e.g., Look, that’s/there’s Bill) or may indicate a contrast between
two previously established referents (e.g., Here are two books. This one is mine, and that one is

yours); but in other languages, the two uses are formally distinguished (Diessel 2006: 470).

However, adverbs can be combined with nominal demonstratives, but the demonstrative
needs to agree with the postmodifier (Huddleston & Pullum 2002), as we can see in the

following:

14) English (Huddleston & Pullum 2002: 1505)
this book here

15) those flowers over there

16) *this book there

In the deictic use, demonstratives can refer to abstract features in a context such as objects

or actions that happen in the speaking situation.

Table 17: Deictic demonstratives, after (Huddleston & Pullum 2002: 1505)
i | hadn’t expected there to be this much damage.

I’ve never seen a computer this small before.

I’m not comfortable like this.

Hold your head up like this.

This is what he was doing.

When we first travelled with Matthew, he was younger than this.
ii  Stop that.

I’'m looking for something about that size.

Don’t look at me like that/that way.
That is not how to do it.

If, for example, the age of two children (as in the sentence about Matthew in Category i)
or the size of two objects are compared, often gestures are used for pointing toward the
referent/entity (Huddleston & Pullum 2002: 1505). Given the above, demonstratives are

typically used in discourse deixis.

Table 18: Discourse deictic use of demonstratives, after Huddleston and Pullum (2002: 1506)
i A: You look about fifteen. B: Is that meant to be a compliment?

i I hope this conversation isn’t being recorded.
iii ~ Taking the Waltz first, a group of figures that really must be included are Natural Turn, Closed

Change, and Reverse Turn, danced in that order.
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Focusing on the examples in Table 18, the first that concerns the whole sentence of A. In
ii, this conversation is said in an utterance of a conversation that takes place in the moment
it is saying. In the last sentence, a specific order is presented, referring to it as that order
(Huddleston & Pullum 2002). In addition, it can be distinguished between people who
are close to us by using this or these, and people and things that are farther away by using
that or those. The contrast is displayed in the following sentences 17-22. The first three
sentences present the closer relation using this, whereas the last three examples present

the more distant relation using that (Swan 2016: 144).

17) English (Swan 2016: 144)

This is very nice — can | have some more?
18) Get this cat off my shoulder.
19) I don’t know what I’'m doing in this country.
20) That smells nice — is it for lunch?
21) Get that cat off the piano.
22) All the time | was in that country, I hated it.

The anaphorical use of demonstratives

Having discussed demonstratives in discourse, now the anaphorical use is illustrated.
Demonstratives in anaphorical use means this or that (or it) are used in a context and refer
back to objects or persons already mentioned (Swan 2016: 145). In addition, Huddleston
and Pullum (2002: 1506) remark that the referred part of the aforementioned sentence is

the antecedent to the demonstrative noun phrase that is coreferential.

23) English (Swan 2016: 145)
So, she decided to paint her house pink. This/That really upset the

neighbours, as you can imagine.

24) So, she decided to paint her house pink. This upset the neighbours so much

that they took her to court, believe it or not. The case came up last week...

25) Then in 1917 he met Andrew Lewis. This was a turning point in his career:

the two men entered into a partnership which lasted until 1964, and...
26) English (Biber 1999: 273)
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The simplest form of chemical bond, in some ways, is the ionic bond.

Bonds of this type are formed by electrostatic attractions between ions of

opposite charge. This attraction is exactly of the same nature as the

attraction that makes hair stand up when something synthetic is drawn over
it. (ACAD)

Swan (2016: 145) points out that the use of such demonstratives indicates that “an
interesting new fact has been mentioned.” In Sentence 24, Sentence 23 is expanded with
more information about the anger of the neighbours. In this case, this is preferred.
According to Swan (2016: 145), the use of this in the last example is “more natural.” In
the example of Biber (1999), this type refers back to the ionic bond and the second
anaphora this attraction is related to electrostatic attractions between ions of opposite
charge. In general, both nominal demonstratives can function as anaphora, and they can
be exchanged by each other “with very little effect on the meaning” (Huddleston &
Pullum 2002: 1506). While demonstratives in the deictic use can be used to indicate
contrast, in the anaphoric use they cannot. Either way, both “are not mutually exclusive,”

as in the Example 27 (Huddleston & Pullum 2002: 1506):

27) English (Huddleston & Pullum 2002: 1506)

A: Look at the necklace she’s wearing.

B: That’s the one I gave her.

On the one hand, that is used anaphorically to the antecedent the necklace she’s wearing.
On the other hand, it has a “distal deictic” function (Huddleston & Pullum 2002: 1506).
In general, personal pronouns are used anaphorically more often to “coreferential NPs
than [...] demonstratives” (Huddleston & Pullum 2002: 1506). A further property of

demonstratives is that they can refer back to a whole sentence or clause.

28) English (Huddleston & Pullum 2002: 1507)
Harold would be absent in Salonika for some days; this made the

arrangement for her own timetable much simpler.

29) He discovered that she had slept with several other boyfriends before him.

That shocked him a good deal, and they had a quarrel about it.
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30) A fire had just been lighted, and things had been set out for drinks, and his

response to these comforts was instantaneous.

While personal pronouns are more common when the antecedent is a noun phrase,
demonstratives are used more frequently when the antecedent is a clause. In the
aforementioned examples, there is the possibility to use the pronoun it instead of a

demonstrative, but it is not very common.

31) English (Huddleston & Pullum 2002: 1507)
They had a blue rug, but that isn’t the colour I wanted.

In Example 31, the antecedent can have the form of an adjective or adverbal phrase; here
in example 31, it is the former case. The antecedent can be a clause, a noun phrase or
adverbal or adjective phrases. In addition, it can have the form of a nominal that can be
divided into two forms: first, this and that are deictically used; second, that is used non-

deictically, which is presented in the following (Huddleston & Pullum 2002).

32) English (Huddleston & Pullum 2002: 1507)

[This copy] is clearer than [that].
33) [The wine we had yesterday] was too sweet for my taste but [this] is perfect.
34) English (personal knowledge)

Their names weren’t on [the list of the dead], nor on [that of the missing].

If Example 27 is compared with those of 32 and 33, the difference between them is
clearer. In the former example, that is used anaphorically and deictically, while that in
Example 32 is deictic, and only “the head component” is anaphorical, since that copy is
understood (Huddleston & Pullum 2002: 1507). The same situation appears in Example
33, in which this is deictic and only anaphorical to the wine. Thus, the important
difference is that there is “no coreference between the bracketed NPs” (Huddleston &
Pullum 2002: 1507). The last example presents that as non-deictic that refers to a nominal
antecedent. Interestingly, if the second part of the sentence is not reduced, rather the
instead of that would be used. In addition, the so-called anticipatory anaphora for this

means that the antecedent is not integrated but separate.
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35) English (Huddleston & Pullum 2002: 1509)
There are still these candidates to interview: Lugton, Barnes, Airey, and

Foster.

36) There are still Lugton, Barnes, Airey, and Foster to interview.

Particularly noteworthy is that “we can replace the anaphor by the antecedent” and get

the shorter version of Example 35 in Example 36 (Huddleston & Pullum 2002: 1509).

The cataphoric use of demonstratives

The cataphoric use of demonstratives is illustrated in the following. Note that they cannot
be used instead for those since “present-day English prefers the use of the plural

demonstrative in such contexts” (Quirk et al. 1985: 352).

37) English (Quirk et al. 1985: 352, 375)
Those who work hard deserve some reward.

38) He told the story like this: ‘Once upon a time...’.

39) These language options are open to our students: Spanish, French, and
German.

40) English (Biber 1999: 273)
We apologize to those readers who did not receive the Guardian on
Saturday. (NEWS)

While Quirk et al. (1985) argue that the distal demonstratives that and those cannot be
used cataphorically, Example 37 uses those but in a restrictive relative clause and
postmodified (Quirk et al. 1985: 352). In Examples 38 and 39, the typical proximal
demonstratives this and these can either be used cataphorically or anaphorically (Biber
1999: 273). In addition, those is especially used in academic contexts or in news, whereas

in fiction the use of demonstratives “without postmodification” is more common (Biber

1999: 350).

Further uses of demonstratives

After introducing the use of demonstratives in deictic, anaphoric and cataphoric

reference, now further uses of demonstratives are discussed. Another function of
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demonstratives is that the mentioned referent, such as a noun phrase, does not have to be
in the present utterance; instead, the mentioned entity can lie in the past. Normally, that
is used in such contexts, but this appears as well when “the shared grounds for
identification are current” (Huddleston & Pullum 2002: 1510). The Examples 41 and 42

display recognitional use.

41) English (Huddleston & Pullum 2002: 1510)
You never wore that scarf | bought you.

42) 1It’s time something was done about these blackouts we’ve been having.

While it seems very common in informal conversations, the use of the proximal

demonstrative this is often used incorrect, as in,

43) English (Huddleston & Pullum 2002: 1510)
*He’s been married and got this half-grown kid.

This is a false definite, when the information is not enough “to identify the referent”
(Huddleston & Pullum 2002: 1510). In addition, that can refer to noun phrases that are
“neither deictic nor anaphoric” (Huddleston & Pullum 2002: 1510). Thus, there is enough
information in these special noun phrases that the referent can be identified by the noun
phrase instead of the demonstrative. Interestingly, the formal use of the example That
which he said was nonsense is not very common. Instead, in informal situations, what he
said was nonsense would be preferred. This construction can only be used with that
(Huddleston & Pullum 2002: 1510). Furthermore, that can be seen as a corresponding
counterpart of the pronoun it, which can be stressed in specific situations, such as, That’s
it. Normally, the demonstrative that is used when “there is a need to express contrast or
emphasis” (Biber 1999: 350). In addition, there are further characteristics when using
‘that’. In conversations, that can be used with “reversed wh-clefts,” illustrated in the

following examples, 44 - 46:
44) English (Biber 1999: 350)

Those who work hard deserve some reward.

45) He told the story like this: ‘Once upon a time...".
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46) These language options are open to our students: Spanish, French, and

German.

What is more, a further possibility to use that is as a degree modifier for adjectives or
adverbs (Huddleston & Pullum 2002: 1510). In such contexts, there are three possible
functions in this scenario: first, that is deictic, such as in, I do not want to buy a house
that is that small (pointing to the referred house); second, the demonstrative that can be
used anaphorically, as in, Noah is one-meter tall and Henri is almost that tall too; third,
neither of these functions apply, as in, I’m not feeling (all) that well today (Huddleston &
Pullum 2002: 1510). The third function appears mostly in informal communication (and
in British English; Huddleston & Pullum 2002).

While which and that are both relativizers and share similarities, they differ in
their patterns of use. Normally, the use of that in non-restrictive clauses is not very
common, but “it often occurs in a series of postmodifiers and is used for special stylistic
effect (especially in fiction)” (Biber 1999: 615). In Examples 47 and 48, this phenomenon

is illustrated.

47) English (Biber 1999: 615)

Here one might say to those sliding lights, those fumbling airs, that breathe

and bend over the bed itself, here you can neither touch nor destroy.
48) | am talking about an organization that probably few of you have heard of,

that can and will provide to some, perhaps to some of you, a year of travel,

cultural refreshment, and excitement vou’ll remember a long time.

Typically, the pronoun that is used in indirect speech.

43) English (Quirk et al. 1985: 1025)

Neighbours said that as a teenager he had earned his pocket money by

delivering newspapers.

The combination with ‘one’

A common phenomenon that is often used in utterances is the combined use of an

independent demonstrative with one, which can either be the head of a sentence or “fused
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with a dependent” (Huddleston & Pullum 2002: 1512). The Example 50 and 51 illustrate

this characteristic.

50) English (Huddleston & Pullum 2002: 1512)
These seats are still available: [Which one(s)] do you want? [one as head]
51) These seats are still available: [Which] do you want? [fused head]

The use of ‘one’ underlies some restrictions. Demonstratives can be used in both forms,

with ‘one’ as a head or as a fused head, such as in the next example.

52) English (Huddleston & Pullum 2002: 1512)

These are excellent biscuits. Can I have [another]/[another one]?

According to Biber (1999: 348), demonstratives that refer “to countable entities can be
clarified by the addition of one/ones.” In this sense, demonstratives are considered

determiners.

53) English (Biber 1999: 348)
A: That picture of a frog, where is it?
B: I like this one.
54) English (Quirk et al. 1985: 372)
This chair is more comfortable than that one.

55) Those apples are sweeter than these ones.

In general, this form is primarily used in conversations (Biber 1999: 348). However, both
ones and demonstrative that/those can be used as a substitute. The difference between
them is that that can also be a pro-form for a noncountable noun, which does not apply to
one (Quirk et al. 1985: 872).

56) English (Quirk et al. 1985: 872)

The victim’s own blood was of a different blood group from that (= the

blood) found on the floor.
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Demonstratives can be used in various forms. The use of singular forms is more common
than that of plural forms. Since the pronoun that can also be used as a complementizer, it

possesses special features. In Subchapter 3.2.2, demonstratives in German are presented.

3.2.2 Demonstratives in German

As a West Germanic language, German belongs to the Indo-European language family.
German possesses a particular article system with three genders and definite and
indefinite articles, as well as four different cases that need to agree with noun and
adjectives. Like English, German has two numbers. In main clauses, the verb is on the
second position, whereas in subclauses the verb is in the final position.!! Demonstrative
pronouns, possessive pronouns and indefinite pronouns belong to the class of
determinatives (Eisenberg 2004). In general, determinative pronouns can be classified
using either definiteness or indefiniteness. In Figure 26, this classification is illustrated
after Eisenberg (2004).

determinative pronouns

definiteness indefiniteness
demonstrative pronouns possessive pronouns indefinite pronouns
dieser (this) meiner (mine) mancher (some)
jener (that) deiner (yours) einiger (some/several/few)
der (the) seiner (his) jeder (everyone)

Figure 26: Determinative pronouns, after (Eisenberg 2004: 180)

According to Hentschel (2010: 291), the root of the word demonstratives is the Latin
demonstrare, which means to indicate something. In German, the following pronouns are
considered demonstratives: der/die/das, which have the same form as the definite articles,
dies/dieser/diese/dieses and jener/jene/jenes. In addition, there are further forms that
belong to demonstrative pronouns, such as derjenige/diejenige/dasjenige, ein and solcher
(Helbig & Buscha 2001: 229). The difference between the article der (the) and its

demonstrative counterpart is that in the former case the pronoun is followed by the noun,

11 Besides, in subclauses with past perfect the finite verb is in front of the two verbs that are in infinitive.
For example: Ich hatte gestern keine Zeit, weil ich meinen Mann vom Bahnhof habe abholen missen. (I
did not have time yesterday, because I had to pick up my husband from the train station.)
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whereas in the latter case the substantive can be omitted (Helbig & Buscha 2001). In
recent studies, there has been a tendency to distinguish between the so-called die-
paradigm and diese-paradigm. According to Patil et al. (2020: 2), die refers to the
demonstrative die/der/das, whereas in earlier grammars the order of pronouns is
der/die/das. The same occurs with diese/dieser/dieses, which earlier was ordered by
dieser/diese/dieses (Patil et al. 2020: 2). This change may be traced to the gender debate.
Eisenberg (2004; 2013) states that the inflection of demonstratives mostly follows that of

pronominal inflection, as illustrated in the Table 19.

Table 19: Pronominal inflection of demonstratives, after (Eisenberg 2013: 164)
Masculine Feminine Neuter Plural

Nominative dies er e es e
Genitive es er es er
Dative em er em en
Accusative en e es e

The demonstrative pronoun der differs in its inflection from that of a definite article, as
illustrated in the Table 20.

Table 20: Declension of the demonstrative pronouns der/die/das, after (Helbig & Buscha 2001: 229)
Masculine Feminine Neuter Plural

Nominative der die das die
Genitive dessen deren dessen deren/derer
Dative dem der dem denen
Accusative  den die das die

In comparison with demonstrative pronouns, the declension of articles has different forms
for dative and genitive. In the plural, either deren or derer can be used depending on the
position in the sentence. The former is used when the pronoun is followed by the noun,
the latter when the noun is followed by the pronoun in a post-substantival position
(Eisenberg 2004).

1) German (Eisenberg 2004: 182)

deren Ansicht

their view
2) die Ansicht derer
the view those
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The view of those

The forms dieser and jener can either be used as pronouns or as articles. Moreover, they
can be independent phrases. In general, pronouns need to be identified as subjects,
attributes or objects. The longer forms of demonstratives, such as derjenige, reduced over
time. While the relative pronoun der has the same form as the demonstrative pronoun der,
their syntactic features are different. In relative clauses, the verb has always the final
position, whereas in sentences with a following demonstrative der the position of the verb

Is on the second position, as in main clauses, illustrated Example 3. (Eisenberg 2004: 182)

3) German (Eisenberg 2004: 182)

Es war einmal ein Mann, der hatte sieben Sohne.
it was once a man DEM.Nom had seven sons.
“Once upon a time there was a man who had seven sons.”

Example 3 involves the phoric use. The pronouns dieser (this one) and jener (that one)
are less common in conversation. In German, der hier (this one here) or der dort (that one

over there) are frequently used in spoken language (Eisenberg 2004: 182ff).

The anaphoric and cataphoric use of demonstratives

In anaphoric use, the demonstratives refer back to a person or an entity mentioned earlier
in the context. Like in English, they can refer to a whole sentence, such as the neutral
forms das and dies. In Example 5, das is presented, which generally summarises the

verbal utterance.

4) German (personal knowledge)
Kennst du seine Freundin? Nein, die
know you his girlfriend No, DEM.Nom
kenne ich nicht.
know | not.
“Do you know his girlfriend? No, I don’t know her.”

5) German (Helbig & Buscha 2001: 230)
Er wollte kommen. Das hat er versprochen.
He wanted come DEM.Nom has he promised.
“He wanted to come. He promised that.”
In cataphoric use, the demonstrative is anticipatory as in the Example 6.
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6) German (Helbig & Buscha 2001: 229)

Wir gedenken  derer,

We remember DEM.Gen

die  Befreiung vom
the liberation  of

die ihr Leben  fir
the.RELPr.  their lives for
Faschismus  gaben.

facism gave

“We remember those who gave their lives to be liberated from fascism.”

Since it is not very common to use the forms der or dieser cataphorically, normally the

singular pronoun derjenige and the plural form derjenigen are used followed by a relative

clause (Eisenberg 2004: 183). In some cases, there is the possibility to use derjenige

(those) directly before a genitive attribute. In addition, the pronoun solche can be used

(Helbig & Buscha 2001: 230). The stem jen refers morphologically to specify something

or someone (Eisenberg 2004: 183).

7) German (personal knowledge)

Wir wollen diejenigen finden,  die am
We want  DEM.Acc.Pl find the.RELPr. at the
besten singen kdnnen.

best sing

“We want to find those who can sing best.”

8) Wir grulen
We greet
die es
the.RELPTr. it

Handballspieler
handball player

und solche,
and DEM.Nom

werden wollen.
become want

“We greet all handball players and those who want to become one.”

Further characteristics of German demonstratives

In addition, dieser and jener are used to compare two things. The former is used for the
nearer object, the latter for the farther (Helbig & Buscha 2001: 230).

9) German (Helbig & Buscha 2001: 230)

Hier sind Wege. Dieser fihrt zum

Here are ways DEM.Nom lead to
the

Schloss, jener zur Stadt.

castle DEM.Nom to city

the

“Here are two ways. This one leads to the castle, that one to the city.”
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In written language, commonly erstere/r (the former) and letztere/r (the latter) are used
for this phenomenon. In addition, the combination of der/die/das eine (this one) and
der/die/das andere (that one) is usually used in communication, as illustrated in Example
10 (Helbig & Buscha 2001: 230).

10) German (personal knowledge)

Ich habe zZwei neue Freundinnen.
I have two new friends

Die eine kommt  aus Peru,

D one come from Peru

die andere  aus Australien

DEM.Nom other from Australia.
“I have two new friends. One is from Peru, the other from Australia.”

A special case is the use of the pronoun (ein) solcher with an adjunction that is following
the noun (Helbig & Buscha 2001: 230).

11) German (Helbig & Buscha 2001: 230)
Mich interessiert der Fall als solcher.
Me interested the case as DEM
“I am interested in the case (as such).”

12) German (personal knowledge)

Ben ist zwei Jahre  lang nur gereist.
Ben IS two years  long  just travelled
So etwas mochte ich auch  mal machen.
Such  athing  want I too once  make

“Ben (only) travelled for two years. |1 would like to do something like
that, too.”

Interestingly, instead of ein solches, sometimes the form so etwas (such a thing) can occur
(Helbig & Buscha 2001: 230), illustrated in Example 12.

Since genitive demonstratives can also belong to possessive pronouns, there is
still a difference in meaning when using either sein/ihr (her/his) or dessen/deren (its)
(Konig & Gast 2012: 62), illustrated in Example 13:

13) German (Konig & Gast 2012: 62)
Plotzlich sah  Otto seinen Freund mit
Suddenly saw Otto his friend  with
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seiner Frau.
his wife
dessen Frau.
DEM.Gen wife

“Suddenly Otto saw his friend with his wife.”

In English, there is no apparent difference between both sentences. Either way, in
German, they differ in meaning and reference. In the first example, the referent his wife
can either be Otto’s wife or the wife of his friend, whereas in the second example, the
only possible referent is the wife of his friend (Konig & Gast 2012: 62). Due to the “fact
that English does not have monomorphemic demonstrative pronouns for animate
reference” (KOnig & Gast 2012: 62), there is no such differentiation as that in Example
13. In addition, Hinterwimmer (2014: 62) states that German demonstrative pronouns
“have a strong bias against being resolved to antecedents that are the subject of the
immediately preceding sentence.”

In addition, there is a tendency to sometimes use the demonstrative pronoun
instead of a personal pronoun. This leads to a difference in use between them. On the one
hand, personal pronouns have “a weak preference to refer to the most prominent
antecedent in the discourse”; on the other hand, demonstrative pronouns refer to “less
prominent antecedent[s]” (Patil et al. 2020: 1). To illustrate this point, personal pronouns
refer to the subject, whereas demonstrative pronouns tend to relate to the less common or

prominent object, as illustrated in Example 14.

14) German (Patil et al. 2020: 1)

Peter wollte mit Paul joggen gehen, aber
Peter wanted with Paul joggen go but
er/ der war erkaltet.

he DEM was catchacold
“Peter wanted to go jogging with Paul, but he had a cold.”

A particularity of German demonstratives is that the pronoun das can either be used for
singular or plural reference, “regardless of the gender and number properties of the
referent” (Diessel 2006: 473).

15) German (personal knowledge)
Das sind meine Schuhe.
DEM are my shoes.
“These/Those are my shoes.”
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According to Hinterwimmer (2014: 103), demonstratives in German “always signal that
a non-default interpretation is intended”. If there is a potential for binding, the “most
salient antecedent” determiner phrase is used as a “subject” determiner phrase, and vice
versa (Hinterwimmer 2014: 103). Hence, if there is no binding potential, the “most salient
antecedent is the most recent DP [determiner phrase] functioning as an aboutness topic”
(Hinterwimmer 2014: 103).

In sum, German demonstratives have the same form as German articles but differ
in their inflection. Some forms, such as jener or ein solcher are less common. Like
English, German demonstratives can be wused deictically, anaphorically, and
cataphorically. In the following chapter, Russian demonstratives are in the focus.

3.2.3 Demonstratives in Russian

Like English and German, Russian belongs to the Indo-European language family, since
it is a Balto-Slavic language. While English and German are written in Latin script,
Russian uses Cyrillic. The Russian language “is highly inflected” and “known for its
complexity,” which refers to different categories in grammar, such as “number, gender,
person, tense, case, voice, animacy etc.” (Sadykov & Zhukov 2017: 1). If a word is
inflected, it may change “its prefix, root and ending” (Sadykov & Zhukov 2017: 1).
Compared with English, the word order is more flexible and may show “emphasis rather
than meaning” (Wade 2011: 521). Russian possesses four patterns of noun declension.
While English contains three noun cases (nominative, accusative and genitive), Russian
has three more (genitive, instrumental and prepositional; Wade 2011). Unlike English and
German, Russian lacks an article system. Therefore, sometimes demonstratives pronouns
are used instead, which are presented in the following.

Russian distinguishes between two neuter nominative demonstrative pronouns:
eto and to. The former is used for proximal spatial or temporal referents, and the latter for
distal ones (Tauscher & Kirschbaum 1974; Wade 2011; Siemund et al. 2018). In addition,
“tot tends to be used when there is an explicit contrast or when indicating something that
is far away” (Dunn & Khairov 2009: 157). Furthermore, the pronoun takoj stands for such
or like this/that (Wade 2011: 153).
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Table 21: Declension of Russian eto (Wade 2011: 150)

Masc. Fem. Neut. Plural
English This
Nominative Case  etot eta eto eti
Accusative Case etot eti
(animate) etogo e 0 etih
Genitive Case etogo etoj etogo etih
Dative Case etomu etoj etomu  etim
Instrumental Case  etim etoj etim etimi

Prepositional Case ob etom ob etoj obetom ob etih

In Russian, demonstratives are morphologically distinguished in the forms of etot (3Tor)

for masculine, eta (sta) for feminine and eti (3tu) for plural (Siemund et al. 2018: 6).

Table 22: Declension of Russian tot (Wade 2011: 150)
Masc. Fem. Neut. Plural

English That
Nominative Case  tot ta to te
Accusative Case tot te

] tu to
(animate) togo teh
Genitive Case togo  toj togo teh
Dative Case tomu toj tomu tem

Instrumental Case  tem toj tem temi

Prepositional Case otom otoj otom otem

In the following is an example for the use of etot and tot, as well as for takoe and to.

1) Russian (Tauscher & Kirschbaum 1974 226)

ranshe % etom zdanii byla shkola
early in this building was school
a % tom obshezhitie

and in that hostel

“There used to be a school in this building, and a dormitory in that one.”
2) Russian (Wade 2011: 151)

eto derevo takoe zhe bolshoe
this wood such the same big

kak i to

as and that

“This tree is just as big as that one.”
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Note that there is an indeclinable form of eto that can be used for phrases such as this is

or that is, as in the Examples 3 and 4.

3)

4)

Russian (Wade 2011: 151)

eto byli moi  knigi
those were my books
“Those were my books”

etot dom eto dom

this  house vs. thisis a house

Unlike English and German, Russian lacks an article system. Instead, the demonstrative

pronoun tot can be used for definiteness, “especially when the pronoun is part of the

antecedent to a relative clause” (Wade 2011: 151). Example 5 involves tot as a definite

article.
5)

Russian (Wade 2011: 152)

ja smotrel % tu storonu  otkuda

I watched in that side from where
dolzhna  byla pojavitsja  lodka

must was appear a boat

“l was looking in the direction from which the boat was expected to
appear.”

Like German, the forms of tot/ta/to/te can be used in combinations with relative clauses,

as illustrated in Example 6.

6) Russian (Tauscher & Kirschbaum 1974: 227)

kto mnogo govorit tot malo delaet
who many hespeaks thatone few does
“Who talks a lot, does little.”

In addition, tot can be an “antecedent to a relative pronoun” (Wade 2011: 152), as in

Example 7:

7) Russian (Wade 2011: 152)

arkadij pozhal odnim plechom, ne tem,
arkady shook one shoulder not that
na kotorom lezhala ruka irunchika

on which lay hand Irunchik

“Arkady shrugged one shoulder, not the one on which Irunchik’s arm
Iay.’,
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The pronoun tot and ne can be combined to ne tot, which means the wrong and tot zhe/
tot zhe samyj/ tot samyj means the same (Tauscher & Kirchbaum 1974; Wade 2011).
What is noteworthy is that the pronoun sej (ceit) means this or that and normally occurs
in phrases (Wade 2011). The pronoun is mostly used in church language or in formal

language but is still found in some colloquial phrases (Dunn & Khairov 2009).

8) Russian (Wade 2011: 154)
na sej raz % turnire ne
on this  time in tournament  not
uchastvoval nash  silnejshij  tennisist
reigned our  strongest  tennis player
“This time round our best tennis player did not take part in the

championship.”

Table 23 compares Russian demonstrative pronouns and their meaning with that in
English, which is modified from Wade (2011).

Table 23: Comparison of Russian demonstrative pronouns and the English meaning
Masc. Fem. Neut. English meaning

Singular  etot eta eto = this/that is/these/those are
tot ta to = that
takoj takaja takoe = such/like this/like that/so

Plural ati = these/those
te = those
takie = such

Furthermore, they can vary depending on the case.

9) Russian (Siemund et al. 2018: 6)
Eto pravda? Eto ne vozmoshno.
this true this not possible
“Is this true? This is not possible.”

Interestingly, Russian demonstratives can also be used for personal pronouns, which
hereby function anaphorically. In Example 10, Russian “simple pronouns (on he, ona she,
ono it) would be perceived as ungrammatical” (Siemund et al. 2018: 7). The pronoun in

this example refers to an entity or a situation.
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10) Russian (Tauscher & Kirschbaum 1974: 227)
Ya etogo ne Znayu.
I this not know

“l do not know this.”

Sometimes, the pronoun tot can be “used as a third person pronoun; it is used in a narrative
sequence when reference is made not to the subject of the preceding sentence, but to
someone else involved in the event” (Dunn & Khairov 2009: 158), illustrated in Example
11.

11) Russian (Wade 2011: 152)

0 priezde bratjev liza uznala
about arrival brothers Lisa learned

ot anki. ta pribezhala k

from Anka that came running to

totke kak tol'ko prishla telegramma
aunt as only came telegram

“Liza learnt of her brothers’ arrival from Anka. She (Anka) came
running to her aunt as soon as the telegram arrived.”

Moreover, the demonstrative pronoun takoj (takoii) can have a “generalizing meaning”
(Wade 2011: 153). It only changes its number and gender and follows the declension of
adjectives, whereas etot has its own declension (Tauscher & Kirschbaum 1974). If takoj

Is used with adjectives, it means such (Wade 2011).

12) Russian (Wade 2011: 153-154)
pogoda takaja  horoshaja
weather so good
“The weather is so fine.”

13) takih marok  kakie on  sobiraet ochen malo
such stamps whatkind ishe collects highly few
“There are very few stamps of the kind that he collects.”

14) v takom  sluchae

in this case
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The pronoun takoj can “correspond to English [...] indefinite article[s]” (Dunn & Khairov

2009: 159). In Examples 16 and 17, the different uses of takoj and etot are presented.

15)

16)

Russian (Dunn & Khairov 2009: 159)

eti filmi ja vsegda smotrju s
these movies | always look from
bolshim udovolstviemm

big pleasure

“I always enjoy watching these (specific) films.”

takie film ja vsegda smotrju s
such movies I always look from
bolshim udovolstviem

big pleasure

“I always enjoy watching films like these/those.”

For subordination, in Russian there is no such demonstrative pronoun as there is in

English. Instead “the interrogative pronoun “chto” (what)” is used (Siemund et al. 2018:

7).

The anaphoric and cataphoric use of Russian demonstratives

Like in German and English, Russian demonstratives can refer back to entities or whole

sentences as an anaphora, as illustrated in Example 17.

17) Russian (Dunn & Khairov 2009: 158)

on sprosil menja 0 poslednih sobytijah
is he asked me about  the last events
na kavkaze no ja priznalsja chto

on Caucasus but I confessed what
nichego  ob etom ne zZnaju

nothing about this not know

“He asked me about recent events in the Caucasus, but I admitted that I
knew nothing about it.”

Since there is anaphoric use of Russian demonstratives, the cataphoric use is realized by

takoj.

18) Russian (Mehlig 2001: 116)

Kto uze osuScestvljal hotja by
who uze took place although would
raz takuju situaciju kak "zapolnenie
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time such the situation as filling
takuju  etoj anket”?
such this questionnaire

“Who has already at least once realized such a situation as ‘filling out
this form’?”

19) Russian (Tauscher & Kirschbaum 1974: 228)
takoj rabotnik nam nuzhen
such worker us needed
“We need such workers.”

In this subchapter, demonstrative pronouns in Russian were shown and compared to that

in English and German. Turkish demonstratives are presented in Subchapter 3.2.4.

3.2.4 Demonstratives in Turkish

In contrast to English, German and Russian as Indo-European languages, Turkish belongs
to Turkic languages. Unlike the Indo-European languages, Turkish is an agglutinative
language and has a complex system of tenses (Kornfilt 2018). Like Russian, Turkish lacks
an article system. Furthermore, Turkish follows a word order of SOV, which differs from
the other presented languages. Interestingly, demonstrative pronouns can also be used as
adjectives, but without being variable (Lewis 1991). A further particularity of Turkish is
vowel harmony. Normally, Turkish is a suffixing language, with only one exception,
“namely reduplication” (Kornfilt 2018: 544).

In general, Turkish possesses three demonstratives. Unlike the aforementioned
languages of English, German and Russian, Turkish demonstratives have “three degrees
of distance” (Kornfilt 2010: 311), presented in Table 24.

Table 24: Distant stages of Turkish demonstrative pronouns modified, after (Kornfilt 2010: 311)
Pronoun English meaning Distance

bu(n) this one close to the speaker or hearer
su(n) that one further away from the speaker and hearer
o(n) that one far away from the speaker and hearer

In contrast to English demonstrative pronouns, Diessel (2006: 472) points out that the
demonstrative form of su “does not indicate the relative distance between the referent and
the origo (i.e., the deictic centre).” On the one hand, the speaker-based position of Kornfilt
(2010), who proposes that the pronouns are used according to their distance, which is

illustrated in the table above, especially su, which is, according to her, used for medial
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reference. However, there is the opposite assumption that the three pronouns are
distinguished by their distance to speaker and addressee, such as bu, for reference close
to the speaker, and su is used when proximal to the addressee, whereas o refers to distance
to both speaker and addressee (Lyons 1977). Additionally, Kiintay and Ozyiirek (2006:
307) claim that su sometimes has been considered a variant of bu that has an “empathetic
function.” As is evident, there is no consensus about the meaning of this three-part
division.

In the plural, the demonstrative forms are bunlar (these), sunlar (these/those)
and onlar (those) (Kornfilt 2010; Goksel & Kerslake 2011). Interestingly, these pronouns
“are not marked for class or gender,” which also occurs for nouns (Kornfilt 2010: 314).
In Tables 25 and 26, the declension for both the singular and plural forms of

demonstrative pronouns in Turkish are shown.

Table 25: Singular forms of demonstrative pronouns, after (Kornfilt 2010: 311)

Singular Thisone Thatone That one (yonder)
Nominative bu su 0

Accusative  bu-u sun-u on-u

Genitive bun-un  sun-un on-un

Dative bun-a sun-a on-a

Locative bun-da  sun-da on-da

Ablative bun-dan sun-dan  on-dan

Table 26: Plural forms of demonstrative pronouns, after (Kornfilt 2010: 311)

Plural First Second Third
Nominative  bun-lar sun-lar on-lar
Accusative  bun-lar-1 sun-lar-1 on-lar-1
Genitive bun-lar-m  sun-lar-m  on-lar-m
Dative bun-lar-a sun-lar-a on-lar-a
Locative bun-lar-da  sun-lar-da  on-lar-da
Ablative bun-lar-dan sun-lar-dan on-lar-dan

According to Goksel and Kerslake (2011: 120), the so-called demonstrative word derived
from such demonstrative pronouns. Two different types belong to this group, as listed in
the Table 27.

Table 27: Demonstrative words,modified after Goksel & Kerslake (2011: 120)

Group Pronoun  English meaning

Place pronouns bura- here

(inflected for person and/or case) sura- here; over there
ora- there

Adverbial/determiner boyle like this; thus; such

forms soyle like this; like that
dyle like that; such
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According to Kornfilt (2010: 312), the adverbial/determiner forms in the aforementioned
table are based on “suffixing the third person singular possessive suffix -(s)1 to the items.”
Furthermore, bdyle means thus, in this way, soyle is used in the meaning of thus, in that
way and dyle refers to the meaning thus, in that (other) way (Kornfilt 2010: 312).
Interestingly, the forms for place pronouns usually occur “as subjects or subject
complements” (Goksel & Kerslake 2011: 124). In the Tables 28 and 29, the declension

of the adverbial/determiner forms are illustrated:

Table 28: Declension of the singular adverbial/determiner forms, after (Kornfilt 2010: 312)

Singular This kind That kind That other kind
Nominative bdyle-si soyle-si oyle-si
Accusative  boyle-sin-i sOyle-sin-i Oyle-sin-i
Genitive boyle-sin-in  soyle-sin-in  dyle-sin-in
Dative boyle-sin-e sOyle-sin-e Oyle-sin-e
Locative boyle-sin-de  soyle-sin-de  dyle-sin-de
Ablative boyle-sin-den  goyle-sin-den  dyle-sin-den

Table 29: Declension of the plural adverbial/determiner forms, after (Kornfilt 2010: 312)

Plural First Second Third
Nominative bdyle-ler-i sOyle-ler-i Oyle-ler-i
Accusative  boyle-ler-in-i sOyle-ler-in-i Oyle-ler-in-i
Genitive boyle-ler-in-in  soyle-ler-in-in  dyle-ler-in-in
Dative boyle-ler-in-e sOyle-ler-in-e Oyle-ler-in-e
Locative boyle-ler-in-de  soyle-ler-in-de  dyle-ler-in-de
Ablative boyle-ler-in-den  soyle-ler-in-den  dyle-ler-in-den

In addition, note that dyle is used for the reference “to a manner of doing something, or
to a kind or category, that belongs to a context outside the speech situation” (Goksel &
Kerslake 2011: 125).

The anaphoric and cataphoric use of demonstratives

Both bu and o normally “refer to objects or states of affairs mentioned before in the
discourse” (GOksel & Kerslake 2011: 123). These pronouns can also be used as an
anaphora; that is, if an object is “not present in the locality of the discourse” (Kornfilt
2010: 312). Usually, the pronouns bu and o are used, but if the referred meaning is “the
following (one), su is used” instead (Kornfilt 2010: 312). According to Goksel and
Kerslake (2011: 123), the use of su is normally “accompanied by a gesture, pointing to or
otherwise indicating the object to which the speaker wants to draw the attention.” The

first example illustrates the differences in distance.
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1) Turkish (Kornfilt 1997: 315)

Bu gazete -yi,  su ekmeg -i ve
this newspaper -Acc. that bread -Acc. and

0 kicuk pasta -y1  al -acag -1m
that small cake -Acc buy -Fut.  -1.sg.

“I will buy this paper, that bread, and that small cake.”

The Examples 2 and 3 concerns the use of the nominative and the accusative form of bu.

2)  Turkish (Kornfilt 2018: 547)

(Ben) bu makale  -yi yarin bitir
I this  article -Acc. tomorrow  finish
-eceg -im
-Fut.  -1.sg.

“I shall finish this article tomorrow.”

3)  Turkish (Kornfilt 2010: 312)

Hasan Ali  -nin araba  -sin -1
Hasan Ali -Gen. car -3.sg.  -Acc.
yak  -mus. Ali bun -u

burn -Rep.Past Ali this -Acc.

unut  -a -mi1 -yor

forget -Abil. -Neg. -Pr.Prog.
“Hasan is said to have burned Ali’s car. Ali is unable
to forget that.”

Interestingly, in this context, the pronouns can also be used as what is typically called

cataphora, which is illustrated in Example 4.

4)  Turkish (Kornfilt 2010: 312)

is -e sun -lar -1 getir:
work  -Dat.  that -pl. -Acc. bring
radyo -n -U, bilgi -sayar -1n
radio  -2.sg. -Acc. information -counter -2.sg.
-1 ve araba -n -1

-Acc. and car -2.50. -Acc.

“Bring the following (things) to work: your radio, your
computer and your car.”

According to Balpinar (2019: 24), in most studies this sense of cataphoric use is called

text deictic use.
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5) Turkish (Balpinar 2019: 24)

Hasan -a {*bun/ sun/*on} -u soyle -yeceg -im:
Hasan -Dat. this -Acc. say  -Fut. -1.sg.
“ol -mak yada ol -ma  -mak!”

be -Inf.  or be -Neg. -Inf.

“I will say this to Hasan: ‘to be or not to be!’”

Balpinar (2019) states that normally only sun occurs in text deictic situations, but also bu

and o can occur.

6) Turkish (Balpinar 2019: 19)
{bu/ *su/*o} kravat -1 nere -den al -t -n?
this necktie -Acc. where -Abl. buy -Past -2.sg.
“Where did you buy this necktie?”

Since su is used to establish new referents, this example indicates that here bu is used in
the same sense. According to Balpinar (2019), it is, therefore, possible to also use bu and
o0 to mark a new referent in a context. This example “involve[s] the speaker as the deictic
centre” (Balpinar 2019: 19). In this sense, the necktie is introduced using bu. Furthermore,
su can also be used to refer to “quotational clauses or a phrase” (Balpinar 2019: 24),

instead of a whole sentence.

7) Turkish (Balpinar 2019: 24)
Hasan -a sadece {*bun/sun/*on} -u sOyle -yeceg
Hasan -Dat. only  that -Acc. -say -Fut
-im:  gizel kiz!
-1.sg. nice girl
“I will say this to Hasan: nice girl!”

Thus, bu and o normally refer anaphorically to referents, whereas su is used “to introduce
a referent into the discourse” (Balpinar 2019: 19). Additionally, su also indicates “the
absence of the addressee’s visual attention on the referent” (Kiintay & Ozyiirek 2006:
304). The same distinction can be made for boylesi and dylesi and their plural forms for
anaphoric use, as well as for soylesi (and its plural forms) for cataphoric use (Kornfilt

2010). In Example 8, the use of the plural form is illustrated.

8) Turkish (Kornfilt 2010: 313)
omr -0m  -de cok kitap oku
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life  -1.sg. -Loc. many book read
-du  -m ama  boyle -sin -
-Past -1.sg. but thus  -3.sg. -Acc.
hic oku -ma -di -m

not- read -Neg. -Past -1.sg.
at-all

“I have read many books in my lifetime but
never one like this (one thus).”

Further characteristics

Focusing on the word structure, normally, when more than one modifier is used, a typical
structure is the following: “demonstrative pronoun + cardinal number + adjective
attribute” [as in]” bu t¢ mavi kus” (these three blue birds)” (Johanson 2013: 33).

What is more, there is a demonstrative pronoun based on the form 6te, meaning
other, yonder; the further or other side of and suffixing the form ki(n) resulting in the
pronoun 6teki (Kornfilt 2010: 313). In this sense, 6teki beriki means this one and that one,

anybody and everybody (Lewis 1991: 72).

9) Turkish (Kornfilt 2010: 313).
bu pasta -y1 begen -me -di
this  cake -Acc. like  -Neg. -Past
-m; Otekin -i isti -yor -um
-1.sg. the-other-one -Acc. want -Pr.Prog. -1.sg.

“I don’t like this cake, I want the other one.”

Unlike German and English, in Turkish there is no such subordinator as counterpart to
English that. Instead, Turkish possesses different words, suffixes, or particles to indicate
subordination or conjunctions that may occur at the end of a sentence. For example,
demek ki means that means or so, whereas Oylese refers to in that case (Goksel & Kerslake
2011). In relative clauses, there are three specific forms added to the stem of the verb, as
illustrated in Example 10.

10) Turkish (Goksel & Kerslake 2011: 241)

-(y)en
-digi
-(y)ecegi

kopegi kovalayan kedi
kopegin kovaladigi kedi
kdpegin kovalayacagi kedi
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The relationship between the verb and the noun determines the use of the suffix. In the
first example, the subject is the cat as the chaser, whereas the second example
demonstrates that the object is the cat being chased (Goksel & Kerslake 2011: 241). In
the former case, the suffix -(y)en is used, in the latter the suffix -digi or -(y)ecegi, but this
depends “on the tense of the clause” (GOksel & Kerslake 2011: 241). In Table 30,
Balpinar (2019) presents the various conjunctions that derived from demonstrative
pronouns. In the table, the stem of the demonstrative pronoun is still used and is changed

by adding various suffixes to it, which happens to the pronouns of bu and o.

Table 30: Conjunctions in Turkish derived from demonstratives, after (Balpinar 2019: 68)

Form Gloss Meaning
bu forms o forms
bu-n-dan dolayi/6tir 0-n-dan dolayi/étiric  DEM-n-ABL because of because of this/that
bu-n-un diginda 0-n-un disinda DEM-n-GEN apart from apart from this/that
bu-n-unigin 0-n-un igin DEM-n-GEN for for this/that purpose
bu-n-un yerine 0-n-un yerine DEM-n-GEN instead instead of this/that
bu-n-un-la beraber/birlikte - DEM-n-GEN with together in spite of this
bu-n-dan bagka - DEM-n-ABL (an)other furthermore/besides/no other
bu-n-un &tesinde - DEM-n-GEN beyond beyond that
bu-n-un sonucunda - DEM-n-GEN consequence  as a result of this
bu-n-un Uzerine - DEM-n-GEN upon upon this
bu-n-un yaninda/yanisira - DEM-n-GEN beside beside this/that
bu-n-a ragmen/karsin - DEM-n-DAT though nevertheless/despite this

Unlike English, German and Russian, Turkish has a three-part distinction of distance. It
also contains different plural forms and two groups of demonstrative words. Furthermore,
demonstrative pronouns can either be used anaphorically or introduce new referents to a
discourse. Like Russian, Turkish lacks a definite article. Therefore, “the adnominal
demonstrative “su” can be associated with the definite article the in English” (Balpinar
2019: 26). In general, it is not possible to use su for generic meaning, such as, The
Bahamas are very beautiful (Balpinar 2019: 27). In Example 11, the use of su does not

function to direct the hearer’s attention to a specific object or entity.

11) Turkish (Balpinar 2019: 27)

su tuz -u uzat -ir mi -sin
that salt -Acc. pass -Aor Q -2.sg.
lutfen?
please

“Could you pass me the salt shaker please?”
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I “there IS no previous joint attention between the interlocutors regardless of the distance
of the object,” the demonstrative pronoun su is used (Zhao 2007: 420). Hence, if there is
joint attention, then the differences in distance are indicated using bu for proximal
reference and o for distal ones (Zhao 2007). However, there is no consensus about the
three-part system of distance in Turkish demonstrative pronouns.

Regarding the different systems, Subchapter 3.2.5 compares demonstratives in

English, German, Russian, and Turkish.

3.2.5 Comparison of demonstratives

In the preceding subchapters, the investigated language and their demonstrative pronouns
were shown separately. In the following, the characteristics of demonstratives in English
and German, as well as in the heritage languages of Russian and Turkish are compared.

In general, English, German and Russian belong to the Indo-European language
group, but in different branches. While German and English belong to Germanic
languages, Russian is a Slavonic language (Baugh & Cable 2002). In contrast, Turkish is
a Turkic language and belongs to the Altaic branch (Kornfilt 2018). English, German,
and Turkish use Latin script, whereas Russian uses Cyrillic. Furthermore, Turkish is an
agglutinative language with a high level of suffixing.

The first similarity is that all the aforementioned languages possess
demonstrative pronouns. What is more, they share the distinction between singular and
plural forms, as well as the aspect of distance (Comrie 2018). In English, the forms this
and that are used for proximal referents, and these and those are their plural counterparts
(Huddleston & Pullum 2002). Like Turkish, German possesses three pronouns for spatial
reference. Typically, the pronouns dieser for proximal space and jener for referents
farther away are employed as well as der (Hentschel 2010). Unlike English, German
regards the pronouns der/die/das as demonstratives that have the same form as the
German definite articles (Helbig & Buscha 2001). Similarly, Turkish possesses more than
two forms of demonstratives. Hence, the language has the singular forms bu for close
referents, su for speakers and hearers farther away and o for referents that are far away.
This three-part distinction is a particularity of Turkish, which differentiates it from
English and Russian (Kornfilt 2010). In contrast to Turkish, German demonstratives refer
either to proximal or to distal reference including der that can be used for both. Instead,

Turkish distinguishes between three different distances.
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Interestingly, Turkish has more than the additional plural forms for bu/su/o. In
particular, Turkish distinguishes between demonstrative words, too (see Goksel &
Kerslake 2011), which can be divided into two subgroups of place pronouns and
adverbial/determiner forms. In line with this, German also considers further forms of
demonstratives; for example, the form ein solcher, which can be used cataphorically
(Eisenberg 2013). What is noteworthy is that Russian has two nominal demonstrative
forms: etot and tot. Both are distinguished by distance. The former is used for proximal
hearer and speaker, the latter for distal referents (Wade 2011).

While English and German have a subordinator form, such as the English that
and the German counterpart dass, which derives from a demonstrative pronoun, Russian
and Turkish do not have such forms. Russian’s equivalent is chto, an interrogative
pronoun (Siemund et al. 2018). Unlike the aforementioned languages, Turkish has three
suffixes that function as subordinators: -(y)en,-digi and -(y)ecegi, which can be compared
in their function with the English that. Furthermore, the use of these Turkish suffixes is
determined by the relationship between the verb and the noun in the sentence (Goksel &
Kerslake 2011).

To illustrate additional demonstrative forms in Turkish, consider the form 6teki,
which means this one and that one, anybody and everybody (see Kornfilt 2010; Lewis
1991). Interestingly, Turkish adds a third-person singular possessive suffix to
demonstratives that results in new demonstrative forms of bdyle, meaning thus, in this
way, soyle means thus, in that way and 6yle means thus, in that (other) way (Kornfilt
2010: 312).

Like English, Turkish possesses demonstrative adverbial forms for indicating
distance, such as bura- for the English here, sura- meaning here; over there and ora- for
the English there, except for the forms buras:, surasi/ oras: (Goksel & Kerslake 2011:
120). The former shorter forms are used when referring to a part of someone’s body
(Goksel & Kerslake 2011). These pronouns are part of the category demonstrative words
(Goksel & Kerslake 2011). Again, there is the three-part distinction in Turkish
demonstrative forms. Similarly, English has such forms as here/over here or there/over
there (Diessel 2006). In German, there are also additional demonstrative forms, such as
derjenige/diejenige/dasjenige, ein and solcher (Helbig & Buscha 2001: 229). The first is
usually used in cataphoric reference combined with a relative clause, whereas the last two
forms can either be used as anaphora or cataphora (Eisenberg 2004; Helbig & Buscha
2001). Russian does not have such forms. In Russian, the form sej, meaning this/that, is
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usually used in phrases. Particularly noteworthy is the demonstrative pronoun takoj,
which can be used for general meanings or such; like this/that; so (Wade 2011).

All languages have forms of anaphoric and cataphoric use (see Patil 2020;
Balpinar 2019; Kornfilt 2018; Swan 2016; Wade 2011; Goksel & Kerslake 2011;
Hentschel 2010; Kornfilt 2010; Dunn & Khairov 2009; Eisenberg 2004; Huddleston &
Pullum 2002; Helbig & Buscha 2001; Biber 1999; Quirk 1985).

While German and English have an article system, Turkish and Russian lack
one. Instead, they use a demonstrative pronoun to express the meaning of an English
definite article. In Russian, the form takoj is used for such situations (Wade 2011),
whereas in Turkish the pronoun su is employed (Balpinar 2019). German possesses three
definite and three indefinite articles, whereas English has one definite article and one
indefinite article, which has a n suffixed when the following word starts with a vowel. In
general, the definite article is used when a situation, object or referent is already known
to the speaker. If unknown, then the indefinite article is used instead. In general, the
indefinite article is used when introducing a new topic.

This chapter revealed that all four languages share some similarities, since all
possess demonstrative pronouns. Unlike Turkish, the Indo-European languages discussed
here have a two-part distinction for distance. All pronouns can be used in an anaphoric or
cataphoric manner. Since Russian and Turkish do not have an article system, they instead
use demonstrative or personal pronouns. The former language uses takoj, the latter su.
Even though the word order is different, all the languages considered use their
demonstratives in a determinative and identificational sense, including anaphoric and
predicative use. In Subchapter 3.3, studies on the acquisition of demonstratives are

presented.

3.3 Studies on the use of demonstratives

In this subchapter, an overview of recent studies on the acquisition of demonstrative
pronouns in different languages is shown. Studies mostly focus on the acquisition of
demonstratives among native speakers. Therefore, these are presented first, followed by

studies on non-native speakers, namely L2 and L3 learners.

165



Demonstrative pronouns

The acquisition of demonstratives of native speakers

It has often been claimed that demonstratives belong to the first words that children learn
in language acquisition. However, there is a hypothesis that suggests that, instead of
demonstratives, this function can be realised by using gestures in the early stages of
acquisition. To illustrate, Gonzalez-Pefia et al. (2020: 1) investigated whether “the role of
demonstratives may have been overestimated.” Therefore, they used the CHILDES
corpora and a CDI® database of McArthur-Bates. Monolingual Spanish- and English-
speaking infants between the ages of 18 and 24 months were the focus of attention. To
examine “the acquisition and use of demonstrative[s]” (Gonzalez-Pefia et al. 2020: 3),
infants interacted spontaneously with their mother or father. The transcriptions were
saved in the aforementioned corpora. The results of the study indicate that, normally,
demonstratives do not occur within the first 50 words. Rather, they appear and are used
more frequently when infants start to use two-word utterances. Moreover, Gonzalez-Pefia
et al. (2020) could not find evidence of significant differences between Spanish and
English regarding the acquisition of demonstratives. Interestingly, the parents reported
that English-speaking children master demonstratives later than their Spanish
counterparts (Gonzélez-Pefia et al. 2020). The study was conducted to verify the
assumptions of Clark (1978), who claims that demonstratives usually belong to the first
10 words infants produce and always occur within the first 50 words. In two experiments,
she examined how children master the differences in distance between here/there and
this/that. The children (36 participants) attended nursery school and were divided into
three age groups, and a control group with 10 students from the University of Stanford
was given the same test. With an experimenter sitting next to them, the participants were
given instructions to do something with two objects on a table, one closer to them, one
farther away. The experimenter sat next to the participant for 16 instructions, then
changed position to the opposite side of the table, so he was sitting in front of the
participant, for another 16 instructions. In a second experiment, the instructions were
almost the same, but instead of testing the ability to differentiate between this/that, the
difference between here/there was investigated. Again, two objects were on a table with
a single object between them. The participant received instructions such as, “Make the

lion run over here” or “[...Jover there” (Clark 1978: 466). The results indicate that children

12 CHILDES means Child Language Data Exchange System
13 The McArthur-Bates CDI database means Communicative Development Inventories that includes
parental reports

166



Demonstrative pronouns

go through three developmental stages: no contrast, partial contrast, and full contrast.
The first stage refers to children not yet able to differentiate between demonstrative pairs
such as this/that, these/those, or here/there; hence, yet they cannot recognize the speaker
as a point of reference” (Clark 1978: 472). Second, the children displayed only the correct
linking between objects and distance when the experimenter was sitting next to them or
opposite. Interestingly, this finding demonstrates that children understand that there are
two main principles, but not yet fully master them in every situation. The third stage is
that infants fully master the use of demonstrative pairs, including the speaker-centred
point of reference. Clark found evidence in her study that children easily learn
demonstrative adverbs since they use them earlier than demonstrative pronouns. In
general, infants have to master that demonstratives are deictic terms that point to referents.
Furthermore, they learn the “speaker principle and the distance principle in three stages”
(Clark 1978: 473).

With the focus on the German demonstrative diese (this), Patil et al. (2020: 1)
investigated, in three experiments, whether this pronoun is restricted to formal language
and if it “prefer[s] the most recent or the last-mentioned antecedent.” The experiments
investigated “language formality, order of mention and prominence through subjecthood”
(Patil et al. 2020: 1). The first two experiments focused on formal and informal language.
In both tests, the participants were given sentences with gaps and a drop-down menu,
from which they could select an answer. The third experiment examined the preferred
antecedent of the pronoun diese. A situation was explained in a sentence. Two possible
continuations were given, either canonical or non-canonical. As expected, the use of diese
is restricted to formal language. Notably, instead of the assumption that the most
prominent or last-mentioned antecedent is preferred, it is the non-prominent one. These
findings are like those for the German demonstrative die (Patil et al. 2020).

Rocca and Wallentin (2020) aimed to determine which English demonstrative is
used when speakers must combine it with a noun without having a context. The idea was
that this is usually used when objects are manipulable, whereas that is used for those that
are not. The former point relates to objects that are “small, harmless, and inanimate”; the
latter to “large, harmful, and animate” objects (Rocca & Wallentin 2020: 1). More than
2000 English native speakers were given one of 11 subsets that contained, in sum, 535
words. Each subset included 48 or 49 words. The participants had either to combine the
words with the proximal this or the distal that. This demonstrative choice task “map][s]
demonstrative use along a wide spectrum of semantic features” (Rocca & Wallentin 2020:
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1). The findings suggest that the proximal demonstrative that is used for manipulability.
Surprisingly, this characteristic is not the decisive finding of the study. Furthermore, the
researchers assume that demonstratives can more than show the relative distance between
speaker and referent; they can show relative distance in semantic space. Given these
results, the findings indicate that, “demonstrative choices are evaluated both in physical
and conceptual, psychological, and imaginary hyperspaces” (Rocca & Wallentin 2020:
8). In addition, the study deduced that demonstrative use can be impacted by several
“semantic dimensions [such as] [...] spatial, bodily, and emotional features” (Rocca &
Wallentin 2020: 9).

In the process of language acquisition, deixis plays a crucial role. It involves
three parts: gestures, eye-gazes and speech, and these can particularly be combined with
demonstratives to interact with others. In their study, Todicso et al. (2020) outline the
strategies used to coordinate joint attention in communication. To identify the behaviour,
eight infants were videotaped for 30 minutes when playing with their mother, including
a reading task with a picture story. The data suggest that the initiation of deictic
communication by adults occurs more often than that of infants. What is more, the adults
combined pointing gestures with their deictic speech, which the infants did not.
Synchronously, an eye gaze highlights the speech and gestures used in an utterance, which
appeared both in the adults’ and infants’ utterances and establishes the multimodality of
infant’s deictic use in communication (Todisco et al. 2020).

In a study about Estonian demonstratives, Reile et al. (2020) explored two
systems in Estonian: first, the dialect used in the south that contains two demonstratives,
namely see (this) and too (that); second, the system in the north that only possesses one
demonstrative for both proximal and distal use see (this/that). The investigation focused
on the distance and interpretation of demonstratives, rather than whether a salient referent
impacts the use of demonstratives and their understanding. The researchers note whether
there were differences between the use of demonstratives in the south and the north.
Thirty participants undertook an interpretation task. Interestingly, the paper found that,
on the one hand, no evidence for an “effect of visual” salience, but, on the other hand, the
interpretation of demonstratives is influenced by “the distance of the referent” (Reile et
al. 2020: 1). However, speakers using the dialect of the south also interpreted semantic
aspects of demonstratives, whereas speakers of the northern dialect only focused on

pronouns and adverbs that belong to demonstratives. In addition, the use of demonstrative
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adverbs that are used by languages that only have a neuter demonstrative for indicating
distance “enforce the spatial meaning of a referring utterance” (Reile et al. 2020: 1).

However, spatial demonstratives belong to the group of words that appears
within a child’s first words (Diessel 1999; Clark 1978). Therefore, Caldano and Coventry
(2019: 1) examined “the relationship between spatial demonstratives [...] and perceptual
space.” Thirty-one left-handed and 32 right-handed English native speakers participated
in a memory game. The findings suggest a relationship between “demonstratives and the
reachability of objects” (Caldano & Coventry 2019: 1). The participants used this when
referring to objects in the same place and when they could reach them by hand. According
to Caldano and Coventry (2019: 1), the effect of “mapping between perceptual space and
the use of demonstratives” could be proven.

Morford et al. (2019) examined the use of pointing signs in American Sign
Language (ASL) by testing four deaf participants in a puzzle-completion task. In addition
to the “four demonstratives’ signs” (Morford et al. 2019: 1) in the literature, the findings
suggest that, almost the whole time, the referents used pointing signs for demonstrative
functions. The study proved that in ASL there is no distinction between proximal and
distal demonstratives via separate signs. In addition, these signs were accompanied by
facial expressions to underline the meaning of the signed demonstrative function
(Morford et al. 2019).

Levinson (2018) published a book about demonstratives in 15 different
languages and 14 different language families examining meaning and use of the
demonstrative form by using Wilkins’ Demonstrative questionnaire: "THIS” and
“THAT”- task (Wilkins 2018). In the investigation, the following languages were
examined: Lao, Goemai, Yucatec, Tzeltal, Warao, Brazilian Portuguese, Saliba, Trumai,
Tiriy6, Dalabon, Chukchi, Lavukaleve, YéIT, Todire and Jahai. Different parameters were
focused on, such as “the nature of setting (bounded or unbounded), the relative locations
of speaker, addressee and referent and sometimes a bystander, the current attentional
focus of speaker and addressee” (Levinson 2018: 14); gestures used in the utterances; the
mentioning of referents earlier in communication etc. The results indicate the diversity of
demonstrative forms (e.g., whether they occur as “affixes, clitics or free forms, whether
they are fundamentally nominal, adverbial or otherwise” [Levinson 2018: 15]).
Demonstrative forms differ in their number referring to the combined category, for
example, an adverb or a noun. Furthermore, the semantic meaning of demonstratives can

differ regarding the deictic centre and whether it is speaker- or addressee anchored. In
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addition, there is a wide “range of usage” (Levinson 2018: 15) regarding exophoric,
endophoric, and anaphoric functions. However, all the investigated languages have in
common that they identify the referent irrespective of whether it is a human or an entity
(Levinson 2018).

However, Chu and Minai (2018) compared the development of the English
demonstratives this/that and the Mandarin Chinese demonstratives zhe/na. Their
participants were between the ages of three and six and had to do different comprehension
tasks for their demonstratives to be examined. The researchers also tested the theory of
mind and executive function (Chu & Minai 2018: 3). Interestingly, the monolingual
Mandarin Chinese speakers had better results in most of the tasks than the English
speakers. According to Chu and Minai (2018), this finding is due to the age of the
children, since the English infants were younger. In addition, the results indicate that
children perform better on this than that in both groups. Furthermore, the findings suggest
that children struggle with the comprehension of demonstratives when the perspective of
the other speaker is different from that of the child. In summary, the study found evidence
that “the successful demonstrative comprehension is related to their development of
Theory of Mind and Executive function” (Chu & Minai 2018: 3). In general, the
researchers point out that their results also demonstrate that the development of
demonstratives is correspondingly accompanied by the development of “non-linguistic
cognitive abilities” (Chu & Minai 2018: 3).

In an earlier study, memories regarding the placement of objects were tested
using two types of possible impact: demonstratives and possessives. In three different
experiments, 36 native speakers of English were given instructions “to place objects at
different locations, and then to recall those object locations” (Gudde et al. 2016: 99). The
paper found support for the expectation model, which means that the location expected
“cued by language and the actual location are concatenated to (mis)memory for object
location” (Gudde et al. 2016: 99). It was found that demonstratives and possessives
impact the memory regarding the location of objects (Gudde et al. 2016).

Another study was conducted by Muslu (2015) who considered the
developmental stages for using Turkish demonstratives. Twelve participants had to make
sentences to express the correct distance by using a certain demonstrative pronoun. In the
first trial, the children and the experimenter had the same perspective to the object by
sitting next to each other. In the second trial, the observer sat on the opposite side of the
child to have a “different perspective” (Muslu 2015: 421). The child had to make 18
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sentences, six sentences for each demonstrative. Therefore, three toys were put on the
table and set clearly apart.

Position 2

snowman

ball

fish

Position 1  Child

Figure 27: Muslu’s comprehension task for testing the use of demonstrative pronouns in Turkish (Muslu 2015:
422)

The participants had better results when a “physical cue was provided” (Muslu 2015:
424). What is more, the performance of four-year-old children was better than that of the
three-year-olds. According to Muslu (2015), this finding was expected, since the “control
over DPs improves steadily with age” (Muslu 2015: 424). Surprisingly, however, the five-
year-olds performed worse than the four-year-olds. Muslu (2015: 424) points out that this
finding could be traced to the “U-shaped pattern of development,” which indicates that
children initially start to use structures correctly, then struggle with using them and
mismatch the forms before finally mastering them. It is not possible to generalize this
phenomenon, however, since further studies that include six-year-olds are necessary.
Nevertheless, the results for the use of su differ. The participants had a better performance
when using bu and o (Muslu 2015: 425). Furthermore, children under the age of six
struggled with different perspectives to objects; hence, the shifting of the deictic centre is
not easy for them (Muslu 2015).

By and large, in written texts, the differentiation between this/that tends to cause
difficulties. However, Cokal et al. (2014) tested 52 English native students between the
ages of 21 and 24 with two eye-tracking stimuli to examine whether this occurs more
often at the “adjacent/right frontier of a preceding chunk of text” (Cokal et al. 2014: 201)
and that more to the left. In this sense, this was defined as long and that as short events.
To find evidence for these hypotheses, the participants had to complete sentences and
participate in a corpus study. The model for the experiment is presented in the figure,
below, with the discourse tree for the structure of left and right frontiers (Cokal et al.
2014). The findings suggest that the right or adjacent frontier is more easily accessed than
the left. In other words, both this/that “access the adjacent frontier more easily than the
distant” (Cokal et al. 2014: 201). Thus, the researchers found evidence for the
assumptions of Cornish (2010) that “the trace of the text is short-lived in memory, and
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effortful processing was seen when this/that referred to the distal frontier” (Cokal et al.
2014: 223).

Discourse Segment:
Long event (L),

Short event (S),
Discourse deixis (D)

Long event on the distal

frontier
Discourse deixis
(i.e., This/that took
him 5 minutes)

Figure 28: Discourse structure as a tree for left and right frontiers, after (Cokal et al. 2014: 210)

o

(i.e., driving from Edinburgh

to Birmingham) *
[Shnrt event on the adjacent

frontier
(i.e., filling up the car with petrol)

Cokal et al. (2014) point out that this/that is more complex than it is generally assumed,
and they do not “simply mirror the use of distal and proximal deictic markers in spoken
discourse” (Cokal et al. 2014: 223).

In a study by Eniké (2014), the hypothesis was that factors other than distance
impact the use of either proximal or distal demonstratives. Twenty-seven adult English
native speakers participated in a scripted dialogue technique. The study found that, “[i]n
non-contrastive contexts distance plays a crucial role, but in contrastive contexts the
pattern of demonstratives changes” (Enik6é 2014: 600), which means that in such
situations distance was more relevant than in the former. These findings correspond with
those of Luz and van der Sluis (2011), who examined native speakers of English, Dutch,
and Portuguese by giving them a scripted dialogue and a scenario. As with Enikd, they
explored the distance participants chose for agent and referent from their scenario.
Furthermore, their aim was to discover whether the referents were accessible for the
participants. The findings indicate that the participants distinguished the aspects close to
the speaker and farther away from to speaker when choosing a demonstrative. In addition,
all the language groups corresponded in their findings (Luz & van der Sluis 2011).

However, a similar study aimed to explore whether the traditional point of view
can be confirmed regarding demonstratives typically being distinguished by proximal and
distal objects concerning the speaker. To discover whether “visual joint attention,
physical proximity of a referent, and use of a pointing gesture” (Peeters et al. 2014: 1)

impacts the use of demonstratives in 20 Dutch native speakers, the researchers used an
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elicitation task. They found that the choice of demonstratives is influenced by an
interaction of “different context-dependent factors as a function of both speaker- and
addressee-anchored perspectives” (Peeters et al. 2014: 1). The participants used proximal
demonstratives to refer to objects close to the speaker and in a “speaker-anchored way”
(Peeters et al. 2014: 1), whereas distal demonstratives were used when the referent was
still in the visual joint attention of the speaker, but not as close as in the former case.
Nevertheless, this investigation proved also that gestures are closely related to the use of
demonstratives (Peeters et al. 2014).

The study led us to another study, by Fossard et al. (2011), which suggested the
idea to examine the discourse use of this/that via eye-tracking experiments that Cokal et
al. (2014) used. However, Fossard et al. (2011) assumed that the noun phrase that N
usually “refers to the less salient referent in a discourse representation when used
anaphorically” (Fossard et al. 2011: 1). They compared this use with that of personal
pronouns, which they suggest is linked to the “highly-focused referent” (Fossard et al.
2011: 1). Twenty English native speakers between the ages of 18 and 23 participated in a
sentence-completion task and two experiments about reading time. The findings indicate
that the less-salient subordinate referent is the preferred referent, especially “when there
Is no gender cue discriminating between different possible referents” (Fossard et al. 2011:
1). Ultimately, the results contribute to the importance of the anaphoric use in discourses
(Fossard et al. 2011).

Zhao (2007) investigated the two Mandarin Chinese demonstratives zhege (this)
and nage (that). Zhao examined a correlation between the age and the developmental
stage of children. Eight monolingual Chinese-speaking children between the ages of three
and six participated. There were four age groups with two participants each. The children
had to make 12 sentences, four with zhege (this), further four with nage (that) and four
sentences as fillers. In the study, the stimuli included two cartoons and 12 puppets. The
experimenter sat next to the child in the first trial and opposite in the second. The results
indicate that physical cues play an important role. The children performed better when
they had the same perspective on objects as the observer. Interestingly, in the study, the
children tended to “perform]...] better on the marked term ‘zhege’ than the unmarked
member ‘nage’” (Zhao 2007: 417). According to Zhao (2007), the results underline
Piaget’s egocentrism hypothesis (see Piaget 1929).

Krasavina and Chiarcos (2007) investigated the use of demonstratives in

German, English and Russian in written texts of newspaper articles. The focus is on
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demonstrative noun phrases and pronouns. The researchers followed two hypotheses.
First, the medium activation level is activated when using demonstratives. Second, in
conversations, topics are introduced by demonstratives. The basis for the study was
written texts from corpora of newspapers in the languages investigated. The results
underline that, “middle activation [...] specifies a necessary condition for demonstratives”
(Krasavina & Chiarcos 2007: 11). To illustrate the particularity, the study found that
demonstratives “do not mark the shift itself, but rather underline referent identity
whenever a shift occurs” (Krasavina & Chiarcos 2007: 11). Moreover, the second
hypothesis is not supported by the data from the study. In conclusion, the study found
evidence for demonstratives establishing new discourses and being general “shift-
markers in discourse” (Krasavina & Chiarcos 2007: 1).

Demonstratives can be used in different ways. Therefore, Cornish (2007)
developed a three-part distribution: deictic, anadeictic and discourse-deictic use. In her
study, she used written informal utterances collected from the Radio Times, a British
magazine. According to Cornish (2007: 138), deixis has the function of “draw[ing] the
addressee’s attention to focus on a new object of discourse [...] that is derived by default
via the situational context of utterance.” In her analysis, she found that in both the second
case of anadeictic use and that of discourse-deictic use of demonstratives, the referent in
the utterance ““is present” (Cornish 2007: 150). Cornish illustrated her findings in Table

31, which distinguishes between canonical anadeictic use and discourse-deictic use.

Table 31: English demonstratives in the use of an anadeixis or discourse deixis (Cornish 2007: 152)

Parameters Canonical Discourse-
anadeictic use deictic use

Referent is a determinate entity already bearing a minimal level of + -

saliency

Requires understander to operate on immediate discourse context, - +

in order to construct a new discourse entity

Possible introduction by a variety of syntactic types of antecedent- - +
trigger

Can be replaced by a definite NP where denotation of NP’s lexical + -
component is presupposed

Substitutable by an unaccented 3rd person pronoun +? -

Kiintay and Ozyiirek (2006) compared the use of demonstratives of monolingual Turkish
children at the age of four and six with that of monolingual adults. Each group consisted

of six participants divided into pairs. Each pair had to reconstruct a Lego model, which
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was videotaped, and their utterances analyzed. The researchers investigated the encoding
of the three-part system of distance (bu/su/o) and the “presence and absence of the
addressee’s visual attention on the referent” (Kiintay & Ozyiirek 2006: 306). They found
that the four- and six-year-olds displayed the correct use of demonstratives in marking
spatial contrasts in conversations. Their behaviour was like that of the adults when using
the demonstrative pronouns bu and o. At the same time, the children rarely used su, and
if they did, they could not “yet mark the attentional contrasts at adult levels and initially
use it to refer to proximal referents” (Kiintay & Ozyirek 2006: 316). Interestingly, the
adults frequently used su, which indicates a “conversational management of mutual
attention” (Kiintay & Ozyiirek 2006: 316). These findings confirm that adults use bu for
objects that are proximal to the speaker, whereas o is used when objects are farther away
from the speaker. In general, adults use su as a neutral distance form (Kiintay & Ozyiirek
2006). In conclusion, the study suggests that children master the differences of bu and o
earlier than the use of su, which is not learned by the age of six.

Rodrigo et al. (2004) observed infants and their mothers in a longitudinal study
for a year. The aim of the study was to discover if the link between gestures and verbal
deictic expressions is related to motherly attention. Eight monolingual Spanish children
between the ages of one and two and their mothers were videotaped by an instructor every
three months at daily activities such as dinner, bathing or playing. The results indicate
that one-year-olds tend to point to objects without using a combined word but with a
vocalization. The older infants used either a combination of pointing and saying a content
or deictic word, or they only used a deictic word, when the referred object was close to
them. Moreover, the support of their mother played a crucial role in the children’s
development. The mothers looked at both the referred object and then into the child’s
face. Interestingly, the infants tended to refer “more frequently to external objects rather
than to themselves” (Rodrigo et al. 2004: 84). The infants displayed five deictic
categories: “two unimodal (gestural or verbal) forms and three crossmodal (gestural plus
verbal) forms” (Rodrigo et al. 2004: 85). Generally, the findings support that gestures
such as pointing are important in the early stages of language acquisition. Younger infants
usually use a combination of pointing and vocalization, whereas older infants combine
pointing with a content word instead. What is also noteworthy is that “the use of pointing
plus a deictic word continued during the third year, even when children are able to use a

deictic word alone” (Rodrigo et al. 2004: 86). This finding may be traced to the accuracy
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that can be achieved by using pointing in combination with deictic words, rather than with
deictic expressions only (Rodrigo et al. 2004).

In a study conducted by Gundel et al. (2004), who used the Santa Barbara Corpus
of American English, aimed to discover whether the antecedent and the demonstrative or
personal pronoun have the same referent. The results reveal that personal pronouns more
frequently have NP antecedents than non-NP antecedents, whereas for demonstratives it
is the opposite situation. Furthermore, the researchers claim that non-NP antecedents are
mostly indirect, which explains that they “are more accessible to reference with
demonstratives because demonstratives only require the referent to be activated” (Gundel
et al. 2004: 1). In addition, a referent of a demonstrative does not have to be the focus
(Gundel et al. 2004).

Correspondingly, Botley and McEnery (2001) examined the coreference of
demonstratives in English written articles. They aimed to examine the different functions
of demonstratives in discourse. As a basis for their data, they used three corpora with
100,000 words in total of different types of texts, such as religious or historical texts,
biographies, fictional texts, debates, and news: the American Printing House for the Blind
corpus (APHB); the Associated Press corpus (AP); and the Hansard corpus. The first
results appeared unsurprising since the use of the singular demonstratives this/that was
more common than their plural counterparts. In their study, five features of
demonstratives were assumed: recoverability of antecedent, direction of referent, phoric
type, syntactic function, and antecedent type. The first type concerns the link between a
demonstrative and its antecedent. If an antecedent is used anaphorically, it is
“recoverable” (Botley & McEnery 2001: 9) and, usually, occurs as a noun phrase. Second,
the direction of referent summarises the two types of cataphoric and anaphoric use. Third,
the phoric type refers to the two types that can be distinguished, namely substitution and
reference. The former means a linguistic relationship of different forms, whereas the latter
is linked to the differentiation between linguistic meanings, both of which are suggested
by Halliday and Hasan (1976). Fourth, syntactic functions of demonstratives include the
function “either as a head of a noun phrase or as a noun modifier” (Botley & McEnery
2001: 11). The last type of antecedent is divided into three sub-types: “nominal, clausal
and adjectival” (Botley & McEnery 2001: 11). The paper found that demonstratives
functioned anaphorically in most of the cases. Only in some cases they were used
nonphorically. Furthermore, the investigation highlights that in all the corpora,
demonstrative features occurred, mainly the recoverable, anaphorical type and
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“referential cases with nominal antecedents” (Botley & McEnery 2001: 29). Moreover, a
high number of nonphorical demonstratives with a “high degree of deixis” were found
(Botley & McEnery 2001: 29). Overall, the study found no clear boundaries to distinguish
deixis from anaphora and exophora; instead, in indirect speech, “demonstratives appear

to refer both textually and situationally” (Botley & McEnery 2001: 29).

The acquisition of demonstratives of non-native speakers in L2 learning

Shin and Morford (2021) investigated bilingual English-Spanish adults and children in a
study about the use of demonstratives. Their idea was that children are sensitive about
spatial demonstratives before they can master them. Ten adult and eight child bilinguals
were examined using a puzzle task in which the position of the experimenter changed
several times. In the task, the participant could neither touch the puzzle nor use gestures
to communicate with the experimenter. Instead, the experimenter used two types of
questions: first, he used a find it question; and second, a misunderstanding question to
discover whether the participant corrects the experimenter by using the correct form. The
findings suggest that the question type and the position of the experimenter impacted the
choice of demonstrative for adults. In contrast, children were not affected by the question
type. However, the researchers also found that the choice of demonstratives “among fully
proficient adults is highly variable” (Shin & Morford 2021: 293). This finding is in line
with other studies since speakers tend to use “a proximal rather than a distal referent”
when a referent is “less accessible” (Shin & Morford 2021: 294). Furthermore, the
youngest participants, who were between the ages of three and five, used demonstratives
but without evaluating the distance of the referent, whereas the older children, between
six and eight, were highly impacted by the position of the experimenter, and hence, by
their shared joint attention, but were not yet able to master them. On the other hand, the
adults were highly influenced by “spatial distance and by intersubjectivity” (Shin &
Morford 2021: 297).

However, Lechner (2020) aimed to find evidence of whether typological
proximity or structural complexity impacts CLI effects of spatial demonstratives in the
oral data of L2 learners. The focus of interest was SLA. In the study, a comparison of
speakers with the L1 of English, German and Japanese were examined, their counterparts
of L2 learners of English, German and Japanese and an English control group. In two
experiments, the first considered spontaneous language production, whereas the second
evaluated responses to the questions of the interviewer. Lechner (2010: 247) found “that
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it is structural complexity rather than typological proximity that influences L2 spoken
language production.”

However, generally, children can have issues using demonstratives. In
Indonesia, Paturusi (2016) examined the difficulties in students mastering the use of
demonstratives in English as an additional language. Twenty-six second-year students at
the University of SMP Aisyiyah Sungguminasa took a multiple-choice test and a
questionnaire. Unfortunately, there is no detailed information about the students’
backgrounds. However, the results indicate that for proximal reference, the students
generally had issues using the pronoun that. In addition, most of the students also
struggled with the use of these. According to Paturusi (2016), the reason for these
difficulties may be traced to too little knowledge about demonstratives.

lonin et al. (2012) explored the differences in use of the definite article and
demonstratives. The participants were English L2 learners with a Korean background.
The focus was to determine whether the participants distinguished between the use of the
book instead of that book. Two experiments were conducted: first, a written elicited
production task; and second, a comprehension task using a picture sequence. The
hypothesis of lonin et al. (2012: 69) was that definites and demonstratives share “the same
central semantics of uniqueness but differ in the domain relative to which uniqueness is
computed.” Note that the definite article is used for uniqueness in a discourse, whereas
demonstratives are used when the uniqueness refers to an “immediately salient situation”
(lonin et al. 2012: 69). However, the results indicate that the learners did differentiate
between definites and demonstratives, but not on the same level as native speakers of
English do. Furthermore, L2 learners of English with a low proficiency level tend not to

distinguish between definite articles and demonstratives (lonin et al. 2012).

The acquisition of demonstratives of non-native speakers in L3 learning

Siemund et al. (2018) dealt with the use of demonstrative pronouns in learners of English
as an additional language who are heritage speakers of one of the minority languages of
Vietnamese, Russian or Turkish and the dominant language German, as well as a German
control group. The participants included 172 students aged either 12 or 16. Based on a
picture story, a questionnaire, and an interview, they examined the use of oral and written
demonstratives in English. Three categories were considered: determinative,
identificational, and the subordinating use of demonstratives. The results indicate that, for
oral data, monolingual Germans achieved the highest score, whereas in written data it
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was the Russian-German group. Furthermore, the Russian-Germans displayed highly
academic language by using the highest number of subordinating demonstratives in both
categories. The lowest number of words and of subordinating demonstratives was used
by the Turkish-German group. In addition, CLI effects could only be detected in the
Russian-German group. Since Russian allows the use of demonstratives in contexts that
in English personal pronouns would be used instead, they found evidence for negative
influence from the heritage language of Russian. Hence, the results support the TPM of
Rothman (2011) and the LPM of Westergaard et al. (2016) since Russian “is typologically
and psychotypologically closer to English than Turkish and Vietnamese” (Siemund et al.
2018: 400).

3.4 Research Questions

In this chapter, the predictions and research questions were presented. Although the
heritage speakers in this study are dominant in German, their heritage language can still
influence the third language English. Therefore, it is assumed that 1) all language groups
use demonstratives, because all background languages possess demonstrative pronouns.
The research questions are: Is the use of demonstrative pronouns similar distributed in all
language groups? If not, what differences between the language groups occur?

2) Heritage speakers of Russian and Turkish are expected to show differences
from their monolingual peers in using demonstratives instead of definite and indefinite
articles. Since Russian and Turkish lack an article system and instead use demonstrative
pronouns in certain structures, it is possible that this may lead to a higher use of
determinative demonstratives or articles in English sentences (Balpinar 2019; Wade
2011; Lewis 1991). The questions arise: Do heritage speakers use generally more articles
compared with their monolingual peers? Do heritage speakers use more determinative
demonstratives than the monolingual German speakers?

3) For that as a subordinator, both Russian and Turkish do not have the same
form, but equivalents. In Russian, an interrogative can be used instead (Siemund et al.
2018; Goksel & Kerslake 2011) and in Turkish, three affixes function as subordinators
(Goksel & Kerslake 2011). Compared with their monolingual peers, it is possible that
non-facilitative transfer from the heritage languages might occur. The research question
is: Do heritage speakers use less that as a subordinator?

4) In Russian, it is possible to use demonstrative pronouns in contexts where

personal pronouns would be expected (Siemund et al. 2018). Hence, if this would be
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found in texts of heritage speakers of Russian, it could be identified as non-facilitative
transfer. Therefore, the research question is: Do Russian heritage speakers use
demonstrative pronouns instead of personal pronouns?

5) In various English texts, the use of demonstrative pronouns or articles was
combined with German nouns. Besides, German verbs were also found. Hence, the
question arises: What differences do we find regarding lexical transfer from German
between the heritage speakers and the monolingual German group?

In Chapter 4.11, examples of possible cli effects from the heritage languages are

presented.

3.5 Conclusion

Since demonstratives are part of deixis, we first provided an overview of different
definitions of deixis (see Diessel 1999; Gundel et al. 1988; Buhler 1982; Lakoff, 1974).
To understand an utterance, the context and the referents are important. Hence, the point
of view also plays an important factor in communication (see Diessel & Coventry 2020;
Diessel 2019; Levinson 2018; Miller et al. 2014; Cornish 2007; Levinson 2003;).
Traditionally, deixis is divided into three types: personal, spatial/place and temporal.
According to Diessel (2019), discourse and social deixis also belong to the group of
deictic categories. In language acquisition, a combination of deixis and gestures is part of
the first words/utterances made by infants (see Gonzalez-Pefia et al. 2020; Zhao 2007,
Tomasello et al. 2007;). Furthermore, the concept of space and time was proposed by
Lakoff and Johnson (1980), which consists of different metaphors, such as the time-as-
space metaphor, which includes deictic terms such as in/before/then (Diessel 2019). The
concepts of deictic centre and joint attention are important to locate the speaker and the
reference (Bazzanella 2019; Diessel 2019; Danziger 2010; Fricke 2002; Clark 1978;
Lyons 1977). In the second subchapter, we concentrated on joint attention, since it plays
a crucial role in communication, since it is one of the main functions of demonstratives
(see Battich & Geurts 2020; Stimer et al. 2020; Elian et al. 2011; Diessel 2006; Kaplan &
Hafner 2006; Campbell 2005; Moore & Dunham 1995; Bruner 1974).

In addition, we presented functions of demonstratives. On the one hand, Diessel
(1999) categorizes demonstratives into pronominal, adnominal, adverbial and
identificational. Dixon (2003), on the other hand, distinguishes between nominal, local
adverbial, and verbal demonstratives. To differentiate demonstratives and their use,

Levinson (2018) offers a distinction between non-deictic and deictic aspects into further
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subgroups, whereas Cornish (2007) suggests a scale of anaphoricity and deicticity coded
by certain categories of indexical expressions.

In a study about strategies regarding the acquisition process of deictic
expression, Clark (1978) suggests three steps for how infants learn demonstrative
pronouns. Hence, the fourth subchapter addressed the process of acquiring
demonstratives. These strategies can be considered forerunners for one- and/or two-word-
utterances. However, demonstratives have given rise to various other grammatical
markers, such as relative pronouns, complementizers, specific indefinite articles,
temporal adverbs etc. Demonstratives themselves derive from go, there and here,
presented in subchapter five.

After illustrating the typological relations of English, German and the heritage
languages of Russian and Turkish, we outlined demonstratives in the investigated
languages and then compared them. Interestingly, Russian and Turkish do not have an
article system, using demonstratives instead. Compared with English, German, and
Russian, Turkish has a particular tripartite distance system, and thus, has three
demonstratives. Note that German also has three demonstratives, but the third form can
be used for both proximal and distal reference.

Overall, all the languages possess demonstratives with certain restrictions. To
understand how the acquisition of demonstratives occurs, it is always worth reviewing
studies on demonstratives in L1 acquisition. There are many such studies, mostly
examining the steps infants master in using demonstratives or about antecedents of
demonstratives in comparison with those of personal pronouns. We only found four
studies that investigate demonstratives in L2/TLA, namely Shin and Morford (2021),
Lechner (2020), lonin et al. (2012) and Siemund et al. (2018). Note that the first three
studies focus on SLA, whereas the last is the only study exploring L3 learners.

Now, after briefly summarizing Chapter 3, we can draw a preliminary
conclusion. From a general perspective, several studies on the acquisition of
demonstratives have stressed how important they are in the first years of language
acquisition. However, these studies only provide insights into the acquisition of an L1.
Hence, there is a need for further research that explores the acquisition of demonstratives
in different languages in children or adults who have already acquired one or more L1(s).
To determine the exact role of the languages previously acquired in the acquisition of
additional languages, the main interest of further research should be the comparison of
learners with a certain language background that includes more than one language.
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Nevertheless, the studies on demonstratives we reviewed are important for understanding
how demonstratives are acquired and which steps are necessary for infants to master
them. If we conduct further research into bilinguals or heritage speakers of different
languages, we can draw more conclusions to apply to multilingual classrooms and their

teachers.
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4 Methodology - English learner corpus

This chapter is the first section of the empirical part. The research design of the current
study is presented and the methodology in preparation for the analysis of our data in the
next chapter stated. The first step is to emphasize the motivation for this research. Then
the learner corpus research (LCR) is explained, followed by a subchapter about the target
language use of learners and further concepts. The fourth step is to present the project that
supports this study: the MEZ project. The final step of this first part is to mention studies
also based on the MEZ project. In the second part of this chapter, the focus lies on the
data that was collected for the written task. In addition, the questionnaires that were used

during data collection for the participants and their parents are presented.

4.1 Motivation

Our research explores whether the background languages (the heritage languages) affect
the acquisition of an additional language. In previous studies, the results correlate either
with Rothman’s (2011) TPM or Westergaard et al.’s (2017) LPM. According to Lorenz
and Siemund (2020), two major factors play a crucial role in the acquisition of additional
languages: “different types of bilingual learners” (Lorenz & Siemund 2020: 19) and the
status and dominance of the languages involved. In addition, if there is no evidence for
CLI, either positive or negative, then we expect the null hypothesis, which is also called
the cumulative effect (Siemund 2020) and the CEM (Flynn et al. 2004).

Previous studies have explored different aspects of language dominance and its
role with the minority language. While some results differ, Lorenz et al. (2018) and Hopp
(2019) found “that the order of acquisition does not play a decisive role but that the
dominant language is either the only source for CLI or at least the major source” (Lorenz
2019: 153). In this study, we examine this finding and want to investigate, first, whether
German as the dominant language impacts the subsequent languages; and second, which
role the heritage languages play in the acquisition of an L3. To validate our data, we also
collected data from monolingual speakers of German and English. We want to prove that
our bilingual heritage speakers differ from the monolinguals when writing in English.
Moreover, we also aim to find evidence concerning whether bilingual heritage speakers
have advantages over monolinguals in school contexts regarding additional language
learning. Hence, we concentrate on linguistic aspects such as CLI effects, demonstrative
use, article use, subordinators and language transfer (from German). To clarify, our focus

lies on unbalanced bilingual speakers, which is important to mention since bilinguals can
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be classified into several subgroups. Again, we specify this here since language
dominance plays a crucial role in L3 learners. Generally, we want to find evidence for L2
and L3 learners and their patterns in CLI effects. Therefore, we also researched additional
background information on both the monolingual and bilingual group. Our basis is a
written task in English that helps to identify patterns in additional language learning. In

the following, we describe research on our learner corpora.

4.2 Learner corpus research

To analyze and compare data of L2 and L3s, it is necessary to validate which is a suitable
method of collecting data. In this sense, learner corpus research (LCR) developed as an
important possibility. First, it is determined what an LCR is defined as and then the
settings are considered. In addition, we reveal why learner corpora are helpful in language
acquisition studies.

In general, there are different types of learner corpora. An LCR is defined as
“corpora representing written and/or spoken ‘interlanguage’, that is language produced
by learners of that language” (Gilquin 2021: 1). In addition, LCR can also include “video
corpora record[ing] paralinguistic features such as gesture [...] and corpora of sign
language” (McEnery & Hardie 2012: 3). To clarify the definition of a corpus, McEnery
and Hardie (2012: 1-2) explain that it “is a collection of digitalized or machine-readable
texts that could include spoken or written material,” which are normally transcribed and
individually stored in extra files. Studies including learner corpora are “nearly always
done computationally as virtually all corpora are text collections stored in the form of [...]
Unicode text files” (Gries 2009: 1230). According to Granger (2008: 259), LCR contains
“all the characteristics commonly attributed to corpora [...] the only difference being that
the data comes from language learners.” On the other hand, Gries (2009) concludes there
IS no consensus about the terminology of LCR. Interestingly, he finds similarities between
cognitive linguistics and corpus research. In both disciplines, the units consist of elements
such as “morphemes, words, etc. Such symbolic units or constructions are often defined
broadly enough to match nearly all the relevant corpus-linguistic notions” (Gries 2009:
1226). Furthermore, Gries (2009) highlights that, ultimately, all studies using LCR tend
to analyze frequencies of, for example, lexical or grammatical phenomena. Frequencies
in this sense refer either to the “occurrence of linguistic elements” or to the “co-
occurrence of these elements” (Gries 2009: 1226). There is also the assumption that

corpus-driven linguistics does not accept LCR and that “the corpus itself should be the
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sole source of our hypotheses about language” (McEnery & Hardie 2012: 5). As Lorenz
(2019: 155) highlights, LCR “stand[s] in direct opposition to general reference corpora.”
Such general corpora for English are “BNC [...] or COCA” (Lorenz 2019: 155).

Gilquin (2021) outlines that an LCR refers to the learning of additional
languages as well as that of L2s. This situation occurs when a language is not the
dominant one in a country, as well as “in situations in which the target language is learned
by immigrants in a country where it is the dominant native language” (Gilquin 2021: 1).
Interestingly, Granger (2008: 2) refers to “foreign language learners,” which implies that,
as Gilquin (2021) points out, the learner neither speaks the investigated languages as a
native nor as an official language in their currently situated country. This distinction is
apparently difficult for English, since English is a widespread language, but it is
commonly accepted that learner corpora can include English learners in Germany, for
example, or any other country where neither English nor a variety of it is an official
language (Granger 2008: 260). Most studies have focused on English as additional
language since it is a lingua franca and has global attention (Lorenz 2019). In our study,
we also focus on English learners. To analyze the data (English demonstratives), it is
crucial to include metadata, which include all components regarding the texts, such as
text type, total amount of words, etc., as well as the background information on the
learners, such as age, background languages, learning situation, motivation etc. (Gilquin
2021). Therefore, statistical methods are integrated to validate and compare the given
data. Using such methods means the results of studies “become more comprehensive and
more precise,” and at the same time this “makes it easier to relate corpus-based findings
to experimental findings” (Gries 2009: 1228). Information about the L1 and/or L2 is
usually considered to find evidence for lexical transfer or positive or negative influence
(Gilquin 2021).

Figure 29 provides an overview of the relevant variables in a learner corpus
design. According to Granger (2008), a typical design concerns the distinction between
learner and task variables. Figure 29 is only an example of a learner corpus and offers an
idea of which further aspects need to be included in an LCR analysis (Granger 2008).
However, according to Gilquin (2021: 6) there are three typical methods of analysis:
computer-aided error analysis, contrastive-interlanguage analysis (CIA); and integrated
contrastive model. The latter method is now briefly introduced since it affects our study.

To compare data, the CIA validates learner data in comparison with that of native
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speakers on topics such as ‘“high frequency vocabulary, modals, connectors and
phraseological units” (Granger 2008: 265). The reviewed studies did not generally

Learner corpus design

Learner

Task variables

General

7 Learning
Proficiency
(o

— Other FL

Figure 29: An LCR design after (Granger 2008: 162)

HI
||i||

L2-specific

Medium Task Type

i
i

Field Conditions

Genre

:

annotate the data. Nevertheless, they “all helped to bring light [to] the words, phrases,
grammatical items and syntactic structures that are over- and underused by learners”
(Granger 2008: 265). The second approach is the comparison between learner corpora
regarding interlanguage (Lorenz 2019). Lorenz (2019: 158) emphasizes that there is also
a tendency of some researchers “to rely on novice writing, i.e., language samples that do
not come from academically trained, expert native speakers”. Such participants concern
younger groups, like students (Lorenz 2019: 158). According to Granger (2008), LCR is
used because it provides insights into the understanding of L2 or additional language
learners and helps with questions regarding transfer from the background language(s).
However, she also claims that LCR “has failed to arouse great enthusiasm from SLA
researchers so far” because of the lack of longitudinal studies (Granger 2008: 266).

In comparison with recent studies, in the past the settings for learners were more
controlled, and tasks such as reading something aloud or exercises to fill in something
were mainly conducted. Testing in these ways makes it is easier to control the data one
wants to validate, and hence, the analysis is easier, too. In such experiments, it is possible
to decide whether an answer is target-like or not. However, in the past, the number of
examined learners was small in comparison with more recent studies, which led to the
issue of the results not being representative (Gilquin 2021; Lorenz 2019). According to
Granger (2008), the size of a corpus is not as important as their meaning and value, since
a longitudinal study of only a small number of participants can also help illustrate
development of an individual. Gilquin (2021: 11) underlines that, “learner corpora have
grown in number, size and diversity.” Given the above, LCR has developed, and recent

studies have tended to use larger samples in more natural settings to produce more natural
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language that at least approaches that of a spontaneous authentic situation in which native
speakers talk.

In general, there are various types of annotation that can be included in the LCR
regarding semantic and pragmatic aspects, tagging in part-of-speech, or phonetic aspects
in spoken LCR. Typical for adult and child corpora is “error tagging” (Gilquin 2021: 5).
The annotation of errors “is particularly relevant for interlanguage studies and is
becoming increasingly popular” (Granger 2008: 264).

Some researchers have criticized the approach of LCR because the standard is a
native-like use of language. However, Granger (2008) countered this criticism by stating
that a comparison to native speaker language is not necessary and not the norm per se;
instead, the “learner language can simply be studied in its own right or in comparison to
other L2 varieties (L2 vs. L2)” (Granger 2008: 265). However, we examine such
interlanguages of the heritage speakers and monolingual German speakers. It is more
complex to define such norms for an EFL'* learner due to the numerous varieties of
English (Lorenz 2019). Nevertheless, the use of LCR is crucial, and several studies have
demonstrated that, “advanced interlanguage is the result of a highly complex interplay of
factors: developmental, teaching-induced and transfer-related” (Granger 2008: 265). It
would have been more precise to compare interlanguages between several L1s with those
of monolingual or native speakers of these L1s to consider whether age plays a role in
language learning as novice native speakers are not as advanced as their adult
counterparts. However, the pandemic meant it is not possible to visit schools for such data
collection. There was only the possibility to conduct an online survey. Nevertheless, to
examine the performance of native speakers in written tasks, we used data from adult
native speakers. Our focus is the identification of possible interactions and patterns
between and of the languages. Therefore, we consider an error analysis to be able to trace
possible interactions to the native and/or heritage languages. As mentioned previously,
we also use metadata of the participants in our study to interpret the results of our analysis
of the written tasks. Such information is analyzed using statistical tests. We then define
whether the background information of students influences the production of a written
text. As illustrated in the LCR design, several should be considered for such analysis.

In sum, learner corpus research is a helpful method for understanding the
interaction between languages during language acquisition. As described, LCR combines

different linguistic fields. Granger (2008: 268) emphasizes that LCR “opens up exciting

14 EFL = English as a Foreign Language
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pedagogical perspectives in a wide range of areas of language teaching pedagogy.” Our
study examines the use of demonstratives in EFL in language groups, with more than 300
participants and including written English texts of novice and intermediate learners of

English as an L2 or additional L3.

4.3 Target language use and further concepts

To validate our data and to classify whether there are transfer effects of the background
languages, we need to compare the data with that of a native speaker. The term native
speaker and the concept of target language use are approaches based on an idealized
speaker. The concept of such a speaker has been criticized and, thus, the use of a learner
corpus. However, Granger (2008) emphasizes that, in a learner corpus, the interlanguages
between different L1s can be analyzed without being compared to such a speaker norm.
Nevertheless, we now introduce the concept of a target-like language use and that of a
native speaker norm or the so-called native-speakerism. In recent discussions about the
standard of a native speaker, the definitions and meanings have varied greatly (see McKay
and Brown 2016; Holliday 2015; Davies 2003). However, we demonstrate that the idea
of the acquisition of a standard spoken language is normally the basis for teaching foreign
languages. In his book about the myth and reality of native speakers, Davies (2003: 200)
argues that native speakers have several facets in terms of their variability in language:
they “have a wide range of syntactic and semantics alternatives,” they are able to speak
fluently and spontaneously, they learn their native language as a child, and they have great
knowledge about several features of the standard language, in our case English. McKay
and Brown (2016: xiv), on the other hand, emphasize that a native speaker is an “idealized
[...] construct, not a real person.” This construct includes the idea that such a speaker can
speak grammatically correct standard language intuitively, is educated, and can speak
different sociolects. The combination of these features results in a constructed native
speaker. Since every person speaks their own idiolect, this standard of native speaker
cannot refer to a real person (McKay & Brown 2016). In our study, we compare the use
of demonstratives of speakers with different language backgrounds. We validate whether
the produced written texts are used target-like. Hence, we assume that there is a standard
of writing such as a text, in our case to describe a picture sequence. Although we do not
want to focus too much on the discussion about the term standard, we have a certain

concept in mind that, from our point of view, is preferred by a native speaker. This
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concept is the starting point for our analysis in order to compare the English written texts
of the participants.

Studies on EFL teaching have found that there is a belief or an ideology that
foreign language learners should only use the target language, since in the teachers’ belief
the classroom is the only possibility for most students to talk in the foreign language
(Shabir 2017; Degi 2016). The aim is to train and teach students to speak like a native
speaker, but ultimately this is impossible to achieve for learners, since we have seen that
the idealized native speaker competency is just a construct (Degi 2016).

According to Mair (2013), there are different varieties of English that need to be
differentiated, represented in Table 32:

Table 32: Mair's division of English into varieties (Mair 2013: 10)
World System of Standard Englishes

hyper-central variety/”hub” American English

super-central varieties British English, Australian English, South African English, Nigerian
English, Indian English, and a very small number of others

central varieties Irish English, Scottish (Standard) English, Jamaican English,
Ghanaian English, Kenyan English, Sri Lankan English, Pakistani
English, New Zealand English, and others

peripheral varieties Maltese English, St. Kitts English, Cameroonian English, Papua New

Guinea English, and others

According to Mair (2013), American English especially impacts other varieties of
English. In addition, he emphasizes that, “[t]raffic in lexical borrowings will generally be
‘downward’,” whereas the opposite way occurs less frequently (Mair 2013: 261).
However, since in German, instructions in schools are influenced by both American and
British Standard English, we also assume that, mostly, the materials used in EFL
classrooms concern both, whereas students in their leisure time may be more influenced
by American English. Therefore, we accept both varieties. For further discussion, see
Lorenz (2019).

In our study, we explore CLI between the different L1s and L2s. Therefore,
several factors play a crucial role when comparing such languages. Proficiency level,
language dominance and age are important and need to be considered, as well as several
other aspects that can influence the use of a background language and certain transfer
effects. In a first step, we use text length as a factor to compare students’ written
performances. Following Crossley (2020), text length can provide insights into text
quality and proficiency in writing. He highlights how “higher rated essays include more

sophisticated lexical items, more complex syntactic features, and greater cohesion”
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(Crossley 2020: 427). However, Fleckenstein et al. (2020: 8) consider that, “text length
as a criterion of quality cannot be generalized over different text types at random.”
Nevertheless, in our study, we hypothesize that the older the student, the more complex
and longer the written texts. Furthermore, the text production of students is from a certain
point (Wave 1a) of a longitudinal study. Hence, we do not compare performance over
time; rather, we compare them regarding different age groups and language groups, using
a cross-sectional study with two cohorts. In addition, we are interested in the proficiency
level of students with different background languages. Therefore, we consider different
time points in the acquisition process by choosing two age groups to identify the
differences between the participants.

To identify CLI effects in the English text production, we need to determine the
“copying of linguistic representations from one language to another” (Gonzélez Alonso
et al. 2021: 26). We compare monolinguals with bilingual heritage speakers, as well as a
small number of adult native speakers. Unfortunately, due to the COVID-19 pandemic,
we could not collect data from native speakers aged either 12 or 16 as their monolingual
and bilingual counterparts. We are aware that age plays a role, and we need to remember
that adult native speakers with an academic background may perform differently than a
younger group of novice native speakers. Nevertheless, we compare the data provided.
According to Jarvis and Pavlenko (2008), three ways can be determined to identify CLI
effects: first, intragroup homogeneity, which is defined as, “[e]vidence that the behavior
in question is not an isolated incident but is instead a common tendency of individuals
who know the same combination of languages” (Jarvis & Pavlenko 2008: 35). In our
study, this first type can be determined because the bilingual heritage speakers share at
least some features with monolingual Germans and/or with Russian or Turkish native
speakers. What is particularly noteworthy is that the two monolingual groups are not,
overall, equally comparable to a bilingual heritage speaker group, but it is possible that
the bilingual group may display positive and/or negative transfer from one of the shared
languages. Clearly, the latter type is easier to determine since it means that the copying
of grammatical or lexical knowledge from one language to the other fails. If we can detect
such negative transfer between, for example, the monolingual Germans and the Turkish-
German group, we can assume that it is negative transfer from German.

The second type is intergroup heterogeneity, which implies that, “the behavior
in question is not something that all language users do regardless of the combinations of
L1s and L2 that they know” (Jarvis & Pavlenko 2008: 35). Again, this category is also
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found in our study, since we have four language groups and assumed that we would find
patterns in some language groups that do not occur in all English learners.

The third type is cross-linguistic performance congruity, which is described as,
“[e]vidence that a language user’s behavior in one language is motivated by her use [...]
of another language” (Jarvis & Pavlenko 2008: 35). In this sense, we need to detect
whether there are patterns only concerning two groups (e.g., Russian-German speakers
and monolingual Russians). Then, we can determine the construction, or the lexis
borrowed from Russian and reveal the Russian influence. Although not every error that
occurs is necessarily a CLI effect. It can also mean that the student master’s a step in the
learning process of English. However, we need to determine whether all language groups
with the combination of German display this certain pattern to detect German transfer, as
previously mentioned. Following Lorenz (2019), we sum up the presented interactions

between the different languages with the following illustration.

English

RUS- TUR-
RUS GER| cpr

GER TUR

Figure 30: Connection between German monolinguals and German heritage speakers of Russian and Turkish,
after (Lorenz 2019: 166)

In this illustration, German monolinguals are connected to the bilingual heritage speakers,
who are further connected to Russian and Turkish native speakers. Both the Russian and
the Turkish heritage speakers use their minority language at least at home with their
parents. However, the participants speak the dominant language German, and their
heritage language is not as developed as the dominant language. Therefore, we examine
unbalanced bilinguals. What we cannot determine is which features they do not know in
their minority language.

Having introduced the concept of a native speaker norm and further concepts,
we now present the MEZ project, the basis of our study.

4.4 Mehrsprachigkeitsentwicklung im Zeitverlauf (MEZ)-project

The database for this study was compiled in the MEZ project (multilingual development:
a longitudinal perspective) carried out by the University of Hamburg between 2015 and
2018. The aim of the MEZ study was to provide insights into the multilingual competence

levels of individuals and their development. Therefore, different levels of multilingualism
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were considered, such as contextual, personal and linguistical factors relevant for
indicating the development of a student. Furthermore, the students’ conditions are
highlighted. Receptive and productive skills (reading/listening and written/oral) in
academic language and in the heritage languages of Russian and Turkish were

investigated (MEZ-Project 2016). The key questions of the study were as follows:

(1) Which language-based, personal, and contextual conditions influence
multilingual development positively or negatively?

(2) How do these conditions change over time, and in what relationship do they
stand to each other?

(3) What is the relationship to other dimensions of educational success? (MEZ-
Project 2016)

4.4.1 Data collection

Public schools participated in the MEZ project throughout Germany. The study was
longitudinal, with two parallel cohorts in general schools where students had a Russian,
Turkish, or monolingual German language background. The students were in Grades 7 or

9 and were tested at four different times, see the following diagram.

cohort 1 class 7 class 8 class9
total sample wave la wave 2a wave 3a wave 4a
sub-sample wave 10
class 10 class 11
cohort 2 class 9 _ _
vocational preparation, vocational training,
professional activity

school year 2015/2016 | 2016/2017 | 20172008

Figure 31: Survey waves and cohorts in the project MEZ (Gogolin et al. 2017: 15)

As illustrated in Figure 31, the measurement period was three years. The diagram also
clearly illustrates the two cohorts investigated in this longitudinal study. The first cohort
consisted of students of the seventh grade who were examined until the end of ninth grade.

During this period, the development in terms of the students’ heritage language, German
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and English is highlighted. Thus, at the end of the three-year period, the prospects of the
students according to their language ability for their working life and possible
consequences could be determined. The second cohort began in ninth grade, and during
the study period it transitioned to an education phase in which students prepare for
professional activities. Thus, it was possible to investigate whether the students’ prospects
impacted their investment behaviour in their language abilities. Due to the examination
of the ninth grade in both cohorts, the effects of the cohorts and their influence on the
results can be considered (Gogolin et al. 2017).

In the first survey period, 900 students of each age group participated. As a
condition, students had to have attended school in Germany since third grade and had to

learn English as their first foreign language (Gogolin et al. 2017).

4.4.2 Data collection: Wave 1a

In this thesis, the data from the first data collection wave (1a) are used. Table 33 lists the
participation of schools according to the year and the state. A total of 72 schools
participated in survey Wave la. As displayed in this table, seven schools participated only
with the seventh grade, and six schools only with the ninth grade.

Table 33: Distribution of the participated states according to year in the project MEZ (Hellrung et al. 2017: 10)

State Participating year Total
only7 only9 both7and9
Baden-Wirttemberg - - 2 2
Bremen - 2 1 3
Hamburg 1 - 9 10
Hessen 1 1
Niedersachsen 3 1 13 17
Nordrhein-Westfalen 2 2 27 31
Rheinland-Pfalz 1 - 2 3
Schleswig-Holstein - 1 4 5
Total 7 6 59 72

During data collection, students were either aged 12 or 16. The participants can be divided
into monolingual Germans, bilingual German-Russian’s, and bilingual German-
Turkish’s. The students' environmental language was German. In school, they learned
English as their first foreign language and French or Russian as their second.

About half the students attended high school, the other half did not. In the MEZ
study, the data collection included different factors, such as contextual, linguistic, and

personal, which are important for tracing the development of the students’
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multilingualism. Therefore, the division of the students into one group who attended high
school and the other group that did not is significant to highlight the variety of relevant
characteristics, such as language ability in German or socioeconomic background. In
Table 34, the column No High School refers to students who attended any other school

than a high school.

Table 34: Distribution of the participated states according to the type of school in the project MEZ (Hellrung et

al. 2017: 13)
State Type of school Total
No High School  High School ~ Unknown
Baden-Wiirttemberg 15 59 - 59
Bremen 278 - 35 35
Hamburg 192 130 121 251
Hessen - - 23 23
Niedersachsen 84 181 23 396
Nordrhein-Westfalen - 472 169 919
Rheinland-Pfalz - 43 - 58
Schleswig-Holstein - 50 - 134
Total 569 935 371 1,875

In the sample, 57.3% of the participating students had a monolingual language
background (German); 16.7% were bilingual Russian-German; and 26% were bilingual
Turkish-German (Hellrung et al. 2017). Table 35 shows the languages and states of the

participants.

Table 35: Distribution of the participated states according to heritage languages in the project MEZ (Hellrung
et al. 2017: 13)
State Languages Total

German  Russian  Turkish

Baden-Wirttemberg 33 9 17 59
Bremen 16 6 13 35
Hamburg 118 60 73 251
Hessen 17 1 5 23
Niedersachsen 234 92 70 396
Nordrhein-Westfalen 525 130 264 919
Rheinland-Pfalz 39 4 15 58
Schleswig-Holstein 92 12 30 134
Total 1,074 314 487 1,875

In Table 36, the three language groups are presented according to the type of school.

Table 36: Distribution of the heritage language of the students according to the type of school in the project
MEZ (Hellrung et al. 2017: 14)

Languages Type of school Total
No High School  High School ~ Unknown

German 334 553 187 1.074

Russian 74 149 91 314

Turkish 161 233 93 487
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Total 569 935 371 1,875

In Wave 1la, the students were tested for two days. The first day, tasks in German and
English, as well as basic cognitive competencies, were assessed using different tests, as
listed in Table 37.

Table 37: Test Day one in Wave 1a (n = test groups; Hellrung et al. 2017: 22)

Instrument Time the required number of evaluable Time allocated according to test
allocated times from the test session log reports (n)
(in Fall below Fulfilled Exceeded
minutes)
Testheft 1, part 1: written task 30 145 21 124
German
Testheft 1, part 2: reading task 6 143 -- 140 3
German
Testheft 1, part 3: written task 30 144 55 88 1
English
Testheft 1, part 4: C-Test English 20 143 16 126 1
Testheft 1, part 5: basic cognitive 8 142 2 140
competencies test
Student questionnaires ca. 40 131 23 87 21

4.4.3 Written Task

In this study, we use one of the English written tasks to analyze different types of
demonstrative pronouns. The first written task was to write an article for a travel journal,
like a journalist, within 30 minutes. The topic was Breakfast in Germany. In addition, the
students were shown nine pictures of different stages of preparing a typical German
breakfast, such as buying coffee, cheese etc. in a supermarket, cooking eggs at home,
setting the table and so on. The picture sequence was produced within the project.

The second written task was to complete C-Tests within 20 minutes.
Furthermore, a cognitive test helped reveal the basic cognitive skills of the students. In
addition to these three tasks, students and parents were given a language background
questionnaire addressing matters of language onset, attitudes, and use. The results of these
tasks were transcribed, digitalized, and stored as text documents for each student. The

texts of Breakfast in Germany are the basis of the current study.
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Figure 32: Picture sequence for the English written task Breakfast in Germany

As listed in Table 38, on Day 2, tasks in the heritage languages and in foreign
languages were condicted. Additionally, every student was given a questionnaire for their
parents about, for example, the school career of the child, the child’s career aspirations,
the heritage language and mother tongue, the parents’ professional activity and the

language skills and language use in the family (Hellrung et al. 2017).

Table 38: Test Day 2 in Wave 1a (Hellrung et al. 2017: 22)

Instrument Time the required number of evaluable Time allocated according to test
allocated times from the test session log reports (n)
(in Fall Fulfilled Exceeded
minutes) below
Testheft 2, part 1: written task 10 135 40 87 9
Russian/Turkish
Testheft 2, part 2: reading task 30 131 65 66
Russian/Turkish
Testheft 3, part 1. written task 6 122 -- 122
French/Russian
Testheft 3, part 2: C-Test 30 111 62 49
French/Russian
Testheft 1, part 5: basic cognitive 20 97 22 75
competencies test
Student questionnaires 2 (network ca. 10 112 15 93 4
request)

The pure survey phase on Day 1 took 134 minutes, and on Day 2 a maximum of 117
minutes. Each survey was conducted with paper and pen. Students were divided into test
groups - partially in inter-year groups. Thirty students per year were provided. Due to
different language tests, the division of the test groups on Day 2 was different; they were
divided into three groups. The first group included students with a Russian-German or
Turkish-German language background who were tested in the heritage languages. As a
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condition, students in the second group had to have been learning one of the foreign
languages of Russian or French for at least a year to be tested in these languages. The last
group included a network request to all students who participated in a test on that second
day. Each group had a test coordinator and, per test session, a teacher as a supervisor was
present.

Regarding the comparison of the collected data, it is necessary to consider native
speakers of English who participated in this study as well. Therefore, the picture sequence
was adapted to a typical (American) English breakfast. The participants also had 30
minutes to write a text about a typical English breakfast based on the picture sequence.

Figure 33: Picture Sequence A typical English Breakfast for native speakers of English

4.4.4 Background questionnaire

In addition to the description of the picture sequence, the participants had to fill in two
questionnaires. The first included questions about personal information such as gender,
age, foreign languages, school and teaching, colleagues and friends, motivation to learn
English, profession of their parents and country of origin. The other questionnaire
concerned social networks, linguistic skills, attitude toward school and learning additional
languages. This background information is important for comparing the different
language groups with each other and to analyze their data. The questionnaires were filled
in using pen and paper, which enabled a rapid transmission of the handwritten answers
into a digital format in an Excel spreadsheet. For this study, the following variables were

taken from the questionnaires and analyzed in Chapter 5:

a) Gender
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b) Age

c) Language Group

d) Language use at home: Which language do the parents speak with each other?
Which language do the participants use with their siblings, mother, and father?

e) School type

f) School grades in English and German

g) Socioeconomic status of mother and father, and the highest SES per family

h) Motivation to learn English: it is useful, it is boring

1) Age of onset learning the heritage language and German

j)  Number of books

Unfortunately, not every participant answered every question in the questionnaires, which
means some information is missing. Nevertheless, we kept the entire dataset and analyzed

it, but we are aware that the missing data cannot support the findings of the written tests.

4.4.5 Native speakers of English, Turkish and Russian

To compare the data of our bilingual participants, we needed control groups of the
additional language English, as well as of the heritage languages of Turkish and Russian.
Due to the COVID-19 pandemic, it was not possible to collect data in schools personally.
The idea, therefore, was to provide the written task for native speakers online, as well as
questions about their language use via SoSciSurvey, a professional tool for online surveys.
We found an International School in Weimar that helped us spread the link via their
English native students. In addition, Turkish and Russian researchers helped as well. We
customized the questionnaire for native speakers, since we do not need information about
their motivation etc. The following variables are from our questionnaire for native
speakers.

a) Gender

b) Year of birth

c) Country of birth

d) Nationality

e) Mother tongue

) Further or additional languages

g) Use of further or additional languages

h) Language use at home
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1) School type
j) Family background

k) Profession

As mentioned before, since there were too few participants with either Russian natives or
Turkish natives, we only have access to texts of English native speakers. Since we have
different age groups in these native speaker data, we separated the ages into two groups:
first, monolinguals up to the age of 40; and second, monolinguals older than 40. Then,
we get two groups of nine participants each. This approach enabled us to compare the
data of bilingual teenagers with two different age groups of monolingual adults.

As mentioned previously, the participants did not answer every question.

Nevertheless, we analyzed and compared the findings we do have in Chapter 5.

4.5 Transcription

In this subchapter, the transcription process of the handwritten texts of English L3
learners is described. For the linguistic analysis, it was necessary to transcribe the
students’ handwritten texts and make them accessible to compare the data within each
language group. This process was done using Word. It was important during this process
that the automatic correcting function was switched off, so the texts were copied and
saved as exactly as possible. The paragraphs the students wrote were not considered, and
we excluded them from the transcribing process. The spelling of the words was copied as
well, and if a letter was not readable, we used x for that and xxx for the whole word. We
wanted to compare the word count. The idea is the more words, the higher the proficiency
level. Each text was saved with an ID in a file system. The language groups were divided
into Grades 7 and 9. In each file of the language groups, we made subfolders with the
Word document saved with the ID of the student. All the words were counted and placed
into an Excel spreadsheet. The corpus size is 47,920-word tokens of the handwritten texts.
To compare the language groups with each other, the occurrences of demonstratives,
articles etc. were normalised per 100 words and stored in the Excel sheets. In all statistical
analyses, the normalised occurrences were used.

The data set of the MEZ-project compiled 1800 students. Hence, we had to go

manually through the data set, to search for texts with demonstrative pronouns.
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Coding

After transcribing, different factors were highlighted, and then we analyzed the written
texts. This corpus was not tagged because it is small. As Lorenz (2019: 183) points out
“a well-known weakness in corpus linguistics” is that we can only analyze what the
students wrote in their texts and we cannot assume something that was not written by the
students, such as structural aspects of the sentences, lexical forms, etc.

Each demonstrative was coded and split into the general occurrence of the
pronoun, target-like and non-target-like use. The same was done with articles, which were
also split into definite, indefinite and zero and their target-like and non-target-like usage.
Below is a list of all the variables we analyzed in this study.

a) Number of words I) Number of non-target-like use of

b) Number of sentences indefinite articles

c) Number of demonstratives m) Null articles

d) Number of target-like use of n) Subclauses
demonstratives 0) Lexical transfer: German as a

e) Number of non-target-like use of source of transfer
demonstratives p) Number of types

f) Number of articles q) Type-token-ratio

g) Number of definite articl