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Promotionsverfahren angenommen oder als ungenügend beurteilt.
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Zusammensetzung der Prüfungskommission: Prof. Dr. Sven-Olaf Moch

Prof. Dr. Elisabetta Gallo

Prof. Dr. Christian Schwanenberger

Dr. Abideh Jafari

Dr. Maria Aldaya Martin
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Abstract

In this thesis, measurements performed using proton-proton collision data at
√
s = 13 TeV

collected by the CMS experiment at the CERN LHC, in the years 2016, 2017, and 2018,
are presented. The data correspond to an integrated luminosity of 138 fb−1.

New results on top quark pair production in association with a photon (tt̄γ) are pre-
sented. Differential cross sections are presented, measuring five different observables that
are sensitive to modelling aspects and possible effects of new physics. In particular, top
quark observables are measured for the first time, using a top quark pair (tt̄) recon-
struction algorithm. Experiment independent distributions are obtained at the parton
level.

The ratio between the cross sections for tt̄γ and tt̄ is measured for the first time at
the LHC, inclusively and differentially. Additionally, the top quark charge asymmetry is
measured in tt̄γ events. The results are obtained using maximum likelihood fits which
directly account for and constrain backgrounds and systematic uncertainties. The re-
sults are compared to theory predictions. No significant deviations from standard model
predictions are observed.

Using a fraction of the same data, collected in 2017, a search for central exclusive
production of tt̄, where the protons remain intact and are measured in the Precision
Proton Spectrometer, is also presented. An upper limit for the cross section of this
process is obtained.



Zusammenfassung

In dieser Arbeit werden Messungen vorgestellt, die mit Daten aus Proton-Proton Kol-
lisionen bei

√
s = 13 TeV durchgeführt wurden, die vom CMS-Experiment am LHC des

CERN in den Jahren 2016, 2017 und 2018 gesammelt wurden. Diese Daten entsprechen
einer integrierten Luminosität von 138 fb−1.

Es werden neue Ergebnisse zur Top-Quark-Paarproduktion in Verbindung mit einem
Photon (tt̄γ) vorgestellt. Differentielle Wirkungsquerschnitte werden als Funktion von
fünf verschiedenen kinematischen Observablen gemessen. Die Verteilungen liefern Auf-
schluss über Modellierungsaspekte und Sensitivität auf mögliche Effekte von Neuer Physik.
Insbesondere die Top-Quark-Observablen werden zum ersten Mal mit einem Top-Quark-
Paar (tt̄) Rekonstruktionsalgorithmus gemessen. Experimentunabhängige Verteilungen
werden für Definitionen auf Parton-Level erhalten.

Das Verhältnis zwischen den Wirkungsquerschnitten von tt̄γ und tt̄ wird zum ersten
Mal am LHC gemessen, sowohl inklusiv als auch differentiell. Zusätzlich wird die Ladungs-
Asymmetrie des Top-Quarks in tt̄γ -Ereignissen gemessen. Die Ergebnisse werden mit
Hilfe von Maximum-Likelihood-Anpassungen erzielt, die Untergründe und systematische
Unsicherheiten direkt berücksichtigen. Die Ergebnisse werden mit Theorievorhersagen
verglichen. Es werden keine signifikanten Abweichungen von den Vorhersagen des Stan-
dardmodells beobachtet.

Unter Verwendung eines Teils der gleichen Daten, die 2017 gesammelt wurden, wird
auch eine Suche nach der zentralen exklusiven Produktion von tt̄ mit intakten Pro-
tonen vorgestellt, die im Precision Proton Spectrometer gemessen werden. Mit Hilfe
einer Maximum-Likelihood-Anpassung wird eine Obergrenze für den Wirkungsquerschnitt
dieses Prozesses ermittelt.
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Introduction

The standard model (SM) of particle physics is the theoretical framework in which all
the work in this thesis is conducted. Developed during the latter half of the twentieth
century, it stands as an exceptionally successful theory that comprehensively describes
three out of the four fundamental interactions in nature, as well as all the elementary
particles that have been observed in experiments so far. Despite its achievements, the
SM falls short of being a complete theory of nature at its most fundamental level. It
leaves several questions unanswered, such as the nature of dark matter, the origin of the
matter–antimatter asymmetry in the Universe, and the existence and hierarchy of the
neutrino masses. The modern understanding is that the SM can be seen as an effective
theory that provides a suitable description of matter up to the energy scales that are
reachable with current experiments, but which leaves room for the emergence of new
physical phenomena at higher energy scales.

In experimental particle physics, the quest to find such new effects is carried out fol-
lowing two main approaches. The first and perhaps more intuitive approach involves
direct searches for new particles or phenomena as foreseen by theoretical models propos-
ing extensions to the SM. Alternatively, a second strategy involves conducting rigorous
tests of the model by finely measuring established processes and seeking deviations from
predictions. Both approaches rely on the analysis of large amounts of data from high
energy particle colliders. The Large Hadron Collider (LHC) at CERN, in Switzerland, is
unrivalled in the energy frontier. This thesis uses data collected at the Compact Muon
Solenoid (CMS), one of the particle detectors installed at this collider.

The LHC has been collecting proton-proton collision data since 2008, and has com-
pleted two successful runs. This thesis uses data collected during its second run, and
focuses on the production of top quarks. Top quarks are the heaviest known fundamental
particles, and a great test ground for precision tests of the SM. Due to their large mass,
they could potentially be involved in new physical effects occurring at higher energies. In
particular, new physics effects could modify the way that the top quark interacts with the
other SM particles. This thesis explores the interaction between the top quark and the
photon, which is very well understood theoretically. This means that if even the slightest
deviation from the predictions is observed in the data, it is a strong hint for the presence
of new physics.



2 CONTENTS

The thesis is organised as follows. The first chapter introduces the SM. A particular
emphasis is given to the top quark and its interaction with the photon. Two processes
are introduced in detail: the central exclusive production of top quark pairs (tt̄) and the
associated production of tt̄ with one photon (tt̄γ).

The subsequent chapter presents the LHC and the CMS detector. The main features of
the detector are described, and the way the data used for this thesis work are produced and
reconstructed is explained. The algorithms used for particle reconstruction are presented,
and the methods used for simulating collision events are briefly introduced. Moreover,
the concept of luminosity and the methods to measure it in the CMS experiment are
discussed. Some results on luminosity measurements which were obtained as part of this
thesis project are also shown.

Chapter 3 describes a set of inclusive and differential measurements of tt̄γ , using data
collected by the CMS experiment in 2016–2018. This process is interesting due to its
sensitivity to the coupling between the photon and the top quark, and its cross section is
high enough to allow for precision measurements with the data currently available. Events
containing two leptons, two quark-initiated jets and a photon fulfilling specific criteria are
selected. A data-driven approach is developed to estimate the background arising from
misidentified photons. A list of observables related to the photon, lepton and top quark
kinematics is chosen to perform the differential measurements, using a likelihood-based
approach. Additionally, the first measurements of the ratio between the production rates
of tt̄γ and that of tt̄ at the LHC are presented. Finally, a study of the top quark charge
asymmetry in tt̄γ events is described. The results are discussed and compared to the SM
predictions.

Chapter 4 presents a search for the central exclusive production of tt̄. This process
occurs mainly via the interaction between two highly energetic photons, and has the
particularity that the interacting protons remain intact and do not dissociate in the col-
lision. It is also sensitive to the coupling between the photon and the top quark, and
thus provides a unique way to study top quark pair production in a very rare production
channel. In order to measure it, data collected by the CMS experiment in 2017 are used,
including data from the Precision Proton Spectrometer, a CMS subdetector which can
detect protons that leave the collisions intact. A top quark reconstruction algorithm is
employed to reconstruct the tt̄ system, and compare its kinematics to that of the intact
protons. This comparison is done using a multivariate analysis technique with Boosted
Decision Trees. Several sources of systematic uncertainty arising from theoretical aspects
and from the experimental setup are included and described in detail. This process has
a very low cross section and the current data collected by the CMS experiment do not
provide enough sensitivity to allow for its observation, however upper limits are set on
the cross section, using a likelihood-based fit.



CHAPTER1
Theoretical framework

The standard model of particle physics (SM) is a well-established physics theory that
describes all known fundamental particles and their interactions. It is the product of
decades of theoretical and experimental work, starting in the latter half of the twentieth
century. Section 1.1 provides a description of the theory: the elementary particles are
introduced, and the strong, weak, and electromagnetic interactions are briefly explained.
More in-depth derivations of the theory can be found, e.g., in Refs. [1, 2].

Although extremely successful in reproducing experimental data thus far, the SM is
known to be incomplete. It does not include gravitation, nor does it provide suitable
explanations for dark matter and dark energy. This implies the existence of physical
effects which are beyond the SM (BSM). High-energy particle collision experiments are
being used to perform stringent tests of the SM and search for such new physics. The
analyses presented in this thesis make use of data collected in proton-proton (pp) collisions
at the LHC, the most powerful particle collider to date. Proton collisions are introduced
in section 1.2. In particular, this thesis focuses on the production of the heaviest SM
particle, the top quark, through rare processes involving the electromagnetic interaction.
The top quark and its interactions are explored in section 1.3.

1.1 The standard model of particle physics

The SM is a quantum field theory (QFT). This means it relies on the concept of quantum
fields, which are fundamental and defined at all points in spacetime - particles emerge as
excitations of these fields. The fundamental interactions or forces described by the SM
are the strong, weak, and electromagnetic interactions. The fourth fundamental force,
gravity, is not included in the theory. Based on the principle of least action, the SM can
be mathematically represented using the Lagrangian formalism [2]. The Lagrangian den-
sity, L, contains the fields and their interactions, incorporating all information about the
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system. From L, the equations of motion ruling the particle trajectories and interactions
can be obtained. The SM is a gauge theory, and the fundamental interactions reflect
local internal symmetries of L. According to Noether’s theorem, to each local symmetry
corresponds a conserved quantity, or a quantum number [3].

The Lagrangian density of the SM is built by combining the individual Lagrangian
densities of the aforementioned interactions. Quantum chromodynamics (QCD), which
has a SU(3)C symmetry, is used to describe the strong force, as detailed in section 1.1.2.
The C index represents the colour quantum number. Electromagnetism and the weak
force are generally unified using the electroweak (EW) theory, as detailed in section 1.1.3.
The EW theory obeys a SU(2)L×U(1)Y symmetry, and the quantum numbers associated
with it are the third component of the weak isospin T3 and the hypercharge Y . The
L index represents the left-chiral nature of the weak interaction, which is introduced in
section 1.1.3. In terms of gauge symmetries, the SM can therefore be written as

SU(3)C × SU(2)L × U(1)Y .

The fundamental fields of the SM are organised as fermion fields, with spin 1/2, and
vector boson fields, with spin 1. Fermion fields are represented by spinors, which are
two-component fields that satisfy the Dirac equation [4]. Depending on how they behave
under the parity transformation, spinors can be classified in two states, left-chiral, χL,
with spin orientation +1/2, or right-chiral, ξR, with spin orientation −1/2. Parity is a
transformation that inverts the spatial axes, i.e., transforms a right-handed coordinate
system into left-handed, and thus left-chiral spinors into right-chiral ones. Considering
chirality, we can write the SM fermion fields as bispinors, or Dirac fields:

ψ =

(
χL

ξR

)
, (1.1)

which are four-component fields. Fermion fields are divided into quark and lepton
families, each containing three generations. The isospin doublets of quarks contain each
an up-type quark, with electric charge +2/3, and a down-type quark, with electric charge
−1/3. The six kinds of quarks (two types and three generations) are often designated
flavours. In the lepton family, every charged lepton (electric charge −1) has a corre-
sponding neutrino (electrically neutral) as its isospin partner. The EW theory requires
the introduction of an additional scalar (spin 0) field in the theory, known as the Higgs
field, as described in section 1.1.3.
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1.1.1 The Feynman diagram representation

Richard Feynman introduced a graphical representation for the interactions between fun-
damental fields, known as the Feynman diagram representation [5]. This representation
is useful to visualise the different QFT processes intuitively, as well as to facilitate the
computation of the probability amplitudes for those processes.

In Feynman diagrams, time is read from left to right. Straight lines represent fermions
and antifermions. Arrows pointing left to right represent fermions, while those pointing
right to left represent antifermions. Curly lines represent the bosons of the strong in-
teraction (gluons, introduced in section 1.1.2) and wavy lines represent the electroweak
bosons, introduced in section 1.1.3. The Higgs boson, also introduced in section 1.1.3, is
normally represented as a dashed line. One diagram represents the sum over all possible
time orderings in which a given process can occur.

For a given initial and final state, one can in principle draw an infinite number of
Feynman diagrams, with different numbers of interaction vertices. A set of defined rules,
the Feynman rules, are used to translate each diagram into a formula, and the sum of all
possible diagrams gives us the probability amplitude of a process. However, an infinite
number of diagrams leads to an infinite number of terms in the amplitude calculation.

In many cases, a perturbative approach can be used as an approximation, to reduce this
sum to a finite number of terms. Each vertex in a diagram introduces in the calculation
a multiplicative term involving the coupling strength of the corresponding interaction. If
the coupling strength of the interaction is smaller than 1, the more vertices the diagram
has, the less likely the process is to occur. That is the case where a perturbative approach
is justified: the probability amplitude is first computed considering only the diagrams
with the minimum number of vertices, also known as the leading order (LO); diagrams
with higher number of vertices can then be added as corrections to the LO amplitude.
Diagrams with one extra vertex, compared to the LO, are called next-to-LO (NLO), those
with two extra vertices are called next-to-NLO (NNLO), and so on.

Renormalisation

In order to describe the propagation of fields in an accurate way, an infinite set of higher-
order corrections needs to be taken into account. In particular, diagrams with internal
”loops” need to be considered. The particles involved in these loops can have arbitrarily
large momenta, which introduces diverging integrals in the amplitude calculations and
leads to non-physical infinite results. This is circumvented by a mathematical procedure
called regularisation, which introduces an arbitrary cut-off scale Λ, such that corrections
involving momenta much larger than Λ are ignored. As a consequence of this, the formulas
need to be rewritten in terms of renormalised quantities, with an energy scale dependence.
Renormalised quantities are the ones we measure experimentally, and they need to be
expressed at some arbitrary scale, called the renormalisation scale µR. It is common to
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choose µR to be of the order of the momentum scale of the process of interest, to avoid
large higher-order corrections in the amplitude calculation.

1.1.2 The strong interaction

The strong interaction, described by QCD, acts between spinors and gauge fields with
colour quantum numbers, i.e., quarks, antiquarks, and gluons. The colour quantum num-
bers are red (r), green (g), and blue (b), in analogy with the three fundamental colours
in nature. Quarks carry one of three possible colour charges, so are represented as colour
triplets, Q = [qr, qg, qb]T . Antiquarks carry one of the three ”anti-colour” charges and
can be represented by Q̄. Gluons carry both a colour and an anti-colour charge, forming
a colour octet. Being colourless, leptons do not take part in the strong interaction. In
other words, they are singlets under SU(3) transformations. The Lagrangian density of
QCD [2] can be written as:

LQCD = Q̄i

(
iγµ(Dµ)ij −mδij

)
Qj −

1

4
Ga

µνG
µν
a (1.2)

with

Dµ = ∂µ − igsTaG
a
µ, (1.3)

Ga
µν = ∂µG

a
ν − ∂νG

a
µ + gsf

abcGb
µG

c
ν . (1.4)

The Greek indices µ, ν represent the four spacetime dimensions. The indices i, j rep-
resent a sum over the six quark flavours. The first term of the covariant derivative Dµ

in equation 1.3 gives the propagation of free quark fields. The second term gives the in-
teraction between the quark and gluon fields Gµ; the strength of this coupling is gs. The
generators of the SU(3) group are denoted Ta, with a = 1...8. A common representation
of Ta are the Gell-Mann matrices, λa, with Ta = λa/2 [6]. The mass of the quark fields is
m. The gluon field strength tensor Ga

µν gives the self-interactions between the gluon fields.

In equation 1.4, fabc are the structure constants of SU(3), defined as [T a, T b] = ifabcT c.

The allowed interactions in QCD can be read directly from the Lagrangian. From the
covariant derivative, appear the terms gsQ̄iγ

µTaG
a
µQi that describe the gluon emission

from quarks. Expanding the Lagrangian term with the field strength tensor, terms in-
volving three and four gluons appear, which represent three and four gluon interactions.
These interactions can be illustrated using the Feynman diagrams of figure 1.1.
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q

q̄

Figure 1.1: Feynman diagrams showing the interaction vertices of QCD.

Due to the renormalisation procedure introduced in section 1.1.1, the QCD coupling
strength gs depends on the energy scale k. The coupling constant αS is defined as:

αS(k2) =
g2s(k2)

4π
(1.5)

and its energy dependence is known as the ”running” of the coupling. Towards higher
energies, αS decreases logarithmically. In this context, higher energies are equivalent
to smaller distances between the interacting particles, thus at small distances quarks
and gluons can move in a practically free way. This is called ”asymptotic freedom”.
Conversely, lower energies correspond to an increase of αS, leading to a phenomenon called
”confinement”, that causes quarks and gluons to be bound together forming hadrons.
Bare quarks and gluons cannot be observed directly, because hadrons are formed almost
immediately, in a time scale of about 10−24 s [7].

1.1.3 The electroweak interaction

The electromagnetic interaction can be explained using Quantum Electrodynamics (QED).
This theory describes electrically charged fermion fields (leptons and quarks), the photon
vector field, and their interactions. It is analogous to QCD, but instead of colour, it
is the electric charge that rules the interaction. Conceptually, it is a very simple the-
ory, yet it allows for extremely accurate predictions, which have been extensively verified
experimentally. This led Richard Feynman to call it ”the jewel of physics”.

The weak interaction can be described by a QFT called Quantum Flavour Dynamics.
It is the only flavour-changing interaction: it allows quarks to swap flavour, and leptons
to be converted to their corresponding neutrino (or vice-versa). It has the very peculiar
property that it is not invariant under parity transformations. This was discovered in
the Wu experiment in 1956 [8] and was not a prediction from the theory. Later, it was
found that the mediators of the weak interaction couple only to left-chiral particles, and
consequently right-chiral particles do not participate in the weak interaction, thus the L
index in SU(2)L.

As mentioned earlier, the electromagnetic interaction and the weak force are unified
in one single mathematical description, using the EW theory. This theory was developed
around 1968 by Glashow, Salam, and Weinberg, who received the Nobel Prize in Physics
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for their work [9–11]. It treats the EW interaction as one unified interaction at high
energy scales, where the Lagrangian is symmetric under SU(2)L × U(1)Y . Below the
energy of about 246 GeV, there is a spontaneous symmetry breaking, which breaks the
SU(2) symmetry and leads to the separate electromagnetic and weak interactions. The
symmetry breaking is explained using the Higgs mechanism, which is briefly introduced
at the end of this section.

The charges of the electroweak interaction are the hypercharge Y and the third com-
ponent of the weak isospin T3. A combination of these two charges gives the electric
charge from QED, Q:

Q =
Y

2
+ T3. (1.6)

This identity is known as the Gell-Mann-Nishijima equation [12].
As mentioned before, right-chiral fermion fields are not affected by SU(2) transforma-

tions. This is reflected in the fact that they have T3 = 0, and are considered as weak
isospin singlets. Let us denote the weak isospin singlets for up- and down-type quark
fields uR and dR, respectively, and for charged lepton fields eR. Assuming that neutrinos
are massless, there are no right-handed neutrinos in the SM1.

Conversely, left-chiral fermions have weak isospin 1/2. This means that T3 can have
values ±1/2, with the positive (negative) value belonging to up- (down-) type quarks.
Similarly, left-handed neutrinos have T3 = +1/2 and left-handed charged leptons have
T3 = −1/2. The up- and down-type quarks in the same generation form a weak isospin
doublet, denoted QL, and the neutrinos and corresponding charged leptons form three
more, denoted LL. Left-chiral fermions can transform into their weak isospin partner,
within the same doublet. Let us encode all that into the Lagrangian density of the EW
theory. The Lagrangian can be separated in terms describing the dynamics of the fermion
fields, LEW,f and terms concerning the gauge boson fields, LEW,g [2]:

LEW = LEW,f + LEW,g. (1.7)

Starting with the fermion fields, and using the notation introduced above for the weak
isospin singlets and doublets (the L and R subscripts are omitted for readability):

LEW,f = Q̄i(Dµ)ijQj + L̄i(Dµ)ijLj + ūi(Dµ)ijuj + d̄i(Dµ)ijdj + ēi(Dµ)ijej, (1.8)

where the covariant derivative is now:
1Observations of neutrino oscillations contradict this assumption [13]. Such oscillations can be ex-

plained by the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [14, 15], in an analogous way to the
quark mixing with the CKM matrix introduced at the end of this section. This mechanism requires neu-
trinos to have non-zero mass, which can be realised in a straightforward way in the SM by introducing
right-handed neutrinos. Neutrino masses have not been measured yet, but experiments like KATRIN
report increasingly more stringent upper limits for their values [16].
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Dµ = iγµ(∂µ − i
g′

2
ŶWBµ − igT̂aW

a
µ ). (1.9)

The indices i, j run over the three fermion generations. The covariant derivative, like
in the case of QCD, gives the propagation of the fermion fields and their interaction with
the gauge boson fields. These fields act in a similar way as the gluon fields in QCD, the
difference being that instead of SU(3), here there are SU(2) and U(1) transformations. In
case of SU(2), there are three generators, and therefore there are three W a

µ bosons. The
U(1) transformation, in turn, has only one generator, the Bµ gauge boson. The coupling
constant associated with the interaction with the W bosons is g, and the one associated
with the interaction with the B field is g′. The generator of U(1) is denoted as ŶW and
the three generators of SU(2) as T̂a, with a = 1...3.

The gauge boson field term is written as:

LEW,g = −1

4
W a

µνW
µν
a − 1

4
BµνB

µν , (1.10)

where the field strength tensors are defined in a similar way as those of QCD:

Bµν = ∂µBν − ∂νBµ, (1.11)

W a
µν = ∂µW

a
ν − ∂νW

a
µ + gfabcW b

µW
c
ν , (1.12)

with fabc being the structure constant of SU(2). From the expressions above we can
see that, unlike W a

µ , Bµ has no self-interactions. We can also see from the Lagrangian
that no mass term for vector boson fields is present. In fact, such a term would break
SU(2) symmetry. Nevertheless, massive bosons have been experimentally observed [17],
which implies that the symmetry has to be broken at low energies.

The Brout-Englert-Higgs mechanism

The electroweak symmetry breaking (EWSB) is explained by the Brout-Englert-Higgs
mechanism [18, 19]. Introducing an isospin doublet of scalar fields ϕ, with ϕ = (ϕ+, ϕ0),
is possible without explicitly breaking the SU(2) symmetry. It is done by adding the
following term to the Lagrangian density [2]:

LHiggs = (Dµϕ)†(Dµϕ) − V (ϕ), (1.13)

where the Higgs potential V (ϕ) is given by:

V (ϕ) = −ρ2ϕ†ϕ+ λ(ϕ†ϕ)2. (1.14)

The minimum of the potential can be computed in the usual way by imposing ∂V (ϕ)/∂ϕ =
0. If λ < 0, there is no minimum, which leads to an unreasonable theory. Imposing λ > 0
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brings two possibilities: ρ < 0 creates a potential with one trivial minimum at ϕmin = 0,
while ρ > 0 yields

ϕmin =

√
ρ2

2λ
eiφ. (1.15)

In this case, there is a minimum for every value of the phase φ. This corresponds to a

circle in the complex ϕ plane, with radius

√
ρ
2

2λ
. This can be visualised in 3 dimensions,

by putting the value of the potential V (ϕ) on the vertical axis, and gives rise to the
famous sombrero shape, as shown in figure 1.2. The symmetry breaking can be seen as
a marble rolling down the hat and having to choose spontaneously one specific vacuum
value, among infinite possibilities.

Figure 1.2: Illustration of the Higgs potential in the case of ρ < 0. The purple marble
illustrates the choice of a point at the minimum of the potential, which breaks sponta-
neously the symmetry. Image taken from Ref. [20].

One can choose a minimum such that

ϕmin =

(
0
v√
2

)
, (1.16)

with v =
√
ρ2/λ being the Higgs vacuum expectation value. Expanding ϕ around

the minimum and inserting it back into equation 1.13, gives rise to a non-diagonal mass
matrix for the vector boson fields. This means that the original fields from the Lagrangian
do not correspond directly to the vector bosons observed in nature. Instead, the observed
boson fields, which correspond to the mass eigenstates, are a mix of the original ones.
The fields W 1

µ and W 2
µ mix to give the mass eigenstates W+ and W−, while the Bµ and

W 3
µ give the electromagnetically neutral photon and Z boson fields, denoted respectively

as Aµ and Zµ. The mixing can be represented as:
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(
W+

µ

W−
µ

)
=

(
1/
√

2 −1/
√

2

1/
√

2 1/
√

2

)(
W 1

µ

W 2
µ

)
, (1.17)

(
Aµ

Zµ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Bµ

W 3
µ

)
. (1.18)

The angle θW is known as the Weinberg angle or the weak mixing angle, and its value
is ≈ 15◦ [21]. Introducing these new fields in the Lagrangian produces mass terms for
the W and Z bosons, while the photon remains massless. The measured values for these
masses are about 80.4 GeV for the W bosons and 91.2 GeV for the Z boson [21].

From the new Lagrangian, after symmetry breaking, one can read the interactions
that are predicted by the EW theory. The allowed vertices can be represented by the
Feynman diagrams of figure 1.3 (excluding those involving the Higgs boson).

q/ℓ

q/ℓ

γ

q/νℓ/ℓ

q/νℓ/ℓ

Z
u/c/t/νℓ

d/s/b/ℓ

W

W

W

Z/γ

W

W
W/Z/γ

W/Z/γ

Figure 1.3: Feynman diagrams showing the interaction vertices in the EW theory, exclud-
ing those involving the Higgs boson.

The Yukawa interaction

It is possible, without breaking the SU(2) symmetry, to add yet another term to the
Lagrangian: an interaction term between the Higgs field ϕ and the fermions. This is
described by the Yukawa interaction [11], which was originally developed to explain the
nuclear force between hadrons, mediated by pions,

LYukawa, f = −λf (Ψ̄L ϕ ψR + ψ̄R ϕ ΨL). (1.19)

Here λf is the Yukawa coupling constant, different for each fermion, ΨL is the corre-
sponding left-chiral weak isospin doublet (Li or Qi), and ψR is the right-chiral singlet (ui,
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di or ei). This term does not only describe the interactions between the fermions and the
Higgs field, but due to spontaneous symmetry breaking, it also causes fermions to acquire
a mass proportional to the vacuum expectation value of the Higgs field, v.

Quark mixing through the CKM matrix

In the EW theory, interactions via W bosons lead to a change of quark flavour. According
to the explanations given so far, quarks are allowed to transform into their isospin partners,
but not to change generation. Nevertheless, it is experimentally well known that such
transitions between generations occur. This can be explained if the quark mass eigenstates
q are different from the EW eigenstates that appear in the Lagrangian, q′. Assuming q
eigenstates are a linear combination of their EW counterparts, one can write:

d′

s′

b′

 = VCKM

d
s
b

 . (1.20)

The mixing matrix VCKM is well known as the Cabibbo–Kobayashi–Maskawa (CKM)
matrix [22,23]. This matrix, whose values are experimentally measured with uncertainties
of the order of 10−3 or smaller, can be written in the following way [21]:

VCKM =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 ≈

0.974 0.226 0.004
0.226 0.973 0.040
0.009 0.040 0.999

 . (1.21)

In practice, this means that any up-type quark can transform into any down-type
quark, with probabilities given by the square of the corresponding entry of the CKM
matrix. However, since the non-diagonal entries of this matrix are small, some of these
processes are heavily suppressed. In particular, it is important to note that |Vtb| ≈ 1,
which means that the top quark decays almost exclusively to a b quark and a W boson.
Additionally, it is worth noting the small non-diagonal entries related to the bottom quark.
These cause b hadrons to have their decay suppressed and therefore have a long lifetime.
This is relevant experimentally because it facilitates their identification, as explained in
section 2.3.2.

1.1.4 Particle content of the SM

After the EWSB, the SM contains 12 fermions and 12 vector bosons, known as ”matter
particles” and ”force carriers”, respectively. As shown in figure 1.4, the vector bosons in
the SM are the 8 gluons (g), the photon (γ), and the Z and W ± bosons. The up-type
quarks are the up (u), charm (c), and top (t) quarks. The corresponding down-type
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quarks are the down (d), strange (s), and bottom (b) quarks. In the lepton family, there
are electrons (e) and the corresponding electron neutrinos (νe), muons (µ) and the muon
neutrinos (νµ), and finally the tau lepton (τ) and its neutrino (ντ). Particles with the
same isospin in different generations share all quantum numbers, except their mass which
increases from the first to the third generation. Though there is no fundamental reason
why there should be exactly three generations, their existence is well established experi-
mentally [24]. The possibility of there being a fourth generation is strongly constrained
by experiments, namely through measuring the decay modes of the Z boson, and through
experiments that measure neutrino production [25].

u

d

c

s

t

b

up

down

charm

strange

top

bottom

e

electron

ve

μ τ

muon

muon
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H

W
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½
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½
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½

<0.8 eV
0

½

<0.2 MeV
0

½

<15.5 MeV
0

½

0
0
1

0
0
1

91.2 GeV
0
1

80.4 GeV
±1

1

125.3 GeV
0
0

symbol

name
mass

charge
spin

Legend:

Figure 1.4: The particle content of the SM. For each particle, a measured value for its
mass is shown [21], as well as the electric charge and spin quantum numbers.

Each fermion in the table of figure 1.4 has a corresponding antifermion, with the same
mass but all opposite sign quantum numbers, or ”charges”. Similarly, there are two W
bosons, W+ and W−, with opposite electric charges. From the Higgs field, an extra scalar
boson arises, the Higgs boson (H), which was experimentally observed by the CMS and
ATLAS collaborations in 2012 [26,27], making it the last SM particle to be observed.
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1.2 Proton collisions at high energies

Protons are bound states of three quarks, two u and one d, with a total electric charge
of +1. These are the so-called valence quarks. Inside the proton, apart from these, there
are also quark-antiquark pairs, as well as gluons, which are constantly being formed and
dissolved, and constitute the sea. All constituents of the proton are collectively denoted
as partons.

In a pp collider such as the LHC, described in the next chapter, two beams of protons
are accelerated in opposite directions until they reach energies at the TeV scale, and are
subsequently allowed to collide in dedicated interaction points. In a typical high energy
collision, the main interaction, known as the hard scattering, is carried out between two
partons. Protons are normally dissociated as a result of collisions so, in addition to the
hard scattering, other particles arise from the interaction of the spectator partons, or
proton remnants. This is not the case in elastic collisions, as described in section 1.2.3.

The probability that a pp collision results in a specific set of final state particles
with certain kinematics depends on the proton structure and the partonic cross section,
as described in section 1.2.1. The hard scattering may result in one or more short-
lived resonances, such as top quarks, Z, W or H bosons, which will almost immediately
decay into more stable particles. All these steps are simulated using Monte Carlo (MC)
event generators, as introduced in section 1.2.2. The concepts of additional radiation and
hadronization are also discussed in this section.

1.2.1 QCD factorization and proton structure

In pp collisions at the LHC, a wide range of processes is governed by the strong interaction.
The hard scattering happens in the high-energy regime, where αS is sufficiently small
and direct computations with perturbation theory are possible. However, computing
cross sections at the LHC also requires knowing the probability of each parton inside the
protons contributing to the hard scattering. This corresponds to a lower energy scale
(larger distance between interacting particles), where αS becomes large and perturbative
calculations are not possible.

The QCD factorization theorem [28] describes an approximation that makes it pos-
sible to separate long-distance and short-distance effects by introducing a factorization
scale µF . Long-distance effects, which cannot be computed perturbatively, are described
by parton distribution functions (PDFs). These distributions give the probability to
find each type of parton in the proton carrying a fraction x of the proton’s momentum
(Bjorken x [29]). Different PDF parametrisations are available whose parameters are
extracted through fits to the data. The short distance cross section can be computed
using perturbation theory, from the scattering amplitudes. This is normally referred to
as matrix element (ME) calculation. The cross section for a certain process pp → ab+ X
can therefore be written as:
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σpp→ab+X =
∑
i,j

fi(x1, µ
2
F )fj(x2, µ

2
F )σ̂ij→ab(ŝ, µ

2
F , µ

2
R, αS) dx1 dx2, (1.22)

where fi(j)(x1(2), µ
2
F ) stands for the PDF of each of the incoming protons, for a fac-

torization scale µF , describing the probability for a parton with flavour i (j) to carry a
fraction x1 (x2) of the proton’s momentum. The term σ̂ij→ab is the ME calculation for the
partonic cross section. It is a function of the centre-of-mass energy of the collision, ŝ, as
well as of the scales µF , µR, and αS. The cross section has to be independent of the choice
of scale when all terms of the perturbation series are considered. In practice, fixed-order
calculations are performed, where only the first few terms of the series are included. This
introduces a scale dependence in the cross section prediction, which is considered as a
theoretical uncertainty in measurements.

Parton distribution functions

A precise knowledge of the PDFs is crucial to describe the initial state of the system
in pp collisions. As mentioned earlier, they cannot be computed perturbatively but are
extracted from fits to the experimental data. The set of PDFs used in the analyses
presented in this thesis is known as the NNPDF3.1 NNLO PDFs [30]. They are extracted
using data from deep inelastic scattering events in electron-proton collisions, fixed-target
Drell-Yan events, and pp and pp collision measurements from the Tevatron and the LHC,
respectively. The Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) equation [31–33]
provides the dependence of the PDFs on the chosen µF . The data are fitted using a
machine learning-based methodology, and the resulting PDFs are shown in figure 1.5.
The figure shows the value of the PDF as a function of the Bjorken x, for two different
choices of scale µ (µF and µR are both set to the same value µ). As shown in the
figure, gluons typically carry a lower fraction of the proton momentum, while the valence
quarks carry the highest fractions of the momentum. As the energy increases, the fraction
of momentum carried by the valence quarks becomes smaller, and the frequency of sea
quarks and gluons increases.

1.2.2 Simulating pp collisions

Measurements of SM processes are usually performed by comparing the experimental data
to theory predictions. This requires two main ingredients: a very reliable modelling of
the physical process, and an accurate simulation of the detector behaviour. If these are
achieved, the information recorded in the detectors can be translated back to the original
particles which were produced in the hard interaction.
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Figure 1.5: The NNPDF3.1 NNLO PDFs, evaluated at µ2 = 10 GeV2 (left) and µ2 =
104 GeV2 (right) [30]. The quarks with subscript v represent the valence quarks, while
the remaining ones represent sea quarks. The curves corresponding to gluons, in red, are
divided by a factor of 10 to make them visible in the figure.
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MC modelling

To simulate pp collisions, not only a simulation of the hard interaction is necessary, but
also an accurate description of the way partons evolve into stable particles, including
decay and hadronization, is crucial. Generators of MC events were developed to provide
this description. They are numerical algorithms capable of producing (or “generating”)
random sequences of simulated events based on a modelled probability distribution. Such
event generators combine complex theoretical inputs with phenomenological models in
order to achieve the best possible description of real collisions. Figure 1.6 shows a simpli-
fied scheme of an example pp collision event, where a tt̄ pair is produced. This scheme
is based on the event generator PYTHIA [34], but can be used to illustrate the general
structure of MC generation in particle physics. The scheme should be read from the cen-
tre to the periphery, where the central white circle represents the hard interaction, and
the particles on the outside edges represent the stable final-state particles.

Figure 1.6: Schematic of the structure of a pp →tt̄ event, as modelled by PYTHIA, from
Ref. [34] (modified).

The initial partons to interact are selected in a probabilistic way using the PDFs, and
the type and kinematics of the outgoing particles are determined by the ME calculations,
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as described in the previous section. The hard scattering may result in a short-lived
resonance - in the case of the figure, a pair of top quarks - represented by solid black lines,
which promptly decay into more stable particles.

Parton shower (PS) models are used to describe the emission of soft and collinear par-
tons and photons, to account for additional orders in perturbation theory. Such emissions
from initial state particles are known as initial-state radiation (ISR) and are represented
in the figure in dark blue. Similar emissions but arising from the products of the hard
scattering or their decay are called final-state radiation (FSR) and are represented in dark
red. Fixed-order perturbative calculations describe well-separated emissions of particles,
while the PS simulates soft and collinear emissions. Combining the two processes can
result in double counting of emissions. This is avoided by using matching and merging
schemes, such as MLM [35] at LO and FxFx [36] at NLO. Simultaneously, the proton rem-
nants give rise to several other particles (denoted as underlying event) through Multiple
Parton interactions (MPIs), as shown in grey.

Subsequently, partons from the hard scattering, PS, and MPIs are recombined ac-
cording to colour potentials; this is described by colour reconnection models. The strong
interaction finally causes these groups of partons to be confined into colour-singlet states
of hadrons. Hadronization models are used to describe the decay of unstable hadrons
until stable hadrons are formed.

Detector simulation

At the CMS experiment, a full simulation of the detector is performed using the Geant4
package [37]. The particles emerging from the MC simulation, called ”generator-level”
particles, are propagated through the simulation, and modified according to the different
detector effects, such as the magnetic field, scatterings in the detector materials, and
bremsstrahlung. This simulation is tuned on real collision data, to make sure it provides an
adequate description of the detector behaviour. The objects obtained after the simulation
are called ”detector-level” objects, and can be treated in the same way as collision data,
i.e. be used as inputs to the particle reconstruction and identification algorithms described
in section 2.3.2.

1.2.3 Elastic collisions - central exclusive production

The central exclusive production (CEP) of a system of particles X, i.e. pp → p +X + p,
occurs when X is created in an elastic pp collision. A colour-singlet exchange of photons,
gluons, or Z bosons may occur between the interacting protons and X is created, while
the protons are not disrupted and leave the collision intact. The only collision products
are the system X, e.g. ee, µµ, γγ, WW, ZZ, Zγ or tt̄, and where relevant, their decays
products, and there are no proton remnants.
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CEP processes can be purely photon-induced (QED) or have both photon-induced
and gluon-induced (QCD) components, as shown schematically in figure 1.7. In the QCD
case, a so-called ”pomeron” is exchanged. Pomerons can be described at the lowest order
in perturbation theory as colour-singlet two-gluon exchanges [38, 39].

p1

p2

p′
1

p′
2

X

p1

p2

p′
1

p′
2

X

Figure 1.7: Diagrams representing CEP via pomeron exchange (QCD, left) and via photon
exchange (QED, right).

A critical element in CEP, in particular in the case of strong interaction processes,
is the proton survival probability. This quantifies the probability that no additional soft
interactions between the spectator partons of the colliding protons take place, that is, it
quantifies the probability that the process is truly exclusive and there is no underlying
event. It is also named ”rapidity gap survival probability” since these additional particles
would be produced with a wide angular distribution and would fill the gap in the detectors
that is characteristic of CEP.

CEP processes are extremely rare at high energy hadron colliders. However, they
offer a unique playground for measuring physics processes at high energy in a relatively
background-free environment, due to the absence of proton remnants. Moreover, if the
outgoing intact protons can be tagged and their momentum measured, the full kinematics
of the process can be reconstructed with very high resolution. Such a measurement was
recently performed by the CMS collaboration in Ref. [40], where the CEP of electron
and muon pairs (e+e− and µ

+
µ
−) is measured by combining data from the CMS detector

with tagged protons from PPS. Fig. 1.8 (left) shows the observed events in data (black)
compared to the estimated background from non-CEP processes (in red), and the fit to
the sum of the background and the pp → pµ

+
µ
−p signal. In Fig. 1.8 (right) only the

signal after subtracting the estimated contribution from the background is shown.
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Figure 1.8: Correlation between the kinematics of the intact protons and the dimuon
system, for data collected by the CMS experiment in 2017 and 2018, showing a clear peak
corresponding to the observation of CEP of muon pairs [40]. The figure on the left shows
the events observed in data after event selection, as well as the estimated background (in
red) and signal+background (in blue) contributions. The figure on the right shows these
data after subtraction of the background contribution.

1.3 The top quark

A third generation of quarks was first postulated in 1973, by Makoto Kobayashi and
Toshihide Maskawa, to explain the observed CP violation in kaon decays [23]. The name
”top” quark was later introduced in 1975, by Haim Harari [41], to designate the up-type
quark of the third generation. Early searches for this particle, for example, at the Large
Electron Positron (LEP) collider, were assuming the top quark to have a mass smaller
than that of the W boson, so that the top quark could be a decay product of the W
boson. The LEP results did not reveal any observation of the top quark, and the final
combination results suggested a very high top mass, which led to a change of paradigm.
Finally in 1995, the CDF and D0 collaborations [42] reported the observation of top quark
production in proton-antiproton collisions. Indeed, the top quark has a considerably large
mass: with a mass of 172.76 ± 0.30 GeV [21], it is by far the heaviest particle of the SM.
It is also the only elementary particle with a mass close to the electroweak symmetry
breaking energy scale, 246 GeV.

The large mass of the top quark makes it an interesting object of study and a potential
window to BSM physics. On one hand, a large mass implies a large coupling to the Higgs
boson and, therefore, studying the top quark can offer insight into the EW sector. On
the other hand, the top quark has a very short lifetime, about 5 × 10−25 s [21], shorter
than the hadronisation time mentioned in section 1.1.2, making it the only quark that
decays before hadronisation. Hence, its properties, such as the spin and electric charge,
are passed on to its decay products. This presents a unique opportunity to study a bare



1.3. THE TOP QUARK 21

quark and measure its properties.

Top quark pair production

At hadron colliders, the dominant production mode of top quarks is via the strong in-
teraction, resulting in the production of top quark-antiquark pairs (tt̄), either via gluon
fusion or quark-antiquark annihilation, as shown in the diagrams of figure 1.9.

Figure 1.9: Feynman diagrams for top quark pair production at hadron colliders.

At the LHC, tt̄ production is dominated by gluon fusion, which accounts for about
90% of the cross section at 13 TeV. Each top quark decays almost exclusively into a
W boson and a b quark. A tt̄ event is characterized by the decay of the W bosons.
If both W bosons decay into a charged lepton and a neutrino, the event is labelled as
dileptonic; if both W bosons decay into quark pairs, it is labelled as fully-hadronic; and
in the case where one W boson decays into lepton and neutrino, while the other one
decays into quarks, the event is labelled as lepton+jets (ℓ+ jets). The fraction of events
decaying through each channel is summarised in table 1.10. It is obtained by applying
combinatorics to the branching ratios of the top quark found in Ref. [21]. The dileptonic
channel has the smallest branching fraction, but it has the advantage of having the lowest
background contribution. Additionally, it contains only two jets in the final state, leading
to lower uncertainties, as jets are typically measured less precisely than leptons. The
disadvantage of the dileptonic channel is the difficult reconstruction of the tt̄ system,
due to the presence of two neutrinos. This thesis focuses on the dileptonic channel. In
particular, the focus is on events with electrons or muons in the final state. Tau leptons
are not explicitly considered but are still included in case they decay into electrons or
muons.

The LHC experiments have measured the inclusive tt̄ production cross section in
pp interactions at various centre-of-mass energies, using different top quark decay chan-
nels [43–53]. The dependence of the tt̄ cross section on the energy has been studied at
the LHC and compared to NNLO theoretical predictions, as shown in figure 1.11. Top
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Figure 1.10: Branching ratios for the different top quark pair decay channels.

quarks can also be produced singly in electroweak processes, in three different modes
known as t channel, s channel, and tW production. The ATLAS and CMS collaborations
have observed or reported evidence for single top quark production in all three modes at
different centre-of-mass energies [54–57].

Taking advantage of the abundant production of top quark pairs at the LHC, more
exclusive final states than tt̄, such as tt̄+V, where V = γ,Z,H,W±, become accessible and
can offer great additional insight on the structure of the SM, despite having cross sections
orders of magnitude smaller than that of tt̄. At the CMS and ATLAS experiments, all
these processes have been measured, and a summary of cross section measurements for
these processes by both experiments at a centre of mass energy of 13 TeV is shown in
figure 1.12, together with the most accurate available theoretical predictions. Production
of single top quarks in association with a photon or a Z-boson have also been measured
by CMS and ATLAS [59–64]. Additionally, CMS recently reported the first evidence for
the production of tWZ [65].

1.3.1 Top quark coupling with the photon

The tbW vertex has been extensively studied using top quark decays in tt̄ and single top
production. Experimentally, it is accessible through precision measurements of W helici-
ties and top quark spin correlations [66–68]. The electroweak couplings, i.e., the coupling
with the Z, γ , and the Higgs boson, have been much less explored. Understanding pre-
cisely the strength and structure of the electroweak tγ coupling constitutes a powerful test
of the predictions of the SM, and may therefore be a gateway to new physics. Presently,
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the LHC works as a top factory, due to its high centre-of-mass energy and large amounts
of data recorded. This means that top quarks are copiously produced, and processes
involving the tγ coupling, so far considered very rare, occur at sufficient rates as to allow
precision measurements of this coupling.

Section 1.3.2 focuses on the potential of measuring the tγ interaction when it comes to
looking for new physics. A model-independent way to probe such effects that is currently
widely used in high energy physics is Effective Field Theory (EFT).

The most relevant process when it comes to exploring this coupling is the associated
production of tt̄ with a photon (tt̄γ). Measuring this process precisely has been pos-
sible only recently, and it is now crucial to study its modelling and sensitivity to new
interactions. In this thesis, we perform a variety of differential measurements, and then
go one step forward: looking at the ratio between tt̄γ and the tt̄ production, we can
reduce systematic uncertainties and achieve higher sensitivity to BSM effects. Section
1.3.3 provides a detailed explanation of the tt̄γ process, as well as an introduction to the
differential and ratio measurements that are performed in this thesis. There, it is explicit
that new structures in the top EW couplings would be shared between the tγ and the tZ
couplings [69]. Hence, in a bigger programme, one can combine tt̄γ measurements with
other top quark associated production results to achieve an even higher sensitivity.

A more unexplored territory of processes involving tγ couplings is the photon-induced
tt̄ production, occurring in the CEP of tt̄. Details about CEP of top quark pairs are
given in section 1.3.6, and a search for this process is also conducted in the context of this
thesis.

1.3.2 Top quark and Effective Field Theory

Many theories that predict new physics postulate the existence of new particles and
processes at an energy scale Λ, way above the TeV scale reached at the LHC. Such
new physics, though not directly reachable, can still produce observable deviations in
the lower energy distributions that we can presently measure with high precision. In
the standard model EFT (SMEFT) approach, such deviations are parameterised in a
model-independent way by extending the SM Lagrangian to include effective interactions
between the SM fields. These interactions can be written as a sum of higher dimension
operators Oi:

L = LSM +
∑
i

Ci/Λ
2Oi. (1.23)

The coefficients Ci are called Wilson coefficients. Here, the parametrisation of Ref.
[69], with 59 dimension-6 operators, is followed. From these, 15 are associated with
modifications of top quark interactions. The measurement of tt̄γ production, introduced
in the next section, provides sensitivity to the electroweak dipole moments of the top
quark. These are quantified by the coefficients C

(33)
uW and C

(33)
uB .
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One can write other coefficients which directly describe the modifications in the tt̄γ

(ctγ and cItγ ) and tt̄ Z (ctZ and cItZ) vertices, as a function of c
(33)
uW and c

(33)
uB :

ctZ = Re
(
− sin θW c

(33)
uB + cos θW c

(33)
uW

)
,

cItZ = Im
(
− sin θW c

(33)
uB + cos θW c

(33)
uW

)
,

ctγ = Re
(

cos θW c
(33)
uB − sin θW c

(33)
uW

)
,

cItγ = Im
(

cos θW c
(33)
uB − sin θW c

(33)
uW

)
.

Measuring the production of tt̄γ allows setting bounds on ctγ and cItγ , or alternatively

on ctZ and cItZ . Such a measurement by the CMS collaboration is described at the end of
section 1.3.3.

1.3.3 Production of tt̄ in association with a photon

When compared to other tt̄ + V processes, tt̄γ has the highest production rate at the
LHC, making it an excellent candidate for precision measurements. We define tt̄γ as the
production of tt̄ with an additional hard (high transverse momentum) isolated photon in
the final state. The electroweak t-t-γ vertex is present if the photon is emitted from one
of the top quarks, which makes it the most interesting physics case, but this is not the
only possibility. The tt̄γ process includes cases where the photon is radiated from the
initial state quarks, as well as the decay products of the top quarks. This thesis focuses on
the dileptonic tt̄ decays, so the decay products that can radiate photons are in this case
W bosons, b quarks, and charged leptons. Examples of Feynman diagrams for all these
cases - photon from a top quark, from an initial state quark, and from a decay product
at LO - are shown in the left, centre, and right of Fig. 1.13, respectively.
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Figure 1.13: Examples of Feynman diagrams at LO for the production of tt̄γ , decaying
dileptonically.

Photons from different origins are not experimentally distinguishable. Moreover, dia-
grams with two resonant top quarks, as the ones in figure 1.13, cannot be experimentally
distinguished from those with only one or even no resonant top quarks.
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From a theoretical perspective, this means that a complete description can only be
achieved by considering the full 2 → 7 process pp → ℓ+νℓℓ

′−
νℓ

′bbγ . The first full compu-
tation of tt̄γ at NLO in QCD, including all resonant and non-resonant diagrams, interfer-
ences, and off-shell effects of the top quarks and W bosons was performed by Bevilacqua
and others in Ref. [70]. Based on their full calculation, the same authors demonstrated
in Ref. [71] that approximately 57% of the photons are emitted either from the initial
state quarks or from the off-shell top quarks (that go on-shell after emission). Conversely,
43% of the photons are emitted in the decay (from on-shell top quarks or their decay
products). Hence, contributions from initial and final state emissions are almost equally
relevant and considering only one of the cases cannot provide a suitable description of
the experimental data. These fractions are altered when applying selection cuts to the
physics objects, however sizeable contributions from the different photon origins will still
be present. The simulation of tt̄γ used for the work of this thesis accounts for these effects,
as detailed in section 3.2.1.

Measuring the inclusive cross section of this process is a direct probe of the electroweak
tγ coupling, and consequently of the top quark electric charge [72]. The top quark charge
is known to be Qt = +2/3 with a confidence level higher than 5σ, consistent with the SM,
and theoretical scenarios with Qt = −4/3 are excluded. This has been measured in tt̄
events, using the electric charges of the W boson and the b jet [73–76]. However, these are
indirect measurements: the top quark charge has not been measured directly in processes
where the fundamental tt̄γ interaction is potentially present. The inclusive measurement
of tt̄γ is a ”diluted” probe of the top quark electric charge. This is because only a fraction
of the tt̄γ cross section is related to this coupling. Moreover, inclusive measurements do
not provide information on the photon origin or on the relative contribution from different
kinds of diagrams.

Performing differential measurements of tt̄γ , that is, measuring its production cross
section as a function of several kinematic observables, can bring additional sensitivity to
the tγ coupling and to all the theoretical aspects involved in the modelling of the process.
For example, kinematic observables such as the pT of the leptons or the angular distance
∆R between the photon and other particles, have a strong dependence on the origin of
the radiated photon [71], as shown in figure 1.14. At the tail of such distributions (high
pT and large ∆R), the contribution from photons emitted by the top quarks is expected
to dominate, which makes these observables very sensitive to BSM effects that potentially
modify the strength and/or the structure of the t-t-γ vertex.

1.3.4 Ratio between tt̄γ and tt̄

Accurate theoretical predictions for tt̄γ are essential so that precision measurements can
be compared to the theory and thus be sensitive to BSM effects. For tt̄, calculations
exist up to NNLO in QCD [77], but for tt̄γ going beyond NLO in QCD is currently not
feasible. In Ref. [78], the authors present the possibility of achieving higher precision
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Figure 1.14: Theoretical predictions from Ref. [71] for the differential cross section of
pp → e+νeµ

−
νµbbγ as a function of the pT of the leading (highest pT) lepton (left) and

the ∆R between the photon and the second leading b jet. The blue line shows the
total contribution, while the orange and green lines show the contributions from photons
emitted in the production and in the decay of tt̄, respectively. The acronym ”NWA”
refers to the Narrow Width Approximation, a mathematical approximation that is used
to derive these results, which relies on the fact that the top quark decay width is much
smaller than its mass.
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in tt̄γ predictions without the need to go beyond NLO, by taking the ratio between tt̄γ

and tt̄. When taking the ratio, many theoretical uncertainties cancel out and a higher
precision can be achieved, when compared to predictions for tt̄γ alone. Moreover, ratios
are more stable against radiative corrections and have reduced scale dependence [79].

From an experimental perspective, measuring the ratio also allows us to achieve a
higher precision. Since tt̄ and tt̄γ have very similar final states, many of the uncertainties
associated with the experimental conditions and the reconstruction of physics objects are
correlated and cancel out, leaving mainly statistical uncertainties and some remaining
experimental uncertainties arising, for example, from the reconstruction of photons.

The SMEFT approach can also be used to constrain BSM scenarios in ratio mea-
surements. In Ref. [79], both tt̄γ/tt̄ and tt̄Z/tt̄ ratios are analysed, and found to have

complementary sensitivity to the c
(33)
uB and c

(33)
uW coefficients, as shown in figure 1.15. The

plot on the left refers to Rγ, the tt̄γ/tt̄ cross section ratio, while the plot at the centre
shows RZ , the tt̄Z/tt̄ cross section ratio. The plot on the right is the result of a simple

χ2 combination between the two others. The two ratios bring complementary, almost
orthogonal, sensitivity to the presence of the weak mixing angle in the c

(33)
uB and c

(33)
uW for-

mulas. In other words, between Rγ and RZ , there is a rotation between c
(33)
uB and c

(33)
uW .

This motivates future measurements of the tt̄Z/tt̄ cross section ratio as complementary
results to the measurements presented in this thesis.

Figure 1.15: Cross section ratios Rγ (left) and RZ (middle) normalized to their SM values
(RSM) as a function of the γ/Z anomalous dipole operator couplings. The contours show
the deviation from the SM value in steps of 3, 6, and 9 per cent. On the right, we show
the 1, 2, 3σ contours from combining Rγ and RZ with an assumed uncertainty of 3%.
From Ref. [79].
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Differential cross section ratios

While the inclusive ratio measurement between tt̄γ and tt̄ can already result in higher
precision and new physics sensitivity, more interesting conclusions can be achieved in
differential measurements. For example, correlations between the tt̄ and tt̄γ processes
can depend on the region of the phase space, and this can be explored in differential ratio
measurements using strategically chosen observables. In Ref. [78], the authors define
differential cross section ratios,

RX =

(
dσtt̄γ

dX

)(
dσtt̄
dX

)−1

, (1.24)

where X is any observable that can be measured in tt̄ and tt̄γ events. Not all observables
offer the same amount of information and sensitivity to BSM effects and the tt̄γ modelling.
Dimensionless observables such as rapidities or angular distances do not reveal large shape
differences between tt̄γ and tt̄. Dimensionful observables, on the other hand, especially
those related to the top quark, like the pT of the top quarks or the invariant mass of the
tt̄ system, mtt̄ , show clearly a harder spectrum for tt̄γ than for tt̄, thus making them
very promising for differential ratio measurements [78]. Similarly, the invariant mass of
the dilepton system, mℓℓ , presents a different spectrum between tt̄γ and tt̄, as shown in
figure 1.16. The advantage of the latter is that it does not require the reconstruction of
top quarks, which is difficult in dileptonic tt̄ events.

1.3.5 Top quark charge asymmetry

In tt̄ production, charge asymmetry refers to an anisotropy in the angular distributions
of the final-state top quark and antiquark. Despite its name, it does not refer to an
asymmetry in the charge conjugation operator C, but to an asymmetry when exchanging
the top quark t with the anti-quark t in the final state, i.e., t ↔ t.

If we denote the difference between the rapidity of the top quark and antiquark as
∆y = yt− yt̄, we can define an observable to quantify this asymmetry, called the forward-
backward asymmetry, AFB, as follows:

AFB =
σ(∆y > 0) − σ(∆y < 0)

σ(∆y > 0) + σ(∆y < 0)
. (1.25)

As mentioned before, in hadron colliders tt̄ is produced mainly in gluon fusion and
qq annihilation. In the SM, gluon fusion is symmetric at all orders. The qq annihilation
is also symmetric at leading order, but higher order effects bring multiple sources of
asymmetry. At NLO in QCD, there is an interference between terms in the cross section
that are odd under the interchange t ↔ t when keeping the initial quarks fixed, namely
from diagrams with ISR and FSR gluon emission (Fig. 1.17, top), and from the box
and lower-order diagrams (Fig. 1.17, bottom) [80]. The first of these interference effects
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−
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introduces a positive asymmetry, while the other introduces a negative asymmetry. The
overall consequence of these asymmetries is that the top quark is preferentially produced in
the direction of the incoming quark. Measuring this effect and comparing it to the existing
SM predictions at NLO in QCD constitutes an interesting test of the SM, as there are
several new physics scenarios which predict a different value for the asymmetry [81–85].

q
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Figure 1.17: Top: tt̄ production via qq annihilation, at the lowest order in QCD (left)
and in a box diagram (right). Bottom: tt̄ +g production via qq annihilation (NLO in
QCD), with the gluon emitted from ISR (left) and FSR (right).

The top quark forward-backward asymmetry was measured for the first time at the
Tevatron pp collider, by the D0 and CDF collaborations [86,87].

At the LHC pp collider, tt̄ production is dominated (≈89%) by gluon fusion. There-
fore, the asymmetry is heavily diluted. Moreover, since the initial state is symmetric (two
protons), the effect that is present in the Tevatron vanishes, and there is no AFB. Nev-
ertheless, since the valence quarks in the proton carry a larger average momentum than
the antiquarks from the sea, a forward top quark (with respect to the incoming quark
direction) will tend to scatter with larger absolute rapidity |y| than the antiquark. With
this in mind, one can define a forward-central asymmetry, AC (from now on referred to
simply as charge asymmetry), which considers the absolute values of the top quark and
antiquark rapidities:

AC =
σ(∆|y| > 0) − σ(∆|y| < 0)

σ(∆|y| > 0) + σ(∆|y| < 0)
, (1.26)

with ∆|y| = |yt| − |yt̄|. The NLO prediction for this asymmetry at the LHC at a centre-
of-mass energy of 13 TeV is about 0.6% [88].
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Charge asymmetry in tt̄γ

The production of tt̄γ , when compared to tt̄, is enhanced in the qq̄ production mechanism,
due to the middle diagram in figure 1.13. Therefore, the charge asymmetry effects are
less washed out by the gg contribution than in the tt̄ case. For this reason, even though
the cross section, and thus the amount of data available, is much smaller for tt̄γ than for
tt̄, it is still worth studying tt̄γ events in this context.

Furthermore, the charge asymmetry in tt̄γ , unlike in tt̄, appears already at tree level
in qq → tt̄γ . This is caused by the interference between diagrams with ISR and FSR
photons. The explanation is the same as for the gluon emission in tt̄, except that the
latter is an NLO effect. For this reason, the asymmetry is expected to be larger for tt̄γ

than it is for tt̄ [89].

1.3.6 Central exclusive production of tt̄

The CEP mechanism described in section 1.2.3 can lead to the production of top quark-
antiquark pairs in pp scattering. The process pp → ptt̄p receives contributions from
QED and QCD diagrams, as sketched in Fig. 1.18.
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Figure 1.18: Leading diagrams for CEP of tt̄ via γγ fusion (left) and pomeron exchange
(right).

The diagram with photon exchange dominates at the energy scales achieved in current
hadron colliders, while the pomeron exchange is heavily suppressed. Predictions for CEP
of tt̄ in the framework of the SM are available, including both QED and QCD contribu-
tions [90–95]. The predicted cross section amounts to 0.22 ± 0.05 fb, for pp collisions at√
s = 13 TeV, including NLO perturbative QCD corrections [96]. This small cross section

could be enhanced in case there are BSM contributions. In particular, the process is
sensitive to the tγ vertex (present twice in the QED diagram), which makes it suitable for
interpretations in the context of EFT [69] or anomalous couplings [92, 97]. The process
was also shown to be sensitive to BSM models including extra dimensions [98]. Therefore,
studying CEP of tt̄ can, despite the small cross section in the SM, offer complementary
information to precision measurements in tt̄γ .



CHAPTER2
The LHC and the CMS experiment

The collision data used to perform the work of this thesis were produced at the Large
Hadron Collider (LHC) at the Conseil Européen pour la Recherche Nucléaire (CERN) in
Switzerland, the largest and most powerful particle accelerator to date.

The LHC accelerator complex, where protons are produced and accelerated, is briefly
described in section 2.1. Protons are subsequently collided at several interaction points
(IPs), one of them housing the CMS detector, a general-purpose particle detector which is
used to collect the data studied in this thesis. Different components of the CMS detector
are detailed in section 2.2. Section 2.2.6 describes the Precision Proton Spectrometer
(PPS), a subdetector of CMS which is located near the LHC beam pipe, at about 200 m
from each side of CMS, and is able to detect protons that leave the collisions intact.

A critical concept when talking about particle accelerators is the luminosity, which
quantifies the number of collisions and consequently the amount of data produced. The
concept of luminosity is discussed in section 2.4, and the main method to measure it is
explained. Additionally, some results are shown for the analysis of emittance scans at the
LHC, which are used to correct the luminosity measurements as well as estimate their
uncertainties.

Finally, section 2.3 describes how the information provided by the various layers of
the CMS detector is used to reconstruct the different physics objects.

2.1 The Large Hadron Collider

In order to probe the predictions of the SM and push its boundaries towards new physics,
particle colliders need to reach high centre-of-mass energies,

√
s, and produce large

amounts of data. For that purpose, the LHC was built at CERN, crossing the bor-
der between Switzerland and France. With a circumference length of about 27 km, it
is designed to collide protons at

√
s up to 14 TeV, and heavy ions at about 5 TeV per
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nucleon. The name chosen for the LHC contains the three main ingredients that allow it
to achieve such high energies. The first is its size (Large), because in circular accelerators
the radius is directly related to the maximum energy that can be obtained. The second
is the fact that it is a hadronic collider (Hadron), since accelerating hadrons in a circu-
lar trajectory (as opposed to, for example, electrons) results in a much smaller energy
loss through radiation. The last word is Collider, and indeed collider experiments with
counter-circulating beams can achieve higher energies than fixed-target ones, since the√
s in the former is given by the sum of the energies of the colliding particles.

Colliding hadrons at high energies, however, comes with its challenges: as explained
in section 1.2, in a pp collision there are typically many final state particles due to the
presence of proton remnants. This does not happen in an e+e− machine such as the
Large Electron-Positron Collider (LEP, 1989–2000) [99], that produced much ”cleaner”
events, i.e., events with fewer particles in the final state. Therefore, lepton colliders are
often regarded as ”precision machines”, while hadron colliders are seen as ”discovery
machines”. In other words, hadron colliders are capable of producing new high-mass
resonances, but not of performing precision measurements. Interestingly, the LHC has
proven its capability of not only discovering new particles, such as the Higgs boson, but
also performing a wide variety of unprecedentedly precise measurements. The machine is
currently in its third data-taking run, known as Run 3, colliding protons at

√
s =13.6 TeV.

It has successfully completed two runs before: Run 1 between 2010 and 2012, at
√
s =7

and 8 TeV, and Run 2, between 2016 and 2018, at
√
s =13 TeV. This thesis focuses on

data collected during Run 2.
In the future, the LHC is expected to undergo a major upgrade, into what is known

as the High Luminosity LHC (HL-LHC), which is planned to be ready for data taking
by 2028. It is planned that it will run at a centre-of-mass energy of 14 TeV, but its
main novelty will be the unprecedented amounts of data (integrated luminosity) that it
is expected to collect [100]. It will allow us to pin down rare SM processes such as the
production of two Higgs bosons (HH), and thus improve our current understanding of the
SM.

The proton journey: from a small bottle to the LHC

The LHC itself is the last element of a complex accelerator chain, as shown in figure
2.1. Protons are first produced at the linear accelerator Linac4 [101]. This accelerator
is filled with negative hydrogen atoms, H−, coming from a small gas bottle, and uses
radiofrequency (RF) cavities to accelerate them to 160 MeV. The ions are then stripped of
their electrons, and the resulting protons are injected into the Proton Synchrotron Booster
(PSB). There, they are accelerated to 2 GeV and continue to the Proton Synchrotron (PS),
which brings their energy up to 26 GeV. The next step is the Super Proton Synchrotron
(SPS), which accelerates the protons to 450 GeV. At this point, they are ready to enter
the LHC and start the last phase of acceleration, all the way to 6.5 TeV (in Run 2). In
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a proton beam, there are up to 2808 bunches, with about 1.2 × 1011 protons each; it
takes about 4 minutes to fill the LHC ring and 20 minutes for the protons to reach their
maximum energy.

Figure 2.1: CERN accelerator complex, from Ref. [102].

The LHC machine

The LHC is composed of two beam pipes, which are tubes kept at ultralight vacuum.
It is not a perfect circle, being composed of eight straight sections, called ”insertions”,
connected by curved arcs. The curved arcs are called ”sectors” and contain the bending
dipole magnets, 154 per arc, for a total of 1232. These magnets are superconducting
dipoles which operate at a temperature of 1.9 K [102,103]. The straight insertions contain
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the IPs where the particle detectors are located, as well as other auxiliary components,
for example for injection, beam dumping and beam cleaning.

Apart from the main dipole magnets that bend the beam, the LHC is equipped with
quadrupole magnets that keep the beam focused, by squeezing it either vertically or hor-
izontally. The dipoles are also equipped with sextupole, octupole and decapole magnets,
which correct for small imperfections in the magnetic field near the ends of the dipoles.

To accelerate the protons from 450 GeV up to their final energy, eight RF cavities
per beam are installed in the insertions of the machine. They are superconducting and
operate at 4.5 K.

The accelerated and focused proton beams are allowed to interact at four different IPs
along the tunnel. The bunches collide every 25 ns, which translates to about 40 million
collisions per second. Around each of these collision points are installed detectors of the
main LHC experiments. The largest are the two general-purpose experiments: A Toroidal
LHC Apparatus (ATLAS) [104] and the Compact Muon Solenoid (CMS). There is also
LHCb [105], which focuses on the study of processes involving the bottom quark and
ALICE [106], which mainly studies heavy-ion collisions.

2.2 The Compact Muon Solenoid

The CMS detector is a general-purpose detector, located at Point 5, one of the LHC
caverns, about 100 m underground, near the village of Cessy, in France. It has a cylindrical
shape, with a length of 21.6 m and a diameter of 14.6 m, and weighs a total of 14500 tons.
It is built in an onion-like structure, with different layers designed to detect different
particle properties. The general layout and main features of CMS are shown in figure 2.2.
Its most distinctive component is a 3.8 T solenoidal magnet which provides the magnetic
field to bend the particles produced in the collision. From the centre outwards, it contains
a tracker system, to register the trajectory of charged particles, a calorimeter system,
where particles can interact and deposit their energy, and a set of muon chambers, which
track the passage of muons. More details about each subdetector are given in sections
2.2.2 to 2.2.5. Section 2.2.6 describes PPS, a CMS subdetector which is not part of its
main cylindrical structure, but is located a few hundred metres away in the LHC tunnel,
and is used to detect protons which leave the CMS detector intact after each collision.

2.2.1 CMS coordinate system and definitions

Figure 2.3 shows two transverse views of the CMS detector, with the conventional coor-
dinate system marked with green arrows. The polar angles θ and ϕ, defined with respect
to the particle direction, are also shown.

The transverse momentum p⃗T is defined as the momentum of a particle in the trans-
verse (x− y) plane. Its magnitude is given by:
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Figure 2.2: Schematic view of the CMS detector, showing the location of its various
subdetectors. A person is shown in black for scale. Picture taken from Ref. [107].

Figure 2.3: Schematic description of the geometry and coordinate system at the CMS
experiment. The z-axis corresponds to the beam axis, the y axis is vertical and pointing
upwards, and the x axis is horizontal, perpendicular to the beam and pointing towards
the centre of the LHC. Adapted from Ref. [108].
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pT =
√
p2x + p2y (2.1)

The pT sum of all particles, including those escaping the detector without interaction,
should be equal to zero. This is because the beams do not travel in the transverse plane.
Therefore, a measured value that differs from zero is generally attributed to the presence
of undetectable neutrinos in the event (or other unknown particles which would also be
undetectable). The missing transverse momentum p⃗miss

T is defined as the negative vector
sum of the transverse momenta of all measured particles. Its magnitude Emiss

T is commonly
used to reconstruct the neutrino momenta and/or search for new ”invisible” particles.

Apart from the energy and momentum observables, it is useful to take advantage of
the angular information provided by the detectors. The pseudorapidity, η, defined as
− ln [tan (θ/2)], is typically used to quantify how ”centrally” a particle is produced. It
ranges from 0 (for θ = 90◦, a particle aligned with the transverse plane) to infinity (for a
particle with θ = 0◦).

An alternative variable to the pseudorapidity is the rapidity, y, calculated as

y ≡ 1

2
ln

(
E + pz
E − pz

)
. (2.2)

In the relativistic limit, where the momentum of the particle is much larger than its
mass (E ≈ |p⃗|), η and y become approximately the same.

The angular separation between two particles is defined as the sum of the squared
differences of their η and the angle ϕ. This is called ∆R, and defined as:

∆R ≡
√

(∆η)2 + (∆ϕ)2 . (2.3)

2.2.2 The solenoid

The strong magnetic field surrounding the CMS IP is used to measure the electric charge
and momenta of charged particles that originate in the collisions. Due to the Lorentz
force F⃗L = q(v⃗ × B⃗), charged particles are bent in the presence of a magnetic field. The
direction of bending depends on the electric charge. The curvature radius indicates the
magnitude of pT. The solenoidal magnet of CMS has a length of 12.5 m and a diameter of
6.3 m, making it the largest device of this kind ever built. It is composed of four layers of
niobium-titanium alloy and provides a magnetic field of 3.8 T, mostly uniform inside the
solenoid. Inside the solenoid, the tracker and calorimeter systems are hosted. Similarly to
the LHC dipoles, the niobium-titanium layers are cooled by a cryostat system operating
with liquid helium at 4.7 K.

The steel return yoke is responsible for the return of the magnetic flux. It is composed
of five barrel wheels and six endcap disks, weighing in total 10000 tonnes and accounting
for most of the weight of the experiment. Apart from returning the magnetic flux, they
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provide the mechanical structure for housing the muon detectors. They also act as a filter
for these same detectors, i.e., by absorbing hadronic particles which may not be absorbed
in the calorimeters, they ensure cleaner muon signals in the muon chambers.

2.2.3 The silicon tracker

The CMS tracker is the innermost sub-detector of CMS, immediately surrounding the
IP. It is responsible for the precise determination of the trajectory of charged particles
originating from the collision. Due to its location close to the IP, it has to withstand a very
intense particle flux. The requirements on granularity and radiation hardness lead to the
choice of silicon-based technologies. The tracker is composed of two main sub-detectors:
the Pixel Tracker and the Silicon Strip Tracker, which together provide full coverage up
to |η| = 2.5. Figure 2.4 shows a schematic cross section of the tracker, where the Pixel
Tracker is shaded in red in the centre, and the remaining parts constitute the Silicon Strip
Tracker.

Figure 2.4: Schematic cross section of the CMS tracker. The lines represent the detector
modules. Image adapted from Ref. [109].

The Pixel Tracker is the inner part of the tracker and is designed to provide precise
measurements of charged particle trajectories and collision vertices. When it was built, it
consisted of three cylindrical barrel layers and two endcap disks. Then, in 2016/2017, an
upgrade took place and four barrel layers and three endcap disks were installed, to provide
hit coverage up to an absolute value of |η| of 2.5 [110]. The layers/disks are made up of
pixel modules, each containing one or more pixel sensors, which are 100 × 150µm in size
and 285µm thick. The sensors are made of high-purity silicon and have a high spatial
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resolution, providing precise measurements of the position of charged particles passing
through them. The total active area of the Pixel Tracker is approximately 1 m2, and it
contains about 66 million pixels.

The Silicon Strip Tracker is the outer part of the tracker and is designed to further
measure the momenta of the charged particles and to provide information for particle
identification. It is divided into the inner barrel part (TIB), the inner disks (TID), the
outer barrel (TOB), and the outer endcaps (TEC), as shown in the figure. The TIB
and TOB systems are composed, respectively, of four and six concentric layers. The TID
system has three disk structures on each side, each divided into three concentric rings,
while the TEC is made of nine disk structures on each side, each made of four to seven
rings. Each of these structures contains the tracker modules, which are composed of
silicon strip sensors, 10 cm long and with a thickness of 320µm. The sensors have a lower
spatial resolution than the pixel sensors, but cover a much larger area, thus providing
crucial complementary information. The Silicon Strip Tracker has a total active area of
about 200 m2 and contains about 15 million silicon strips. The strips are read out by
electronics located at the end of each module, and the data are sent to the CMS data
acquisition system for processing and analysis.

Together, the Pixel Tracker and Silicon Strip Tracker provide precise measurements
of charged particle trajectories, momenta, and electric charge. The tracker is a crucial
component of the CMS detector, and its high precision and reliability are essential for the
success of the experiment.

2.2.4 The calorimeters

The calorimeters are located immediately after the tracker and are designed to precisely
measure the energy of particles. While the electromagnetic calorimeter (ECAL) targets
mainly electrons and photons, the hadron calorimeter (HCAL) aims to measure the energy
of hadrons. Both calorimeters have a compact design so they could be installed inside the
magnet structure.

Electromagnetic calorimeter

One of the physics goals of the CMS experiment, at the time of its design, was to search for
the Higgs boson in its decays to two photons or two Z bosons. That goal was eventually
achieved and led to the discovery of this particle [27]. A key reason for this success was
the excellent photon and electron energy resolution provided by the ECAL. The ECAL
detector is composed of a barrel (EB) structure and two endcaps (EE), each with a single
layer of homogeneously distributed lead tungstate (PbWO4) crystals. The crystals in
the EB are organised in 36 supermodules, each with 1700 crystals, covering the region
|η| < 1.48. In the EE, there are 4 ”Dee” structures, each with 5382 crystals [111], covering
the region 1.48 < |η| < 2.0. One of the supermodules is indicated in figure 2.5 in orange
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(and the crystals are represented in pink for another supermodule), while the crystals in
the ”Dees” are coloured in blue.

Figure 2.5: Scheme of the ECAL, highlighting its different components. The preshower
detectors are coloured in light green. One of the supermodules that compose the barrel
section is coloured in orange, while another one is shown without its cover so that the
crystals, highlighted in pink, are visible. Finally, the crystals in the endcap ”Dees” are
shown in blue. Image adapted from Ref. [111].

In front of the endcaps, the preshower (ES) detector is installed, shown in light green in
the figure. It contains 2 mm-long silicon strips, providing an improved spatial resolution
in the region 1.65 < |η| < 2.6. This is particularly important to improve the identification
efficiency of low energy photons originating from decays of π0 mesons.

The PbWO4 crystals act simultaneously as absorbers and scintillators: when parti-
cles hit the ECAL, they interact with the material of the crystal and lose energy via
bremsstrahlung. The emitted photons convert into electron and positron pairs, which
in turn emit new photons. Those photons can undergo further conversion, continuing
the chain. This process creates an electromagnetic shower. In the shower, electrons and
photons lose almost all their energy (approximately 98% of the energy of electrons and
photons below 1 TeV is absorbed). The ECAL has a length of approximately 1 nuclear
interaction length (λI), therefore hadrons also lose a fraction of their energy in the ECAL.

Particles in the electromagnetic shower excite the atoms of the crystals, which subse-
quently relax by emitting an amount of blue light proportional to the deposited energy.
This light is amplified by photomultipliers and collected in photodetectors, i.e., avalanche
photodiodes in the EB and vacuum phototriodes in the EE.

The choice for PbWO4 crystals is due to their short radiation length (X0 = 0.89 cm),
low Molière radius (2.2 cm), quick scintillation response (80% of all the light is emitted
within the 25 ns between two collisions), and radiation hardness.
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Hadron calorimeter

The HCAL measures the energy of particles interacting mainly via the strong force. For
neutral hadrons, it is the only subdetector that ”sees” them, as they do not leave tracks
in the tracker and do not deposit a significant fraction of their energy in the ECAL. For
charged hadrons, the information from the HCAL complements the measurement from
the tracker.

The HCAL is located outside the tracker and the ECAL and consists of four main
parts: the hadron barrel (HB), the endcaps (HE), the outer subdetector (HO) and the
forward calorimeter (HF). The layout of the HCAL is sketched in figure 2.6.

Figure 2.6: Layout of the HCAL, highlighting its different components. Image taken from
Ref. [109].

The HB is divided into 36 azimuthal wedges and has a thickness of 5.8λI . The HE
are composed of two sections: inner and outer endcaps. The inner endcaps cover the
range 1.3 < |η| < 3.0, while the outer endcaps cover the region 3.0 < |η| < 5.0. They are
composed of 14 disks and have a thickness of 10λI . Both HB and HE are made of brass
absorber plates interleaved with plastic scintillator tiles.

The HO is located outside of the solenoidal magnet, extending the depth of the
calorimeters to about 12λI . It is composed of scintillators interleaved with the steel
absorber plates of the magnet return yoke, and is designed to provide a complementary
measurement of hadrons that escape the HCAL.

The HF is located at the very forward regions of the CMS detector, covering the region
2.9 < |η| < 5.2, and is designed to measure the energy of hadrons produced at very small
angles with respect to the beam axis. This region is especially challenging due to the
high particle fluxes. Hence, the HF design requires very high radiation hardness. It is
composed of steel absorber plates and a Cherenkov technology using quartz fibres placed
behind plates of steel and borated polyethylene neutron shielding.
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2.2.5 The muon chambers

Detecting muons with high precision was one of the core design specifications of the CMS
detector, hence the name. One of the motivations was the search for the Higgs boson in
its decay to two Z bosons that in turn decay to four muons. This was indeed one of the
decay modes used for the discovery. In general, muons provide a very clear signature and
are present in many interesting SM processes. Furthermore, they have a relatively long
lifetime (2.2µs [21]) and penetrate through the tracker, calorimeters, and solenoid, losing
only a small fraction of their energy.

The muon chambers are the outermost subdetectors of CMS, located outside of the
solenoidal magnet. The muon system is composed of three types of detectors: drift tubes
(DTs), cathode strip chambers (CSCs), and resistive plate chambers (RPCs). A sketch
of the layout of the muon chambers is shown in figure 2.7.

Figure 2.7: Layout of the CMS subdetectors as a function of the z and r axes. The muon
systems are highlighted in different colours and the location of the DTs, CSCs and RPS
is shown. Image taken from Ref. [112].

The DTs are used to detect muons in the barrel region of CMS, where the magnetic
field is uniform and parallel to the beam axis. They consist of thin aluminium tubes filled
with a gas mixture of argon and carbon dioxide, with a central tungsten wire running
through the centre of each tube. When a muon passes through a DT, it ionises the gas,
creating a trail of electrons that drift towards the wire. The resulting electrical signal
is then read out by electronics at either end of the tube, determining the position of
the muon. Additionally, from the curvature of the trajectory, the muon momentum is
measured.

The CSCs, on the other hand, are used to detect muons in the endcap regions of
CMS, where the magnetic field is stronger and non-uniform. They consist of arrays of
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cathode strips crossed by arrays of anode wires, all contained within gas-tight chambers.
When a muon passes through a CSC, it ionises the gas, creating a cloud of electrons
and positively charged ions. The electric field in the chamber causes the electrons to
drift towards the anode wires, while the positively charged ions drift towards the cathode
strips. The resulting signals from the anode wires and cathode strips are then combined
to give 3D measurements of the muon positions.

Finally, the RPCs are used to provide fast timing information for muons passing
through the detector, both in the barrel and in the endcaps. They consist of two parallel
plates made of a high-resistivity material, with a thin layer of gas in between. When a
muon passes through the RPC, it ionises the gas, creating a large number of electron-ion
pairs that produce an electrical signal. This signal can be read extremely fast (order of
a few nanoseconds) and therefore the RPCs are used to trigger the readout of the other
muon detectors.

2.2.6 The Precision Proton Spectrometer

The PPS is a detector which was built at the LHC as a joint project between the CMS and
TOTEM (TOTal cross section, Elastic scattering and diffraction dissociation Measure-
ment at the LHC) collaborations [113]. It has been integrated with the CMS experiment
for Run 2 and operated during the full Run with 13 TeV proton-proton collisions. It is
currently running with an upgraded setup, recording collisions at a centre-of-mass energy
of 13.6 TeV.

The PPS is designed to measure the trajectory of protons that have left the collisions
intact and lost a small fraction of their momentum. Thus, it is used to measure protons
involved in CEP processes. These protons remain inside the beam pipe, displaced from
the central beam orbit, and can be measured using detectors inserted in ”Roman Pots”
(RPs), which are movable beam pipe insertions that can approach the LHC beam up to
a few mm (∼ 15σ in standard runs). The RPs are located at 200-210 m from the IP 5,
along the beamline in the LHC sector between the interaction points 5 and 6, referred to
as sector 56, as well as between the interaction points 4 and 5, in sector 45. A scheme of
one of the arms, from sector 56, is shown in figure 2.8.

Each arm consists of two RPs equipped with silicon tracking detectors and one RP
instrumented with timing detectors. The tracking detectors are silicon devices that mea-
sure the transverse displacement of the protons with respect to the beam. A drawing of a
tracking station is shown in figure 2.9. The two vertical pots are used only for alignment
and the horizontal one for measurements in standard LHC runs. The tracking RP closer
to the IP5 is referred to as “near”, the other as “far”. The timing detectors are used to
measure the proton’s time-of-flight. Timing stations have only one horizontal pot, and
the alignment is done by propagating tracks from the tracking stations.

In 2016, each RP from the tracking stations contained 10 silicon strip sensor planes,
positioned half at a +45◦ angle and half at a -45◦ angle with respect to the bottom of



2.2. THE COMPACT MUON SOLENOID 45

203.827 m

Q1 Q2 Q3 DFBX D1(6×MBXW) TAN TCL4 TCL5

Q4 Q5 Q6D2

210 near

Roman Pots

210 fa
r

220 near

tim
ing R

P

220 fa
r

TCL6TAS

212.55 m

CMS central detector

LHC
sector 45

LHC sector 56

215.078 m
215.71 m

219.55 m

beam 2

beam 1

(not to scale...)(not to scale)

Figure 2.8: Scheme of one arm of CMS, showing the direction of the incoming and outgoing
beams (red and blue arrows) and the approximate position of the RP stations. Stations
labelled ”near” are equipped with silicon strips, while those labelled ”far” have pixel
detectors (in 2017).

the RP. However, these sensors were not capable of identifying multiple proton tracks in
the same event, nor sustaining the large radiation doses, and therefore were gradually
replaced. In 2017, the silicon strips from one of the RP stations per arm were replaced
with 3D silicon pixel sensors. The choice for 3D pixel detectors was made for their high
resistance to the large irradiation flux (∼ 3×1015 neq/cm2) that the detectors are exposed
to for being so close to the beam [114], and to allow multiple proton reconstruction per
event. In 2018, the strips from the other station were replaced and all tracking RPs
became equipped with pixel sensors. The timing station hosts four single- and double-
sided single-crystal chemical vapour deposition (scCVD) diamond sensor planes (time
resolution ∼ 80 ps). In 2017, one of the four planes consisted of an Ultra Fast Silicon
Detector (time resolution ∼ 30 ps). Timing information is not used for the work of this
thesis, since the timing detectors were only fully operational for a small period in 2017.

Figure 2.9: Drawing of a tracking RP station, from Ref. [115].
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2.3 Data reconstruction at CMS

2.3.1 Trigger system and data recording

Events of interest are selected by CMS using a two-tiered trigger system. The first level,
L1, composed of custom hardware processors, uses information from the calorimeters and
muon detectors to select events at a rate of around 100 kHz [116]. The second level,
known as the high-level trigger (HLT), consists of a farm of processors running a version
of the full event reconstruction software optimised for fast processing, and reduces the
event rate to around 1 kHz before data storage [117]. This corresponds to a data stream
of 1 GB/s, which is permanently stored for later offline reconstruction. The ”raw” data is
stored at CERN, in the so-called Tier-0 computing centre. There, the raw data is grouped
into primary datasets according to HLT information. These datasets are also stored in
magnetic tapes. Then, still in Tier-0, a reconstruction of the data is performed where
the detector information is converted into physics objects. The reconstructed data is
distributed to the Tier-1 centres, which are large centres in CMS collaborating countries
(large national labs). In these centres, the data is further calibrated and skimmed into files
that can be used for physics analyses, Analysis Object Data (AOD), and its more skimmed
versions, miniAOD and nanoAOD. These files are redistributed to a large set of smaller
Tier-2 centres (”local” centres at universities/institutes). Files from all the different Tier-
2 centres can be used in a grid-based system for analysis all over the world. The Tier-2
is also where the Monte-Carlo simulated samples that are used by the collaboration are
stored [118].

2.3.2 Object and event reconstruction

For each event recorded at the CMS experiment, the energy deposits in the different
detector layers are combined in an attempt to identify and reconstruct, as accurately as
possible, all the particles that were produced. Deposits in the silicon tracker are used to
reconstruct the curved trajectory of charged particles, such as electrons or muons. Their
electric charge and momentum can be inferred from the direction and radius of curvature
of the particle trajectory. These tracks are extrapolated to a crossing point, which is
identified as the exact collision point, or primary vertex (PV). Most particles will then
deposit their energy in the calorimeters. Energy deposits in the ECAL crystal clusters
and in the HCAL towers are used to reconstruct the initial energy and direction of the
particles. Muons typically do not deposit a large fraction of energy in the calorimeters and
leave the detector passing through the muon chambers. Hits in these chambers, combined
with information from the tracker, are used to reconstruct muons. In general, tracker,
calorimeter and muon chamber information are combined to identify all particles produced
in an event, using an algorithm called Particle Flow (PF) [119]. This algorithm starts
by identifying muon candidates, as described below, and after that reconstructs electron,
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photon and hadronic jet candidates, in this order. Finally, the negative p⃗T sum of all PF
candidates is computed and constitutes the missing transverse momentum, p⃗miss

T . A brief
description of the reconstruction techniques used for each type of particle is provided in
the following.

Tracks and primary vertices

Hits in the tracker are first combined to form tracks. An algorithm called Combinatorial
Tracker Finder is applied to the hit patterns measured in the pixel and strip trackers.
Building individual particle tracks out of the hit patterns is a non-trivial exercise, given
the large track density close to the IP. Figure 2.10 shows the reconstructed tracks in a
typical bunch crossing, for data collected in 2016. After the track reconstruction, each
track has to be associated with the corresponding PV. Tracks are extrapolated towards
the z-axis and their intersection point in the vicinity of the beamline is used to identify the
vertex of interaction. This is done using the deterministic annealing algorithm [120], which
was developed to solve statistical mechanics problems with a large number of degrees of
freedom. This algorithm results in the identification of PVs with a resolution of about
20µm, and an efficiency close to 100% [121]. For physics analyses, only the PV with the
largest energy transfer is used. It is typically chosen at a later stage of the reconstruction
as the one with the highest sum of p2T of all the associated physics objects, reconstructed
with PF. All other PVs are not considered for physics analyses, and the corresponding
interactions are referred to as pileup (PU).

Figure 2.10: Reconstructed tracks in the CMS tracker, in a single bunch crossing during
the 2016 data-taking period [122]. The interaction vertices associated with these tracks
are shown in orange.
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Particle reconstruction

Muons The muon reconstruction in CMS is performed using two main algorithms [112].
The first one is known as Global muon, and the second as Tracker muon. For a Global
muon reconstruction, signals from the DTs and CSCs are first reconstructed to determine
the muon hit positions and timing information. The hits from the different segments
are combined in a fit, and the result is a so-called standalone muon. Standalone muons
are matched with tracks from the tracker. When a match is found, the best trajectory
is determined through a fit to the tracks and the segments in the muons detectors, and
from that fit the muon pT is precisely computed. The algorithm also takes into account
the curvature of the muons induced by the magnetic field and the energy losses in the
calorimeters. The Global muon reconstruction provides a pT resolution of about 1%, for
muons with pT < 100 GeV [112]. Tracker muon reconstruction proceeds the other way
around, i.e., it relies first on information from the tracker. Tracks in the inner tracker
with sufficiently high pT are selected. Then, they are extrapolated to the muon chambers
and matched to the hits there. If a match is found, then a Tracker muon is reconstructed.
Considering both algorithms, the efficiency for reconstructing a muon that is produced
within the acceptance of the muon system is about 99%, for the LHC Run 2 data.

Electrons and photons During the LHC Run 2, electrons and photons in CMS are
reconstructed using similar procedures [123]. Electrons typically produce hits in the silicon
tracker and energy deposits in the ECAL. Photons also produce energy deposits in the
ECAL, but no hits in the tracker. The same happens for neutral hadrons, which have
an identical signature to photons. Before reaching the ECAL, electrons may interact
with the tracker material, emitting bremsstrahlung photons, and photons may convert
into electron-positron pairs. Therefore, when electrons reach the ECAL, a wide shower is
produced, coming from multiple electrons and photons instead of from a single particle.
For photons, on the other hand, a more collimated shower is expected. The energy
reconstruction starts with the formation of clusters by grouping together consecutive
ECAL crystals with energies above a predefined threshold. The seed cluster is then
defined as the cluster containing the most energy in a given region. ECAL clusters within
a certain area around the seed cluster define a supercluster (SC). The SC is defined in
order to group together electrons and photons from bremsstrahlung and conversion, and
recover the total energy of the initial object. In parallel, all tracks in the event are tested
for compatibility with an electron trajectory hypothesis. Those which are compatible are
matched with the SC positions based on the Gaussian sum filter (GSF) algorithm [124].
Tracks matching an SC position become electron candidates. All reconstructed SCs are
photon candidates. Further identification techniques are then used to distinguish between
the two types of particles, and from neutral hadrons, as will be described in section 3.3.1.
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Jets In the CMS experiment, PF particles are combined to form jet candidates, using
the anti-kT jet clustering algorithm [125]. This is a commonly used clustering algorithm,
and it considers the distances between particles, as well as their pT, such that the highest-
pT particles are combined with nearby low-pT particles into a jet. The jet momentum is
computed by performing the vector sum of the momenta of the PF candidates that are
clustered into the jet. To mitigate the effect of PU, charged PF candidates not originating
from the PV are removed before the clustering.

Heavy flavour jets Jets originating from gluons, u, d, or s quarks are called light-
flavour jets, while those originating from b or c quarks are known as heavy flavour.
Identifying jets coming from b quarks (called b jets) is indispensable for top quark anal-
yses, as the top quark decays almost exclusively into a b quark and a W boson. The b
quarks hadronise immediately forming b hadrons. These hadrons have a relatively long
lifetime, and after being produced travel a few mm in the tracker before decaying. This
originates a secondary vertex, which is reconstructed from the tracks of the charged decay
products, and used to identify b jets. Additionally, it is common for leptons, in particular
muons, to be present in the b hadron decay chain. These features and others are combined
into machine-learning-based classifiers, such as DeepCSV and DeepJet, mentioned in
sections 4.4 and 3.3. These classifiers are designed specifically to distinguish b jets from
c and light-flavour jets.

2.3.3 Intact proton reconstruction

In the PPS tracking detectors, we measure the positions (x, y) and angles with respect to
the beam axis (θx, θy) of protons that left the IP intact. These positions can be translated

into a proton kinematics vector d = (x, θx, y, θy, ξ)
T . The proton kinematics at a given

distance s from the IP relates to the proton kinematics at the IP, d∗, via the transport
equation:

d(s) = T (s, ξ) · d∗ (2.4)

where ξ is the fraction of momentum lost by the protons:

ξ =
∆p

p
, (2.5)

with p being the nominal proton momentum (before the collision) and ∆p being the
momentum lost upon the collision. The transport matrix T encodes the LHC optics:
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T (s, ξ) =


vx Lx m13 m14 Dx
dvx
ds

dLx

ds
m23 m24

dDx

ds

m31 m32 vy Ly Dy

m41 m42
dvy
ds

dLy

ds

dDy

ds

0 0 0 0 1

 . (2.6)

The terms vx, Lx, Dx, and mi,j and their counterparts in the y direction are the so-
called optical functions and are described in detail in Ref. [40]. They depend on several
machine parameters, the most important of which is β∗, a value related to the transverse
size of the particle beam at IP5. In normal physics conditions during Run 2, the LHC
ran with β∗ values between 0.2 − 0.4 m. From equation 2.4, we can write the position
coordinates x, y of the proton in the RPs as

x = x0 + vx · x∗ + Lx · θ∗x +m13 · y ∗ +m14 · θ∗y +Dx · ξ (2.7)

y = y0 +m31 · x ∗ +m32 · θ∗x + vy · y∗ + Ly · θ∗y +Dy · ξ (2.8)

A number of assumptions are necessary to extract the approximate proton kinematics
from these equations. Namely, we assume that the terms mi,j are approximately 0 and
can be ignored [40]. Furthermore, the calibration of the optics is done such that the beams
are at x0 = 0, y0 = 0. Applying all this, equations 2.7 and 2.8 become simply:

x ≈ vx · x∗ + Lx · θ∗x +Dx · ξ (2.9)

y ≈ vy · y∗ + Ly · θ∗y +Dy · ξ (2.10)

Dx is the most important quantity to determine precisely. It is computed from the
measured proton tracks, and calibrated using events from CEP of µµ. Minimum bias RP
data is used to determine Dy. A software called MAD-X [126] that simulates the LHC
optics is used to estimate Lx and Ly as a function of ξ, Lx(ξ) and Ly(ξ). There are two
different methods to extract the value of ξ:

• singleRP: The contribution from the θx term, as well as other subleading terms,
is neglected, leading to ξ = x/Dx. Using the estimated value of ξ, θ∗y is computed
as θ∗y = y/Ly(ξ). Neglecting the subleading terms leads to a degraded resolution.
However, this method has the advantage that it is possible to reconstruct a proton
from a single RP track and other RP(s) don’t need to have a matching track. The
variables x∗, y∗ and θ∗x cannot be reconstructed and are set to zero, which is a
reasonable approximation in the low β∗ optics.
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• multiRP: This method aims to take advantage of the full spectrometer data. To
achieve this, a fit is performed to minimise the χ2, defined from the transport
equation as

χ2 =
∑
i:RPs

∑
q:x,y

[
diq − (T id∗)q

σi
q

]2
(2.11)

With 2 RPs per arm, this is a fit to 4 measurements (two RPs times two projections).
Therefore, only a maximum of 4 parameters can be extracted from the fit. To
overcome this issue, x∗ is set to 0, which is a good approximation in the low β∗

optics, and then values of (y∗, θ∗x, θ
∗
y, ξ) are extracted.

The difference in resolution as a function of ξ is shown in figure 2.11. As expected,
the simpler method singleRP yields a lower resolution and introduces a bias in the very
low and very high ξ regions. In the work of this thesis, the multiRP method is used.
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Figure 2.11: Comparison of bias, resolution and systematic uncertainties (2018 data,
sector 56) between the single and multiRP methods. From [40].

The acceptance of the detectors as a function of ξ is shown for both PPS arms for
the different years in figure 2.12, for the multiRP method. These plots use simulation,
but the acceptance is based on calibrations done using data. In these plots, one can see
the acceptance is different for both arms, from about 0.02 to 0.13 in arm 45 and 0.03 to
0.16 in arm 65, in the 2017 setup. This unintentional asymmetry is explained by the fact
that the dispersion of the LHC beams is not exactly the same for both beams. In fact,
the size of the asymmetry is smaller than the precision with which the LHC can control
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Figure 2.12: Efficiency of proton reconstruction with PPS, with the multiRP method, as
a function of the fractional momentum loss (ξ), for arm 45 (left) and arm 56 (right), in
Run 2 simulated data. From Ref. [40].

and measure the beams by adjusting the magnet currents. This is briefly discussed in
Ref. [40].

Figure 2.13 shows the total integrated luminosity recorded by the CMS experiment
when PPS was enabled, in the full Run 2. The total recorded luminosity is 111.14 fb−1.

2.4 Luminosity measurements

Luminosity is a key property of any particle collider, as it determines the number of events
that are produced. For a given process, the rate (dN0

dt
) at which events are produced is

proportional to its cross section and the instantaneous luminosity of the collider:

dN0

dt
= σ · L(t) . (2.12)

The cross section σ depends on the specific physics process and can be computed from
the underlying theory. In order to measure it experimentally from the observed number
of events N , the integrated luminosity L =

∫
L dt has to be known. In principle, L can

be calculated from the knowledge of the machine parameters. For an accelerator with
a revolution frequency ν, and two beams with N1 and N2 particles, distributed in the
transverse direction to the beam according to the 2D functions ρ1(x, y) and ρ2(x, y), we
can write the instantaneous luminosity of a single interacting bunch pair as:

Lb = νN1N2

∫∫
ρ1(x, y) · ρ2(x, y) dx dy = ν · N1N2

Aoverlap

, (2.13)
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Figure 2.13: Total integrated luminosity recorded by the CMS experiment when PPS was
enabled, in 2016-2018, from Ref. [127].

where Aoverlap is the overlapping area between the two beams. Following the assumption
that the beams can be described by two independent distributions in x and y, the above
formula can be factorised and rewritten as:

Lb ≈ νN1N2

∫
f1(x) · f2(x) dx

∫
g1(y) · g2(y) dy = ν · N1N2

2πΣxΣy

, (2.14)

where Σx and Σy are respectively the effective width and height of the beam overlap
region. In the ideal case of two beams with exactly equal Gaussian proton distributions,
this could be further simplified to Lb ≈ ν · N1N2

4πσxσy
, where σx and σy are the root mean

squared (RMS) widths of the Gaussian beams in x and y. In real colliders such as the
LHC, this is not always an accurate assumption: it is known that a correlation exists
between the beam distributions in the x and y directions, and that the beam profiles are
not strictly Gaussian.

Luminosity detectors, also referred to as luminometers, measure hits, tracks or clusters
from the collisions. The rate R = dN0

dt
measured by these detectors can be related to

the instantaneous luminosity through equation 2.12. The cross section in this case is
called ”visible cross section”, σvis, as it depends on the acceptance and efficiency of the
luminometer. The σvis cannot be computed from first principles and needs to be derived
from dedicated calibrations.
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Luminosity detectors at the CMS experiment

At the CMS experiment, two different kinds of luminometers exist: online devices that
provide luminosity in real time and bunch-by-bunch, and offline devices, where the lumi-
nosity is calculated a posteriori from the collected data. Online devices can also be used
for offline luminosity measurement and calibrations. Figure 2.14 shows schematically the
positions of the various luminometers in the CMS detector.

Figure 2.14: Schematic cross section through the CMS detector in the r-z plane [128].
The main luminometers in Run 2 are highlighted, showing the silicon pixel detector, PLT,
BCM1F, DTs, and HF. Solid lines represent distinct η values.

The pixel luminosity telescope (PLT) [129] is a stand-alone online luminometer. It
is a silicon pixel detector, located outside of the pixel endcaps, approximately 1.8 m
from the IP. The detector is arranged into 16 ”telescopes”, eight on each side, each com-
posed of three individual silicon sensor planes. The per-bunch instantaneous luminosity
is measured by registering ”triple coincidences”, i.e., events where all three planes in the
telescope register a hit, typically corresponding to a track from a particle originating at
the IP. The triple coincidence requirement provides a strong background suppression and
leads to good performance and stability.

Mounted on the same location as PLT is the fast beam conditions monitor (BCM1F)
[130], a detector that measures real-time beam background and per-bunch luminosity. In
Run 2, it was composed of silicon sensors as well as polycrystalline diamond sensors. For
Run 3, it has been upgraded with an active cooling loop and AC-coupled read out, and
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is now equipped solely with silicon sensors. The good time resolution of BCM1F helps to
separate between the hits from the collision products and hits from other sources.

The HF part of the hadronic calorimeter is exploited for both online and offline lu-
minosity measurements, using two different methods. The occupancy method (HFOC)
is based on computing, for each bunch crossing and each calorimeter tower, the number
of hits in each bunch crossing above a certain energy threshold. The transverse energy
method (HFET), on the other hand, relies on computing the sum of the energy deposited
in the calorimeter cells. The tracker can also be exploited to measure luminosity: the
method known as pixel cluster counting (PCC) is used to determine luminosity from the
average number of pixel clusters registering hits for one event.

The DT method for offline luminosity measurement relies on counting muon tracks
in muon DT stations. Muons are low-background physics objects in the detector. In
addition, the muon candidate rate has been observed to be linear with luminosity and
rather stable over time. However, the rate of muons in the DTs is significantly lower
than the rate for most other observables from other luminometers. Thus, there are not
enough muon tracks during the vdM scans described in the next section in order to derive a
calibration of σvis. As a consequence, the rate computed with the DT method is calibrated
to the PCC luminosity measurement, and is only used for the monitoring of stability and
linearity of the other luminometers.

The offline luminosity measurements from all the systems described above are com-
bined to get the best possible knowledge of the integrated luminosity and its uncertainty.

2.4.1 The vdM method

To measure luminosity at the CERN Intersecting Storage Ring (ISR), the world’s first
proton-proton collider, in 1968, Simon van der Meer proposed a method to estimate Σx

and Σy using beam separation scans [131]. In the van der Meer (vdM) method, the beams
are first moved away from their nominal positions, and subsequently scanned through each
other in steps, in both transverse directions. The luminometers record the event rate as
a function of beam separation, in x and y, and Σx and Σy are extracted from fits to the
data. This procedure is referred to as a vdM scan.

Equation 2.13, which describes the instantaneous luminosity for head-on collisions,
can be generalised to:

Lb(w, h) = N
∫∫

ρ1(x, y) · ρ2(x− w, y − h) dx dy (2.15)

≈ N
∫
f1(x) · f2(x− w) dx ·

∫
g1(y) · g2(y − h) dy ,

where N is a normalisation constant, and the weight w and height h are the separations
between the beams in the x and y directions. Integrating the measured rates as a function
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of the separation corresponds to integrating equation 2.15 in w and h. Technically this
integral should be done between −∞ and +∞, but in practice, it is sufficient to ensure
that the maximum separation in both directions is much larger than the beam widths -
at the LHC the beams are typically displaced by a distance about 5 times larger than the
beam widths. The leftmost and rightmost parts of figure 2.15 show schematically how
each of the beam axes are separated during a vdM scan at the LHC.

Figure 2.15: Relative change in the positions of beams 1 and 2 during the vdM scan
recorded by CMS in 2016 [132], in the horizontal (x) or vertical (y) directions, as a function
of the time elapsed from the beginning of the program. The first five grey vertical lines,
as well as the last three, delineate the vdM scans, while the remaining delineate other
types of scans, namely beam-imaging (BI) and length scale calibration (LSC) scans.

As shown in reference [131], Σx and Σy are then given by:

√
2πΣx =

∫∫
f1(x) · f2(x− w) dx dw∫

f1(x) · f2(x) dx
,

√
2πΣy =

∫∫
g1(y) · g2(y − h) dy dh∫

g1(y) · g2(y) dy
(2.16)

or

√
2πΣx =

∫
Lb(w, 0) dw

Lb(0, 0)
,

√
2πΣy =

∫
Lb(0, h) dh

Lb(0, 0)
(2.17)

In CMS, the values of Σx and Σy in the vdM scans are extracted by fitting a function
to the measured rates in the x and y scans. This function can be a single Gaussian (SG),
in the simplest case, for which Σx =

√
2σx and Σy =

√
2σy, or a more complex function,

such as a sum of two or more Gaussians with specific constraints on their widths and
mean values. From the values of Σx,y, the σvis is obtained simply as:

σvis = µvis

2πΣxΣy

N1N2

(2.18)
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In the formula above, µvis is the number of interactions per bunch and is given by the
rate at (0, 0). In CMS, it is computed by extracting the rate at the peak of the x and y

scans from the fits and computing the average,
peakx+peaky

2
. N1 and N2 can be accurately

measured by the LHC beam current transformers (DCBCT and FBCT).
An example vdM scan result is shown in figure 2.16, recorded with the PCC algorithm

described above. This vdM scan was recorded in 2016, and the data are fitted with
a double Gaussian (DG) function - the sum of two Gaussians with the same mean -
including a floating constant. The parameters extracted from the fit (Σx,y and peakx,y)
were used to calibrate the absolute luminosity in 2016.

Figure 2.16: Data from vdM scan recorded by CMS in 2016 [132]. Left: scan in the
horizontal direction, Right: scan in the vertical direction. The y-axis represents the
normalised rate of counts recorded using the PCC algorithm.

Uncertainties on the luminosity measurements

There are several uncertainties affecting the luminosity measurements. The ones that
had a larger effect in 2016 data are briefly summarised in the following. An important
source of uncertainty was the limited precision with which we measure the actual beam
positions, as they do not exactly correspond to the intended (nominal) beam positions.

Another main source of uncertainty has to do with the non-factorisation of the
beam profiles in x and y. As mentioned earlier, the assumption that the beam shapes
in the x and y planes are uncorrelated, and thus Aoverlap from equation 2.13 can be
factorised into two independent factors, is an approximation. Using a special type of
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scan, called beam imaging scans, where the beams are moved one at a time, it is possible
to get an estimate of the correlation between the x and y shapes of the beams, and
derive a correction for σvis with an associated uncertainty. This uncertainty propagates
to the measurement of the integrated luminosity. In the early days of my PhD project, I
contributed to the analysis of beam imaging scans recorded in 2015 and 2016, to derive
this uncertainty. That work is not described here but is published in Ref. [132].

The two beams consist of positively charged particles, and therefore they repel each
other as they approach. This causes the beam shapes to be slightly altered and is referred
to as beam-beam effects. Corrections are derived to account for this effect, and the
uncertainty on these corrections is also one of the leading sources of luminosity uncertainty.

Moreover, the luminosity in CMS is measured using several luminometers, as described
above. Combining the different results into one single luminosity measurement requires
taking into account the cross detector consistency, and results in a further uncertainty.
There are several other effects which have a smaller contribution to the uncertainty and
are described in detail in Ref. [132].

2.4.2 Analysis of emittance scans

At the LHC, there is typically one vdM scan campaign per data-taking year. This means
that, for a few days, a series of vdM scans are performed along with other types of scans
such as beam imaging scans and length scale calibration scans [132].

The results from the vdM scan campaign are used to calibrate the absolute luminosity
for the year. However, since the campaign happens at one single point during the year,
the calibrations do not reflect possible changes in the detector conditions as a function of
time and the LHC settings. Such variations include radiation damages in the detectors
and non-linear behaviour as a function of the instantaneous luminosity. In order to keep
track of such changes and possibly correct for such effects, on request of CMS, the LHC
started to perform emittance scans in 2017.

Emittance scans are short vdM-type scans which take place at the LHC at the begin-
ning of every fill and at the end of most of the fills. They are performed with a smaller
number of steps, ∼10, and the maximum separation between the beams is smaller, i.e.,
about 3 standard deviations of the beam width, instead of 5. The smaller number of
steps allows the scans to be performed in approximately five minutes, unlike a standard
vdM scan that can last around 30 minutes. An example emittance scan collected in 2017
using the HFOC luminometer is shown in figure 2.17, for one bunch crossing. The data
are shown after a background subtraction procedure, as well as some corrections for the
so-called beam-beam effects, i.e., displacement of each beam from its nominal position
due to interactions between the two beams.

The rates collected by all the luminometers in each emittance scan, in the x and y
planes, for all bunch crossings, are fitted using both SG and DG functions, and the fits
with the lowest χ2 are selected. A value of σvis is extracted from the selected fits for each
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Figure 2.17: Emittance scan recorded by CMS in 2017, for one bunch crossing, in the x
and y planes. The data were recorded with the HFOC luminometer, and fitted with a SG
function. The y axis shows the normalised rate recorded by the luminometer, and the y
axis the separation between the beams.
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bunch crossing, and the average σvis for all bunch crossings is used to perform a stability
analysis. We analyse how the average σvis varies with time (or equivalently, with the
integrated luminosity) for each luminometer. Variations, if significant, are modelled with
a linear function where the slope is used to correct luminosity measurements. As part of
the work of this thesis, a stability analysis of the data-taking periods of 2017 and 2018
was performed and is presented in the following.

Stability analysis during Run 2

For the stability analysis, only emittance scans performed at the beginning of each fill
are used; those performed at the end of the fills are excluded. In this way, only the
time-stability effects are assessed, and not a possible dependence on the instantaneous
luminosity, since at the end of the fill the instantaneous luminosity values are typically
lower than at the beginning. The dependence of σvis on the instantaneous luminosity is
evaluated separately, in so-called linearity analyses which are beyond the scope of this
thesis.

For each fill in 2017 and 2018, the average σvis is divided by a reference σvis, which
is the one computed using the scans from the vdM campaign of the corresponding year.
Figure 2.18 shows the resulting values as a function of the integrated luminosity of Run 2,
for 2018. The points in red (blue) correspond to scans before (after) the vdM campaign.
Each group of points is fitted with a straight line, and the slope is extracted. These lines
are parameterised as y = a(x − LvdM) + b, where a is the slope, b is the value of σvis at
the time of the vdM scan and LvdM is the integrated luminosity collected up to the time
of the vdM scan, counting from the start of Run 2. For 2018 data, this corresponds to an
integrated luminosity of 114 fb−1. This parameterisation is chosen so that the corrections
are derived relative to the vdM calibration.

If the slope is not compatible with zero within the fit uncertainties, the slope value is
used to correct the data. These corrections, for 2018, are summarised in table 2.1 and and
are available to be applied to the luminometer data to obtain improved offline luminosity
calibrations.

The corrections are applied for each scan by changing the value of σvis to σcorrected
vis =

σvis + a(L − LvdM), where L is the integrated luminosity collected up to the time of the
scan being corrected. An improvement of up to 3% can be achieved in the values of σvis
for some fills, by applying these corrections.

Figure 2.19 shows the average σvis dependence on the integrated luminosity for 2017.
The BCM1F detector is not included in this figure since in 2017 it was not always operating
reliably [133]. In this year, three different periods are considered, represented by the red,
blue and green points. They do not correspond to the vdM scan time, which took place
at approximately 50 fb−1, but to three different data-taking conditions, as a consequence
of two technical stops of the LHC where the detectors were modified.

The luminosity was found to be quite stable in 2017, i.e., all slopes were compatible



2.4. LUMINOSITY MEASUREMENTS 61

90 100 110 120 130 140 150 160
Integrated luminosity [fb-1]

0.80

0.85

0.90

0.95

1.00

1.05

1.10

1.15

1.20

v
is
/

re
f

y=(-1.66x10-3)*(x-114)+0.98

y=(-1.10x10-3)*(x-114)+1.01

Private work (CMS data) 2018 (13 TeV)

BCM1F Fills int. lumi<114

Fills int lumi>114

VdM fill

90 100 110 120 130 140 150 160
0.900

0.925

0.950

0.975

1.000

1.025

1.050

1.075

1.100

v
is
/

re
f

2018 (13 TeV)

PLT Fills int lumi<114

Fills int lumi>114

VdM fill

Private work (CMS data)

y=(-1.58x10-3 )*(x-114)+0.96

y=(-0.45x10-3 )*(x-114)+0.97

Integrated luminosity [fb-1 ]

90 100 110 120 130 140 150 160
Integrated luminosity

0.900

0.925

0.950

0.975

1.000

1.025

1.050

1.075

1.100

v
is
/

re
f

2018 (13 TeV)

HFET Fills int lumi<114

Fills int lumi>114

VdM fill

Private work (CMS data)

y=(-0.38x10-3)*(x-114)+1.01

y=(-0.54x10-3)*(x-114)+1.00

90 100 110 120 130 140 150 160
0.900

0.925

0.950

0.975

1.000

1.025

1.050

1.075

1.100

v
is
/

re
f

2018 (13 TeV)

HFOC Fills int lumi<114

Fills int lumi>114

VdM fill

Private work (CMS data)

y=(-0.35x10-3 )*(x-114)+1.01

y=(-0.27x10-3 )*(x-114)+1.00

Integrated luminosity [fb-1 ]

Figure 2.18: Results of the stability analysis from emittance scan data recorded with
BCM1F (upper left), PLT (upper right), HFET (lower left) and HFOC (lower right), in
2018. The average σvis divided by the reference σvis from the vdM scan fill (points in
black) is shown on the y axis. The x axis shows the integrated luminosity of Run 2 at
which the scans were recorded. The red (blue) points represent scans recorded before
(after) the vdM fill.
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2018 before vdM (×10−3) 2018 after vdM (×10−3)

BCM1F −1.6 ± 0.3 −1.1 ± 0.1
PLT −1.6 ± 0.3 −0.4 ± 0.2
HFET −0.4 ± 0.2 −0.5 ± 0.1
HFOC −0.4 ± 0.2 −0.3 ± 0.1

Table 2.1: Non-stability slopes for different luminometers in 2018, to be applied as cor-
rections to the measured luminosity.

with zero within uncertainties and no correction was required. These results will be
included in an upcoming publication about the integrated luminosity of 2017 and 2018.



2.4. LUMINOSITY MEASUREMENTS 63

40 50 60 70 80 90
0.900

0.925

0.950

0.975

1.000

1.025

1.050

1.075

1.100

v
is
/

0
2017 (13 TeV)

PLT Fills int lumi<60

Fills 60<int lumi<70

Fills int lumi>70

VdM fill

Private work CMS data)(

(-1.82x10-4)*(x-50)+1.01
(-6.26x10-4)*(x-50)+1.03

(-3.31x10-4)*(x-50)+1.01

Integrated luminosity [fb-1 ]

40 50 60 70 80 90
Integrated luminosity [fb-1]

0.900

0.925

0.950

0.975

1.000

1.025

1.050

1.075

1.100

v
is
/

0

2017 (13 TeV)

HFET Fills int lumi<60

Fills 60<int lumi<70

Fills int lumi>70

VdM fill

Private work CMS data)(

(-2.32x10-3)*(x-50)+1.01
(-3.74x10-4)*(x-50)+1.01

(-4.27x10-4)*(x-50)+1.01

40 50 60 70 80 90
0.900

0.925

0.950

0.975

1.000

1.025

1.050

1.075

1.100

v
is
/

0

2017 (13 TeV)

HFOC Fills int lumi<60

Fills 60<int lumi<70

Fills int lumi>70

VdM fill

Private work CMS data)(

(-6.16x10-4)*(x-50)+1.01
(-1.32x10-4)*(x-50)+1.01

(-3.28x10-4)*(x-50)+1.01

Integrated luminosity [fb-1 ]

Figure 2.19: Results of the stability analysis from emittance scan data recorded with PLT
(upper), HFET (lower left) and HFOC (lower right), in 2017. The average σvis divided
by the reference σvis from the vdM scan fill (points in black) is shown on the y axis. The
x axis shows the integrated luminosity of Run 2 at which the scans were recorded. The
red, blue and green points represent scans recorded in different periods, before and after
the two technical stops of the LHC in 2017.
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Online calibration in the Run 3 commissioning period

Before the beginning of Run 3 in 2022, a so-called commissioning period took place,
where test runs were performed to calibrate and assess the performance of all detectors
after the upgrades that took place between 2018 and 2022. Moreover, the centre-of-mass
energy was increased from 13 to 13.6 TeV. The online instantaneous luminosity in CMS
is determined from the online luminometer rates, based on a reference σvis. Since the
value of σvis depends on the centre-of-mass energy, a re-calibration of the reference σvis
was needed before the start of the Run. This was first done using emittance scans in May
and June 2022 and then improved at the beginning of the physics data taking in October.
As part of the work of this thesis, these emittance scans were analysed and the average
values of σvis were computed and then used for the online luminosity calibration.

Figure 2.20 shows an example of such a scan recorded by the BCM1F detector in one
of those runs. The data are fitted with a DG function, and it is clear from observing
the individual Gaussian components that a SG could not accurately describe the beam
overlap area. In the y plane, even the DG function does an imperfect job at describing
the data, as can be seen from the value of the χ2 of the fit, shown in the top right corner
of the figure.
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Figure 2.20: Emittance scan recorded by CMS in 2022, at the beginning of Run 3. Data
were recorded with the BCM1F luminometer, for one bunch crossing, in the x and y
planes. The data are fitted with a DG function. The red and green lines represent the
individual Gaussian components, and the black line their sum.
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We have observed that in Run 3 the beam shapes are consistently less Gaussian when
compared to Run 2, and more complex functions have been necessary to accurately de-
scribe the beams. One such function is the so-called twoMuDG, a DG function where the
two Gaussian components can have different mean values.
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Figure 2.21: Results of the emittance scan analysis for data recorded with BCM1F (upper
left), PLT (upper right), HFET (lower left) and HFOC (lower right), at the beginning of
Run 3. The average σvis is indicated in the figures by the orange lines, and its uncertainty
is shown as a light orange band.

Figure 2.21 shows, for BCM1F, PLT, HFET and HFOC, the average σvis per fill, for
many scans performed during the calibration runs. The average of these values, indicated
by the orange lines, was used as calibration for the online luminosity measurements at the
start of Run 3. The light orange bands represent the uncertainty on the average, which
was simply computed as the statistical uncertainty on the mean. The data from each
luminometer were fitted with the function which resulted in the best χ2 values, either
a DG or a twoMuDG function. Overall, a very good stability is observed, apart from
a small number of outliers, that are typically associated with poor quality fits. These
results allowed for the estimation of the integrated luminosity in the beginning of Run 3,
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with a relatively low uncertainty, which was crucial for the first CMS result of Run 3, the
measurement of the tt̄ cross section at 13.6 TeV [53].



CHAPTER3
Measurement of tt̄γ and the tt̄γ/tt̄
ratio

In this chapter, I describe a set of differential measurements of the cross section of tt̄γ ,
as introduced in section 1.3.3. For the first time at the LHC, the ratio between the cross
sections of tt̄γ and tt̄ is measured, inclusively and differentially.

Differential cross sections of tt̄γ are presented for several observables that have not
been measured before, involving the kinematics of the top quark and the tt̄ system. This
is achieved using a tt̄ reconstruction algorithm.

Finally, I include a study of the top quark charge asymmetry in tt̄γ events, which is
the first study of this kind in the CMS experiment.

These measurements are all performed using data collected by the CMS experiment
during the LHC Run 2 (2016-20181), corresponding to an integrated luminosity of 138 fb−1.

The chapter is organised as follows: in section 3.1, previous measurements of the tt̄γ

process are described. Then, a definition of the signal process is presented, the concept of
”fake” photons is discussed, and the main backgrounds are listed. Section 3.2 describes the
data and simulation samples that were used to carry out the analysis. Section 3.3 focuses
on the event selection, and the definition of signal and control regions. Section 3.4 shows
comparisons between the data and the signal and background estimated contributions.
The estimation of the background contributions, particularly that from processes with
nonprompt photons, is detailed in section 3.6. Section 3.7 describes the statistical concepts
used to obtain the results, including a discussion on systematic uncertainties.

The differential cross section measurements are presented in section 3.8, while the
inclusive and differential ratio measurements are detailed in sections 3.9 and 3.10. The

1Four data-taking periods are analysed separately, corresponding to slightly different detector con-
ditions and calibrations. Two periods are considered in 2016, referred to as 2016 preVFP and 2016
postVFP, and one period per year is considered for the other years, denoted simply as 2017 and 2018.
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charge asymmetry studies are shown in section 3.11. All results are discussed in section
3.12, where an outlook is also presented.

3.1 The tt̄γ process at colliders

Experimental evidence for the production of tt̄γ was reported for the first time by the CDF
collaboration at the Tevatron [134], using pp collision data. These data were collected
by the CDF II detector at

√
s = 1.96 TeV, corresponding to 6.0 fb−1. In the data, 30

tt̄γ candidate events were identified, against 16 background events predicted, leading to
a significance of 3σ. The ratio between the cross sections of tt̄γ and tt̄ is also measured
to be 0.024 ± 0.009, consistent with the SM predictions.

The 5σ threshold to claim observation of tt̄γ was first reached at the LHC by the
ATLAS collaboration, using pp collision data collected at

√
s = 7 TeV [135]. For this

analysis, events where the tt̄ pairs decay in the lepton+jets channel were used. Around
360 candidate events of tt̄γ are observed, for a background expectation of 199±65, reaching
a significance of 5.3σand approximately 27% precision in the cross section measurement.
Further inclusive cross section measurements were performed by both the ATLAS and
CMS collaborations at 8 TeV [136, 137], exploring the fully hadronic and the lepton+jets
decay channels and reaching a precision in the cross sections of 17% and 21%, respectively.

The data from the LHC Run 2, at
√
s = 13 TeV, corresponding to 138 fb−1, allowed

both ATLAS and CMS collaborations to perform more precise inclusive measurements
of tt̄γ in different final states, and for the first time to measure the cross section of tt̄γ

differentially as a function of several observables [63,138–140].
The CMS measurement reports a fiducial cross section of 798 ± 7(stat.) ± 48(syst.) fb

(”stat.” refers to the statistical uncertainty and ”syst.” to the systematic one) in the lep-
ton+jets channel [138], for photons reconstructed with pT > 20 GeV and |η| < 1.44. This
corresponds to a precision of 6%. Differential measurements are also presented as a func-
tion of the pT and |η| of the leading photon, and the ∆R between the leading photon and
the charged lepton. Furthermore, SMEFT interpretations of the results are performed,
where the most stringent direct limits to date are set on anomalous electromagnetic dipole
moment interactions between top quark and photon. In particular, limits on the ctZ and

cItZ coefficients, introduced in section 1.3.2, are set as shown in figure 3.1 (left).
The CMS measurement in the dilepton channel [139] reports a fiducial cross section of

175.2± 2.5(stat)± 6.3(syst) fb, which corresponds to a precision of 4%. Differential cross
sections are measured as a function of several kinematic observables of the photon, leptons,
and jets. Three examples of such measurements are shown in figure 3.2. A SMEFT
interpretation is also performed and the results are combined with the ones obtained
in the lepton+jets channel to improve the limits on the Wilson coefficients ctZ and cItZ .
Figure 3.1 (centre) shows the limits obtained in the dilepton channel, and figure 3.1 (right)
shows the combination between the two channels. The observed combined intervals at
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Figure 3.1: Result from the two-dimensional scan of the Wilson coefficients ctZ and cItZ
using the photon pT distribution from the lepton+jets analysis (left), the dilepton (centre)
or the combination of the two (right). The shading quantified by the colour scale on the
right reflects the negative log-likelihood difference with respect to the best fit value that is
indicated by the red diamond. The 68% (dashed curve) and 95% (solid curve) CL contours
are shown for the observed result. The orange circle indicates the SM prediction. Images
adapted from Refs. [138,139].

95% CL are [−0.30, 0.00] for ctZ (with cItZ as a free parameter) and [−0.28, 0.23] for cItZ
(with ctZ as a free parameter).

Figure 3.2: Absolute differential tt̄γ cross sections as functions of pT (γ) (left), |η|(γ)
(centre) and min∆R(γ, ℓ) (right) [139]. The data are represented by black points, with
inner (outer) vertical bars indicating the statistical (total) uncertainties. The predictions
obtained with the MadGraph5 aMC@nlo ME generator interfaced with Pythia 8
(solid lines) and Herwig 7 (dotted lines) PS simulations are shown as horizontal lines.
The theoretical uncertainties in the prediction using Pythia 8 are indicated by shaded
bands. The lower panels display the ratios of the predictions to the measurement.

This thesis presents inclusive and differential measurements of the tt̄γ/tt̄ ratio, for
the first time using data from the LHC. Furthermore, differential measurements of tt̄γ
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including events with higher-rapidity photons that are detected in the EE of the CMS
ECAL are presented for the first time. Furthermore, they are shown as a function of top
quark and tt̄ observables that have not been measured before. The work uses as starting
point the measurements from Ref. [139]. The event selection and the data-driven method
to estimate the backgrounds are based on this previous work.

As discussed in section 1.3.5, it is also possible to use tt̄γ events to measure the top
quark charge asymmetry. In fact, such a study was published recently by the ATLAS
collaboration [141]. The measured charge asymmetry is AC = −0.006 ± 0.030, in good
agreement with the SM prediction at NLO in QCD of Aexp

C = −0.0139 ± 0.001 (where
the uncertainty comes from the choice of renormalisation and factorisation scales). The
large uncertainty in this measurement is mainly of statistical nature, as the asymmetry
is a very small effect and more statistical power is needed in order to perform a more
significant measurement. At the end of this chapter, a top quark charge asymmetry study
using tt̄γ events is also shown.

3.1.1 Signal and background definitions

The signal, tt̄γ , is defined as tt̄ in the dilepton final state associated with an energetic pho-
ton, and is generated using MadGraph, as described in the next section. The generated
photon in each event must satisfy the following requirements:

• Photon origin: the photon must originate from the initial state quarks (photon
from ISR), from one of the top quarks (photon from top) or its decay products
(photon from FSR), but not from the hadronisation processes.

• Transverse momentum and rapidity: the photon must pass a pT requirement
at generator level of at least 10 GeV and |η| lower than 5.

• Isolation: the photon must be isolated from all other final-state generated particles
by ∆R > 0.1, excluding neutrinos and low-momentum (pT < 5 GeV) particles.

The backgrounds can be classified as genuine photon backgrounds - processes that
are expected to contain a photon in the final state, and nonprompt photon backgrounds.
The ”nonprompt photon” definition includes both real photons not passing the criteria
above, and other objects misidentified as photons (known as ”fakes”). We classify photons
into five different categories, according to their origin. The categorisation is based on a
matching procedure at generator level, where in each event, the leading reconstructed
photon is matched to the nearest generator-level particle that has a pT within 50% of
that of the reconstructed photon. The matching fails in case no such generator-level is
found within a ∆R cone of radius 0.3 around the photon. If the matched particle is a
photon originating from either a lepton, a quark or a boson, the reconstructed photon is
labelled as a genuine photon. Otherwise it is classified as nonprompt, with the following
subcategories:
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• Photon from hadron decay: the reconstructed photon is matched to a generator-
level photon originating from a hadron decay (most commonly a π0 meson). This
type of photons are often called fragmentation or hadronic photons.

• Misidentified (”fake”) electron: the reconstructed photon is matched to a generator-
level electron. The contribution of this category to nonprompt photons is very small,
especially after applying the pixel seed veto, described in section 3.3.1.

• Misidentified (”fake”) jet: the matching procedure fails as there is no generated
particle close to the reconstructed photon to carry at least 50% of its pT. There are
however multiple generated particles inside the ∆R cone around the reconstructed
photon. These objects are not real photons, rather they correspond to hadronic
jets.

• Photon from pileup: the matching procedure fails, as no particle is found within the
∆R cone. These photons are often attributed to pileup and represent a relatively
large contribution to the nonprompt category. This is because photons are not
reconstructed from tracks, and therefore it is not trivial to match them to the PV.

Figure 3.3 (left) shows the fractions of events with nonprompt photons in the signal
region belonging to each of the categories mentioned above. Figure 3.3 (right) shows the
distribution of the reconstructed photon pT, for the different types of photons. It is clear
that photons from pileup have the lowest pT of all the categories.
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Figure 3.3: Left: Expected fractions of events in 2018 with nonprompt photons, in the
signal region, for the different tt̄ decay modes. The different types of nonprompt photons
are shown in different colours. The contribution from electron fakes is very small thanks
to the pixel seed veto requirement. Right: Expected normalised distributions of pT(γ) for
the different types of nonprompt photons and for genuine photons.
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3.2 Data and simulated event samples

For the measurements documented in this chapter, data from the LHC Run 2 recorded
by the CMS experiment are used. The data correspond to an integrated luminosity of
L = 138 fb−1 of pp collision data at

√
s = 13 TeV.

Events in data are required to pass a combination of HLT requirements that ensure the
presence of charged leptons (electrons and/or muons). In order to maximise the selection
efficiency, a combination of single and double lepton triggers is used to select the datasets
to be included. Since the same event can be present in multiple datasets (for example,
an event with two electrons can be both in the ”single electron” and ”double electron”
datasets), a procedure is implemented to avoid double counting and make sure each event
is selected only once.

To simulate the hard scattering in the signal and background processes, different MC
event generators are used at different levels of accuracy. The modelling of PS and hadro-
nisation are performed with pythia 8.2 [142]. The underlying event is described using
the CP5 tuning parameters [143] whereas NNPDF3.1 [30] is employed to model proton
PDFs. The matching of the ME to the PS is performed using the MLM scheme [144] for
samples generated at LO in perturbative QCD while for the NLO samples, the FxFx [36]
merging is used.

Additional pp interactions in the same and/or neighbouring bunch crossings (pileup)
are described by simulating minimum bias interactions with pythia, added to the hard-
scattering events. Simulated events are then reweighted to reproduce the pileup distribu-
tion in data. Details on the simulated samples are given below.

3.2.1 Signal samples

The tt̄γ process is produced both at LO and NLO in perturbative QCD using MadGraph
[145]. At NLO, 2 → 3 process pp → tt̄γ is generated, where the top quarks are decayed to
leptons using MadSpin [146]. This sample includes diagrams where the photons originate
from either top quark or from ISR. The LO sample, on the other hand, simulates the
full 2 → 7 process pp → tt̄ → ℓ+ℓ−νℓνℓbbγ , which includes also diagrams with the
photon originating from FSR. Experimentally, the photon origin is indistinguishable and
all possible origins must be considered in order to model the data accurately. Therefore,
the 2 → 7 model at LO is used in this analysis, including cuts that are summarised in
Table 3.1. The cuts define the fiducial phase space in which the cross section measurements
are performed. Figure 3.4 (upper plot) shows the fractions of events in the tt̄γ sample
where the photon originates from ISR, from the top quark, and from FSR, after the
event selection defined in section 3.3. Kinematic differences between events with different
photon origins are also shown, for the photon pT (lower left) and the minimum angular
distance between the photon and the closest top quark, ∆R(γ, closest t) (lower right).

The LO sample is normalised to the cross section of tt̄γ , evaluated at NLO, where
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min. pT (γ) [GeV] max. |η(γ)| max. |η(ℓ)| min. ∆R(γ, j) min. ∆R(γ, ℓ)
10 5 5 0.1 0.1

Table 3.1: Fiducial phase space where the tt̄γ cross section is measured, based on the
sample production requirements in MadGraph.
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Figure 3.4: Comparison between the different possible origins of the photon in simulated
tt̄γ samples. The expected yields for the different final state channels, for simulation of
2018 data, for the different possible photon origins are shown in the upper plot. The kine-
matic distributions for the generator-level pT (γ) and ∆R(γ, closest top) are also shown
in the lower left and lower right, respectively.

special attention is paid to the shape of the photon pT distribution [138]. This means
to derive the NLO-to-LO corrections, also known as k-factors, as a function of photon
pT. The NLO tt̄γ sample does not contain FSR photons. This is compensated by adding
events from the NLO tt̄ sample with a photon from the top quark decay. The photon pT
distribution is then compared to that of the LO tt̄γ sample to derive the k-factor. The
shape of the distribution is found to be similar between the two samples and an inclusive
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k-factor of 1.49 is shown to be sufficient to bring the LO signal sample to NLO accuracy.
A sample simulating tt̄γ at LO in QCD in the lepton+jets decay channel is also

included as a background source, with the same k-factor. The sample names and the
respective cross sections at NLO are listed in table 3.2.

Process Truncated sample name Cross section [fb]
tt̄γ dilepton (signal) TTGamma Dilept TuneCP5 13TeV-madgraph-pythia8 2220.37
tt̄γ ℓ+ jets (background) TTGamma SingleLept TuneCP5 13TeV-madgraph-pythia8 7509.17

Table 3.2: MC tt̄γ samples and production cross sections considered in the analysis.

3.2.2 Simulated background samples

The background samples and their cross sections are summarised in table 3.3. Background
events from tt̄, tt̄H, tW, and the t-channel single top production are generated at NLO
precision using powheg (v2.0) [147–149]. To generate the single top, tt̄ and tt̄γ samples, a
top quark mass of 172.5 GeV is used. The tt̄ cross section is scaled to its best theoretical
prediction at NNLO in QCD, σ = 832 ± 41.6 pb [150]. All other background samples
are produced with MadGraph [145] at LO or NLO accuracy in QCD. All background
processes are normalised according to the measured integrated luminosity and to their
most accurate theoretical cross sections. In the table, ”DY+jets” refers to Drell-Yan, a
process of on-shell Z boson or virtual photon production, together with additional jets.

Simulation of the tWγ background

The tWγ process, i.e., single top production in association with a W boson and a photon,
is a non-negligible background contribution. This contribution is partially accounted for
by using the tW samples, which contain photons from FSR. In addition to missing ISR
photons, the number of tW events with a hard isolated photon is rather small, leading to
a high statistical uncertainty in the estimation of this background.

A better handle on this background contribution is achieved by producing a dedicated
tWγ sample at LO with MadGraph, including all possible photon origins (ISR, t, W or
FSR). A 2 → 6 process is generated with a resonant top quark.

The cross section computed from the simulated sample is 159.2 fb. This cross section
is corrected to NLO using a k-factor that is evaluated with the same method as that
of tt̄γ . A tWγ sample at NLO is produced using MadGraph5 aMC@nlo where top
quarks are decayed via Madspin, meaning that FSR photons from decay products are
not included. This is compensated using tW events with an additional photon from PS.
The overlap of the NLO tWγ sample with tt̄γ is removed using the DR2 method [151].
The method removes the overlapping diagrams, while keeping the interference terms in
the ME amplitude calculation. A similar strategy was employed in the recent CMS result



3.2. DATA AND SIMULATED EVENT SAMPLES 75

Process Cross section [fb]
tt̄ dilepton 87310
tt̄ ℓ+ jets 364360
tW top 34900
tW antitop 34900
DY+jets (Mℓℓ ∈ [10, 50] GeV) 18610000
DY+jets (Mℓℓ > 50 GeV) 6225420
Zγ 55230
W+jets 61526700
Wγ 191000
WW 116100
ZZ 16520
WZ 47130
ZZZ 12.98
WWZ 165.1
WZZ 55.65
WWW 208.6
tt̄Z (hadronic Z) 529.7
tt̄Z (leptonic Z) 281.36
tt̄W 204.3
tWZ (leptonic top and W) 1.50
tWZ (hadronic top, leptonic W) 3.004
tWZ (leptonic top, hadronic W) 3.004
tZq 94.18
tt̄WW 11.5
tt̄WZ 2.919
tt̄ZZ 1.573

tt̄H (not decaying to bb) 215.1

Table 3.3: MC samples and cross sections of the backgrounds considered in the analysis.

on the production of tWZ [152]. The process card for generating the sample is shown in
appendix B.

A fiducial phase space is defined in order to derive the k-factor, since the different
samples have different pT, |η| and isolation requirements for the various objects, and
therefore a direct comparison before any selection is not possible. The requirements of
this fiducial phase space are summarised in table 3.4.

Figure 3.5 shows a comparison between the pT(γ) distribution of the LO tWγ sample
and that of the NLO tWγ sample, at the generator level. It is clear from the ratio at the
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Cut Generated ℓ Generated γ

pT [GeV] 15 20
|η| 2.5 2.5

Particle flavour Electron, muon or tau-lepton Photon
Origin from W decays not from hadronisation
Others m(ℓℓ) > 30 ∆R(γ , ℓ) > 0.4, ∆R(γ , all) > 0.1

Table 3.4: Definition of objects used to define the fiducial phase space. In the last line,
”all” refers to all particles with a pT greater than 5 GeV, except neutrinos and other
photons.

bottom of the figure that the shapes of the two distributions are compatible. An inclusive
k-factor of 1.26 is extracted and subsequently applied to correct the LO cross section.
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Figure 3.5: Comparison of the pT (γ) distribution of the tWγ NLO sample (blue) with
the tWγ LO sample used in the analysis (green). Photons from top and W decays are not
present in the NLO sample and are added from the tW sample (dark blue dashed line).
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3.2.3 Overlap removal

The kinematic phase space of tt̄γ overlaps with that of tt̄, when photons appear in the
decay products of top quark pair production. To remove the overlap between the samples,
the signal definition from section 3.1.1 is used to perform two separate removals:

• From the tt̄ dilepton sample, remove all events containing a photon that fulfils the
signal photon definition.

• From the tt̄γ dilepton sample, remove all events with no photons fulfilling the signal
photon definition. This is a small number of events, generated with photon pT or
η very close to the limits of the phase space, that after the PS have its kinematics
slightly changed, such that they fall out of the phase space.

Figure 3.6 shows the fraction of simulated events passing and failing the overlap re-
moval from the tt̄γ and tt̄ samples, after the full event selection as defined in section
3.3.2.

The exact same procedure is employed to remove the overlap between tW and tWγ ,
and DY and Zγ , but modifying the photon requirements to those used to generate the
tWγ and Zγ processes.

3.3 Event reconstruction

The tt̄γ process has an expected cross section of 2220 fb, in the final state with two
leptons (including τ leptons), which translates to about 300.000 tt̄γ events, before any
selection. This large number allows us to perform differential measurements, provided
that a reasonable understanding of the background contributions is achieved.

The largest background source originates from events with a nonprompt photon, in
particular tt̄ events, due to the much larger cross section of tt̄ when compared to tt̄γ .
For this reason, the most important aspect in the event selection is to maximise the
accuracy in the reconstruction of genuine photons. Hence, several quality requirements
are applied to the photons in each event, and a dedicated estimation of the nonprompt
photon contribution is performed using the data.

3.3.1 Object selection

The leptons coming from the tt̄ decay have to be identified. For that purpose, both
electrons and muons are required to satisfy a number of quality criteria. A cut-based
identification approach is employed, meaning there is a sequential application of quality
requirements. For electrons, these requirements aim to identify electromagnetic showers
in the ECAL arising from the primary vertex. Variables describing the shape of the shower
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Figure 3.6: Comparison of the pT(γ) distributions for the simulated tt̄γ and tt̄ samples,
showing the overlap between the two samples (dashed areas), which is removed before
the selection. The solid black line shows the total contribution from both samples, after
removing the overlap. The overlapping contribution from the tt̄γ sample is very small
(< 1 event) and is therefore not visible in the plot. The number of events is scaled to the
luminosity collected in 2018 (59.7 fb−1).
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are combined with additional information from the HCAL and the tracker. Some of these
requirements are optimised separately for electrons in the barrel and in the endcap, such
that there is an overall identification efficiency of about 70% for real electrons, while
keeping less than 1% of ”fake” electrons (within the collaboration, this is known as the
”tight” selection). The signal efficiency depends on the electron pT, and can be as low
as 60% for low-pT electrons, but reaches a plateau of more than 85% for pT > 60 GeV.
Muons are required to satisfy a ”medium” selection, requiring them to satisfy Tracker
muon requirements, as defined in section 2.3.2. Then, in case a muon is not reconstructed
also as a Global muon, some additional requirements are applied to ensure that the
segment from the muon stations is compatible with a hit in the tracker, such that an
overall identification efficiency of 99.5% is achieved [112].

Jets are reconstructed using the PF algorithm introduced in section 2.3.2. They are
further classified into light jets or jets originating from the hadronisation of b quarks. This
is done by running each jet through the DeepJet algorithm, in the ”medium” working
point [153]. This is a b tagging algorithm which relies on modern deep learning techniques,
that identifies jets from b quarks with an efficiency of about 80%, and a misidentification
probability of 1% for light-flavour or gluon jets.

The photons are reconstructed as detailed in section 2.3.2. To further reduce the back-
ground, a cut-based identification algorithm is applied, based mostly on energy informa-
tion from the calorimeters [123]. The variables used for the selection are the following:

• Hadronic over electromagnetic energy ratio (H/E): The H/E ratio is defined as the
ratio between the energy deposited in the HCAL in a cone of radius ∆R = 0.15
around the direction of the SC and the energy of the photon or electron candidate.
The sources of energy in the HCAL for electromagnetic objects (electrons and pho-
tons) is noise, pileup and leakage of the objects through the calorimeter gaps. This
is mainly to discriminate against neutral hadrons.

• Width of the EM shower (σiηiη): The σiηiη is defined as the second moment of the
log-weighted distribution of crystal energies in η, calculated in the 5 × 5 matrix
around the most energetic crystal in the SC and re-scaled to units of crystal size.
This distribution is expected to be narrow for electrons and single photons, and
wider for double-photon signals originating from the decays of π0 mesons.

• Charged and neutral hadron and photon isolation: The isolation variables are
obtained by summing the transverse momenta of charged hadrons (Ich), neutral
hadrons (In) or photons (Iγ) inside an isolation cone of ∆R = 0.3 with respect to
the photon direction. The neutral hadron and photon isolation are computed as a
function of the photon pT.

The ”medium” working point used in the analysis corresponds to an 80% selection
efficiency, and the cuts which are applied are detailed in table 3.5. The cuts are different
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for photons in the EB and in the EE, due to the different crystal structure of the ECAL
in the two regions.

Variable Medium WP requirement (EB) Medium WP requirement (EE)
H/E 0.02197 0.0326
σiηiη 0.0105 0.0272
Ich 1.141 1.051

In 1.189 + 0.01512 pT + (2.259 × 10−5 p2T 2.718 + 0.0117 pT + 2.3 × 10−5 p2T
Iγ 2.08 + 0.004017 pT 3.867 + 0.0037 pT

Table 3.5: Quality requirements on photons, corresponding to the medium working point
(WP) for the cut-based identification algorithm described in Ref. [123]. In the formulas,
pT refers to the photon pT.

Photons are further required to pass a pixel seed veto (PSV), which removes recon-
structed photons that have a track in the silicon tracker compatible with belonging to the
same particle. This cut is applied in order to reduce the number of electrons misidentified
as photons.

3.3.2 Event selection

When recording the data, events are associated with ”HLT paths”, depending on which
physics objects are identified at the HLT level, with certain pT, η and isolation require-
ments. For the three years, events in data and simulation are required to be associated
with one of the HLT paths in appendix A. These were chosen with the lowest pT thresh-
olds available, in order to maximise the selection efficiency. The paths follow a naming
convention where ”EleX” (”MuX”) refers to the presence of an electron (muon) with pT
above X GeV.

After the HLT requirements, events which contain at least two oppositely charged
leptons are selected. Both leptons are required to be reconstructed within |η| < 2.4.
The leading lepton is required to have pT > 25 GeV, while the second leading lepton is
required to have pT > 20 GeV. Furthermore, the dilepton system is required to have an
invariant mass above 20 GeV (Mℓℓ > 20 GeV). This cut is imposed to reject any residual
background from QCD multijet processes (with jets misreconstructed as leptons) as well
as the low mass resonances decaying into two leptons.

For events with two reconstructed leptons of the same flavour, the invariant mass of
the dilepton system is required to be outside of the Z boson mass peak, within 15 GeV
(Mℓℓ /∈ [76, 106] GeV). Additionally, events are required to contain at least two jets and
at least one b-tagged jet. They are required to have pT > 30 GeV and |η| < 2.4, and to be
separated from leptons by ∆R > 0.4. This is mainly to avoid selecting the same object
both as lepton (especially electron) and jet.
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Events are finally required to have at least one reconstructed photon with pT >
20 GeV and |η| < 2.5, satisfying the criteria detailed above. The isolation requirements
∆R(γ, ℓ) > 0.4 and ∆R(γ, j) > 0.1 are also applied to the photons. In order to further
reject background coming from Z + γ events, the invariant mass of the system composed
by the two leptons and the photon is also required to be outside of the Z boson mass
peak, Mℓℓγ /∈ [76, 106] GeV, for events with two same-flavour leptons. Events passing the
full selection described above, and summarised in table 3.6, define the signal region (SR)
for this analysis. In order to have a better control over the Z + γ background, which is
the main background in the same flavour categories, a Z + γ control region (CR) is built,
as described in section 3.6.1.

Object Signal region selection

≥ 2 leptons Mℓℓ > 20 GeV

Leptons pT(ℓ) > 25, 20 GeV Mℓℓ /∈ [76, 106] GeV or eµ

|η(ℓ)| < 2.4 GeV

≥ 2 jets ≥ 1 b jets

Jets pT(j) > 30 GeV |η(j)| < 2.4 GeV

∆R(j, ℓ) > 0.4

≥ 1 photon pT > 20 GeV

Photons |η| < 2.5 Mℓℓγ /∈ [76, 106] GeV or eµ

∆R(γ, ℓ) > 0.4 ∆R(γ, j) > 0.1

Table 3.6: Signal region requirements for the tt̄γ analysis.

Corrections applied to simulation

Trigger scale factors (SFs) are applied to the simulated samples to account for the dif-
ferences in efficiency of the trigger selection between data and simulation. These SFs
are derived by comparing the efficiencies obtained when using single lepton and dilepton
triggers, to the ones measured using a set of cross triggers which select on pmiss

T (MET
triggers) [154].

The simulated samples are also reweighted to account for the different efficiencies in
selecting electron(s), muon(s) and photon(s) in data, with respect to simulation. For
electrons and photons, the reweighting accounts separately for the differences in efficiency
in the reconstruction and identification. For muons, the reweighting accounts for the
efficiency differences in the identification and isolation criteria. For all three objects,
the SFs are derived using a ”tag-and-probe” method, in data and in Z → e+e− and
Z → µ

+
µ
− simulated events [112, 155]. Electrons and photons are very similar objects
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from the reconstruction point of view, except that the former contain tracks in the tracker
while the latter don’t. Therefore, ”photon-like” objects are created by taking electrons and
”erasing” the tracks, and then these objects are used to derive the efficiencies for photons.
Additionally, for photons, further SFs to account for the efficiency of the PSV [123] are
applied.

The efficiencies of b tagging are computed from the MC samples, specifically for the
selection of this analysis, by comparing the number of b-tagged jets to the total number of
jets, per jet flavour, as a function of pT and |η| of the jet. These efficiencies are multiplied
by SFs derived centrally in the CMS collaboration from QCD-enriched regions in data and
dedicated MC samples [156]. The resulting factors are applied to the simulated events in
this analysis.

3.4 Comparison between data and simulation

After the full event reconstruction, the final expected signal and background contributions
are compared to the data for several distributions, to ensure that a good description
is achieved. In the following comparisons, the ”NP (data)” contribution corresponds
to the background from nonprompt photons, estimated with the method that will be
described in section 3.6.2. Figures 3.7 and 3.8 show the distribution of the leading lepton
pT for the different data-taking years separately, for the SR of the analysis. The Zγ

contribution is separated in Zγ FSR and ISR, as explained in section 3.6.1. Only the
statistical uncertainty is shown, both from the data (black error bars) and the simulated
samples (black dashed area).

Figure 3.9 shows the distributions of several kinematic variables, this time for data
collected in the full Run 2. In general, a good modelling is achieved with the signal and
background templates, and no significant shape mismodelling is observed. However, for
all years except 2018, there is an excess of data with respect to the predictions. This is
partially covered by the systematic uncertainties, but not fully, and will be reflected on
the results shown at the end of this chapter.
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Figure 3.7: Comparison between data and simulated events for the leading lepton pT, for
each of the data-taking eras separately: 2016 preVFP (left), and 2016 postVFP (right).
Only the statistical uncertainty is shown.
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Figure 3.8: Comparison between data and simulated events for the leading lepton pT, for
each of the data-taking eras separately: 2017 (left), and 2018 (right). Only the statistical
uncertainty is shown.
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Figure 3.9: Comparison between data and simulated events for the leading lepton pT
(upper left), ∆ϕ(ℓ, ℓ′) (upper right), ∆R(lead. ℓ, γ) (centre left), pT (leading jet) (centre
right), number of jets (lower left), and number of b jets (lower right), for the full Run 2
data. Only the statistical uncertainty is shown.
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3.5 Reconstruction of the tt̄ system

Assuming that the only source of Emiss
T are the two neutrinos, it is possible to recon-

struct the tt̄ system. In the literature, two types of analytical algorithms to reconstruct
tt̄ kinematics in the dilepton channel are described: the solution developed by Sonnen-
schein [157] and the one developed by Betchart and collaborators [158]. In the CMS
collaboration, a method known as kinReco was developed, based on the prescription by
Sonnenschein, which is used in a number of tt̄ measurements (see, e.g. Refs. [159, 160]).
Six kinematic constraints are applied, in order to determine the 4-momenta of the two
neutrinos. Equations 3.1 to 3.6 are solved analytically, resulting in a maximum of four
solutions per event. The solution with lowest invariant mass of the tt̄ system is chosen.

Ex = px,ν + px,ν̄ (3.1)

Ey = py,ν + py,ν̄ (3.2)

m2
W

+ = (El
+ + Eν)2 − (px,l+ + px,ν)2 − (py,l+ + py,ν)2 − (pz,l+ + pz,ν)2 (3.3)

m2
W

− = (El
− + Eν̄)2 − (px,l− + px,ν̄)2 − (py,l− + py,ν̄)2 − (pz,l− + pz,ν̄)2 (3.4)

m2
t = (El

+ +Eν+Eb)
2−(px,l+ +px,ν+px,b)

2−(py,l+ +py,ν+py,b)
2−(pz,l+ +pz,ν+pz,b)

2 (3.5)

m2
t̄ = (El

− +Eν̄+Eb̄)
2−(px,l− +px,ν̄+px,b̄)

2−(py,l− +py,ν̄+py,b̄)
2−(pz,l− +pz,ν̄+pz,b̄)

2 (3.6)

To improve reconstruction efficiency, the energies and directions of jets and leptons
are smeared according to the detector resolution, and a weighted average is taken. The
reconstruction efficiency of this algorithm is about 90%, i.e., the algorithm finds a physical
solution for tt̄ kinematics in about 90% of the events that pass the ≥2 leptons and ≥2
b-tagged jets selection. For about 65% of tt̄ simulated events, the solution which is found
is the ”correct” one, in the sense that the leptons and b jets are correctly associated.

The photon in the top quark pair reconstruction

The reconstruction described thus far ignores the presence of additional particles, namely
photons, when computing the tt̄ kinematics. Hence, it is important to check that an
appropriate reconstruction can still be achieved when there is an additional photon in
the event, i.e., in tt̄γ events. While the photon has no influence in the result when it is
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emitted from the initial state quarks, this is not the case if the photon originates from one
of the t quarks or their decay products. The latter constitutes, as described in section
1.3.3, a sizeable portion of events.

In order to assess whether applying the standard tt̄ reconstruction without including
the photon provides suitable results, the performance of the algorithm was compared for
the tt̄ and the tt̄γ samples. Figure 3.10 (left) shows the efficiency of the reconstruction
(fraction of events for which a solution is found) as a function of the leading lepton pT,
for tt̄ and tt̄γ events after the event selection without requirement on the presence of
reconstructed photons. The efficiency of the reconstruction is also shown for events in
data. It is clear that the efficiency for tt̄γ events is the same as for tt̄, and therefore the
presence of the photon does not reduce the efficiency.

Figure 3.10 (right) also shows the efficiency of the reconstruction for both samples
and the data, but for events satisfying the full event selection. The efficiency is shown as
a function of the photon pT, showing that there is also no reduction of efficiency when
highly energetic photons are present.
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Figure 3.10: Efficiency of the tt̄ kinematic reconstruction as a function of the leading
lepton pT (left) and the photon pT (right), for tt̄γ , tt̄, and data events from 2018.

Apart from the efficiency of the reconstruction, it is also important to prove that the
resolution of the reconstruction is unaffected by the presence of the photon. This can be
quantified by computing the resolution of the reconstructed quantities with respect to the
generated ones. For the leading top pT, we can define the resolution as in equation 3.7.

Resolution =
pT(t)reco − pT(t)gen

pT(t)gen
(3.7)

Figure 3.11 shows this resolution for tt̄ and tt̄γ simulation, for events passing the
lepton and b jet selection (left) and the full event selection (right). A 31% resolution is
obtained for both processes for the basic selection, which worsens to 34% when requiring
the full event selection. No difference in the resolution is found between the tt̄γ and
tt̄ samples. However, it is visible from the ratio in the lower part of the plots that in
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the tt̄γ sample the reconstruction tends towards slightly lower values of reconstructed
top pT. This is expected, because in case the photon is emitted from the top quark
decay products, it carries some of the pT of the system and the reconstruction has this
contribution missing.
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Figure 3.11: Resolution of the reconstructed leading top pT for tt̄γ and tt̄ simulated
events. The figure on the left (right) shows events passing the lepton and b jet (final
event) selection.

One remaining question is whether this resolution varies with the pT of the photon. It
could be the case that for high pT photons the reconstruction would be increasingly biased
and the resolution would be higher (worse). In order to test this, the graph in figure 3.11
(right) was repeated for different bins of photon pT, and Gaussian functions were fitted
to all the graphs. The widths of the resulting Gaussian functions for each photon pT bin
are shown in figure 3.12. It is clear that the resolution in fact improves with photon pT,
being lower (better) for higher photon pT.
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function of the photon pT.



88 CHAPTER 3. MEASUREMENT OF t t̄ γ AND THE t t̄ γ/t t̄ RATIO

After these studies, the conclusion is that it is reasonable to apply the standard tt̄
reconstruction algorithm to tt̄γ events. Figure 3.13 shows the comparison between the
data and the signal and background templates for several kinematic distributions involving
the reconstructed top quarks and tt̄ system, for the full Run 2 data.
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Figure 3.13: Comparison between data and simulated events for the leading top pT (upper
left), ∆R(γ, closest top) (upper right), ∆R(γ, tt̄) (lower left), and m(tt̄) (lower right), for
the full Run 2 data. Only the statistical uncertainty is shown.

In Ref. [161], the authors propose a likelihood-fit based method to perform the recon-
struction of the tt̄ kinematics while considering the photon explicitly. The most crucial
step of this reconstruction is to correctly assign the photon to the particle which origi-
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nates it. In this thesis, such a method is not applied, but it could be considered in future
studies.

3.6 Background estimation

3.6.1 The Zγ background

A CR is defined for the largest non-top-quark background contribution in the categories
with same flavour leptons, which comes from the Zγ process. This CR is defined by
inverting the mℓℓγ requirement, i.e., by requiring 76 < mℓℓγ < 106 GeV and two same-
flavour leptons. In the Zγ process, much like in the signal, the photon can have different
origins: it can originate from ISR or from FSR (not from the Z boson, which is electrically
neutral). This CR especially targets photons from FSR, since those can typically be
reconstructed with mℓℓγ ∈ [76, 106] GeV. Therefore, it is effectively a Zγ FSR CR, and
to account for that, the simulated Zγ process is split in its ISR and FSR components,
using generator-level information. Figure 3.14 shows the distributions of several kinematic
variables in the CR.

3.6.2 Background from nonprompt photons

After the selection of section 3.3, the largest remaining background consists of tt̄ events
where a photon has been reconstructed, but it is a nonprompt photon, as defined in section
3.1.1. Additionally, there is a sizeable contribution from single top and DY production,
also in association with a nonprompt photon.

These nonprompt contributions are included in the simulated background samples,
but given the good background suppression, a very large number of events would have
to be generated to accurately simulate them. Moreover, it is not guaranteed that the
simulation contains all possible sources of nonprompt photons from the data.

Therefore, in order to reduce the statistical uncertainty and to ensure an appropriate
modelling of this background, its contribution is extracted directly from the data. The
method used here is normally referred to as an ABCD method and is used in a number
of high energy physics analyses. The method presented here is the same method used in
the previously published tt̄γ analysis by CMS [162], with some modifications, which are
described in detail throughout this section.

The method consists in defining four orthogonal regions of events (denoted as A, B,
C and D), two of them forming the measurement region (C and D) and the other two
the application region (A and B, where A is the SR of the analysis). The strategy is to
measure a nonprompt photon rate using regions C and D, which are built to be enriched
in nonprompt photons, and then apply it to regions A and B. In order to define the
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four regions, two photon observables which provide good discrimination between genuine
photons and nonprompt ones are chosen: Ich and σiηiη.

Photons satisfying the cut-based identification criteria described in section 3.3 are
selected, but without the σiηiη and Ich requirements. The application and measurement
regions are defined as follows:

Measurement region:

• 1.141≤ Ich <15 for EB photons

• 1.051≤ Ich <15 for EE photons

• Nj ≥ 1 or eµ final state

Application region:

• Ich <1.141 for EB photons

• Ich <1.051 for EE photons

• Nj ≥ 2 and Nb ≥ 1

Regions A and C are then defined as events passing the σiηiη <0.01015 (0.027) require-
ment for EB (EE) photons, while regions B and D consist of events with σiηiη >0.012
(0.034). These requirements are chosen based on the medium working point of the cut-
based photon identification algorithm, such that region A corresponds exactly to the SR.
Between 0.01015 (0.027) and 0.012 (0.034) there is a gap to reduce the contribution of
genuine photons in regions B and D. The regions are represented schematically in figure
3.15.

Figures 3.16 and 3.17 show the distribution of the σiηiη in the four regions, including the
simulated genuine and simulated nonprompt contributions, for events corresponding to
data collected in 2018, with an identical selection to the SR, but with relaxed requirements
on σiηiη and Ich for the photon(s).

The nonprompt rate is defined as the ratio between the number of events with non-
prompt photons passing the σiηiη cut and those falling in the sideband. In the measurement
region, this is the ratio between the number of nonprompt-photon events in region C and
that in region D. This quantity will be denoted as fake rate (FR = DataC/DataD). The
FR is then applied as a weight to the data in region B, in order to estimate the nonprompt
photon contribution in region A, the SR. In this way, the data from the SR is not used in
the estimation of the FR, but only data from the other regions - this is to avoid biasing
the measurement.

The measurement region is built such that the contribution from genuine photons is
minor. However, as seen in figures 3.16 and 3.17, it is not zero. Thus, before estimating
the FR, one needs to remove any genuine photon contribution from the data. This can
be done by subtracting the genuine photon contribution (from simulation) from the data
in these regions, and performing the ratio computation using the remaining events.

The nonprompt photon contribution depends strongly on the pT and η of the photon.
This is expected, since highly energetic and central photons are less likely to be non-
prompt, but also because the ECAL resolution is not uniform, and in the EE (η > 1.5),
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a higher nonprompt photon rate is expected. Hence, instead of extracting one global FR,
it is more precise to do so in bins of pT and η of the photon. The binning in η is chosen
to be the same as in Ref. [162] in the EB. This division corresponds to the edges of the
different ECAL modules, so that the non-uniform detector response is taken into account.
In the EE, the ECAL crystal edges are defined in the x and y axis, and do not correspond
to unique η values, therefore the choice of binning is not so trivial, and the binning from
the EE laser calibration plots in Ref. [163] is used. In photon pT, the binning was chosen
considering a trade-off between differentiating as much as possible while keeping enough
statistical precision in each bin. The bin edges were then defined to be:

• η = [0,0.435,0.783,1.13,1.5,1.8,2.1,2.5]

• pT = [20, 25, 30, 45, 70,∞] GeV

The FR per bin (i,j) of photon pT and η can then be extracted according to equation
3.8:

FRij =
Dataij

C − Genuine MCij
C

Dataij
D − Genuine MCij

D

. (3.8)

The traditional ABCD method works on the assumption that the relation

nA

nB

=
nC

nD

(3.9)

holds, where nX is the number of nonprompt photon events in region X. This relation
holds only if the two variables are uncorrelated between each other. This is not the case
in this analysis. The expected distributions of σiηiη in the measurement and application
regions, using nonprompt photons from the tt̄ simulated samples, is shown in figure 3.18.
It is clear that the distributions don’t match exactly, especially for EE photons, showing
that there is a dependence between σiηiη and Ich.

The physical reason for this mismatching is that ”fake” photons tend to have both
high σiηiη values and be poorly isolated from charged particles around it, for example
if they are misreconstructed jets. In order to compensate for this, an additional shape
correction factor is computed from tt̄ MC (kMC), using the same binning as for the FR,
following equation 3.10:

kijMC =

(
nonprompt MCij

A

nonprompt MCij
B

)
/

(
nonprompt MCij

C

nonprompt MCij
D

)
(3.10)

This method was also used in Ref. [138]. The final nonprompt photon rate in the SR
is then estimated as:
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nonprompt γ contribution =
∑
i,j

(Dataij
B×FRij×kijMC)−

∑
i,j

(genuine MCij
B×FRij×kijMC)

(3.11)
The FRs computed from data are shown in figure 3.19 (left) and the kMC factors,

computed from simulated tt̄ events are shown in figure 3.19 (right). Simulated events
corresponding to the 2016, 2017 and 2018 eras are considered all together for one single
derivation, in order to reduce the statistical uncertainty, after verifying that using events
from each year individually provides compatible results.

For each observable to be measured, the data in region B are scaled by FR*kMC ,
depending on the photon pT and η of each individual event. The same procedure is applied
to simulated events that contain a genuine photon, also in region B. Subsequently, the two
histograms are subtracted from each other. The resulting histogram is the nonprompt
photon background estimate for the SR.

Closure tests in simulation

In order to ensure that the method presented above provides consistent results, a closure
test is performed using simulated tt̄ events. The FR is derived using tt̄ simulated events
instead of data, such that:

FRij(closure test) =
nonprompt tt̄ MCij

C

nonprompt tt̄ MCij
D

(3.12)

The obtained FRs are shown in figure 3.20.
These FRs are applied to nonprompt tt̄ simulated events in region B and the resulting

distributions are compared to the direct nonprompt tt̄ simulation in region A. The results
of these closure tests are shown in figures 3.21 to 3.22, for several variables of interest,
for events corresponding to the 2018 period. Good closure is obtained for all bins, i.e.,
the distributions generally agree within the statistical uncertainty. Flat uncertainties
are assigned to cover for the fluctuations observed in some of the bins: an overall 10%
uncertainty is assigned to all events, and an additional 30% uncertainty is applied for high
pT (>80 GeV) photons.

3.6.3 Other backgrounds

Several other processes contribute to the background through genuine photons. The single
top tW production in association with a prompt photon is estimated using a dedicated
MC sample, as discussed in the previous section. Other minor backgrounds like diboson
and triboson events with a photon - Wγ , tt̄Zγ , tZqγ , and others - are estimated from
MC and included in the ”Others” category. Contributions from these processes through
nonprompt photons are included in the data-driven estimation described in section 3.6.2.
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Figure 3.14: Comparison between data and simulated events in the Zγ CR. The leading
lepton pT (upper left), ∆ϕ(ℓ, ℓ′) (upper right), ∆R(lead. ℓ, γ) (centre left), pT (leading
jet) (centre right), number of jets (lower left), and number of b jets (lower right) are
shown, for the full Run 2 data. Only the statistical uncertainty is shown.
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Figure 3.15: Scheme showing the ABCD regions used for the nonprompt estimations.
Cuts which are not mentioned are the same as in the SR. In black the requirements for
EB photons are shown, and in dark red those for EE photons.
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Figure 3.16: Distribution of the σiηiη in the A (lower left), B (lower right), C (upper
left), and D (upper right) regions used for the nonprompt photon estimation, in 2018, for
photons in the EB. The positions of each figure reflect the scheme of figure 3.15. ”NP
(MC)” refers to the nonprompt photon contribution taken from simulation. Regions B
and D, the sidebands of the σiηiη cut, show good agreement between data and simulation,
while regions A and C which are enriched in genuine photon events show an excess of
data, same as observed in section 3.4.
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Figure 3.17: Distribution of the σiηiη in the A (lower left), B (lower right), C (upper
left), and D (upper right) regions used for the nonprompt photon estimation, in 2018, for
photons in the EE. The positions of each figure reflect the scheme of figure 3.15. ”NP
(MC)” refers to the nonprompt photon contribution taken from simulation. Regions B
and D, the sidebands of the σiηiη cut, show good agreement between data and simulation,
while regions A and C which are enriched in genuine photon events show an excess of
data, same as observed in section 3.4.
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Figure 3.20: FR from MC (for comparison) as a function of photon pT and η, extracted
from the full Run 2 nonprompt tt̄ simulation.
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Figure 3.21: Closure test using 2018 tt̄ MC, for the photon |η|, in the SR (upper left)
and Zγ CR (upper right), and for the photon pT, in the SR (lower left) and Zγ CR (lower
right).
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Figure 3.22: Closure test using 2018 tt̄ MC, for the leading lepton pT, in the SR (upper
left) and Zγ CR (upper right), for the leading jet pT, in the SR (centre left) and Zγ CR
(centre right), and for the number of jets, in the SR (lower left) and Zγ CR (lower right).
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3.7 Statistical analysis

Events passing all the selection steps described above are subject to a statistical analysis,
to extract the differential cross section of tt̄γ as a function of several observables, as well
as the ratio between the cross sections of tt̄γ and tt̄.

In order to describe how to extract differential cross sections, it is useful to first un-
derstand how to measure an inclusive cross section. In this section, the basic statistical
concepts needed for such a measurement are introduced. Subsection 3.7.2 lists the sys-
tematic uncertainties which are considered, from theoretical and experimental sources.

3.7.1 Signal extraction

In order to measure the inclusive cross section of tt̄γ from a fit to the data, the signal
strength µ is defined as the ratio between the observed cross section of the process and
the one predicted by the SM:

µ =
σ(tt̄γ)

σ(tt̄γ)SM
(3.13)

This is called a parameter of interest (POI) of the fit. The POI parameter is extracted
through a maximum likelihood fit to the data, binned as a function of some observable,
in N bins. In each bin i of the distributions, the probability to observe ni events in the
data, when λi(µ) are expected, in the absence of systematic uncertainties, is given by the
Poisson distribution:

Pi(ni|µ) =
λi(µ)e−λi(µ)

ni!
(3.14)

where the number of expected events λi(µ) is given by:

λi(µ) = µ · si +

Nbkg∑
j

bi,j (3.15)

In this formula, si is the number of expected signal events and bi,j the number of

expected background events for the jth source of background. The likelihood is a function
quantifying the probability of the observed data for a given value of µ, and is obtained
by taking the product of equation 3.14 for all N bins of the distributions:

L(n|µ) =
N∏
i=1

λi(µ)e−λi(µ)

ni!
(3.16)

The vector n = n1, ..., nN represents the observed number of entries per bin. In
the presence of systematic uncertainties, these can be included as a set of ”nuisance”
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parameters, Θ, whose values are not taken as known a priori but rather must be fitted
from the data, as described in Ref. [164]. The number of expected events, in this case,
becomes a function of µ and the nuisance parameters, λi(µ,Θ), and the likelihood function
is extended to include our prior knowledge about the nuisance parameters:

L(n|µ,Θ) =
N∏
i=1

λi(µ,Θ)e−λi(µ,Θ)

ni!
·

M∏
m=1

f(Θm) (3.17)

The second product runs over M nuisance parameters, and f(Θm) is the probabil-
ity distribution function (p.d.f.) constraining the mth nuisance parameter. For most
nuisances, these p.d.f.s are taken as Gaussian constraints, such that

f(Θm) = e−
1
2
(Θm−Θ0m)

2
/(∆Θm)

2

(3.18)

where Θm and Θ0m are the prior uncertainty on the nuisance parameter and the initial
estimate for its value, respectively. For parameters with a large uncertainty or those which
are positively-defined, the Gaussian distribution would be truncated at 0. In such cases,
the parameters are instead constrained with a log-normal function, that is, a function
whose logarithm is normally distributed. The implementation of Eqs. 3.13-3.18 is made
in RooStats, using the Higgs Combination Tool [165].

The maximum likelihood estimation (MLE) method is used to estimate the parameters.
It consists in finding the values of the parameters for which the likelihood is maximum,
i.e., the parameters for which the observed data is the most ”likely” to occur. Maximising
the likelihood is equivalent to maximising its logarithm, and in fact for computational
simplicity what is normally done is to minimise −2 ln (L), the negative log-likelihood.
This minimisation is implemented with the Minuit tool [166].

In order to interpret the data in terms of its compatibility with a given physical
hypothesis H, a test statistics must be defined. The one used for this analysis is the ratio
of profiled likelihoods (PLR):

qµ =
L(n|µ, Θ̂µ)

L(n|µ̂, Θ̂)
(3.19)

”Profiled” refers to maximising the likelihood with respect to all parameters except the
signal strength, which is fixed. In the numerator, µ is fixed, and the nuisance parameters
are optimised such that the likelihood is maximum for that value of µ: Θ̂µ is the condi-

tional estimator for a particular value of µ. In the denominator, µ̂ and Θ̂ are the global
maximum likelihood estimators, and so by construction the denominator is larger than
the numerator and the PLR is bound between 0 and 1. Values close to 1 indicate that
the data favours the assumed value of µ. The prescription by Feldman and Cousins [167]
modifies the test statistics in Eq. 3.19 to ensure consistent behaviour in the case where
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the estimator µ̂ is smaller than 0, by replacing the denominator with L(n|0, Θ̂) in that
case.

When quoting a value of µ̂, it is common to quote a confidence interval (CI), which
is an interval likely to include the POI. How likely the interval is to contain the POI
is determined by the confidence level (CL). For example, a CL of 95% means that the
quoted interval contains the true value of the POI with 95% probability.

p-value and significance

The p-value p(qobs|H) is the probability to get a result as discrepant as the observed one
or even more so, given a hypothesis H [168]. Assuming a background-only hypothesis H0

is true, the probability to measure a result of equal or greater incompatibility with the
predictions of H0 is

p0 =

∫ ∞

qobs

f(q0|H0)dq0 (3.20)

where f(q0|H0) is the p.d.f. of the test statistic assuming H0. The hypothesis is rejected
if this probability is found to be below a certain threshold, that is defined before carrying
out the test. In HEP, conventional thresholds to reject the background-only hypothesis
and claim an evidence or a discovery are set at 1.4× 10−3 and 2.9× 10−7. These numbers
are normally stated in terms of significance in number of Gaussian standard deviations
σ. The significance is obtained directly from the p-value as Z = Φ−1(1 − p0), where Φ−1

is the inverse of the cumulative distribution of the Gaussian function. The thresholds
above correspond to 3σand 5σ, respectively. For rejecting a signal model, the threshold
for p-value is typically set at pµ < 0.05, corresponding to 1.64σ.

Asymptotic approximation

In practice, determining the full distribution of the PLRs can be difficult, and often
requires the simulation of a large number of MC ”toy” experiments, which is computa-
tionally very expensive. Conveniently, Wilks’ theorem [169] and the approximate formulas
by Wald [170] tell us that for large sample sizes, the distribution of −2 ln (L) approaches
that of a χ2 function, with the same number of degrees of freedom as the number of POIs.
This allows us to simply compute the value of the PRL for the observed data and compare
the result to the χ2 value corresponding to the desired statistical significance.

An important consequence of this, as shown in Ref. [165], is that the median expected
significance can be approximated without the need to simulate MC ”toys”, by using an
”Asimov” dataset. This is a representative dataset with the property that when evaluating
the likelihood for this dataset, the estimates of the parameters correspond to their true
values.



104 CHAPTER 3. MEASUREMENT OF t t̄ γ AND THE t t̄ γ/t t̄ RATIO

3.7.2 Systematic uncertainties

Uncertainties coming from the signal and background modelling, as well as from the ex-
perimental limitations, are considered. Some uncertainties concern only the normalisation
of the MC templates, and are evaluated by scaling the entire contributions up and down
by a given percentage. Those will be referred to as rate uncertainties. Others, however,
affect the shape of the distribution, as well as its normalisation, and are called shape
uncertainties in the following. In the latter case, alternative MC templates are built with
the varied shapes. The different contributions to the uncertainty and the way they are
obtained are described in the following. Then, table 3.7 details the process(es) to which
each uncertainty is applied and whether they are considered as correlated or uncorrelated
between the processes.

This analysis is based on data collected by CMS during four different data-taking
periods, 2016 preVFP, 2016 postVFP, 2017, and 2018. During these eras, the detector
conditions have changed and many corrections are derived separately per era, so some
uncertainties have to be considered separately, i.e., as uncorrelated between the years of
data-taking. On the other hand, other uncertainties such as theoretical ones, are indepen-
dent of the era and should be correlated across the whole dataset. Table 3.7 also includes
the information of whether each uncertainty is considered as correlated or uncorrelated
between data-taking periods (referred to as ”years”). The following uncertainty sources
are included:

Renormalisation and factorisation scales: The uncertainties on the choice of µF

and µR for the ME calculation are evaluated by varying these scales by a factor of 2
and 0.5. They are considered as shape uncertainties, for the tt̄γ , tt̄ and Zγ processes.
These uncertainties are considered to be correlated between the tt̄γ and tt̄ processes, as
at ME level the two process are identical, both based on the strong interaction. They
are however treated as uncorrelated with the Zγ process, as its production mechanism is
different, based on the electroweak interaction.

PDF and αS: Replicas of the nominal PDFs used to generate the MC samples,
containing 100 different variations, are evaluated, to assess the impact of the PDF choice
on the signal acceptance. Additionally, the uncertainty on the choice of αS is included by
scaling αS up and down by its uncertainty.

Parton shower modelling: Uncertainties in the modelling of ISR and FSR are
included. To assess them, the value of αS in the simulation is varied up and down by a
factor 2 for ISR and

√
2 for FSR. The uncertainties on FSR are considered to be correlated

among processes that involve top quarks (tt̄, tt̄γ , single t), and uncorrelated among the
other processes; the ones on ISR are correlated between the tt̄ and tt̄γ processes, but
uncorrelated with single top and other processes.
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Background normalisation: The uncertainties on the cross section of each of the
background contributions that are estimated from MC simulation are included as an over-
all rate uncertainty per process, affecting only the corresponding process. The assigned
values for these uncertainties are presented in table 3.7.

Luminosity: The uncertainties on the luminosity have several sources, as described
in section 2.4. Some of these sources are correlated across the years and some are not,
and therefore a partial correlation scheme is adopted as detailed in Ref. [171].

L1 prefiring: In 2016 and 2017 data, a problem in early L1 electron/photon triggers
lead to the recording of many uninteresting events and the loss of interesting ones. This
effect is only present in the data, not in the simulation. To account for this, the MC events
are reweighted to match the data, and corresponding uncertainties for this reweighting
are included.

Lepton selection: The SFs applied due to the selection efficiency of electrons and
muons have an associated uncertainty, both statistical, due to the limited size of the sam-
ples used to estimate them, and systematic, due to the choice of background modelling
in the ”tag-and-probe” methods. The values of these efficiencies are varied by the corre-
sponding ±1σ distributions, and the resulting varied spectra are included in the fit, as
shape uncertainties, separately for electrons and muons [112,155].

b tagging: Uncertainties on b tagging SFs have several sources, such as the statistical
uncertainties on the b, c and light-flavour components of the samples used to compute
them, and the estimated contamination from light-flavour (heavy-flavour) jets in heavy-
flavour (light-flavour) measurement regions [156].

Jet energy corrections: Uncertainties on the jet energy scale (JES) are taken into
account by rescaling the jet momenta as a function of pT and η, for the simulated samples.
The JES uncertainties are split according to their sources, and the dominant components
come from pileup, non-uniformity of the detector response, and residual data-simulation
JES differences. The resulting uncertainties are below 3% for the phase space considered
in this analysis [172]. They are estimated using events with dijet topologies, such as
photon+jets and Z+jets. These uncertainties are considered as being partially correlated
across the years. The uncertainties on the jet energy resolution (JER) are estimated in
the same way, but varying the width of the jet momenta distribution, instead of its mean.
The values of the JER uncertainties vary between 2-4% in the tracker covered regions,
and increase up to 6% in the endcaps. They are fully correlated across the years.

Unclustered pmiss
T : The uncertainties on all the individual components contributing

to the pmiss
T (momenta of jets, muons, electrons, as well as unclustered energy) are propa-

gated onto the value of pmiss
T , and the respective ±1σ variations are considered as a shape

uncertainty.
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Trigger SFs: The trigger SFs mentioned in section 3.3 have an associated uncertainty,
which a combination of a statistical uncertainty (from the limited size of the samples used
to derive the SFs) and a number of systematic uncertainties, arising from the imperfect
modelling of the pileup and the number of jets distributions, as well as a dependence of
the SFs on the data-taking era.

MC statistical uncertainty: The statistical uncertainty associated with the finite
size of the simulated samples is taken into account using the Beeston-Barlow method [173].
This method assigns a single nuisance parameter to each bin of the fitted distribution,
to account for the overall statistical uncertainty on the predicted number of events, for
all processes. This nuisance parameter is built assuming a Poisson or Gaussian prior,
depending on the amount of events.

Photon selection: The efficiency in selecting photons is derived in the same way as
the one for electrons [123], from DY events in the e+e− final state. This procedure has an
associated uncertainty, both statistical and systematic, arising from the ”tag-and-probe”
method. Additionally, there is an uncertainty associated to the efficiency of the PSV. The
values of these efficiencies are varied by ±1σ, and the resulting varied distributions are
included in the fits, as shape uncertainties.

Nonprompt photon normalization: For the nonprompt photon contribution, es-
timated from data, an overall normalization uncertainty of 10% is assumed for all non-
prompt events, and an additional uncertainty of 30% for the normalisation on the high
photon pT (pT > 80 GeV) region. These account for the residual differences observed in
the closure tests, as detailed in section 3.6.2.

Pileup: The uncertainty on the distribution of the number of vertices (pileup) is
taken into account by using two sets of alternative weights derived with a variation of
4.6% on the total inelastic cross section [174].

3.8 Differential measurements

The goal of the analysis is to measure the cross section of tt̄γ differentially, as a function
of several observables of interest x. In practice, this observable is split in N bins, at
generator level, so instead of measuring one single cross section value σ, we measure the
differential cross sections σk, with k = 1, ..., N , defined as:

σk =

∫ x
high
k

x
low
k

dσ

dx
, (3.21)

where xlowk and xhighk are respectively the lower and upper bounds of the kth generator-
level bin.
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When reconstructing events as described in section 3.3, the values of x which are
reconstructed do not correspond to the true values of x, as they suffer from hadronisation
effects and imprecision in the measurement. Indeed, the observed x spectrum is a smeared
version of the true spectrum. Furthermore, the number of measured events is reduced by
the limited detector acceptance as well as reconstruction and selection efficiency. In order
to recover the true distribution of x from the reconstruction level distribution, we use a
technique known as unfolding. The unfolding procedure consists in trying to correct for
the smearing effects and recovering the true values of σk.

3.8.1 Likelihood-based unfolding

The unfolding is performed using a maximum-likelihood method, as introduced in section
3.7.1, implemented in RooStats, using the Higgs Combination Tool [165]. For a measure-
ment with N generator level bins, one defines the signal strength parameters µ⃗ as:

µ⃗ =


σ0/σ

SM
0

σ1/σ
SM
1

...

σN/σ
SM
N

 , (3.22)

where the σSM
k denotes the expected SM cross section in each generator level bin k, at

parton level, as defined later in this section.

Then, the negative log-likelihood is minimised in order to obtain the best estimate for
the values of all µk simultaneously. In this way, the bin-to-bin migrations - the fact that
the smearing or reconstruction inefficiency can cause events which are generated in bin k
to be reconstructed in bin j, j ̸= k - is taken into account.

In order to treat the systematic uncertainties appropriately, with the correlations
detailed in section 3.7.2, the histograms with data are built separately for the different
data-taking periods, 2016 preVFP, 2016 postVFP, 2017 and 2018. For each histogram,
templates are built for the signal and background process, considering the nominal event
selection and the systematic variations. For the signal, N separate templates are built,
one per generator-level bin of the observable to be measured.

3.8.2 Choice of observables

Several observables are selected to measure the differential cross section of tt̄γ . Three
photon and lepton observables (leading photon pT, leading lepton pT and ∆ϕ between the
two leptons) that were also measured in the work of Ref. [162] (see figure 3.2) are selected,
in order to validate the fit strategy against the existing measurement. The results are not
directly comparable, since the work of this thesis includes photons reconstructed in the
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EE and not only the EB, and the binning choice is not exactly the same, but a qualitative
assessment of the consistency between the two analyses is still possible.

The observables which are selected are:

1. Leading photon pT;

2. Leading lepton pT;

3. ∆ϕ between the two leptons (∆ϕ(ℓ, ℓ′)).

4. Leading top quark pT;

5. ∆R between the photon and the tt̄ system (∆R(γ, tt̄)). This observable is sensitive
to the origin of the photon, and therefore to modelling aspects of tt̄γ .

Variables 4 and 5 listed above are measured here for the first time, while the remaining
variables were already measured in Ref. [162], but only for photons in the EB. Measuring
the cross section of tt̄γ as a function of different pT spectra is meaningful when looking for
BSM effects, since as motivated in chapter 1, such effects are expected to affect the high-
pT tails of the distributions. Angular distributions of charged leptons are of importance
since they reflect spin correlations of the top quark pair and can be used to probe the
charge-parity (CP) structure of the SM [78]. Variables such as ∆R(γ, tt̄) are very sensitive
to the origin of the photon, and are therefore useful in order to study regions which are
richer in events where the photon originates from the top quark, where there is enhanced
sensitivity to the tγ coupling.

3.8.3 Parton level definitions

The results of a measurement should be extracted in a way that is as independent as
possible from the experiment, such that they can be compared to other experiments or to
theory predictions. In order to do this, different definitions of the physical objects to be
measured are possible, normally denoted as ”parton-level” and ”particle-level” definitions.

At the parton level, the measurement is performed in the full phase space of tt̄γ

events with two leptons in the final state. Objects are defined based on outgoing particles
generated in the hard interaction after ISR and FSR but before hadronisation. This
includes short-lived particles such as the top quark. This definition does not take into
account the energy loss of the particles due to gluon and photon radiation, which can be
a significant effect, especially for low mass particles, but is typically not so relevant for
very massive particles such as the top quark.

At the particle level, only ”stable” particles, with a lifetime longer than 30 ps, are
considered. Additionally, the energy loss due to gluon and photon radiation is taken into
account, and for example leptons are clustered together with stable photons produced
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around them, creating what is called ”dressed leptons”. The objects are redefined ac-
cording to a number of acceptance requirements, that allow to reduce the extrapolation
to the detector level. Hence, a fiducial phase space is defined by signal events that pass
those requirements and the measurement is performed in this fiducial phase space. This
also reduces the MC generator dependence, but comes with drawbacks: in particular, it
is not possible to recover the top quark properties, since the top quark is unstable and
thus not well-defined at particle level.

In the work of this thesis, as one of the main objectives is to measure the cross section
as a function of the top quark kinematics, the parton-level definition is used.

3.8.4 Binning definition

For each observable, the number of generator-level bins to fit is optimised based on the
amounts of data available and the behaviour of each individual observable (i.e. how the
reconstruction-level spectrum compares to the generator-level one). In order to assess this
behaviour, response matrices of the simulated tt̄γ events in the SR are built, comparing
the reconstructed- and generator-level spectra of the different observables. The choice of
binning is made based on a trade-off between keeping a sufficient number of tt̄γ events
in each detector-level bin, a reasonably low condition number, and high enough stability
and purity of the response matrices.

The condition number is a function that measures how much the output value of a
given function can change for a small change in the input argument. In this case, how much
the unfolded observables are sensitive to small change of the generator-level observables.
If this number is high, typically above 104, the problem is said to be ill-conditioned and
a technique known as regularisation needs to be applied [175]. This technique consists
on introducing a bias term in the likelihood that encourages solutions which are closer
to the truth-level distribution. In this thesis, the binning is always chosen such that the
condition number is kept small (∼ 10) and regularisation is not needed.

The stability si is defined as the fraction of all reconstructed events generated in the
generator-level bin yi that are also observed in the reconstruction-level bin xi:

si =
N(events in xi and yi)

N(events in yi)
(3.23)

In a response matrix, this corresponds to, for each generator-level bin, dividing the
diagonal term xi, yi by the full column

∑
xj, yi, with j = 1, ..., N .

The purity pi is defined as the fraction of all reconstructed events which are observed
in the reconstruction-level bin xi that were also generated in the generator-level bin yi:

pi =
N(events in xi and yi)

N(events in xi)
(3.24)



110 CHAPTER 3. MEASUREMENT OF t t̄ γ AND THE t t̄ γ/t t̄ RATIO

In the response matrix, this corresponds to, for each reconstruction-level bin, dividing
the diagonal term xi, yi by the full line

∑
xi, yj, with j = 1, ..., N .

The strategy to choose the binning is defined such that both purity and stability are
kept above 0.4, while maintaining a comparable number of expected signal events in each
reconstruction-level bin.

By doing so, the response matrices in figures 3.23 to 3.25 were built. The colours
indicate the transition probability, i.e., the probability that an event generated in bin i
also gets reconstructed in the same reconstruction-level bin i. The lower panels show the
stability and purity for each bin, as defined in equations 3.23 and 3.24. The binning and
condition numbers obtained after optimisation are summarised in table 3.8. In this work,
the response matrices are only used to define the appropriate binning, the unfolding is
done using a maximum likelihood fit to the data, as introduced earlier.
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Figure 3.23: Response matrices for the leading lepton pT (left) and the photon pT (right).
The numbers on the two-dimensional plots indicate the number of expected signal events
with the luminosity collected in 2018.
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Figure 3.24: Response matrices for the leading top quark pT (left) and the ∆ϕ(ℓ, ℓ′) (right).
The numbers on the two-dimensional plots indicate the number of expected signal events
with the luminosity collected in 2018.
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Figure 3.25: Response matrix for the ∆R(tt̄, γ). The numbers on the two-dimensional
plot indicate the number of expected signal events with the luminosity collected in 2018.
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Uncertainty Type Value Process Year Proc. corr. Year corr.

Luminosity rate - all all yes partial
σtt̄ rate 5% tt̄ all - yes
σothers rate 30% others all - yes
σZγ rate 20% Zγ all - yes

σZγ FSR rate 20% Zγ FSR all - yes
µR shape+rate - tt̄, signal, Zγ all partial yes
µF shape+rate - tt̄, signal, Zγ all partial yes
ISR shape+rate - all all yes yes
FSR shape+rate - all all yes yes
PDF shape+rate - all all yes yes
αs shape+rate - all all yes yes

Electron Reco shape+rate - all all yes yes
Electron ID shape+rate - all all yes yes

Muon ID shape+rate - all all yes yes
Photon ID shape+rate - all all yes yes

Photon PSV shape+rate - all all yes no
L1prefire shape+rate - all 2016,2017 yes yes

Pileup shape+rate - all all yes yes
b tagging shape+rate - all all yes partial

JER shape+rate - all all yes no
JEC shape+rate - all all yes partial

Unclustered MET shape+rate - all all yes no
Trigger SFs shape+rate - all all yes no

Nonprompt photons shape+rate - nonprompt all - yes

Table 3.7: Sources of systematic uncertainties considered in the analysis. The type of
uncertainty is described as being ”rate” - constant normalisation factor - or ”shape+rate”
- variations that modify both the normalisation and the shape of the distribution. The
processes affected by each uncertainty are also listed. ”all” processes refers to all except
the nonprompt contribution, which is derived from data.

Bins Condition number
Leading lepton pT [20, 60, 80, 100, 120, 150,∞[ GeV 10.1

Photon pT [20, 35, 50, 70, 130,∞[ GeV 6.8
Leading top quark pT [0, 110, 220, 330,∞[ GeV 12.1

∆ϕ(ℓ, ℓ′) [0, 0.8, 1.6, 2.2, 2.6, 3.0, 3.16] 2.8
∆R(tt̄, γ) [0, 1.9, 3.1, 4,∞[ 7.4

Table 3.8: Condition numbers for all observables to be measured, with the chosen binning.
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3.8.5 Results

For each observable, a fit is performed simultaneously to two distributions: in the SR, the
distribution of the observable being measured, and in the Zγ CR, the number of jets. For
each generator-level bin of the signal process, one separate template is given as input to
the fit. The signal strength parameters µi, for each bin i, are extracted directly from the
fit and can be converted into a differential cross section by multiplying by the expected
cross section, in that bin, obtained from the simulated signal.

The expected cross sections per bin are computed at generator-level, by evaluating the
fractions of events in each generator-level bin, compared to the total number of simulated
events, and multiplying these fractions by the total expected signal cross section. The
uncertainties on the theoretical predictions include the uncertainty on the µF and µR

scales (ME uncertainties), on the choice of PDFs, and on the choice of αS. The ME
uncertainties are estimated by taking the envelope of all variations, i.e., varying µR and
µF up and down, individually and simultaneously, and for each bin, taking the largest
variation. The PDF uncertainties are computed by taking the RMS of all possible 100
variations. The uncertainty on αS is simply computed by varying the value of αS up
and down. The total uncertainty is then computed by summing the three components
in quadrature, as they are considered to be largely uncorrelated sources of uncertainty.
Tables 3.9 to 3.13 summarise the expected cross sections per bin, with the respective
theoretical uncertainties, as well as the observed values of µi and the observed absolute
differential cross sections.

pT (γ) [GeV] Expected cross section [fb] Observed µi Observed cross section [fb]

[20, 35[ 534+155
−113 1.173+0.095

−0.094 626+50
−51

[35, 50[ 184+54
−39 1.177+0.090

−0.088 216+16
−17

[50, 70[ 98+29
−21 1.160+0.095

−0.092 113+11
−11

[70, 130[ 71+21
−15 1.095+0.100

−0.098 78+7
−7

[130,∞[ 19+6
−4 1.157+0.122

−0.116 21+2
−2

Table 3.9: Expected and observed absolute differential cross sections of tt̄γ as a function
of the pT (γ), for the full Run 2 data.
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pT (ℓ1) [GeV] Expected cross section [fb] Observed µi Observed cross section [fb]

[20, 60[ 1194+340
−249 1.196+0.084

−0.082 1428+100
−97

[60, 80[ 265+76
−56 1.182+0.097

−0.094 265+26
−24

[80, 100[ 147+42
−31 0.841+0.095

−0.094 124+14
−13

[100, 120[ 81+24
−17 1.101+0.113

−0.109 89+9
−9

[120, 150[ 60+18
−13 1.075+0.122

−0.118 64+7
−7

[150,∞[ 52+16
−11 1.063+0.118

−0.116 55+6
−6

Table 3.10: Expected and observed absolute differential cross sections of tt̄γ as a function
of the pT (ℓ1), for the full Run 2 data.

∆ϕ(ℓ, ℓ′) Expected cross section [fb] Observed µi Observed cross section [fb]

[0, 0.8[ 235+67
−49 1.656+0.152

−0.151 389+36
−35

[0.8, 1.6[ 268+77
−56 1.279+0.116

−0.116 342+31
−31

[1.6, 2.2[ 251+72
−53 1.192+0.109

−0.109 299+27
−27

[2.2, 2.6[ 206+59
−43 1.141+0.097

−0.110 235+20
−23

[2.6, 3.0[ 237+69
−50 1.073+0.098

−0.098 254+23
−23

[3.0, 3.16[ 89+26
−19 1.025+0.126

−0.123 91+11
−11

Table 3.11: Expected and observed absolute differential cross sections of tt̄γ as a function
of the ∆ϕ(ℓ, ℓ′), for the full Run 2 data.

pT (t1) [GeV] Expected cross section [fb] Observed µi Observed cross section [fb]

[0, 110[ 907+251
−185 1.240+0.139

−0.134 1124+126
−121

[110, 220[ 1009+293
−213 1.158+0.115

−0.111 1168+116
−112

[220, 330[ 229+70
−50 1.054+0.144

−0.137 241+32
−31

[300,∞[ 74+24
−16 1.086+0.170

−0.163 80+13
−12

Table 3.12: Expected and observed absolute differential cross sections of tt̄γ as a function
of the pT (t1), for the full Run 2 data.

∆R(γ , tt̄) Expected cross section [fb] Observed µi Observed cross section [fb]

[0, 1.9[ 494+143
−105 1.219+0.160

−0.150 602+79
−74

[1.9, 3.1[ 770+222
−162 1.427+0.158

−0.151 1098+122
−116

[3.1, 4[ 556+158
−116 0.882+0.198

−0.195 490+110
−108

[4,∞[ 401+113
−83 1.196+0.248

−0.241 480+99
−97

Table 3.13: Expected and observed absolute differential cross sections of tt̄γ as a function
of the ∆R(γ , tt̄), for the full Run 2 data.
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For the photon pT and the leading lepton pT, the pre- and post-fit plots are shown
in figures 3.26 and 3.27. The generator-level bins of tt̄γ are shown in different shades of
orange, from dark to light. They do not correspond exactly to the reconstruction-level
bins due to bin-to-bin migration. In the pre-fit distributions, a slight excess of data is
observed in the SR. This is consistent with the control plots of section 3.4, and as discussed
there, is mainly caused by the data collected during 2016 and 2017. In the 2018 data,
very good agreement between data and simulation is observed. The post-fit distribution
shows good agreement. In the Zγ CR, the description of the data by the simulation is not
good. The Zγ process is shown to be severely mismodelled. Including this region in the
fit with a floating normalisation parameter allows for the fit to partially correct for this
mismodelling.

Figures 3.28 to 3.30 show the observed unfolded distributions for all the observables
that are measured. All measured distributions agree with the predictions, within the
theoretical uncertainties, except for the first bin of the ∆ϕ(ℓ, ℓ′). For this distribution, an
excess is observed in the first bin. This is probably due to an imperfect modelling of the
photon emission in the tt̄γ samples.

Figure 3.31 shows, for each of the 15 leading systematic uncertainties, the expected
and observed pull and constraint with respect to the prior value assigned to the nuisance
parameter. The right hand side of the figure shows the impact of each of these uncer-
tainties on the signal strength parameters, when performing a fit to the Asimov dataset
(blue- and red-shaded bars) and to data (blue and red lines).

The leading systematic uncertainties are those on the electron and photon identifica-
tion SFs, the uncertainty on the nonprompt photon estimation, and on the normalisation
of some of the backgrounds, in particular the tWγ background and other tt̄ processes.
The fact that the tWγ normalisation plays such an important role in the results motivates
a dedicated study of the tWγ process in the future. For the other variables, the impacts
of the main uncertainties are not shown since they are very similar.
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Figure 3.26: Pre-fit (upper) and post-fit (lower) distributions of the photon pT in the SR
(left) and Zγ CR (right), for full Run 2 data. The different generator-level bins of pT(γ)
for tt̄γ are shown in different shades of orange, from dark to light.
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Figure 3.27: Pre-fit (upper) and post-fit (lower) distributions of the leading lepton pT in
the SR (left) and Zγ CR (right), for full Run 2 data. The different generator-level bins of
pT(ℓ1) for tt̄γ are shown in different shades of orange, from dark to light.



118 CHAPTER 3. MEASUREMENT OF t t̄ γ AND THE t t̄ γ/t t̄ RATIO

20 40 60 80 100 120 140 160 180 200 220

) [GeV]γ(
T

Gen. p

1

10

210) 
[f

b
/G

e
V

]
γ(

T
 /

 d
 p

σ
d

 

Stat. + syst. unc.

Stat. unc.

SM
σ

Theory unc.

 Data/Simulation)CMS (Private work

 (13 TeV)­1137 fb

20 40 60 80 100 120 140 160 180

Gen. pT(ℓ 1) [GeV]

5

10

15

20

25

30

35

40

45

d
σ
/d
p
T
(ℓ
1
)
[f
b
/G
e
V
]

Stat. + syst. unc.

Stat. unc.

SM
σ

Theory unc.

 Data/Simulation)CMS (Private work

 (13 TeV)­1137 fb

Figure 3.28: Absolute differential distributions of photon pT (left) and leading lepton
pT (right). The blue lines show the theoretical predictions, and the grey shaded areas
represent the theoretical uncertainties in the predictions. The black points represent
the measured values, with the total uncertainty, while the red line shows the results
considering only the statistical uncertainty.
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Figure 3.29: Absolute differential distributions of the ∆ϕ between the leptons (left), and
leading top quark pT (right).
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3.9 Measurement of the inclusive ratio between the

tt̄γ and tt̄ cross sections

Additionally, I present a measurement of the ratio Rγ between the cross sections of tt̄γ and
tt̄, as motivated in section 1.3.4. This is the first analysis aiming to do a direct measure-
ment of this ratio at the LHC, both inclusively and differentially.

3.9.1 Definition of the ratio

The signal (tt̄γ) process is defined as in section 3.1.1, while the tt̄ process is defined as
tt̄ production with zero associated photons satisfying the signal definition. The ratio Rγ

is the ratio between tt̄γ and the sum of tt̄γ and the tt̄. With this definition, we can write
Rγ as:

Rγ =
σtt̄,≥1γ

σtt̄,0γ + σtt̄,≥1γ

(3.25)

Similarly to the signal strength defined in section 3.7.1, one can define a ”ratio strength
parameter” µR as

µR =
R

Rexp , (3.26)

where Rexp is the expected ratio between the inclusive cross section of tt̄γ and the
total tt̄ (including tt̄γ) production.

For the measurement, we define three different regions: the tt̄ 0-photon region, iden-
tical to the SR from the differential fits, except for inverting the photon requirement (i.e.
requiring exactly 0 reconstructed photons), the tt̄ ≥1-photon region, or tt̄γ region, which
is identical to the SR in the differential fits, and the Zγ CR, also identical to the CR in
the differential fits.

The ∆ϕ(ℓ, ℓ′) distribution for all three regions, using the full Run 2 data, is shown
in figure 3.32. This distribution was chosen for the fit, to extract the inclusive Rγ, by
comparing the expected uncertainty obtained when fitting different distributions (with
the Asimov dataset), and choosing a distribution that yields the lowest uncertainty while
being reasonably well modelled in all regions. Statistical and systematic uncertainties
before the fit are shown as hashed bands in the figures.

The signal strength parameters for the tt̄ (µ0) and tt̄γ (µ1) processes are defined as
follows:

µ0 =
σtt̄,0γ
σexp
tt̄,0γ

µ1 =
σtt̄,≥1γ

σexp
tt̄,≥1γ

(3.27)
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Figure 3.32: Distribution of the ∆ϕ(ℓ, ℓ′) for the tt̄ region (left), the SR (centre) and the
Zγ CR (right), for full Run 2 data, before performing any fit.

where σ are the measured cross sections and σexp are the SM expected cross sections,
computed from simulation. With some simple algebra, µ0 can be rewritten as a function
of µ1 and µR:

µ0 =
µ1

µR

×
(

1 +
σexp
tt̄,≥1γ

σexp
tt̄,0γ

(1 − µR)

)
(3.28)

This reparametrization allows the direct extraction of µR from the fit.
The nonprompt photon background estimation from section 3.6.2 cannot be applied

to this measurement directly. In this measurement, there is a 0-photon region, that is
composed in more than 90% of tt̄ events. These events are accurately modelled using
a tt̄ simulated sample. The nonprompt photon contribution in the 1-photon region is
composed mostly of tt̄ events. By using the data-driven estimation in the 1-photon
region and the simulation in the 0-photon region, these processes would be treated as
fully uncorrelated, when they are in fact almost fully correlated. To circumvent this
issue, the tt̄ simulation is used in both regions, and the remaining (non-tt̄) nonprompt
contribution is taken from the data-driven estimation, after subtracting the tt̄ contribution
from simulation.

3.9.2 Results

From the fit, we extract the following parameters:

µR : 1.086+0.051
−0.050 (68% CL) or 1.086+0.020

−0.020 (stat.) +0.047
−0.046 (syst.) (3.29)

µ1 : 1.093+0.045
−0.043 (68% CL) or 1.093+0.021

−0.020 (stat.) +0.040
−0.038 (syst.) (3.30)



3.9. DIFFERENTIAL RATIO MEASUREMENTS 123

where the statistical uncertainty is obtained by fitting each POI separately and freezing
the other one, as well the nuisance parameters, to their nominal value. We obtain the
following value for R:

R = 0.02779+0.0013
−0.0013 (68% CL) , (3.31)

compatible with the SM prediction of 0.02543+0.0092
−0.0113. This prediction is computed by

taking the ratio between the cross section predictions for tt̄γ (at NLO in QCD) and tt̄
(at NNLO in QCD). The theoretical uncertainties on the prediction are computed in the
same way as in section 3.8, but propagating the variations through the ratio and only then
taking the envelope/RMS of the different contributions and summing them in quadrature.
The cross section of tt̄γ in the dilepton channel, in the fiducial region defined in table 3.4,
is measured to be:

σtt̄,≥1γ = (2426.86+100
−95 ) fb (68% CL) , (3.32)

compatible with the prediction of (2220.37+638
−466) fb. The likelihood scans for both

parameters that are measured are shown in figure 3.33.
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Figure 3.33: Likelihood scans for the two observed fits to the two POIs, µtt̄γ (left) and
µR (right). The vertical lines mark the 68 and 95% confidence bands, corresponding to 1
and 2σ, respectively.

Figure 3.34 shows the post-fit distributions of the ∆ϕ(ℓ, ℓ′) in the three regions. Figure
3.35 shows the expected and observed impacts of the leading systematic uncertainties. The
most relevant uncertainties are related to the photon identification and the nonprompt
photon estimation, which is expected since a change in the photon selection can lead to
a change in the number of photons, and consequently, migration from one region to the
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Figure 3.34: Distribution of the ∆ϕ(ℓ, ℓ′) for the tt̄ region (left), the SR (centre) and the
Zγ CR (right), for full Run 2 data, post-fit.

other. On the other hand, ISR and FSR play an important role because they modify the
photon emission, and also cause migrations between the 0-photon and 1-photon regions.

3.10 Measurement of differential ratios between the

tt̄γ and tt̄ cross sections

We perform the differential ratio measurement as a function of the leading lepton pT and
the pT of the leading t quark. For that, we apply the same reparametrization as for the
inclusive ratio measurement, but instead of doing it inclusively, we do so per generator-
level bin of the variable to be measured. As a result, one parameter µ1i and one parameter
µRi will be extracted for each gen-level bin i. Here, no Zγ CR is included, as the fit has
many POIs and became too computationally expensive. It was shown that removing the
CR did not significantly affect the measurements.

For the leading lepton pT , 6 generator-level bins are defined for the fit, while for the
leading top pT , 4 generator-level bins are defined. Tables 3.14 and 3.15 show the expected
ratio between tt̄γ and tt̄, computed from simulation at generator-level, per bin, for the
two observables.
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Figure 3.35: Expected and observed impacts on each of the leading systematic uncertainty
on the signal strength parameter, µtt̄γ and the ratio parameter µR, where the expected
value µ = 1 corresponds to the SM expected cross sections.

Generated pT (ℓ1) [GeV] Expected diff. ratio

20-60 0.0231
60-80 0.0221
80-100 0.0225
100-120 0.0233
120-150 0.0243
150-∞ 0.0268

Table 3.14: Expected differential ratio tt̄γ/tt̄ per generator-level bin of the leading lepton
pT , computed from the simulated signal samples.
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Generated pT (t1) [GeV] Expected diff. ratio

0-100 0.02288
100-220 0.02675
220-330 0.03199
330-∞ 0.03653

Table 3.15: Expected differential ratio tt̄γ/tt̄ per generator-level bin of the leading top
pT , computed from the simulated signal samples.

3.10.1 Results

Leading lepton pT

From the fit, we extract the following parameters:

µ10 : 1.175+0.071
−0.067 µR0 : 1.138+0.061

−0.058 (3.33)

µ11 : 1.251+0.083
−0.085 µR1 : 1.236+0.074

−0.078 (3.34)

µ12 : 0.917+0.087
−0.086 µR2 : 0.912+0.082

−0.081 (3.35)

µ13 : 1.172+0.104
−0.104 µR3 : 1.189+0.099

−0.100 (3.36)

µ14 : 1.130+0.117
−0.105 µR4 : 1.147+0.113

−0.101 (3.37)

µ15 : 1.102+0.105
−0.095 µR5 : 1.145+0.103

−0.093 (3.38)

which result in the observed unfolded distribution of figure 3.36 (right). The figure
(left) shows the expected distribution, obtained using an Asimov dataset. Figures 3.37
and 3.38 show the pre- and post-fit distributions of pT(ℓ1) in both regions. The expected
and observed impacts of the leading systematic uncertainties are shown in figure 3.39. As
expected, the leading systematic uncertainties are those related to photon identification
and the nonprompt photon estimation, similarly to the inclusive ratio case.

Leading top quark pT

From the fit, we extract the following parameters:

µ10 : 1.194+0.149
−0.128 µR0 : 1.205+0.135

−0.121 (3.39)

µ11 : 1.062+0.090
−0.116 µR1 : 1.077+0.079

−0.110 (3.40)

µ12 : 1.196+0.159
−0.113 µR2 : 1.200+0.152

−0.107 (3.41)

µ13 : 0.873+0.128
−0.153 µR3 : 0.941+0.131

−0.160 (3.42)

(3.43)
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Figure 3.36: Expected (left) and observed (right) unfolded distributions of the ratio be-
tween tt̄γ and tt̄ as a function of generator-level pT(ℓ1).
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Figure 3.37: Distribution of the pT(ℓ1) for the tt̄ region (left) and the SR (right), for full
Run 2 data, pre-fit. The different generator-level bins of pT(ℓ1) for tt̄ (tt̄γ) are shown in
different shades of blue (orange), from dark to light.

which result in the observed unfolded distribution of figure 3.40 (right). The figure
(left) shows the expected distribution, obtained using an Asimov dataset. Figures 3.41
and 3.42 show the pre- and post-fit distributions of pT(t1) in both regions. The impacts
of the leading systematic uncertainties are not shown here, as they are identical to the
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Figure 3.38: Distribution of the pT(ℓ1) for the tt̄ region (left) and the SR (right), for full
Run 2 data, post-fit. The different generator-level bins of pT(ℓ1) for tt̄ (tt̄γ) are shown in
different shades of blue (orange), from dark to light.

lepton pT case shown above.
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Figure 3.39: Expected and observed impacts of the leading systematic uncertainties on
the different ratio parameters.
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Figure 3.40: Expected (left) and observed (right) unfolded distributions of the ratio be-
tween tt̄γ and tt̄ as a function of generator-level pT(t1).
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Figure 3.41: Distribution of the pT(t1) for the tt̄ region (left) and the SR (right), for full
Run 2 data, pre-fit. The different generator-level bins of pT(t1) for tt̄ (tt̄γ) are shown in
different shades of blue (orange), from dark to light.
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Figure 3.42: Distribution of the pT(t1) for the tt̄ region (left) and the SR (right), for full
Run 2 data, post-fit. The different generator-level bins of pT(t1) for tt̄ (tt̄γ) are shown in
different shades of blue (orange), from dark to light.
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3.11 The top quark charge asymmetry in tt̄γ events

The top quark charge asymmetry, as defined in section 1.3.5, can be extracted from the
data in a similar way to the signal strengths presented in the previous sections. In a way,
measuring the charge asymmetry is equivalent to doing a differential measurement of the
variable ∆|y| = |yt| − |yt̄|. The data can be divided in two bins of this variable, such that
the first bin (”bin−”) has ∆|y| < 0 and the second one (”bin+”) has ∆|y| > 0. For the
two bins, we assign the signal strength parameters µ− and µ+, respectively.

In order to extract the charge asymmetry directly from the signal strengths, µ+ can
be reparametrised as

µ+ = αµ−
100 + AC(%)

100 − AC(%)
(3.44)

which is obtained directly from the definition in section 1.3.5 with some algebraic
manipulation and using

α =
σexp
−

σexp
+

(3.45)

which is a constant, taken from simulation at the generator level. Then, the same
maximum-likelihood estimation can be used as for the differential measurements, and the
AC in percentage can be extracted directly. The advantage of performing this reparametriza-
tion is that the correlations between the different systematic uncertainties can be taken
into account directly by the minimisation procedure, and no a posteriori error propagation
is needed.

3.11.1 Results

The expected (SM) value for the charge asymmetry, computed from the signal simulation,
is -0.514%. The fit to the full Run 2 distributions of ∆y(t, t) results in an expected
uncertainty of 4.5% for the charge asymmetry. The observed values of the POIs (AC and
µ−) are:

µ− : 1.158+0.096
−0.089 AC : (4.686+4.385

−4.398)% (3.46)

Figure 3.43 shows the likelihood scans for the fits to the two POIs. The pre- and
post-fit plots for the ∆y(t, t) with the full Run 2 data are shown in figure 3.44.

The impacts of the leading systematic uncertainties are shown in figure 3.45. The
statistical uncertainty due to the limited size of the MC samples (labelled as ”MC stat.”
in the figure) is the leading contribution in the extraction of the charge asymmetry,
together with the statistical uncertainty in the data. In practice, this means that in order
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Figure 3.43: Likelihood scans for the expected (left) and observed (right) fits to AC .
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Figure 3.44: Distribution of the ∆y(t, t) for the SR, for full Run 2 data, pre- (left) and
post-fit (right). The two generator-level bins of ∆y(t, t) tt̄γ are shown in red and orange.

to disentangle the very small relative uncertainty, a very precise simulation of tt̄γ events,
and more data, are needed. The current data allows us to measure AC = (4.686+4.385

−4.398)%,
which differs from 0 with a significance of about 1σ, and is compatible with the SM
expectation also within about 1 σ, as can be seen in figure 3.43 (right).



134 CHAPTER 3. MEASUREMENT OF t t̄ γ AND THE t t̄ γ/t t̄ RATIO

2− 1− 0 1 2

θ∆) / 
0

θ − θ(

hem

JES (Flavour QCD)

 region)γtMC stat. (bin 2, 2016 preVFP, t

 region)γtMC stat. (bin 2, 2016 postVFP, t

JuncAbsolute

prop_binttgammaDiff_DeltaYTops_2018_bin0

Nonprompt estimation

 region)γtMC stat. (bin 1, 2016 preVFP, t

prop_binzgammaCR_DeltaYTops_2018_bin2

 region)γtMC stat. (bin 1, 2016 postVFP, t

 region)γtMC stat. (bin 2, 2017, t

 region)γtMC stat. (bin 2, 2018, t

 region)γtMC stat. (bin 1, 2018, t

 region)γtMC stat. (bin 1, 2017, t

0.5− 0 0.5

 (%)CA∆

4.41− 
4.38+ =4.69 (%)CA

0.04− 0.02− 0 0.02 0.04

 0γtt
µ∆

Fit constraint (obs.)  Impact (obs.)σ+1  Impact (obs.)σ-1

Fit constraint (exp.)  Impact (exp.)σ+1  Impact (exp.)σ-1

CMS Private work
0.09− 
0.1+ =1.16

 0γtt
µ

Figure 3.45: Expected and observed impacts of the leading systematic uncertainties on
the measured AC and the parameter µ−.

3.12 Discussion and outlook

In this chapter, data collected by the CMS experiment between 2016 and 2018 at a
centre-of-mass energy of 13 TeV are analysed to measure differential cross sections of tt̄γ ,
using parton level definitions, and the inclusive and differential ratio between the cross
sections of tt̄γ and tt̄. The work has been documented within the CMS collaboration
in an internal analysis note, and a publication reporting the results is in preparation.
Section 1.3.2 motivates the study of tt̄γ and the tt̄γ/tt̄ ratio in terms of their potential
for interpretations in the context of SMEFT. While this is outside the scope of this PhD
thesis, it would be a logical next step to this work. The publication that is in preparation
will contain all necessary information to allow such an interpretation to be performed a
posteriori from the results.

Measurements of tt̄γ can also be combined with other processes which also offer sensi-
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tivity to the tγ vertex, and consequently to the same EFT parameters. A prime example
is tt̄Z, which offers complementary sensitivity to tt̄γ , as motivated in section 1.3.4. There-
fore, a future simultaneous measurement of tt̄γ and tt̄Z, or even better the ratio between
the tt̄γ and tt̄Z cross sections, could provide even more powerful inputs to theory.

The differential cross section measurements in this thesis are affected by statistical and
systematic uncertainties almost in the same measure, with the systematic uncertainties
being slightly dominating in some bins. This means that in order to reach better precision
levels, it is not sufficient to simply collect more data, but it is also crucial to reduce, where
possible, the systematic uncertainties, as well as to improve the theory predictions.

In particular, the uncertainty on the measurements related to top quark observables
can be reduced by improving the reconstruction of the tt̄ system. One way to improve
it is to include the photon in the reconstruction, either with the method proposed in
Ref. [161], or using machine learning techniques. Deep neural networks to perform tt̄
reconstruction have been developed and shown to bring improvements with respect to
the traditional analytical algorithms, for example in Ref. [176]. Those networks can be
modified such that the photon kinematics is given as an input feature, without having to
make any a priori assumption about the photon origin.

One of the main systematic uncertainties affecting all the differential cross section
measurements of tt̄γ is the uncertainty on the cross section of tWγ , a non-negligible
background to tt̄γ , which has not yet been observed. An extensive dedicated study of
tWγ , taking into account the interference between this process and tt̄γ , would be a very
interesting addition to the work of this thesis, and will potentially bring improvements to
the measurements presented.

The charge asymmetry measurement, instead, is heavily dominated by its statistical
uncertainty. This includes both the uncertainty due to insufficient amounts of data, and
the one due to the limited size of the simulated samples. This means that in order to
improve this measurement, first of all, more data is needed. This can be achieved, for
example, by combining the data from Run 2 and Run 3. However, that is not enough,
as a much higher number of simulated events is also needed. Generating large enough
samples to reduce the uncertainty would come at a very high computational cost, and is
most likely not feasible in the near future. A recently developed technique uses machine
learning to overcome limitations due to limited size of simulated samples: by reweighting
the existing simulations to different model parameters with a neural network, a large
number of events can be simulated, without the need for simulating the detector response
multiple times [177, 178]. This model could in principle be adapted to generate a large
number of tt̄γ events in a phase space where the charge asymmetry is enhanced. Samples
with different values of charge asymmetry could be generated, such that they can be
compared to the data and potentially disentangle any BSM effect that could be present.

The HL-LHC is expected to collect about 5 times the luminosity of all the LHC runs so
far, at a centre-of-mass energy of 14 TeV. For tt̄γ , this brings an increase in cross section,
and a drastic reduction in the statistical uncertainty. This is particularly relevant for the
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ratio measurements, where the statistical uncertainty dominated. The tt̄γ cross section
increase is about 18%, while for tt̄ it is only about 6.7% [150,179,180], which means the
ratio between tt̄γ and tt̄ is enhanced, which allows for a even more precise measurement.

A future higher-energy hadron collider, such as the FCC-hh [181], if approved, will
represent a large step both in the energy and in the precision frontiers. The FCC-hh is
designed to collect 5 to 25 times the luminosity of the LHC, at a centre-of-mass energy of
100 TeV. At 100 TeV, the tt̄γ cross section is expected to be about 55 times larger than at
13 TeV, as shown in figure 3.46 (left). The tt̄ cross section is expected to increase about
30 times, as shown in figure 3.46 (right), so the ratio will almost double, in case the SM
predictions still hold at those energies.

Figure 3.46: Left: NLO total cross sections for tt̄V processes from 8 to 100 TeV [179];
Right: Multitop production cross sections from 8 to 100 TeV [180]. The simulations were
carried out using MadGraph 5 MadGraph5 aMC@nlo and the error bands reflect
the scale and PDF uncertainties.

Figure 3.47, shows two different scenarios for the improvement of an inclusive tt̄γ/tt̄
ratio measurement at the HL-LHC and at the FCC-hh: a pessimistic one where the
systematic uncertainties are the same as the ones measured in Run 2, and a more realistic
one where they are reduced by 30%. The first scenario is unlikely, as significant detector
upgrades will be carried out, which will improve the precision of the event reconstruction,
and also because our understanding of theoretical aspects such as the PDFs improves as
more data is collected.

A number of assumptions has to be made, in order to make this calculation. First of
all, since no projections are available for all the other processes that are not tt̄ or tt̄γ , an
assumption was made that their cross section scales in the same way as the tt̄ cross section.
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Figure 3.47: Projections for the inclusive tt̄γ/tt̄ ratio measurement, for the HL-LHC
and the FCC-hh. The y-axis represents the expected ratio parameter µR, as defined in
section 3.9. The black lines represent the statistical uncertainty, the red line represents
the systematic uncertainties with their current magnitude, and the pink lines represent
the systematic uncertainties in case they get reduced by 30% in future experiments.

This is a gross oversimplification, but since these processes have a minor contribution, it
is not expected to bias the results significantly. Additionally, the predictions for the HL-
LHC and the FCC-hh are made based on simulated data from CMS, simply by increasing
the luminosity and the cross section. This is not accurate, since those will be very different
machines and detectors, so dedicated simulations will have to be made in order to get
accurate predictions. It is, however, enough to have a rough idea of the order of magnitude
of the improvements that can be expected.

The top quark charge asymmetry measurement, which is currently heavily limited by
the statistical uncertainty, will also benefit from the higher amounts of data collected in
the HL-LHC and, potentially, the FCC-hh [181].



CHAPTER4
Search for exclusive production of
top quark pairs

In this chapter, I describe a search for CEP tt̄, the process which was introduced in section
1.3.6. While an observation is only expected to become possible at the HL-LHC [182], the
LHC Run-2 data provides the opportunity for the first investigations. I have conducted a
search using pp collision data collected by the CMS and TOTEM experiments at the LHC
in 2017, including intact proton data from PPS. These data correspond to an integrated
luminosity of 29.4 fb−1. The work is published in Ref. [183].

This chapter is organised as follows: section 4.1 contains the definition of the CEP
tt̄ signal, as well as the characterisation of the most relevant backgrounds; section 4.2
details the data and simulation samples that were used in the analysis, whereas section
4.4 focuses on the analysis strategy, including the event selection and the background
estimation; the reconstruction of the signal event hypothesis is described in section 4.5;
the multivariate analysis technique used for background discrimination is explored in
section 4.6; the statistical analysis and the results are presented in sections 4.7 and 4.8,
respectively.

4.1 Signal and background definitions

The signal process, CEP tt̄, is defined in detail in section 1.3.6. For the purpose of
this analysis, only the QED-induced diagram, figure 1.18 (left), is simulated, since the
contribution of the QCD diagram is expected to be negligible in comparison. Furthermore,
the analysis focuses on events where the tt̄ system decays dileptonically or to one lepton
and jets (ℓ+jets channel). The word ”leptons”, in the following, always refers to electrons
and muons, e and µ, respectively. Final states where the electron or muon appear in the
decay of tau leptons from W bosons are also considered as part of the signal.



4.1. SIGNAL AND BACKGROUND DEFINITIONS 139

Figure 4.1 shows an event display of an event recorded by CMS in 2017, containing a
typical CEP tt̄ event candidate, from the ℓ+ jets channel.

Figure 4.1: Event display of a possible CEP tt̄ candidate, recorded by the CMS exper-
iment in 2017 [184]. The outgoing cyan lines represent the outgoing protons, detected
in PPS. The orange cones represent two b-tagged jets. The yellow cones represent two
reconstructed light flavour jets from the decay of a W boson, while the red lines repre-
sents a reconstructed muon. The green and blue areas represent energy deposits in the
calorimeters. The yellow lines show particles identified as coming from pileup events.

This thesis focuses mainly on the dilepton channel, and on the combination with the
ℓ + jets channel. The full analysis setup for the ℓ + jets final state will however not be
described, as that analysis was carried out by a different team. The dilepton channel,
though having the lowest branching ratio, provides very high purity in tt̄ and a clean
signature for the CEP signal. In particular, the CEP signal in the dilepton channel is
characterised by very low hadronic activities: the only jets expected in the event are those
originating in b quarks from the top decays.

In the dilepton channel, the signal is characterised by a dileptonic tt̄ decay signature in
the central CMS detector, and two intact protons to be detected in PPS. The kinematics
of the two intact protons is strongly correlated with that of the tt̄ system.

The largest contribution to the background, by far, is non-exclusive production of tt̄,
which we will denote QCD tt̄. This process, as detailed in chapter 1, occurs abundantly
at the LHC, with a cross section about a million times larger than that of the signal
process, of 88.29 pb in the dilepton final state. The QCD tt̄ signature is identical to that
of the signal process except for the fact that intact protons in PPS should in principle not
be present for QCD tt̄ events. However, PPS has several sources of background protons,
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such as protons coming from pileup and from the beam halo, and there is a probability
that two proton tracks are reconstructed accidentally, coincidentally with a QCD tt̄ event
in CMS. In addition, processes that are a background to QCD tt̄ such as production of
Z bosons (Z+jets) and single top quarks, contribute to the backgrounds, when combined
with random proton tracks.

4.2 Data and simulated samples

The analysis is based on data collected by the CMS and PPS detectors in 2017, during
the LHC Run 2. Over the course of this year, the strip and pixel detectors in PPS were
not fully operational at all times. Only runs where all PPS detectors were operational
are considered in the analysis: this results in a sample corresponding to an integrated
luminosity of 29.4 fb−1 [185]. The beam crossing angle at the IP, αX, defined as the angle
between the LHC axis and one of the beams, was set at different values throughout the
year, with most data being recorded at αX = 120, 130, 140, or 150 µrad. The remaining
data are not included in this analysis.

Similarly to the tt̄γ analysis, a combination of single and double lepton triggers is used.
Events must pass one of several trigger paths requiring the presence of either a single
electron (isolated muon) with pT greater than 35 (24) GeV, or two electrons (muons) with
pT greater than 23 and 12 (17 and 8) GeV, or an electron and a muon with pT greater
than 12 and 23 GeV, or 23 and 8 GeV, respectively. Appendix C contains the full list of
trigger paths. In addition, depending on which HLT requirements are fulfilled for each
event, a procedure is implemented to make sure each event is selected only once and avoid
double counting.

To simulate the signal and background processes, different MC event generators are
used. For all processes, the response of the central CMS detector is simulated using the
Geant4 package [37] as described in section 1.2.2.

A signal pp → pγγp → ptt̄p sample is produced at LO in QED, using fpmc [186]
as the ME generator, with the equivalent photon approximation for the photon flux [187]
and a proton survival probability of 0.9. Events are generated with fractional momen-
tum loss 0.02 < ξ < 0.20. Top quark decays are simulated with MadSpin [146]. The
PPS response is simulated using a fast forward-proton simulation which includes beam
divergence and vertex smearing at the IP, along with their dependence on αX [40]. The
outgoing protons are propagated through the beamline from the IP to the RPs. The
aperture limitations for a given crossing angle are included in the simulation, and hits in
the detectors are generated taking into account sensor acceptance and resolution. The
simulated hits are then used to reconstruct proton tracks using the PPS reconstruction
algorithms, as described in section 2.3.2.

The QCD tt̄ sample is simulated at NLO precision using the powheg (v2.0) [147–149]
event generator. The inclusive tt̄ production cross section is scaled before the fit to the
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best available theoretical prediction at NNLO in QCD, amounting to 832 pb [150]. For
the QCD tt̄ processes, the pT spectra of top quarks in simulated samples are reweighted
according to predictions at NNLO QCD accuracy [77]. For both signal and background
event generation, a top quark mass of 172.5 GeV is used. Other processes with small
contributions are generated at NLO or LO, depending on the sample.

For all processes, events emerging from the ME simulation are interfaced with pythia
8.2 [142] in order to include particles from parton shower and hadronisation, as discussed in
section 1.2.2. All simulated background samples are listed in table 4.1, with the respective
assumed cross sections. In the table, ”DY+jets” refers to Drell-Yan.

Process Truncated sample name Cross section [pb]
W+jets W[2,3,4]JetsToLNu TuneCP5 13TeV 61526.7
tt̄ 1ℓ TTToSemiLeptonic TuneCP5 13TeV 365.34
tt̄ 2ℓ TTTo2L2Nu TuneCP5 13TeV 88.29
tW ST tW top 5f NoFullyHadronicDecays TuneCP5 13TeV 35.85
t̄W ST tW antitop 5f NoFullyHadronicDecays TuneCP5 13TeV 35.85
DY+jets DY[2,3,4]JetsToLL M-50 TuneCP5 13TeV 460 (total)
WW WW TuneCP5 13TeV-pythia8 75.88
WZ WZ TuneCP5 13TeV-pythia8 27.57

Table 4.1: Samples and production cross sections of the considered backgrounds.

4.3 Selection of physics objects

After the HLT requirements, a set of additional offline criteria are applied to the recon-
structed physics objects. Many of these requirements are the same as applied in section
3.3, so only the differences with respect to the tt̄γ analysis are highlighted here.

The charged leptons coming from the tt̄ decay are identified with a cut-based identi-
fication approach. The only difference is that muons must pass the ”tight” identification
criteria. This means that in addition to the aforementioned requirements in section 3.3.1,
the muon Global track must be matched to segments in at least two muon stations, and
must be compatible with coming from the PV. The muon reconstruction efficiency with
this algorithm is about 96% in both data and simulation, with a background efficiency
lower than 4%. After the identification requirements, leptons are required to be recon-
structed with pT > 20 GeV and |η| < 2.4.

Jets are reconstructed using the PF algorithm introduced in section 2.3.2. They are
required to have pT > 30 GeV and |η| < 2.4, and to be separated from leptons by ∆R >
0.4. The b tagging is done using the DeepCSV algorithm [188], unlike in the tt̄γ analysis,
which used deepJet. The DeepCSV algorithm was developed before deepJet, and has



142 CHAPTER 4. SEARCH FOR CEP t t̄

a slightly worse performance, as shown in figure 4.2. Jets from b quarks are selected with
an efficiency of about 70% for correctly identified b quark jets, and a misidentification
probability of 12 (1)% for c quark (light-flavour or gluon) jets.

Figure 4.2: Performance of the deepJet and deepCSV b-tagging algorithms on tt̄
simulated events with both top quarks decaying hadronically. The jets are required to
have pT > 30 GeV. The performance is shown for both b vs. c classification (dashed lines),
and b vs. light (solid lines). Taken from Ref. [153].

Protons are selected using the multiRP algorithm described in section 2.3.2.

4.4 Event selection

The final selection requires the presence of at least two charged leptons. The lepton with
the highest pT must have pT > 30 GeV and |η| < 2.1; the lepton with the second highest
value of pT must have pT > 20 GeV and |η| < 2.4. The two leptons are required to have
opposite charge, and the dilepton system they form is required to have an invariant mass
mℓℓ > 20 GeV. For the events with two reconstructed leptons of the same flavour, the
invariant mass of the dilepton system is further required to be outside a 30 GeV window
around the Z boson mass peak: (mℓℓ < 76 GeV) ∪ (mℓℓ > 106 GeV), in order to reject
events from DY production. Events are categorised, according to the flavour of the leading
leptons, as electron-electron (ee), electron-muon (eµ), or muon-muon (µµ).
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Only events with at least two b-tagged jets are retained. Energy corrections are
applied to the jets as described in section 2.3.2. The simulated samples are reweighted to
match the selection efficiency in data, and different weights are applied to account for the
different efficiencies in selecting electrons, muons, and b jets, as described in the previous
chapter.

The events are further required to have exactly one proton object reconstructed in
each arm of PPS. The requirement of exactly one proton per arm introduces a reduction
in selection efficiency of about 90% for the signal process. This is explained by two
reasons: the first is that one or both signal protons may fall out of the acceptance of PPS
or not be correctly reconstructed by the multiRP algorithm; the other is that additional
proton tracks may be present due to pileup. Nevertheless, this cut is necessary because in
2017, the PPS detector was equipped with both pixel and strip detectors, and the strip
detectors only allow for one proton track per event. Having multiple tracks would mean
using only the pixels, with the singleRP method, and in that case the resolution of the
reconstruction would be significantly worse, as shown in section 2.3.2.

4.4.1 Pileup reweighting

In order to match the pileup conditions for simulated events to those in collision data,
a further reweighting procedure is applied to simulated events, based on the number of
reconstructed interaction vertices (nvtx). The distribution of nvtx varies significantly with
the data-taking conditions, therefore it is determined for the data separately for each of
the 20 (era, αX) regions introduced in the next section, P data (nvtx | era, αX). For MC,
one single distribution is determined, PMC (nvtx). A weight

wPU = P data (nvtx | era, αX) /PMC (nvtx)

is assigned depending on the sampled region, and applied to simulation.

4.4.2 Estimation of background from pileup protons

As mentioned earlier, there is the possibility that some protons which originate from
pileup reach PPS. These are not related to the PV where the tt̄ system is reconstructed.
The probability to have at least one proton in the acceptance of one of the arms of
PPS, for any bunch crossing, ranges between about 40 and 70%, depending on the LHC
optics settings and instantaneous luminosity [40]. However, while the pileup activity in the
central detector can be modelled with adequate accuracy, no simulation has been validated
so far to include additional protons from uncorrelated diffractive events. Consequently,
in the MC samples, background events contain no forward protons, while signal events
contain exactly two forward protons on opposite sides (though not necessarily within the
acceptance).
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The presence of pileup protons, uncorrelated with the event reconstructed in the cen-
tral detector, has two effects:

• a background event may be selected as signal candidate because exactly one random
proton per arm has been reconstructed in PPS;

• a signal event may be rejected because of the multi-proton reconstruction inef-
ficiency, or it may be wrongly reconstructed because a pileup proton is selected
instead of the signal one that went undetected as a result of detector inefficiency or
limited acceptance.

The combinatorial background is modelled by appending pileup protons obtained from
a pool of data events to the MC sample. The pool consists of events selected similarly to
the signal region events except for the b jet multiplicity requirement, which is omitted.
Figure 4.3 displays a flowchart of the this procedure.

Figure 4.3: Flowchart depicting the background mixing procedure. The signal and back-
ground templates are obtained by merging the MC samples with pileup protons from
data.

The acceptance of PPS changed between different data-taking periods and beam con-
ditions. Consequently, the proton ξ distributions are different for each of these regions
in data. Therefore, the pool is divided into 20 orthogonal regions: five categories cor-
responding to different data-taking periods (eras B, C, D, E, or F) and four categories
corresponding to different αX values: 120 µrad, 130 µrad, 140 µrad, and 150 µrad. Then,
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for every MC event that passes the final event selection on the central CMS detector, a
pair of protons and a corresponding region in era and αX are randomly sampled from the
proton pool and are assigned to that event.

The algorithm is executed in two steps:

Step 1: using the data events, the following quantities are computed:

- P (era, αX): the probability for an event to be found in a certain era and with a
certain crossing angle (αX):

- P (11 | era, αX): the probability to find an event with two reconstructed protons
(one in each PPS arm) for a given era and crossing angle.

- P (10 | era, αX) and P (01 | era, αX): the probability to find an event with 1 proton
in a given arm and zero protons in the second arm (and vice versa) for the selected
(era, αX) region.

- P (00 | era, αX): the probability to find an event with 0 protons in both PPS arms
for a given (era, αX) region.

Step 2: for each simulated event, a pair of protons from the proton pool is randomly
sampled (using the cumulative distribution function obtained from P (era, αX)). Besides
the protons, an era and αX are also assigned to the MC event. The background and the
signal samples are treated differently, in the following way:

- Background: a pair of protons is assigned to every MC event, and the MC event
weight is multiplied by the proton tagging probability: ω → ω × P (11 | era, αX).

- Signal: events are separated into 4 categories based on the event topology. Events
with 2 reconstructed protons, only 1 reconstructed proton in the positive arm, 1
reconstructed proton in the negative arm, and events with no reconstructed pro-
tons. Then, each proton is randomly kept or discarded, to account for the limited
reconstruction efficiency of PPS. This is done by extracting a set of SFs from data,
and then drawing a random number r between 0 and 1: if r <SF the proton is kept,
otherwise it is discarded. This will result in a new categorisation of signal events.
Then depending on the final event topology, the following weights are applied:

– Signal events with two reconstructed protons are multiplied by the zero pileup
proton probability: ω → ω × P (00).

– Signal events with one reconstructed proton: a pileup proton is added to the
opposite arm. Then, the event weight is multiplied by the probability to mea-
sure zero pileup protons in the reconstructed arm and exactly one proton in
the other arm.



146 CHAPTER 4. SEARCH FOR CEP t t̄

– Signal events with no reconstructed protons are treated as background events.

In figure 4.4 the per-event probability of having no pileup protons, as well as the
probability of having one proton in each arm are shown as a function of era and beam
crossing angle, for data events collected in 2017.

eraB eraC eraD eraE eraF
0

10

20

30

40

50

60

70

) 
[%

]
ar

m
-1

 P
(0

)
× 

ar
m

-0
ze

ro
 ta

g 
pr

ob
ab

ili
ty

 (
P

(0
)

radµcrossing-angle = 120 

radµcrossing-angle = 130 

radµcrossing-angle = 140 

radµcrossing-angle = 150 

2017, 13 TeV internalCMS

eraB eraC eraD eraE eraF
0

1

2

3

4

5

6

7

8

9

10

) 
[%

]
ar

m
-1

 P
(1

)
× 

ar
m

-0
pr

ot
on

 ta
g 

pr
ob

ab
ili

ty
 (

P
(1

)

radµcrossing-angle = 120 

radµcrossing-angle = 130 

radµcrossing-angle = 140 

radµcrossing-angle = 150 

2017, 13 TeV internalCMS

Figure 4.4: Combined probability of finding zero (P (00 | era, αX), left) or 1
(P (11 | era, αX), right) reconstructed protons in each PPS arm, computed from data.
The difference between eras B-D and E-F is due to the replacement of some PPS detector
constituents during a technical stop of the LHC.

4.4.3 Comparison between data and simulation

To assess the validity of the background model obtained in section 4.4.2, the data and
simulation are compared for several distributions. Figure 4.5 shows the number of data
and simulation events per (era, αX) region. Figure 4.6 shows the distributions of ξ in arm
0 and 1, denoted as ξ0 and ξ1, after applying the background model. The signal peaks
towards lower values of ξ0 and ξ1, since those are the values corresponding to the bulk of
the mtt̄ distribution. For the backgrounds, ξ0 and ξ1 have almost uniform distributions,
only modelled by the PPS detector acceptance, since they correspond to pileup protons.

Additionally, figure 4.7 shows the pT distribution of the leading b-tagged jet (left)
and the number of light-flavour jets (right). The number of light jets is typically zero or
very low for the signal, since there is only the tt̄ system being produced and no proton
remnants, while for QCD tt̄ and other backgrounds, a higher number of jets is expected.
Distributions of estimated backgrounds follows well those of data.
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region. Region 140E has no events after selection, because the PPS was only fully func-
tional for a small fraction of this data-taking period. The signal is scaled to a cross-section
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Figure 4.6: Distribution of the ξ0 and ξ1 of the reconstructed protons. The uncertainty
band includes both statistical and systematic uncertainties (pre-fit). The signal is scaled
to a cross-section of 25 pb in order to be visible.
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light-flavour jets (right). The uncertainty band includes both statistical and systematic
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visible.
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4.5 Reconstruction of the tt̄ system

In PPS, when looking at CEP events, if at least one proton is reconstructed on each arm
of CMS, one can extract ξ0 and ξ1 using the method described in section 2.3.2 and use
them to reconstruct the invariant mass and rapidity of the system X (mX and yX). The
mX and yX are related to ξ0 and ξ1 by the approximate formulas:

mX =
√
sξ0ξ1 , (4.1)

yX =
1

2
ln

(
ξ0
ξ1

)
, (4.2)

where the subscripts 0 and 1 refer to the arm index. A comparison between data and
simulation for these quantities is shown in figure 4.8. In case of CEP tt̄ production,
mtt̄ and ytt̄ should match mX and yX , while for QCD tt̄ background there should be no
correlation. This is a powerful way to disentangle the two contributions, which have an
otherwise very similar signature.

Reconstructing the full kinematics of the tt̄ system plays a central role for discrim-
inating between signal CEP tt̄ and QCD tt̄ background. The reconstruction algorithm
described in section 3.5 is also used here. The resolution of the tt̄ mass reconstructed
with this algorithm is defined as in section 3.5 and is shown in figure 4.9 for simulated
signal events.

Figure 4.10 show the distributions of the resulting reconstructed mtt̄ and ytt̄ . Good
agreement between data and simulation is observed for both variables.

4.6 Multivariate analysis with boosted decision trees

In order to achieve the best possible separation between signal and background, several
observables which offer discriminating power are combined by means of a multivariate
analysis technique. A boosted decision tree (BDT) algorithm [189] is used, implemented
with the TMVA toolkit [190]. The samples used for the training of the model consist
of signal events with both protons reconstructed in PPS, and QCD tt̄ production events
with two pileup protons added from the collision data, as described in section 4.4.2. Other
backgrounds are not included in the training, as they are minor in comparison to QCD
tt̄.

The signal and QCD tt̄ background samples used for developing the BDT are a random
subset of the MC samples used in the analysis after the full selection, with 50.000 events
for training and 50.000 events for testing the classifier, for either the signal and the QCD
tt̄. Only signal events where both protons from the CEP are reconstructed by PPS are
considered for the training, i.e., signal events with zero or one signal protons in total,
where the remaining proton(s) come from PU are excluded. This decision was made
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Figure 4.8: Distribution of the mass and rapidity of the central system (mX and yX),
computed from the two proton ξ values. The uncertainty band includes both statistical
and systematic uncertainties (pre-fit). The signal is scaled to a cross-section of 25 pb in
order to be visible.
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because events with two signal protons are better modelled and are independent of the
proton mixing strategy.

Several options were tested for the training parameters, and those giving the best
discrimination power without showing ”overtraining” were used in the final classification.
The chosen parameters are summarised in table 4.2. A complete description of what the
parameters represent can be found in Ref. [190].

Option

NTrees 100
MaxDepth 4
BoostType AdaBoost
SeparationType GiniIndex
nCuts 20

Table 4.2: Training parameters of the BDT.

The main purpose of the BDT classifier is to exploit the fact that for signal events
a strong correlation between the proton kinematics (mX and yX) and the tt̄ system
(mtt̄ and ytt̄) is expected, while for the background no correlation should be present.
Furthermore, signal events are expected to have less extra activity due to the absence
of proton remnants, and therefore observables that quantify this extra activity, such as
the number of light jets, are also useful for the classification. Finally, and for the same
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Figure 4.10: Distribution of the mass and rapidity of the reconstructed tt̄ system (mtt̄

and ytt̄). The uncertainty band includes both statistical and systematic uncertainties
(pre-fit). The signal is scaled to a cross-section of 25 pb in order to be visible. The first
bin on the right hand side distribution shows mostly the events that did not pass the
tt̄ reconstruction, as those are given a dummy negative value of ytt̄ .
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reason, in the signal events, the top quark and antiquark are expected to be produced
more ”back-to-back”, since there are no other particles for the tt̄ system to recoil against.
With this logic in mind, the 15 kinematic variables listed in table 4.3 were chosen to
be included in the classifier. This list includes some high-level variables that combine
information from the full tt̄ system and extra event activity.

Variable Definition (where needed) Disc. power

yvis Rapidity of the vector-sum of the four-momenta 0.149

of the visible particles from tt̄ decay:

y(b1 + b2 + l1 + l2)

mX - 0.123

yX - 0.122

number of - 0.114

light-flavour jets

mtt̄ Output of the tt̄ reconstruction 0.099

E2 (E(b1) + E(b2) + E(ℓ1) + E(ℓ2) + pmiss
T )2 0.077

yextrasum Sum of the absolute values of rapidity of each 0.072

visible particle that is not from tt̄ decay (extra jets)

∆R(ℓ, ℓ) - 0.066

ysum Sum of the absolute values of rapidity of each 0.037

visible particle from tt̄ decay:

|y(b1)| + |y(b2)| + |y(ℓ1)| + |y(ℓ2)|
∆ymin Minimum 0.030

(|y(b1 + ℓ1)| − |y(b2 + ℓ2)|, |y(b1 + ℓ2)| − |y(b2 + ℓ1)|)
ytt̄ Output of the tt̄ reconstruction 0.029

|∆ϕb,b | - 0.029

pmiss
T - 0.020

mℓℓ - 0.020

y of extra system Rapidity of the system of additional particles, 0.149

i.e. those not associated to the tt̄ system

Table 4.3: Training parameters of the BDT, with the respective definitions, where needed.
The variables are shown in descending order of discriminating power. The last column
shows the discriminating power of each variable, as given by TMVA.

The discriminating power presented in the last column of table 4.3 is provided by the
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TMVA package and quantifies the relative importance of each variable in the training.
The number is computed for each variable by counting how often the variable is used to
split decision tree nodes, and then weighting each split occurrence by the gain in signal
purity it has achieved and the number of events in the node. The distribution of all input
variables in the BDT training samples, for signal and tt̄ background, are shown on figures
4.11 and 4.12, for the training samples. It is clear that the variables which TMVA ranks
higher are also the ones where a different spectrum between signal and background is
more apparent.

The correlation matrices in figure 4.13 show the linear correlation coefficients (in per-
centage) between all variables, for signal and for tt̄ background.

Looking at the matrices, we can see that, as expected, for the signal (left) there is a
high correlation between the forward variables (mX and yX , designated mpp and ypp in
Fig. 4.13) and the reconstructed tt̄ kinematics, i.e. reconstructed mtt̄ and ytt̄ (kinreco mtt
and kinreco ytt in the figure); while for the background (right), no significant correlations
are observed, since the information in PPS is random and has origin in pileup. Some
variables, such as ysumextra , are heavily correlated with other variables that rank higher in
terms of discriminating power. The performance of the classifier without those variables
was tested and it was shown to be slightly worse. For this reason, the variables were kept.

As a measure of the BDT classifier performance, the ROC curve is presented in figure
4.14. This curve shows the fraction of rejected background events (background rejection,
on the y-axis) as a function of the fraction of accepted signal events (signal efficiency,
on the x-axis). The larger the area under this curve, the better the performance of the
classifier.

The output of the classifier, comparing training and test samples, is shown in figure
4.15. Events which are more “signal-like” are attributed a larger BDT output (closer to
1), while “background-like” events are classified with a low BDT output (closer to -1).
The training and test samples show compatible distributions, and there is no clear sign of
overtraining. TMVA performs a series of Kolmogorov-Smirnov (K-S) tests comparing the
training and test samples and outputs the average result for signal and for background,
as shown in the figure. The K-S test is a statistical test which compares the cumulative
distributions (in this case, from the training and test distributions), evaluating how well
they agree with each other. For random samples (not drawn from the same distribution),
the test outputs a uniform distribution between 0 and 1, and therefore the average should
be 0.5. In practice, it is difficult to obtain precisely 0.5 with limited number of events, so
we consider that there is no overtraining if the test result is of the order of 0.5 and it is
visually apparent that the two distributions agree.

The output weights from the BDT model are stored and applied to data and all
simulated events, in the ee, eµ and µµ final states, and the obtained distribution is shown
in figure 4.16. The separation between signal and background contributions is visible in
the distribution, and this will be used for the statistical analysis described in the next
section. It is worth emphasising that the background overwhelmingly large, around 1
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Figure 4.11: Distribution of the first 12 out of 15 input variables in the training sample,
for signal (blue) and tt̄ background (red).
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Figure 4.12: Distribution of the last 3 out of 15 input variables in the training sample,
for signal (blue) and tt̄ background (red).

Figure 4.13: Correlation matrices, showing the linear correlation coefficients (in percent-
age) between all pairs of variables, for signal and background (see text).
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Figure 4.14: ROC curve produced by ROOT TMVA, quantifying the performance of the
BDT classifier. The larger the area of this curve, the better the discriminating power.

Figure 4.15: Comparison between the response of the BDT classifier for training and test
samples. No overtraining is observed.
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million times larger than the expected signal, and even in the ”signal-like” region, the
background events are the dominant contribution. In the figure, the signal contribution
is scaled to a cross-section of 25 pb (∼ 104 σSM) in order to be visible.
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Figure 4.16: Output of the BDT classifier, when applied to the full data and simulation
samples. The uncertainty band includes both statistical and systematic uncertainties
(pre-fit). The signal is scaled to a cross-section of 25 pb in order to be visible. Signal
events cluster in larger BDT output values and background events in lower BDT output
values.

4.7 Statistical analysis

In order to extract an upper limit on the cross section of the pp → pγγp → ptt̄p process,
a simultaneous fit is performed to the BDT outputs from dilepton and ℓ+jets final states.
The BDT of the ℓ + jets channel is trained independently and details can be found in
Ref. [183].

The same statistical concepts described in section 3.7 are applied here. The POI in
this case is the signal strength parameter for the cross section of pp → ptt̄p, and is defined
as:

µ =
σ(pp → ptt̄p)

σ(pp → ptt̄p)SM
. (4.3)
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The likelihood is the one of equation 3.17, except that in this analysis, the normaliza-
tion of the QCD tt̄ backgrounds is assigned a uniform prior with a quasi-infinite range,
so that these parameters are directly inferred and constrained from the data. This corre-
sponds to modifying equation 3.15 such that:

λi(µ,Θ) = µ · si(Θ) +

N1∑
j=1

bi,j(Θ) +
2∑

k=1

αk · ci,k(Θ) (4.4)

where j = 1, ..., N1 runs over the other (non tt̄) background sources, and k = 1, 2
runs over the QCD tt̄ backgrounds. The normalization of the ℓ+ jets and dilepton decay
channels are left to float independently. The rate parameter α1(2) scales the normalization

of QCD tt̄ in the ℓ+ jets (dilepton) channel 1. The MLE method is then used to estimate
the POI, µ.

4.7.1 Systematic uncertainties

Most of the systematic uncertainties detailed in chapter 3 are relevant in this analysis,
too. Obvious exceptions are the uncertainties that are directly related to the selection
of the photon, together with those associated with the estimation of backgrounds. The
CEP analysis is in addition affected by systematic uncertainties associated with the iden-
tification of intact protons. One has to also consider that the analysis presented in this
chapter is based on data collected by CMS in 2017 only. Therefore, considering the cor-
relations between the different data-taking years, as detailed in the previous chapter, is
not necessary. This section provides details for uncertainties affecting the CEP analysis
only. A summary of all uncertainties, including the process(es) they influence, their effect
being on the shape of the BDT output or only the rate of the signal, and whether they
are treated as correlated between the two channels, is presented in table 4.4.

Parton shower modelling: Uncertainties in the modelling of ISR and FSR are
included. Unlike in the tt̄γ analysis, separate uncertainties are considered for the different
components of the PS, in particular, different splitting types are considered independently
- g → gg, g → qq, q → qg, x → xg, where q refers to light flavour quarks and
x to b or t quarks. The motivation behind splitting this uncertainty in its individual
components instead of simply including the overall contribution, was the fact that these
uncertainties were strongly constrained by the fit, before splitting. Such a constraint was
not expected and is probably due to incorrectly assumed correlations between the sources;
when including all sources separately, the constraint is no longer observed. A possible

1In the ℓ + jets channel, there is another background contribution, from QCD multijet production,
which is not included directly in the fit. Instead, it was shown that the BDT classifier output distribution
is identical in QCD multijet and in QCD tt̄ events, so the normalization parameter α1 also accounts for
this background.
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explanation for the fact that this analysis is very sensitive to ISR and FSR effects, unlike
the tt̄γ analysis, is that these effects heavily impact several inputs to the BDT classifiers,
such as the number of additional jets, and the rapidity of several particles.

Background normalisation: The uncertainties on the cross section of each of the
background contributions are included and summarised in table 4.4. The normalisation
of the QCD tt̄ process in the dilepton and ℓ + jets channels is included in the fit as rate
parameters, which are allowed to float freely, as described in section 4.7.

Luminosity: The uncertainty on the integrated luminosity collected in 2017 is con-
sidered as a rate uncertainty on all processes [171].

Proton reconstruction: The uncertainty on the reconstructed proton ξ is applied as
a shape uncertainty affecting only the signal. This uncertainty is derived by varying the
fractional momentum loss ξ of the protons within its uncertainty, as estimated in Ref. [40],
and reevaluating the BDT distributions with the modified ξ values. The variation in the
reconstructed momentum loss of the protons is evaluated for each of the two arms of PPS
independently, resulting in two uncorrelated systematic uncertainties.

PPS efficiency: The uncertainty on the efficiency of the silicon strips and of the
multiRP reconstruction method is considered as a shape uncertainty, affecting only the
signal.

Pileup proton rates: The background arising from the existence of pileup protons
is estimated by enriching the MC samples with pileup protons from the data, as described
in section 4.4.2. The simulated events are then normalised according to the pileup proton
rate measured in each region, before the requirement of at least 2 b-tagged jets. Any bias
in the proton tag rate arising from loosening the b-jet requirement is taken into account
by measuring the proton tag rate again after requiring at least 1 b-tagged jet, and taking
the difference between the two as a systematic uncertainty. This is a rate uncertainty,
affecting the normalization of all processes.

This analysis is heavily limited by its statistical uncertainty, both in data, due to the
low number of expected signal events, and in simulation. This is very different from, for
example, the precision measurement reported in the previous chapter, where the system-
atic uncertainties assume a more relevant role. For this reason, the varied shape templates
are subject to an additional treatment, in order to stabilise the fit and remove possible
unphysical spikes in the distributions caused by the limited number of simulated events.
The treatment is summarised in three steps:

• Shape significance test: For each uncertainty, a single K-S test is performed
between the alternative shapes and the nominal one to check if the alternative
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template is compatible with being drawn from the same distribution as the nominal.
The shape systematic is retained if the K-S test yields a value lower than 95%, for
either of the upwards or downwards fluctuated shape. Otherwise, it means the shape
variation is not significant and it is converted to a rate uncertainty, which is then
considered in the fit.

• Smoothing: For some variations, the presence of some very large or very small
weights for particular simulated events was observed, which leads to unphysical
shapes with spikes. In order to mitigate this effect, a smoothing procedure was ap-
plied to the shape of the systematic variations. The ratio of the varied to the nom-
inal shape (separately for upwards and downwards variations) is smoothed, using
the TH1::Smooth(1) method from the ROOT package [191]. The smoothed shapes
of variations are obtained by multiplying the nominal template by the smoothed
ratio.

• Pruning: All systematic uncertainties which are shown to have an impact lower
than 0.1% in the final limit are considered to be negligible and are omitted.

The uncertainties after this treatment are used in the fit, and a summary is presented
in table 4.5. There, ”lnN” refers to log-normal or rate uncertainties, while ”shape” refers
to shape+rate uncertainties.

4.8 Results

From the selection procedures in the two tt̄ decay channels, 23 BDT shape distribu-
tions are constructed, each containing a signal-enriched and a background-enriched region.
From the dilepton analysis, 3 distributions are obtained: for the e e, e µ, and µ µ final
states. From the ℓ + jets analysis, 20 distributions are included, one for each (era,αX)
region. The final results are obtained from a simultaneous fit to all distributions and,
given that no statistically significant sign of the signal is observed, they are interpreted
with upper limits.

Setting an upper limit is equivalent to quoting a CI containing µ = 0, CI=[0,µup],
using the notation from section 3.7. Using the test statistics qµ, it is possible to compute
the p-value for a range of values of µ, and reject those with pµ < 0.05. This method,
however, can lead to the exclusion of a signal model in cases where the sensitivity is low
and there is a downward fluctuation of the observed data. The CLs prescription [192] is
a method to avoid this issue by relying not directly on pµ, but on the ratio pµ/(1 − p0).

The simultaneous fit to the 23 categories, considering all systematic uncertainties as
nuisance parameters and using the CLs prescription, yields a combined upper limit on
the production cross section of CEP tt̄ of
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σ < 0.59 pb (1.10+1.22
−0.55 expected @ 95% confidence level) (4.5)

Figure 4.17 demonstrates the BDT output distribution in data and simulation. In the
dilepton channel, the e e, e µ, and µ µ categories are shown together, and in the ℓ+ jets
channel all (era,αX) categories are shown together.
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Figure 4.17: Distribution of the BDT score in the signal region for simulated events after
the fit, and for data. Left: dilepton channel; right: ℓ+ jets channel. The different ranges
of the two BDT output distributions are a consequence of the different architectures of
the algorithms. The solid histograms show the expected background contributions, while
the red open histograms show the expected signal shapes, normalised to a cross section
of 25 pb, approximately 105 larger than the SM cross section prediction from Ref. [93];
points with statistical error bars represent collision data. For both decay channels, all
signal regions are combined. The lower panels show the data-to-prediction ratios; the
hatched bands represent the relative uncertainty in the predictions.

Figure 4.18 shows the expected limits obtained by fitting each channel separately, as
well as the combined result. The median expected value is shown as a dashed black line,
the ±1σ and ±2σ bands are shown in yellow and green, respectively, while the observed
value is shown as a solid black line.

The ℓ + jets and the dilepton analyses achieve comparable levels of sensitivity, with
slightly better sensitivity for the first. While the ℓ+ jets channel benefits from the higher
branching ratio, and therefore higher number of events, as well as the less ambiguous
reconstruction of the tt̄ system (since there is only one neutrino present), the dilepton
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Figure 4.18: Expected upper limits and respective ±1σ and ±2σ bands, obtained when
fitting the two channels separately, and when combining the two measurements. Observed
limit superimposed as a solid black line.
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channel benefits from the higher purity in tt̄, as well as the low number of jets, that
results in lower uncertainties and a better separation performance of the BDT.

Figure 4.19 shows the expected impact of the leading systematic uncertainties, as well
as the expected pulls and constraints. These pulls and constraints are computed based
on a fit where the expected cross-section value is fixed to 1 pb. The expected impact of
the leading uncertainties on the final limit is also showed in percentage on table 4.6.
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Figure 4.19: Expected impacts on each of the leading systematic uncertainty on the
signal strength parameter, r, where the expected value r = 1 corresponds to a cross-
section scenario of 1 pb.

Figure 4.20 shows the observed pulls and constraints on the signal strength when
performing a fit to data. In order to perform this fit, the signal strength is allowed to
take negative values. The impacts on the upper limit are shown in 4.6.
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Figure 4.20: Observed impacts on each of the leading systematic uncertainty on the
signal strength parameter, r, where the expected value r = 1 corresponds to a cross-
section scenario of 1 pb.
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4.9 Discussion and outlook

In this chapter, data collected by the CMS experiment in 2017 are analysed to measured
the first upper limit on the cross section of pp → ptt̄p. This result was made public as
an analysis summary by the CMS collaboration [183]. A publication is in preparation to
be submitted to JHEP.

The main factor limiting the sensitivity of this measurement is the statistical uncer-
tainty. The data collected by the LHC so far are not sufficient to observe the CEP process,
in case the cross section matches the one predicted by the SM, which is < 1 fb. Never-
theless, the systematic uncertainties also play a significant role, having a total impact of
approximately 11% on the upper limit, as shown in table 4.6. In particular, experimental
uncertainties such as the uncertainties associated with the b tagging and JER have a
significant impact on the signal acceptance and, consequently, on the upper limit. This is
expected because the analysis relies on the selection of at least two b-tagged jets. Also,
JER has a large impact because it affects the b jet kinematics and the number of selected
light jets, which are important inputs to the BDT classifiers in both channels. The leading
modelling uncertainty is associated with FSR, that heavily impacts the number of light
jets. This, in turn, affects the performance of the BDT classifiers.

This analysis is the first result targeting the top quark sector using intact protons.
Outside the top quark sector, the CMS and TOTEM collaborations recently published
a number of results [193–197] exploiting partially or fully the more than 100 fb−1 data
collected by CMS and PPS during the Run 2 of the LHC, including the observation of
the CEP of dilepton pairs (e+e− and µ

+
µ
−) [196].

A logical future improvement for this analysis would be to exploit the data collected
during the full Run 2. This requires taking into account the different configurations of
PPS in 2016, 2017, and 2018, and was not included in this thesis because the calibrations
of the 2018 data were not finalised at the time of this work. In 2018, PPS was equipped
with pixel detectors both in the near and in the far RPs, which makes it possible to
include events in the selection with multiple proton tracks per arm. Including these
events drastically increases the signal efficiency since, as mentioned in section 4.4, the
single proton track requirement introduces an efficiency loss of ∼ 90%.

The data being collected during the Run 3 will bring even more statistical power.
Additionally, PPS in Run 3 is equipped with functioning timing detectors. Measuring the
proton’s time of arrival will provide a powerful way to reject the pileup proton background,
that is by far the dominant background in the current analysis.

The HL-LHC, with its upgraded detectors and unprecedented amounts of data, will
make it possible to access very rare processes, with cross sections of the same order as
the expected cross section of pp → ptt̄p. In case the PPS detector upgrade plan [198]
is approved and carried out successfully, it will be possible to significantly improve the
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measurement described in this chapter. In this case, enough precision will be reached
such that an independent test of the top-photon coupling will be possible, which would be
complementary to what is currently reachable through the measurement of tt̄γ , described
in chapter 3.
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Uncertainty Channel Type Value Process

Luminosity both rate - log-normal 2.3% all
σDY both rate - log-normal 30% DY
σWjets ℓ+ jets rate - log-normal 30% others
σtW both rate - log-normal 5% others
µR both shape - QCD tt̄
µF both shape - QCD tt̄
ISR both shape - QCD tt̄
FSR both shape - all processes
PDF both shape - all backgrounds
αS both shape - all backgrounds

Electron ID both shape - all
Muon ID both shape - all

Trigger SFs both shape - all
L1 prefire both shape - all
b tagging both shape - all

JER both shape - all
JEC both shape - all

Unclustered MET both shape - all
Proton reconstruction both shape - signal

PPS efficiency both shape - signal
Proton tag rate both rate - all

tt̄ normalization dilepton dilepton rate parameter - QCD tt̄
tt̄ normalization ℓ+ jets ℓ+ jets rate parameter - QCD tt̄

Table 4.4: Sources of systematic uncertainties considered in the combination, before the
pruning. The column ”channel” shows whether the uncertainty is affecting the dilepton
channel, the ℓ+ jets final state or both. The ”type” of uncertainty is described as ”rate”
(constant normalization factor) or ”shape” (variations that modify the shape and the
normalization of the distribution). The processes affected by each uncertainty are also
listed.
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Uncertainty Initial type Type after treatment

dilepton ℓ+ jets
Luminosity lnN lnN lnN

σDY lnN lnN lnN
σWjets lnN - lnN
σtW lnN lnN lnN
µR shape - lnN
µF shape - lnN

ISR g → gg, µR shape - lnN/shape
ISR other sources shape - lnN

FSR x→ xg, (non-singular terms) shape shape shape
FSR q → xq, (non-singular terms) shape lnN lnN/shape

FSR x→ xg, µR shape lnN lnN/shape
FSR other sources shape lnN lnN

Choice of PDF shape - lnN
Choice of αs shape - -
Electron ID shape lnN lnN

Muon ID shape lnN lnN
Trigger SFs shape lnN -
L1 prefire shape - -

b tagging (u,d,s quarks) shape lnN lnN
b tagging (c,b quarks) shape shape lnN

JER shape lnN/shape shape
JES (Absolute) shape lnN -
JES (Relative) shape lnN -

JES (Flavour QCD) shape lnN -
JES (Time) shape lnN -

JES (High pT) shape - -
JES (Pileup) shape - -

Unclustered pmiss
T shape lnN lnN

Proton reco. (arm 0) shape shape shape
Proton reco. (arm 1) shape shape shape

PPS efficiency shape lnN lnN
Proton tag rate shape lnN lnN

Table 4.5: Input sources of systematic uncertainties considered in the final analysis setup,
after the additional treatment, for each channel. The type of uncertainty is described as
being ”lnN” (constant normalization factor) or ”shape” (variations that modify the shape
and normalization of the distribution).
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Table 4.6: Impact of the leading systematic uncertainties on the expected and observed
95% CL upper limit on the cross section of pp → ptt̄p, for the combined result as well as
for the two individual decay channels.

Systematic variation
obs. [exp.] limit change (%)

combined dilepton ℓ+ jets

Experimental
Proton reconstruction efficiency 0.1 [0.0] 1.6 [1.9] 0.0 [0.0]
Jet energy resolution 8.2 [0.4] 2.6 [5.6] 16.2 [3.8]
Efficiency of b tagging 2.3 [7.2] 3.9 [7.1] 0.0 [0.3]
Proton tag rate 0.4 [0.4] 0.1 [0.8] 0.0 [0.3]
Modelling
QCD scales 0.5 [0.0] 0.1 [0.4] 1.4 [1.6]
Final state radiation 7.9 [3.1] 0.3 [0.4] 11.4 [6.8]

All systematic uncertainties 10.9 [14.5] 11.2 [22.3] 21.2 [13.9]
MC statistical uncertainty 0.9 [0.0] 0.1 [0.4] 0.9 [0.6]



Conclusion

A set of differential measurements of the associated production of top quark pairs with
a photon (tt̄γ), with the CMS experiment, is presented in this thesis. This process has
been measured before, inclusively and differentially as a function of lepton and photon
observables. This thesis contains a number of new results that constitute substantial
experimental progress in the understanding of the process. In particular, differential
measurements as a function of top quark and top quark pair (tt̄) observables are presented
for the first time, by using a tt̄ reconstruction algorithm. Moreover, for the first time at
the LHC, the ratio between the cross sections of tt̄γ and tt̄ is measured, inclusively and
differentially. These ratios are an important input to theory, as they can be used to
understand modelling aspects of tt̄γ , and to probe the top-photon coupling, for example
through interpretations in the context of the Standard Model Effective Field Theory. To
achieve the results presented, proton-proton collision data recorded at a centre-of-mass
energy of 13 TeV are analysed. These data were collected during the second Run of
the CERN LHC, during the years 2016, 2017, and 2018, corresponding to an integrated
luminosity of 138 fb−1. A publication of these results is in preparation and currently
undergoing internal review within the CMS collaboration.

Events with two oppositely charged leptons are selected. One photon, at least 2 jets,
and at least 1 jet originating from a b hadron decay are required. The main background to
tt̄γ , after these selection requirements, is tt̄ production in association with a nonprompt
photon. This can be either a misidentified object or a real photon originating from
hadronisation processes or from pileup. The contribution from nonprompt photons is
estimated using a data-driven method. Another important background is Zγ production.
This background is suppressed by imposing the requirement that the invariant mass of the
system formed by the two leptons and the photon (mℓℓγ) be at least 15 GeV away from the
Z mass. The Zγ background is further controlled by introducing a control region, defined
by applying the same cuts as the signal region but inverting the mℓℓγ requirement.

By performing a simultaneous profile likelihood fit to the signal and control regions,
the reconstructed quantities can be unfolded such that the generator-level quantities are
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recovered. This is done for 5 different variables, the leading photon pT, the leading
lepton pT, the ∆ϕ between the two leptons (∆ϕ(ℓ, ℓ′)), the leading top quark pT, and the
∆R between the photon and the tt̄ system (∆R(γ, tt̄)). From the unfolded quantities,
differential cross sections of tt̄γ are extracted. A precision of about 8-15% is achieved for
lepton and photon observables, and about 11-25% for top quark and tt̄ observables.

Additionally, the ratio between the cross sections of tt̄γ and tt̄ is measured to be

Rγ = 0.02779+0.0013
−0.0013(68%) , (4.6)

corresponding to a 5% precision. This ratio is measured differentially as a function of
two different parton-level observables, with a 6-15% precision, depending on the bin and
distribution.

A study of the top quark charge asymmetry in tt̄γ events is also presented, where a
value of (4.686+4.385

−4.398)% is measured, in agreement with the SM predictions at NLO.
As a second project, a search for the central exclusive production of tt̄ with the

CMS experiment is presented. A subdetector of CMS, the Precision Proton Spectrometer
(PPS), is used to detect intact protons leaving the CMS interaction point. The analysis
uses proton-proton collision data collected at a centre-of-mass energy of 13 TeV, during
the year 2017, corresponding to an integrated luminosity of 24.9 fb−1. This search was
initiated as a master thesis project [199]. Here, in this PhD thesis, I present the completed
analysis and the first upper limit on the cross section of exclusive tt̄. The results were
published by the CMS Collaboration in Ref. [183]. Events with a typical tt̄ signature,
in the dilepton channel, are selected. The same tt̄ algorithm used in the tt̄γ analysis
is employed to reconstruct the tt̄ system. The reconstructed system is matched with
protons tagged in PPS. A data-driven method is designed and implemented to estimate
the background from pileup protons, which are not present in the simulated data. A
classification algorithm based on Boosted Decision Trees is developed to separate the
signal from the overwhelming tt̄ background, taking advantage of the correlations between
the central system and the intact protons, for the signal. Finally, a combination between
the dilepton and lepton+jets final states is performed, taking all nuisance parameters into
account. The measured upper limit on the cross section of central exclusive tt̄ is:

σ < 0.59 pb (1.10+1.22
−0.55 expected @ 95% confidence level) (4.7)

Both of these processes offer sensitivity to the coupling between the top quark and
the photon. At the same time, they reflect very different ways of doing physics at the
LHC: while the tt̄γ process is a precision measurement, where the large number of events
allows for stringent tests of the SM predictions, the CEP tt̄ is an extremely rare process
that is explored for the first time here and for which an observation will only be possible
with much larger amounts of data.

The planned upgrade of the LHC, the HL-LHC, is expected to collect about five times
more data than those collected so far, leading to increased precision in almost all the
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existing measurements, and opening the door to the observation of more rare processes
that have so far been out of reach.

For the farther future, future colliders such as the Future Circular Collider have been
proposed and are being considered, reaching an order of magnitude higher centre-of-mass
energy. In case new physics effects manifest at those energies, it may be possible to
discover them and improve our understanding of the fundamental particles and their
interactions.
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APPENDIXA
List of triggers used in the tt̄γ

analysis

Primary dataset Trigger name (2016)

Single electron HLT Ele27 WPTight Gsf
Single muon HLT IsoMu24

HLT IsoTkMu24
Double muon HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL (2016B-G and MC)

HLT Mu17 TrkIsoVVL TkMu8 TrkIsoVVL (2016B-G and MC)
HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL DZ (only 2016H)
HLT Mu17 TrkIsoVVL TkMu8 TrkIsoVVL DZ (only 2016H)

Double electron HLT Ele23 Ele12 CaloIdL TrackIdL IsoVL DZ
HLT DoubleEle33 CaloIdL MW
HLT DoubleEle33 CaloIdL GsfTrkIdVL

Electron muon HLT Mu23 TrkIsoVVL Ele12 CaloIdL TrackIdL IsoVL (2016B-G and MC)
HLT Mu8 TrkIsoVVL Ele23 CaloIdL TrackIdL IsoVL (2016B-G and MC)
HLT Mu23 TrkIsoVVL Ele12 CaloIdL TrackIdL IsoVL DZ (only 2016H)
HLT Mu8 TrkIsoVVL Ele23 CaloIdL TrackIdL IsoVL DZ (only 2016H)

Table A.1: Trigger paths considered in this analysis in 2016.
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Primary dataset Trigger name (2017)

Single electron HLT Ele35 WPTight Gsf
Single muon HLT IsoMu27
Double muon HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL DZ (only 2017B)

HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL DZ Mass8
HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL DZ Mass3p8

Double electron HLT Ele23 Ele12 CaloIdL TrackIdL IsoVL
HLT DoubleEle33 CaloIdL MW

Table A.2: Trigger paths considered in this analysis in 2017.

Primary dataset Trigger name (2018)

Single muon HLT IsoMu24
Electron muon HLT Mu8 TrkIsoVVL Ele23 CaloIdL TrackIdL IsoVL DZ

HLT Mu23 TrkIsoVVL Ele12 CaloIdL TrackIdL IsoVL
Double muon HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL DZ Mass3p8
”EGamma” HLT Ele32 WPTight Gsf

(Single and double electron) HLT Ele23 Ele12 CaloIdL TrackIdL IsoVL
HLT Ele23 Ele12 CaloIdL TrackIdL IsoVL DZ

Table A.3: Trigger paths considered in this analysis in 2018.



APPENDIXB
Production card for the tWγ sample
in MadGraph

import model loop sm-no b mass

generate p p > t w- a [QCD]

add process p p > t∼ w+ a [QCD]
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APPENDIXC
List of triggers used in the exclusive
tt̄ analysis

Primary dataset Trigger name

Single electron HLT Ele35 WPTight Gsf v
Single muon HLT IsoMu24 v

HLT IsoMu24 2p1 v
HLT IsoMu27 v

Double muon HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL DZ
HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL DZ Mass8 v
HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL DZ Mass3p8 v

Double electron HLT Ele23 Ele12 CaloIdL TrackIdL IsoVL v
HLT Ele23 Ele12 CaloIdL TrackIdL IsoVL DZ v

Electron muon HLT Mu23 TrkIsoVVL Ele12 CaloIdL TrackIdL IsoVL v
HLT Mu23 TrkIsoVVL Ele12 CaloIdL TrackIdL IsoVL DZ v
HLT Mu12 TrkIsoVVL Ele23 CaloIdL TrackIdL IsoVL v
HLT Mu12 TrkIsoVVL Ele23 CaloIdL TrackIdL IsoVL DZ v
HLT Mu8 TrkIsoVVL Ele23 CaloIdL TrackIdL IsoVL v
HLT Mu8 TrkIsoVVL Ele23 CaloIdL TrackIdL IsoVL DZ v

Table C.1: Triggers used in the event selection, in the exclusive tt̄ analysis in the dilepton
channel.
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