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Summary of results

In this thesis, we introduce and study infinitesimal associator deformations of a module
category M over a monoidal category C, including deformations of non-strict module
endofunctors. We construct a cochain complex (allowing module endofunctors as coeffi-
cients), called the associator complex, whose cohomology controls these deformations up
to equivalence. In particular, its second cohomology with trivial coefficients describes
infinitesimal deformations of mixed associators of M while the first cohomology classifies
infinitesimal deformations of module structures of a C-module functor. We show that
the associator complex admits the structure of a dg-algebra and a dg-module over the
Davydov-Yetter complex of the identity functor of the monoidal category C. We establish
an isomorphism between the associator complex and the Davydov-Yetter complex of the
action functor, which also respects the dg-algebra and dg-module structure. In the case,
where C is a finite tensor category, we use techniques from relative homological algebra to
realize the asssociator cohomology of a finite module category M (with coefficients) as a
relative Ext• for the standard adjunction between the categories of module endofunctors
and linear endofunctors of M. In the case where M is an exact C-module category, we
show furthermore that the associator cohomology with coefficients is isomorphic to the
relative Ext• of a much simpler adjunction, the one between the Drinfeld center Z(C)
and C. In particular, for trivial coefficients, the total associator cohomology is the total
relative Ext group between the tensor unit of C and the adjoint algebra of M. This is the
main result of the thesis, which is based on another important technical result for liftings
of C-bimodule functors. We use this result first to show that the regular module category
never admits associator deformations. We also apply it in explicit calculations for the
case of Hopf algebras, and find non-trivial associator deformations of module categories
over Sweedler’s 4-dimensional Hopf algebra, including its generalizations.

Zusammenfassung der Ergebnisse

In dieser Arbeit werden infinitesimale Assoziatordeformationen einer Modulkategorie M
über einer monoidalen Kategorie C eingeführt und untersucht, einschließlich Deforma-
tionen von nicht-strikten Modulendofunktoren. Wir konstruieren einen Kokettenkomplex
(der Modulendofunktoren als Koeffizienten zulässt), genannt Assoziatorkomplex, dessen
Kohomologie diese Deformationen bis auf Äquivalenz kontrolliert. Insbesondere beschreibt
die zweite Kohomologie dieses Komplexes mit trivialen Koeffizienten infinitesimale Defor-
mationen von gemischten Assoziatoren von M, während die erste Kohomologie infinitesi-
male Deformationen von Modulstrukturen eines C-Modulfunktors klassifiziert. Wir zeigen,
dass der Assoziatorkomplex die Struktur einer dg-Algebra und eines dg-Moduls über dem
Davydov-Yetter-Komplex des Identitätsfunktors der monoidalen Kategorie C besitzt. Wir
konstruieren einen Isomorphismus zwischen dem Assoziatorkomplex und dem Davydov-
Yetter-Komplex des Wirkungsfunktors, der auch die Struktur der dg-Algebra und des
dg-Moduls respektiert. In dem Fall, dass C eine endliche Tensorkategorie ist, verwenden
wir Techniken aus der relativen homologischen Algebra um die Assoziatorkohomologie ei-
ner endlichen Modulkategorie M (mit Koeffizienten) als relativen Ext• für die Standard-
adjunktion zwischen den Kategorien der Modulendofunktoren und der linearen Endofunk-
toren von M zu realisieren. Für den Fall, dass M eine exakte C-Modulkategorie ist, zeigen
wir außerdem, dass die Assoziatorkohomologie mit Koeffizienten isomorph zum



relativen Ext• einer viel einfacheren Adjunktion ist, nämlich der zwischen dem Drinfeld-
Zentrum Z(C) und C. Insbesondere ist die Assoziatorkohomologie mit trivialen Koeffizien-
ten isomorph zum relativen Ext• zwischen der Tensoreinheit von C und der adjungierten
Algebra von M. Dies ist das Hauptresultat der Arbeit, das auf einem anderen wichtigen
technischen Ergebnis für Liftings von C-Bimodulfunktoren basiert. Wir verwenden dieses
Resultat zunächst, um zu zeigen, dass die reguläre Modulkategorie keine Assoziatorde-
formationen zulässt. Wir wenden es außerdem in expliziten Berechnungen im Falle von
Hopf-Algebren an und finden nicht-triviale Assoziatordeformationen von Modulkategorien
über Sweedlers 4-dimensionaler Hopf-Algebra sowie ihrer Verallgemeinerungen.
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Introduction

In this thesis, we initiate the study of deformations of module categories over monoidal
categories. In this introduction, we first explain the relevant notions and the precise
setting we are working in, as well as our motivations. Then, we will summarize our main
results.

Basic algebraic notions

Monoidal categories All the categories we consider in this thesis are R-linear, where
R is a commutative unital ring. In our setting, a monoidal category comes with an R-
bilinear functor ⊗ : C × C −→ C, called the tensor product, as well as a unit object I.
Moreover, we have left and right unitors l and r as well as an associator a, i.e., a natural
family of isomorphisms

aX,Y,Z : (X ⊗ Y )⊗ Z
∼=−→ X ⊗ (Y ⊗ Z)

in C for all objects X, Y, Z ∈ C.
It should be appreciated that strict associativity of the tensor product, i.e., the re-

quirement of identity of objects (X ⊗ Y ) ⊗ Z = X ⊗ (Y ⊗ Z), has to be weakened to a
natural isomorphism a. Indeed, strict associativity only rarely occurs in practice: already
the tensor product of vector spaces is not strictly associative. As a consequence, monoidal
categories of representation-theoretic origin are not strict. The unitors and the associator
are required to satisfy two coherence conditions, the pentagon axiom and the triangle
axiom, i.e., the two following diagrams commute for all U, V,W,X ∈ C:

(U ⊗ V )⊗ (W ⊗X)
aU,V,W⊗X

∼=
**(

(U ⊗ V )⊗W
)
⊗X

aU⊗V,W,X

∼=

44

aU,V,W⊗idX ∼=

��

U ⊗
(
V ⊗ (W ⊗X)

)

(
U ⊗ (V ⊗W )

)
⊗X aU,V ⊗W,X

∼= // U ⊗
(
(V ⊗W )⊗X

)
idU⊗aV,W,X∼=

OO

(0.1)

(V ⊗ I)⊗W
aV,I,W

∼=
//

rV ⊗idW

∼=

''

V ⊗ (I ⊗W )

idV ⊗lW

∼=

ww

V ⊗W

We explain the role of the pentagon axiom: two tensor products of a string of objects
(X1, X2, . . . , Xn) of C that differ only by their bracketing can be related by isomorphisms
built from the associator. The pentagon axiom ensures that all isomorphisms that can
be built from the associator coincide. This leads to multiple tensor products which are
well-defined up to unique distinguished isomorphism.
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Let k be a field; k-linear monoidal categories appear in many contexts: in particular,
k-linear representation categories of groups or Lie algebras over k as well as categories
of bimodules over an associative k-algebra are k-linear monoidal categories. For this
thesis, representation categories of bialgebras and Hopf algebras provide particularly im-
portant examples of monoidal categories: a bialgebra H over a field k has the structure
of an associative unital k-algebra and of a coassociative counital k-coalgebra, where the
coproduct ∆ : H → H ⊗H is required to be a morphism of unital k-algebras. The cate-
gory H −mod of left H-modules is then a k-linear monoidal category where the tensor
product X ⊗ Y of two H-modules X and Y is defined as the tensor product of their
underlying k-vector spaces endowed with the H-action which comes from the coproduct,
i.e., h.(x⊗ y) = h′.x⊗ h′′.y for all h ∈ H, x ∈ X, y ∈ Y . Here we use Sweedler’s notation
and do not write out sums over pure tensors. The monoidal category H −mod inherits
the associator and unitors from the monoidal category of k-vector spaces. For a Hopf
algebra, we moreover require the existence of an antipode which generalizes the inverse
in a group algebra.

Given two R-linear monoidal categories C and D, there is a notion of a monoidal
functor (F,Φ) : C −→ D which consists of an R-linear functor F and a natural family

Φ = (ΦX,Y )X,Y ∈C of isomorphisms ΦX,Y : F (X)⊗DF (Y )
∼=−→ F (X⊗C Y ) obeying suitable

coherence conditions (see Definition A.9 for details). There is also a natural notion of
monoidal natural transformations between monoidal functors with the same source and
target.

Module categories A monoidal category can be understood as the categorification of
an algebra. Given an algebra, it is natural to study its modules. Applying the same logic
to monoidal categories, we arrive at the notion of a (left) module category : a module
category over an R-linear monoidal category C is an R-linear category M together with
an R-bilinear functor � : C ×M −→ M, called the action of C on M, as well as a mixed
associator m, which is a natural family of isomorphisms

mX,Y,M : (X ⊗ Y )�M
∼=−→ X � (Y �M)

inM. The existence of a unitor l, i.e., a natural family of isomorphisms lM : I�M
∼=−→ M

is also required. The mixed associator and the unitor have to satisfy two coherence
conditions: the pentagon axiom(

(X ⊗ Y )⊗ Z
)
�M

aX,Y,Z�idM

∼=
tt

mX⊗Y,Z,M

∼=
**(

X ⊗ (Y ⊗ Z)
)
�M

mX,Y ⊗Z,M ∼=

��

(X ⊗ Y )� (Z �M)

mX,Y,Z�M∼=

��

X �
(
(Y ⊗ Z)�M

)
idX�mY,Z,M

∼= // X �
(
Y � (Z �M)

)

(0.2)
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and the triangle axiom

(X ⊗ I)�M
mX,I,M

∼=
//

rX�idM

∼=

''

X � (I �M)

idX�lM

∼=

ww

X �M

We briefly explain the motivation for the pentagon axiom: for a module M over an
R-algebra A, one imposes the following compatibility condition on the multiplication in
A and the A-action on M :

(a1 · a2).m = a1.(a2.m)

This condition ensures that all ways to combine the action of A on M and the multipli-
cation of A to obtain a morphism

A⊗n ⊗M −→ M

coincide. In the case of a module category, we obtain various functors

C×n ×M −→ M

by combining the tensor product ⊗ : C × C −→ C of the monoidal category C and the
action � : C ×M −→ M. From the associator of C and the mixed associator of M, we
obtain many natural isomorphisms between these functors. The pentagon axiom (0.1) of
the monoidal category C and the pentagon axiom (0.2) of the module category M ensure
that all these isomorphisms are identical.

Again, given two C-module categories M and M′, there is a notion of a C-module
functor (see Definition A.17); given two C-module functors between the same C-module
categories, there is a notion of module natural transformations (see Definition A.19). We
have defined left module categories; right module categories (see Definition A.22) and
bimodule categories (see Definition A.25) can be defined analogously.
We briefly comment on the importance of module categories: modules are crucial for
understanding the structure of an algebra. Considering algebras with equivalent categories
of modules as equivalent is the basic idea of Morita theory, which is a central tool in
algebra, e.g., for the study of Brauer groups. A similar theory is emerging for monoidal
categories and module categories (see, e.g., [GJS]), providing an additional motivation for
the study of module categories.

Examples of module categories In the same way, any algebra is a left module over
itself, every monoidal category is a module category over itself, the regular module cate-
gory. Here the action is the tensor product and the mixed associator is the associator of
the monoidal category. An important source of module categories over a given monoidal
category C are algebras in C: an algebra in C is an object A ∈ C, with an associative mul-
tiplication morphism A⊗A −→ A. In this terminology, an algebra in vect, the monoidal
category of k-vector spaces, is the same as an associative k-algebra. A right A-module
(internal to C) is an object M ∈ C, together with a right action r : M⊗A −→ M , obeying
the standard condition for a right module. If M is a right A-module, then for any X ∈ C,
the object X⊗M becomes a right A-module for which the right A-action is defined as the
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composition (idX ⊗ r) ◦ aX,M,A. In this way, the category modC − A of right A-modules
becomes a left C-module category, which inherits its mixed associator and unitor from the
regular C-module category.

This allows us to give simple examples of module categories: if G is a group, the
category vectG of G-graded vector spaces inherits a natural monoidal structure from
the monoidal structure on the category of vector spaces. This structure can actually be
twisted by a cocycle in group cohomology. A subgroup L ⊆ G together with a class in
group cohomology H2(L,C×) then determines an associative algebra in vectG and thus
a module category. It has been shown in [O] that all (indecomposable exact) module
categories over vectG can be obtained in this way.

To conclude our list of examples of module categories, we describe a realization of
module categories for bialgebras. We have already mentioned that every bialgebra H
gives rise to a monoidal category, namely its category of modules H −mod. A comodule
algebra is by definition an algebra in the monoidal category of H-comodules and thus
comes with a (coassociative) H-coaction

A −→ H ⊗ A

a 7−→ a(0) ⊗ a(1)

where we use Sweedler’s notation again. The action H −mod× A−mod −→ A−mod
maps a pair (X,M) to the k-vector space X⊗M , endowed with the A-action a.(x⊗m) =
a(0).x⊗a(1).m. The mixed associator as well as the unitor for the module category A−mod
over H −mod are again inherited from vect. Special examples of comodule algebras are
the ground field k and H itself, exhibiting vect and H −mod as module categories over
H −mod. These examples will play an important role in Section 4 and 5 of this thesis.
Moreover, if H is a finite-dimensional Hopf algebra, then, by [AM, Proposition 1.19], any
exact and indecomposable module category over H−mod is of the form A−mod, where
A is an (exact) H-comodule algebra.

Deformations

Algebraic structures over a field k amount to (collections of) k-vector spaces and maps
between tensor products of such vector spaces obeying certain equations, such as
(co-)associativity or (co-)commutativity. For example, an associative k-algebra amounts
to a k-vector space and a k-linear map µ : A⊗ A −→ A, obeying associativity

µ ◦ (µ⊗ idA) = µ ◦ (idA ⊗ µ)

which is a nonlinear equation on µ. To understand deformations of this multiplication,
we consider an associative multiplication on A over the ring of dual numbers k[ε]/(ε2):

a ⋆ b := µ(a⊗ b) + εµ̃(a⊗ b)

with a linear map µ̃ : A ⊗ A −→ A. We interpret ⋆ as an (infinitesimal or first order)
deformation of the multiplication µ. Associativity of ⋆ is an equation, which amounts to

µ̃(ab⊗ c) + µ̃(a⊗ b)c = µ̃(a⊗ bc) + aµ̃(b⊗ c) (0.3)

6



where the product on A is written by juxtaposition ab. We typically consider deformations
up to linearized automorphisms T (a) = a+ εg(a) with g : A −→ A a linear map, leading
to a multiplication

a ⋆T b := T
(
T−1(a) ⋆ T−1(b)

)
= µ(a⊗ b) + εµ̃T (a⊗ b)

with
µ̃T (a⊗ b) = µ̃(a⊗ b)− g(a)b− ag(b) + g(ab)

This problem has been studied almost 60 years ago [G], leading to the following insights:

• Equation (0.3) is best interpreted by seeing µ̃ as a 2-cocycle in a cochain complex of
k-vector spaces, the Hochschild complex. Its cochain spaces are the k-vector spaces
Homk(A

⊗n, A) of linear maps, and the differential

dn : Homk(A
⊗n, A) −→ Homk(A

⊗n+1, A)

is given by

dn(f)(a1 ⊗ . . .⊗ an+1) =a1f(a2 ⊗ . . .⊗ an+1)

+
n∑

i=1

(−1)if(a1 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ an+1)

+ (−1)n+1f(a1 ⊗ . . .⊗ an)an+1

The associativity of the multiplication on A implies that the differential squares to
zero.

• One then realizes that the cohomology of this complex has an algebraic meaning in
lower degrees as well: the zeroth Hochschild cohomology HH0(A,A) ∼= Z(A) is the
center of A and the first cohomology HH1(A,A) is the space of derivations of A mod-
ulo inner derivations. The second cohomology HH2(A,A) describes deformations of
the multiplication and HH3(A,A) describes obstructions.

• Finally, it turns out to be very helpful to consider more general complexes by
admitting coefficients, in this case A-bimodules. Then, the nth cochain space is
Homk(A

⊗n, B), where B is an A-bimodule. It is textbook knowledge (see, e.g., [W])
that the cohomology of this cochain complex can be understood as a relative Ext:

HH•(A,B) = Ext•A⊗Aop/k(A,B)

leading, e.g., to long exact sequences. At the same time, the theory can be related
to a comonad on the category of bimodules, leading, in particular, to bar complexes.

In this thesis, we study deformations of the mixed associator of module categories
which are solutions of the pentagon equation, and we observe that similar patterns emerge.
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Work on which this thesis builds Similar deformation problems of coherence mor-
phisms of categorical structures have been studied in the literature before: in particular,
the study of deformations of associators of k-linear monoidal categories (and, more gener-
ally, of monoidal structures on k-linear functors) have lead to a cohomology theory, known
as Davydov-Yetter cohomology (see, e.g., [CY] and [D1]). In this case, the cochain spaces
are k-vector spaces of natural transformations. Davydov-Yetter cohomology, which we
review in Section 2.1, will be an important tool in this thesis. Here, we just mention that
the second Davydov-Yetter cohomology group of a monoidal functor controls infinitesimal
deformations of its monoidal structure. The third Davydov-Yetter cohomology group of
the identity functor controls infinitesimal deformations of the monoidal category. Re-
cently, coefficients for the Davydov-Yetter complex have been identified in [GHS]: they
are objects in the centralizer of the relevant monoidal functor. These coefficients will be
crucial for our purposes as well.

We will also use in this thesis that lately, many more methods have become available for
the study of Davydov-Yetter cohomology. Davydov-Yetter cohomology has been shown to
be a comonad cohomology (see [GHS]) which in turn can be related to relative cohomology:
specifically, the nth Davydov-Yetter cohomology of an exact k-linear monoidal functor
G : C −→ D between finite tensor categories with coefficients X,Y ∈ Z(G) is isomorphic
to the nth relative Ext group of X and Y (see [FGS1, Corollary 4.7]):

Hn
DY(G,X,Y) ∼= ExtnZ(G),D(X,Y) (0.4)

The relative Ext can then be computed with representation-theoretic methods, using
specific relatively projective resolutions.

Results of this thesis

In the following, we will summarize the main results of this thesis. In Section 1, we
introduce in Definition 1.1 and Definition 1.2 the notion of associator deformations and
their equivalence and in Definition 1.3, deformations of module functors are introduced.
Given a k-linear C-module functor F : M −→ M′, we set up a cochain complex whose
cochain spaces are k-vector spaces of natural transformations, which we call the associator
complex (see Definition 1.7). These module functors should be seen as coefficients, like
bimodules in the Hochschild complex or objects in centralizers for the Davydov-Yetter
complex.

At this point, we should highlight the following additional result of this thesis: while
studying module functors more carefully, we noticed that it is redundant to postulate
the usual triangle diagram (A.12) for module functors as an axiom as is standard in the
literature (see, e.g., [EGNO, Definition 7.2.1]) since it follows automatically from the
pentagon axiom for module functors (Proposition A.18).

In Theorem 1.8, we show that the associator complex is set up in such a way that
2-cocycles describe associator deformations up to soft equivalence, i.e., the underlying
linear functor is the identity Id and its module structure is id + εν for some natural
transformation ν : Id =⇒ Id. We also investigate the interpretation of the associator
cohomology in lower degrees: in Proposition 1.11, we show that the zeroth associator
cohomology with coefficients two C-module endofunctors (F, s), (F ′, s′) : M −→ M is
isomorphic to the vector space of C-module transformations from (F, s) to (F ′, s′). In
Proposition 1.12, we show that the first associator cohomology group H1

ass(F, s) with
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coefficient a C-module endofunctor (F, s) : M −→ M controls infinitesimal deformations
of (F, s) up to equivalence. In Section 1.4, we finally show that the obstruction theory for
higher order deformations behaves as expected: if the third associator cohomology for the
identity functor vanishes, then nth order deformations can be extended to n + 1st order
by Proposition 1.15; Proposition 1.18 states a similar result for deformations of a module
endofunctor (F, s) in terms of the second cohomology with coefficient (F, s).

As is standard for a bar complex, the associator complex has generally large cochain
spaces; it is hard to explicitly compute cocycles or cohomology groups, even in low degrees.
Since much better tools are now available for Davydov-Yetter cohomology, we relate in
Section 2 associator cohomology to Davydov-Yetter cohomology. We start with the well-
known fact that the structure of a C-module category on a k-linear category M is encoded
in a monoidal functor, the action functor

ρM : C −→ End(M)

X 7−→ X �−

where End(M) denotes the monoidal category of k-linear endofunctors of M. Here, the
monoidal structure of the action functor is the inverse of the mixed associator of M. This
observation allows us to establish an isomorphism between the associator complex of M
and the Davydov-Yetter complex of the action functor of M:

C•
ass(C,M) ∼= C•

DY(ρM) (0.5)

Two comments are in order: first, the isomorphism (0.5) in fact respects much more than
the structure of a cochain complex. Indeed, the Davydov-Yetter complex of a monoidal
functor has a natural structure of a dg-algebra (see, e.g., [BD]). We show in Section 2.4
that the Davydov-Yetter complex of a monoidal functor G : C −→ D is a dg-module
over the dg-algebra C•

DY(IdC). We also show that the associator complex C•
ass(C,M)

naturally admits a dg-algebra structure and a dg-module structure over C•
DY(IdC) as well.

In Proposition 2.13 and Proposition 2.15, we then show that the isomorphism (0.5) is
compatible with these structures: it is an isomorphism of dg-algebras and dg-modules
over C•

DY(IdC).
Second, both complexes admit non-trivial coefficients. The coefficients for C•

DY(ρM)
are objects of the centralizer Z(ρM) and the coefficients for C•

ass(C,M) are C-module
endofunctors of M. Both categories are monoidally equivalent by Proposition 2.8:

Z(ρM) ∼= EndC(M)

The isomorphism (0.5) extends to complexes involving non-trivial coefficients:

C•
ass

(
(F, s), (F ′, s′)

) ∼= C•
DY

(
ρM, (F, s), (F ′, s′)

)
(0.6)

In Section 2.4, we also address the following problem: a module M over an algebra A
amounts to an algebra morphism ρM : A −→ End(M) and can thus be deformed by
any algebra automorphism α : A −→ A to ρM ◦ α. For associator deformations of a
C-module category M, by definition, we keep the action functor ρM fixed. Hence, we can
only precompose ρM by a soft monoidal autoequivalence of C. We explain how to obtain
associator deformations of M from deformations of the monoidal structure of the identity
functor IdC.
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As a first application of the isomorphism (0.6), in Section 2.5, we use a version of
Ocneanu rigidity [GHS, Corollary 3.18] for monoidal functors with coefficients to obtain
two rigidity results for semisimple (finite) module categories over semisimple multitensor
categories and module functors between such categories.

In passing, we note in Proposition 2.5 a new interpretation of the first Davydov-
Yetter cohomology group H1

DY

(
G, (X, σ)

)
of a monoidal functor G with coefficient

(X, σ) ∈ Z(G): it controls infinitesimal deformations of the half-braiding σ up to a
certain equivalence.

In Section 3, we first review the relation between Davydov-Yetter cohomology and
relative cohomology developed in [FGS1]. We show that the isomorphism (0.4) also holds
if G is an exact monoidal functor from a finite tensor category to a finite abelian category
with a right exact tensor product. This allows us in Corollary 3.4 to express associator
cohomology (with coefficients) in terms of a relative Ext (with coefficients) for the ad-
joint pair consisting of the functor U : RexC(M) −→ Rex(M) which forgets the module
structure of a linear right exact module endofunctor of M and the left adjoint of U .

We now come to our deepest result. It is inspired by an open problem in Davydov-
Yetter theory: is it possible to rewrite the Davydov-Yetter complex of any monoidal
functor as the Davydov-Yetter complex of the identity functor with a suitable coefficient?
For the forgetful functorH−mod −→ vect, whereH is a finite-dimensional Hopf algebra,
the answer is positive [GHS]. We show that it is possible for the action functor of any
exact module category as well. Indeed, consider the following object: for any finite module
category M over a finite tensor category C, the end AM =

∫
M∈MHom(M,M) ∈ C comes

with a natural half-braiding ζ and is thus an object in the Drinfeld center Z(C). Since
AM generalizes the adjoint representation of a Hopf algebra, it is known as the adjoint
algebra of M.

This adjoint algebra is particularly useful for exact module categories. Recall that a
finite C-module category M is called exact, if for all projective objects P ∈ C and all
objects M ∈ M, the object P �M is projective in M. This class of module categories is,
at the moment, the best studied class of module categories. The results of [S3] indicate
that for those module categories, the adjoint algebra should be useful also for questions
of homological algebra.

In our main result, Theorem 3.7, we show that the associator cohomology of an exact
C-module category M can be related, via the right adjoint of the action functor, to the
relative Ext for the adjoint pair consisting of the the forgetful functor Z(C) −→ C and its
left adjoint, at the price of introducing the adjoint algebraAM as a coefficient. Concretely,
we find in Theorem 3.7:

H•
ass(C,M) ∼= Ext•Z(C),C(I,AM) (0.7)

Our proof uses the description of Davydov-Yetter cohomology of the action functor as a
relative Ext from Corollary 3.4 as well as the lifting construction for bimodule functors
established by Shimizu [S3], which we review in Section 3.4.1 and 3.4.2.
From our main result, we obtain the following rigidity result in Section 3.5: we show
that for the regular C-module category, the adjoint algebra (AC, ζ) ∈ Z(C) is relatively
projective. It follows from the isomorphism (0.7), that any finite tensor category C, as a
module category over itself, has trivial associator cohomology in degrees greater than 0.
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Thus, C does not admit infinitesimal deformations as a module category over itself, even
though C might have infinitesimal deformations as a monoidal category, as witnessed by
Davydov-Yetter cohomology.

This finishes our summary of the first part of the thesis which is devoted to gen-
eral results about associator cohomology. In the second part, we study in Section 4.1
concrete examples of module categories which are given by a comodule algebra A over
a bialgebra H. It is shown in Proposition 4.4 that the associator deformation complex
C•

ass(H −mod, A−mod) can be rewritten as a Hochschild-type complex whose cochain
spaces are subspaces ofH⊗n⊗A and whose differential is defined only using theH-coaction
and the coproduct. In this form, it was also possible to implement the computation of
associator cohomology in a computer algebra system. In Section 4.3, we describe the
associator cohomology of vect as a module category over H −mod.
This allows us in Section 5.1 and 5.2 to explicitly calculate the associator cohomology of
vect as a module category in the case where H is a Taft algebra or the bosonization of
an exterior algebra.

In Section 5.3, we study module categories over the finite tensor category H −mod,
where H is Sweedler’s 4-dimensional Hopf algebra, a well-known non-semisimple, non-
cocommutative, non-commutative complex Hopf algebra. We start with a complete list
(up to isomorphism) of all four coideal subalgebras of H and study the categories of
modules over them. These categories are naturally module categories over H −mod as
we have explained above. We are then able to use comodule algebra techniques from
[BM] to calculate the adjoint algebras of these module categories. The isomorphism (0.7)
then allows us to calculate the associator cohomologies of the four module categories: the
two non-semisimple module categories have trivial associator cohomologies, but the two
semisimple module categories, vect and C[Z2]−mod, each admit a 1-dimensional family
of infinitesimal associator deformations. We provide an explicit 2-cocycle that generates
these cohomologies, and we show that the infinitesimal deformations each admit an associ-
ated finite deformation. We thus obtain two one-parameter families of inequivalent module
categories over H −mod. Exact indecomposable module categories over Sweedler’s Hopf
algebra have been classified (see, e.g., [EO] and [AM]) and it turns out that our two
one-parameter families recover all semisimple module categories over H −mod.
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1 Associator deformations

In this thesis, let k be a field. In this first section, we consider a k-linear monoidal category
C and k-linear module categories M,M′, using the following notation:
Monoidal categories. We denote the tensor product of a monoidal category by ⊗ and
the monoidal unit by I, and the associativity and unit constraints by a, l and r. These
natural isomorphisms need to satisfy a pentagon and a triangle axiom (see Definition A.6).
A monoidal category is called strict, if its associativity constraint and the unit constraints
are the respective identity transformations.
Module categories. We denote the action of a monoidal category C on a C-module
category M by � : C × M −→ M. The (mixed) associator m is a natural family of

isomorphisms mX,Y,M : (X ⊗ Y ) � M
∼=−→ X � (Y � M) in M. The left unitor l is a

natural family of isomorphisms lM : I � M
∼=−→ M in M. Both m and l are required

to satisfy a pentagon and a triangle axiom (see Definition A.14). As usual, a module
category is called strict if its mixed associator and its left unitor are the respective identity
transformations.

We want to study infinitesimal deformations of the mixed associator of a C-module
category M, while keeping the monoidal structure of C as well as the action � fixed.
For this purpose, we will construct a cochain complex whose cohomology controls these
deformations up to a certain notion of equivalence.

Many deformation problems have been studied in the literature. Here, we follow the
notation of [LVdB, Section 4]. In this thesis, we deform categories that are k-linear.
Hence, infinitesimal deformations are R1-linear categories, where R1 := k[ε]/ε2 is the ring
of dual numbers. In general, deformations of nth order are Rn-linear categories, where
Rn := k[ε]/εn+1 for all n ≥ 1. For any k-linear category A, we denote by Rn ⊗A the
Rn-linear category which has the same objects as A and has the induced Rn-modules
HomRn⊗A(A,B) := Rn ⊗k HomA(A,B) as Hom spaces for all A,B ∈ A. We will of-
ten suppress the tensor product in the notation of morphisms in Rn ⊗ A, i.e., we write
f + εf (1) + . . . εnf (n) instead of 1Rn ⊗ f + ε⊗ f + . . .+ εn ⊗ f (n). Given a k-linear func-
tor F : A −→ A′, by abuse of notation, we denote the induced Rn-linear functor by
F : Rn ⊗A −→ Rn ⊗A′.
Given a k-linear monoidal category C, the induced Rn-linear functor

⊗ : (Rn ⊗ C)× (Rn ⊗ C) −→ Rn ⊗ C

together with the associator a as well as the left and right unitor l and r endow the Rn-
linear category Rn ⊗ C with the structure of an Rn-linear monoidal category. Note that
the Rn-linear monoidal category Rn ⊗ C with this monoidal structure is the trivial nth
order deformation of C in the sense of Davydov-Yetter.

Definition 1.1. An infinitesimal associator deformation of a k-linear module category
M over a k-linear monoidal category C is an R1-linear, not necessarily unital, R1 ⊗ C-
module category such that: the underlying R1-linear category is R1 ⊗ M, the action is
the induced R1-linear functor

� : (R1 ⊗ C)× (R1 ⊗M) −→ R1 ⊗M

12



and the associator is of the form

mX,Y,M = mX,Y,M + εm
(1)
X,Y,M

where m(1) is a natural family of morphisms m
(1)
X,Y,M : (X ⊗ Y )�M −→ X � (Y �M) in

M. We denote this R1 ⊗ C-module category by (R1 ⊗M,m(1)); to the case m(1) = 0, we
refer as the trivial associator deformation of M.

For brevity, we will often refer to infinitesimal associator deformations as associator
deformations.

Note that the inverse of m is given by the natural family m−1 =
(
m−1

X,Y,M

)
X,Y ∈C,M∈M

with

m−1
X,Y,M = m−1

X,Y,M − εm−1
X,Y,M ◦m(1)

X,Y,M ◦m−1
X,Y,M

To compare associator deformations, we need to compare module categories. For this
purpose, we recall the following notion: a module functor (F, s) : M −→ M′ between two
module categories M and M′ consists of a functor F of the underlying categories as well

as a natural family s = (sX,M)X∈C,M∈M of isomorphisms sX,M : F (X�M)
∼=−→ X�′F (M)

in M′ satisfying a pentagon axiom (see Definition A.17). A module functor is called strict
if s = id.

Definition 1.2. An equivalence of two associator deformations M1 = (R1 ⊗ M,m
(1)
1 )

and M2 = (R1⊗M,m
(1)
2 ) of a k-linear C-module category M is an equivalence of R1⊗C-

module categories, which is of the form (IdR1⊗M, id + εt) where t = (tX,M)X∈C,M∈M is a
natural family of morphisms tX,M : X �M −→ X �M in M.

Analogously to Definition 1.1, we define infinitesimal deformations of module functors :

Definition 1.3. Let M and M′ be k-linear C-module categories. An infinitesimal defor-
mation of a k-linear C-module functor (F, s) : M −→ M′ is the R1 ⊗ C-module functor

(F, s) : (R1 ⊗M, 0) −→ (R1 ⊗M′, 0)

whose module structure s = (sX,M)X∈C,M∈M is of the form

sX,M = sX,M + εs
(1)
X,M

where s(1) =
(
s
(1)
X,M

)
X∈C,M∈M is a natural family of morphisms s

(1)
X,M : F (X � M) −→

X � F (M) in M.

In other words, an infinitesimal deformation of a C-module functor is an R1⊗C-module
functor, whose module structure is twisted by a natural transformation and whose source
and target are the trivial associator deformations of the respective module categories.
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Note that the inverse of s is given by the natural family s−1 =
(
s−1
X,M

)
X∈C,M∈M with

s−1
X,M = s−1

X,M − εs−1
X,M ◦ s(1)X,M ◦ s−1

X,M

To compare module functor deformations, we need to compare module func-
tors. Recall from Definition A.19 that a natural transformation of C-module functors
(F, s), (F ′, s′) : M −→ M′ is a natural transformation ν : F =⇒ F ′ of the underlying
functors such that (idX � νM) ◦ sX,M = s′X,M ◦ νX�M for all X ∈ C,M ∈ M.

Definition 1.4. Two infinitesimal deformations (F, s1), (F, s2) of a C-module functor
(F, s) : M −→ M′ are called equivalent, if there is an isomorphism (F, s1) =⇒ (F, s2) of
R1 ⊗ C-module functors of the form idF + εν where ν = (νM)M∈M is a natural family of
morphisms νM : F (M) −→ F (M) in M′.

Our goal in this section is to understand infinitesimal associator deformations and
infinitesimal module functor deformations up to equivalence. However, there is another
aspect of associator deformations that is of interest to us: can we use an infinitesimal
associator deformation of M, i.e., an R1 ⊗ C-module category with underlying R1-linear
category R1 ⊗ M, to construct a C-module category structure of the k-linear category
M?

Definition 1.5. Let (R1 ⊗ M,m(1)) be an infinitesimal associator deformation of
the k-linear C-module category M. The finite (associator) deformation associated to
(R1 ⊗M,m(1)) is a k-linear C-module category such that: the underlying k-linear cate-
gory is M, the action and the unitor are the same as for M and the associator is of the
form

mλ
X,Y,M = mX,Y,M + λm

(1)
X,Y,M

for some fixed scalar λ ∈ k. We denote this C-module category by Mλ.

Every associator deformation (R1 ⊗M,m(1)) admits an associated finite deformation
given by λ = 0, i.e., the one with the mixed associator m0

X,Y,M = mX,Y,M . The trivial
associator deformation (R1 ⊗ M, 0) always admits an associated finite deformation for
each λ ∈ k, namely mλ

X,Y,M = mX,Y,M . These two classes of associated finite deformations
are trivial in the sense that they give back the C-module category M that we started
with. It is an open problem to classify whether an infinitesimal deformation admits a
non-trivial associated finite deformation.

1.1 Associator deformation complex

We introduce a cochain complex whose cohomology controls associator deformations of
module categories up to equivalence in the sense of Definition 1.2 as well as deformations
of module functors up to equivalence in the sense of Definition 1.3. For simplicity of
construction, we relegate the discussion of the case where the monoidal category, the
module categories and the module functors are not necessarily strict to the appendix B.2
and give the complex in the strict case here. First, we need the following notation.
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Let C be a k-linear strict monoidal category and let M and M′ be k-linear strict
C-module categories. For any k-linear strict C-module functor F : M −→ M′ and all
n ≥ 1, we introduce the k-multilinear functor

(F )n : C×n ×M −→ M′

(X1, . . . , Xn,M) 7−→ X1 � . . .�Xn � F (M)︸ ︷︷ ︸
=F (X1�...�Xn�M)

where we use the convention (F )0 = F .

For n ≥ 0, the nth cochain space of the associator deformation complex of F is the
k-vector space

Cn
ass(F ) = Nat

(
(F )n, (F )n

)
and the differential

∂n
ass : Cn

ass(F ) −→ Cn+1
ass (F )

is defined as

∂n
ass(f)X1,...,Xn+1,M =

n+1∑
i=0

(−1)i∂n
ass[i](f)X1,...,Xn+1,M

= idX1 � fX2,...,Xn+1,M +
n∑

i=1

(−1)ifX1,...,Xi⊗Xi+1,...,Xn+1,M

+ (−1)n+1fX1,...,Xn,Xn+1�M (1.1)

Here we have introduced the coface maps

∂n
ass[i] : Cn

ass(F ) −→ Cn+1
ass (F ) (1.2)

with

∂n
ass[i](f)X1,...,Xn+1,M :=


idX1 � fX2,...,Xn+1,M if i = 0.

fX1,...,Xi⊗Xi+1,...,Xn+1,M if 1 ≤ i ≤ n.

fX1,...,Xn,Xn+1�M if i = n+ 1.

Lemma 1.6. The coface maps (1.2) satisfy the cosimplicial relations, which implies that
∂ass is a differential.

Proof:
We have to show that the equation

∂n+1
ass [j] ◦ ∂n

ass[i] = ∂n+1
ass [i] ◦ ∂n

ass[j − 1]

holds for all n ≥ 0 and 0 ≤ i < j ≤ n+2. LetX1, . . . , Xn+2 ∈ C,M ∈ M and f ∈ Cn
ass(F ).

We consider five cases:
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• j = n+ 2, i = n+ 1: (
(∂n+1

ass [n+ 2] ◦ ∂n
ass[n+ 1])(f)

)
X1,...,Xn+2,M

=
(
∂n
ass[n+ 1](f)

)
X1,...,Xn+1,Xn+2�M

=fX1,...,Xn,Xn+1�(Xn+2�M)

=fX1,...,Xn,(Xn+1⊗Xn+2)�M

=
(
∂n
ass[n+ 1](f)

)
X1,...,Xn,(Xn+1⊗Xn+2)�M

=
(
(∂n+1

ass [n+ 1] ◦ ∂n
ass[n+ 1])(f)

)
X1,...,Xn+2,M

• j = n+ 2, i = 0: (
(∂n+1

ass [n+ 2] ◦ ∂n
ass[0])(f)

)
X1,...,Xn+2,M

=
(
∂n
ass[0](f)

)
X1,...,Xn+1,Xn+2�M

= idX1 � fX2,...,Xn+1,Xn+2�M

= idX1 � (∂n
ass[n+ 1](f))X,2,...,Xn+2,M

=
(
(∂n+1

ass [0] ◦ ∂n
ass[n+ 1])(f)

)
X1,...,Xn+2,M

• 0 < j < n+ 2, i = 0:(
(∂n+1

ass [j] ◦ ∂n
ass[0])(f)

)
X1,...,Xn+2,M

=
(
∂n
ass[0](f)

)
X1,...,Xi⊗Xi+1,...,Xn+2,M

=

{
idX1⊗X2 � fX3,...,Xn+2�M if j = 1

idX1 � fX2,...,Xj⊗Xj+1,...,Xn+2,M if 1 < j < n+ 2

= idX1 �
(
∂n
ass[j − 1](f)

)
X2,...,Xn+2,M

=
(
(∂n+1

ass [0] ◦ ∂n
ass[j − 1])(f)

)
X1,...,Xn+2,M

• j = n+ 2, 0 < i < n+ 1:(
(∂n+1

ass [n+ 2] ◦ ∂n
ass[i])(f)

)
X1,...,Xn+2,M

=
(
∂n
ass[i](f)

)
X1,...,Xn+1,Xn+2�M

=fX1,...,Xi⊗Xi+1,...Xn+1,Xn+2�M

=
(
∂n
ass[n+ 1](f)

)
X1,...,Xi⊗Xi+1,...,Xn+2,M

=
(
(∂n+1

ass [i] ◦ ∂n
ass[n+ 1])(f)

)
X1,...,Xn+2,M

• 0 < i < j < n+ 2: (
(∂n+1

ass [j] ◦ ∂n
ass[i])(f)

)
X1,...,Xn+2,M

=
(
∂n
ass[i](f)

)
X1,...,Xj⊗Xj+1,...,Xn+2,M

=

{
fX1,...,Xi⊗Xi+1,...,Xj⊗Xj+1,...,Xn+2,M if i+ 1 < j

fX1,...,Xi⊗(Xj⊗Xj+1),...,Xn+2,M if i+ 1 = j
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=
(
∂n
ass[j − 1](f)

)
X1,...,Xi⊗Xi+1,...,Xn+2,M

=
(
(∂n+1

ass [i] ◦ ∂n
ass[j − 1])(f)

)
X1,...,Xn+2,M

2

The following definition introduces the central new notion of this thesis (see Definition
B.9 for the case where the ingredients are not necessarily strict):

Definition 1.7. Let C be a k-linear strict monoidal category and let M,M′ be k-linear
strict C-module categories.

1. For a k-linear strict C-module functor F : M −→ M′, the cochain complex(
C•

ass(F ), ∂ass
)

of k-vector spaces is called the associator (deformation) complex of F . The n-
cocycles of this complex are denoted by Zn

ass(F ) and the nth cohomology group is
denoted by Hn

ass(F ).

2. In the case F = IdM, we use the notation(
C•

ass(C,M), ∂ass
)

and the complex is called the associator (deformation) complex of M over C; its
n-cocycles are denoted by Zn

ass(C,M) and its nth cohomology, Hn
ass(C,M), is called

the nth associator (deformation) cohomology of M over C.

1.2 Second associator cohomology

As is standard in the discussion of cohomology theories, we study the interpretation of
the associator deformation cohomology groups in low degrees. We start our investigation
of the associator deformation complex of M over C (none of which are necessarily strict)
by showing that its second cohomology group controls associator deformations up to
equivalence, justifying the name of the complex.

Theorem 1.8. Let M be a k-linear C-module. A 2-cocycle m(1) ∈ Z2
ass(C,M) corresponds

to the associator deformation
(
R1 ⊗M,m(1)

)
. Associator deformations of M over C up

to equivalence in the sense of Definition 1.2 correspond to classes in H2
ass(C,M).

Proof:
We divide the proof into two steps, and we will use the differential in the non-strict form
as stated in equations (B.23) and (B.24). We set

mX,Y,M = mX,Y,M + εm
(1)
X,Y,M

for all X, Y ∈ C,M ∈ M. We first show that
(
R1⊗M,m(1)

)
is an associator deformation

of M if and only if m(1) ∈ Z2
ass(C,M): the pentagon axiom (A.6) for

(
R1 ⊗ M,m(1)

)
holds if and only if the equation

mX,Y,Z�M ◦mX⊗Y,Z,M = (idX �mY,Z,M) ◦mX,Y⊗Z,M ◦ (aX,Y,Z � idM) (1.3)
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holds for all X, Y, Z ∈ C,M ∈ M. Using the pentagon axiom for M and comparing first
order terms, equation (1.3) is equivalent to

0 =(idX �m
(1)
Y,Z,M) ◦mX,Y⊗Z,M ◦ (aX,Y,Z � idM)−mX,Y,Z�M ◦m(1)

X⊗Y,Z,M

+ (idX �mY,Z,M) ◦m(1)
X,Y⊗Z,M ◦ (aX,Y,Z � idM)−m

(1)
X,Y,Z�M ◦mX⊗Y,Z,M

=∂2
ass

(
m(1)

)
X,Y,Z,M

which proves the claim.

We now show that cohomologous 2-cocycles give equivalent associator deformations,
i.e.,

(
R1 ⊗M,m

(1)
1

)
and

(
R1 ⊗M,m

(1)
2

)
are equivalent deformations of M if and only if

m
(1)
1 and m

(1)
2 differ by a coboundary. Recall from Definition 1.7 that an equivalence of

the deformations
(
R1⊗M,m

(1)
1

)
and

(
R1⊗M,m

(1)
2

)
is given by a C-module equivalence

of the form (
IdR1⊗M, id + εt

)
:

(
R1 ⊗M,m(1)

)
−→

(
R1 ⊗M,m

(1)
2

)
The pentagon axiom (A.11) for (IdR1⊗M, id + εt) holds if and only if the equation(

idX � (idY�M + εtY,M)
)
◦
(
idX�(Y�M) + εtX,Y�M

)
◦
(
mX,Y,M + ε(m

(1)
1 )X,Y,M

)
=
(
mX,Y,M + ε(m

(1)
2 )X,Y,M

)
◦
(
id(X⊗Y )�M + εtX⊗Y,M

)
(1.4)

holds for all X, Y ∈ C,M ∈ M. Comparing the first order terms yields that (1.4) is
equivalent to

(m
(1)
2 )X,Y,M − (m

(1)
1 )X,Y,M =

(
idX � tY,M

)
◦mX,Y,M −mX,Y,M ◦ tX⊗Y,M + tX,Y�M ◦mX,Y,M

=∂1
ass(t)X,Y,M

Note that the triangle axiom holds automatically for (IdR1⊗M, id + εt) by Proposition
A.18.

2

Let M be a C-module with unitor l. According to Definition 1.1, an infinitesimal
associator deformation of M does not need to be unital. However, in the following, we
will show that any associator deformation of M is equivalent to an associator deformation
which has the unitor l. This means that infinitesimal associator deformations preserve the
unitor of a module category up to equivalence of deformations in the sense of Definition
1.2.

Lemma 1.9. If m(1) ∈ Z2
ass(C,M) is a 2-cocycle in the associator complex, then the

following identity holds for all X ∈ C,M ∈ M:(
idX �

(
lM ◦ (idI � lM) ◦m(1)

I,I,M ◦ (r−1
I � idM)

))
◦mX,I,M = (idX � lM) ◦m(1)

X,I,M
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Proof:
Since m(1) ∈ Z2

ass(C,M) is a 2-cocycle, we have ∂2
ass(m

(1)) = 0. For X, Y ∈ C,M ∈ M,
we calculate

0 =
(
idX � (idY � lM)

)
◦ ∂2

ass(m
(1))X,Y,I,M

=
(
idX � (idY � lM)

)
◦ (idX �m

(1)
Y,I,M) ◦mX,Y⊗I,M ◦ (aX,Y,I � idM)

−
(
idX � (idY � lM)

)
◦mX,Y,I�M ◦m(1)

X⊗Y,I,M

+
(
idX � (idY � lM)

)
◦ (idX �mY,I,M) ◦m(1)

X,Y⊗I,M ◦ (aX,Y,I � idM)

−
(
idX � (idY � lM)

)
◦m(1)

X,Y,I�M ◦mX⊗Y,I,M

=
(
idX � (idY � lM)

)
◦ (idX �m

(1)
Y,I,M) ◦mX,Y⊗I,M ◦ (aX,Y,I � idM)

−mX,Y,M ◦ (idX⊗Y � lM) ◦m(1)
X⊗Y,I,M

+
(
idX � (rY � idM)

)
◦m(1)

X,Y⊗I,M ◦ (aX,Y,I � idM)

−m
(1)
X,Y,M ◦ (idX⊗Y � lM) ◦mX⊗Y,I,M

=
(
idX � (idY � lM)

)
◦ (idX �m

(1)
Y,I,M) ◦mX,Y⊗I,M ◦ (aX,Y,I � idM)

−mX,Y,M ◦ (idX⊗Y � lM) ◦m(1)
X⊗Y,I,M

+m
(1)
X,Y,M ◦

(
idX ⊗ rY )� idM

)
◦ (aX,Y,I � idM)︸ ︷︷ ︸

LemmaA.7
= rX⊗Y �idM

−m
(1)
X,Y,M ◦ (rX⊗Y � idM)

=
(
idX � (idY � lM)

)
◦ (idX �m

(1)
Y,I,M) ◦mX,Y⊗I,M ◦ (aX,Y,I � idM)

−mX,Y,M ◦ (idX⊗Y � lM) ◦m(1)
X⊗Y,I,M (1.5)

In the third equation of the calculation above, we have used the naturality of m for the
second summand and the triangle axiom (A.7) for the third summand. In the fourth
equation, we have used the naturality of m(1) for the third summand.

We set Y = I in equation (1.5) and apply idX�lM from the left to obtain the following
equation:

0 =(idX � lM) ◦
(
idX � (idI � lM)

)
◦ (idX �m

(1)
I,I,M) ◦mX,I⊗I,M ◦ (aX,I,I � idM)

− (idX � lM) ◦mX,I,M ◦ (idX⊗I � lM) ◦m(1)
X⊗I,I,M

=
(
idX �

(
lM ◦ (idI � lM) ◦m(1)

I,I,M

))
◦mX,I⊗I,M ◦

((
(idX ⊗ r−1

I ) ◦ rX⊗I

)
� idM

)
− (rX � idM) ◦ (idX⊗I � lM) ◦m(1)

X⊗I,I,M

=
(
idX �

(
lM ◦ (idI � lM) ◦m(1)

I,I,M

))
◦
(
idX � (r−1

I � idM)
)
◦mX,I,M ◦ (rX⊗I � idM)

− (idX � lM) ◦ (rX � idI�M) ◦m(1)
X⊗I,I,M

=
(
idX �

(
lM ◦ (idI � lM) ◦m(1)

I,I,M ◦ (r−1
I � idM)

))
◦mX,I,M ◦ (rX⊗I � idM)

− (idX � lM) ◦m(1)
X,I,M ◦ (rX⊗I � idM)
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In the second equation, we have used Lemma A.7 on the first summand and the tri-
angle axiom (A.7) on the second summand. In the third equation, we have used the
naturality of m for the first summand and the naturality of r for the second summand.
In the last equation, we have used the naturality of m(1) and the fact that rX⊗I = rX⊗ idI .

The claim follows since r is an isomorphism. 2

Proposition 1.10. Let
(
R1 ⊗M,m(1)

)
be an associator deformation of the k-linear C-

module M. There is a unital associator deformation
(
R1 ⊗ M, m̃(1)

)
of M, which has

the unitor l and the deformations
(
R1 ⊗M,m(1)

)
and

(
R1 ⊗M, m̃(1)

)
are equivalent in

the sense of Definition 1.2.

Proof:
Consider the 1-cochain t(1) ∈ C1

ass(C,M) with

t
(1)
X,M = −(idX � lM) ◦m(1)

X,I,M ◦ (r−1
X � idM) : X �M −→ X �M (1.6)

for all X ∈ C,M ∈ M. By Theorem 1.8, the associator deformations
(
R1⊗M,m(1)

)
and(

R1 ⊗M,m(1) + ∂1
ass(t

(1))
)
are equivalent in the sense of Definition 1.2. What remains to

be shown is that l is a left unitor for the R1 ⊗ C-module
(
R1 ⊗M,m(1) + ∂1

ass(t
(1))

)
, i.e.,

we have to show that the equation

(idX � lM) ◦
(
mX,I,M + ε(m

(1)
X,I,M + ∂1

ass(t
(1))X,I,M)

)
= rX � idM (1.7)

holds for all X ∈ C,M ∈ M. Using the triangle axiom (A.7) for the C-module M,
equation (1.7) reduces to

(idX � lM) ◦
(
m

(1)
X,I,M + ∂1

ass(t
(1))X,I,M

)
= 0

We use the differential in the non-strict case as stated in (B.23):

(idX � lM) ◦
(
m

(1)
X,I,M + ∂1

ass(t
(1))X,I,M

)
=(idX � lM) ◦m(1)

X,I,M + (idX � lM) ◦ (idX � t
(1)
I,M) ◦mX,I,M

− (idX � lM) ◦mX,I,M ◦ t(1)X⊗I,M + (idX � lM) ◦ t(1)X,I�M ◦mX,I,M

=(idX � lM) ◦m(1)
X,I,M + (idX � lM) ◦ (idX � t

(1)
I,M) ◦mX,I,M

− (rX � idM) ◦ t(1)X⊗I,M + t
(1)
X,M ◦ (idX � lM) ◦mX,I,M

=(idX � lM) ◦m(1)
X,I,M + (idX � lM) ◦ (idX � t

(1)
I,M) ◦mX,I,M

− t
(1)
X,M ◦ (rX � idM) + t

(1)
X,M ◦ (rX � idM)

=(idX � lM) ◦m(1)
X,I,M −

(
idX �

(
lM ◦ (idI � lM) ◦m(1)

I,I,M ◦ (r−1
I � idM)

))
◦mX,I,M

=0

Here, we have used the triangle axiom (A.7) in the second and third equation, the nat-
urality of t(1) in the third equation, the definition of t(1) (see (1.6)) in the second to last
equation and Lemma 1.9 in the last equation. 2
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1.3 Zeroth and first associator cohomology

As is standard, we also investigate the associator cohomology groups in lower degrees. In
this subsection, we neither assume the monoidal and module categories nor the module
functors to be strict. Let C be a k-linear monoidal category and let M and M′ be k-linear
C-module categories.

Proposition 1.11. The zeroth associator cohomology of a k-linear C-module functor
(F, s) : M −→ M with coefficient a k-linear C-module functor (F ′, s′) : M −→ M
is given by the k-vector space of module transformations

H0
ass

(
(F, s), (F ′, s′)

)
= NatC

(
(F, s), (F ′, s′)

)
.

Proof:
Recall from Definition A.19 that ν ∈ NatC

(
(F, s), (F ′, s′)

)
if and only if ν : F =⇒ F ′ is a

natural transformation and the following diagram commutes for all X ∈ C,M ∈ M:

F (X �M)

νX�M

��

sX,M
// X � F (M)

idX�νM

��

F ′(X �M)
s′X,M

// X � F ′(M)

(1.8)

By equation (B.21), we have that ν ∈ H0
ass

(
(F, s), (F ′, s′)

)
= ker(∂0

ass) amounts to

∂0
ass(ν)X,M = (idX � νM) ◦ sX,M − s′X,M ◦ νX�M = 0

for all X ∈ C,M ∈ M. This is equivalent to the commutativity of diagram (1.8) which
proves the claim.

2

Proposition 1.12. Let (F, s) : M −→ M be a k-linear C-module functor. A 1-cocycle
s(1) ∈ Z1

ass(F, s) corresponds to the infinitesimal deformation (F, s) with

sX,M = sX,M + εs
(1)
X,M

Module functor deformations of (F, s) up to equivalence in the sense of Definition 1.4
correspond to classes in H1

ass(F, s).

Proof:
We divide the proof into two parts, and we will use the differential in the non-strict form
as stated in equations (B.21) and (B.22) for (F, s) = (F ′, s′). We first show that (F, s)

with sX,M = sX,M + εs
(1)
X,M is an infinitesimal deformation of the C-module functor (F, s)

if and only if s(1) ∈ Z1
ass(F, s). The pentagon axiom (A.11) for (F, s) holds if and only if

the equation

mX,Y,M ◦ sX⊗Y,M = (idX � sY,M) ◦ sX,Y�M ◦ F (mX,Y,M)
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holds for all X, Y ∈ C,M ∈ M. Using the pentagon axiom for the C-module functor
(F, s) in zeroth-order terms, this is equivalent to

0 =
(
idX � s

(1)
Y,M

)
◦ sX,Y�M ◦ F (mX,Y,M)−mX,Y,F (M) ◦ s(1)X⊗Y,M

+ (idX � sY,M) ◦ s(1)X,Y�M ◦ F (mX,Y,M)
def
=∂1

ass

(
s(1)

)
X,Y,M

which means s(1) ∈ Z1
ass(F, s). Due to Proposition A.18, the triangle axiom holds for (F, s).

Now we show that two deformations (F, s1) and (F, s2) of the C-module functor (F, s)
are equivalent via a natural isomorphism

id + εν : (F, s) =⇒ (F, s′) (1.9)

for some ν ∈ End(F ) if and only if s
(1)
1 + ∂0

ass(ν) = s
(1)
2 . Recall from Definition A.19 that

(1.9) is a morphism of R1 ⊗ C-module functors if and only if the equation

(s2)X,M ◦ (idX�M + ενX�M) =
(
idX � (idM + ενM)

)
◦ (s1)X,M (1.10)

holds for all X ∈ C,M ∈ M. A calculation shows that equation (1.10) is equivalent to(
s
(1)
1

)
X,M

+ (idX � νM) ◦ sX,M − sX,M ◦ νX�M︸ ︷︷ ︸
=∂0

ass(ν)X,M

=
(
s
(1)
2

)
X,M

which concludes the proof.
2

The interpretation of the cohomology groupH1
ass

(
(F, s), (F ′, s′)

)
for different C-module

functors (F, s), (F ′, s′) : M −→ M′ in terms of deformation theory is still unclear.

1.4 Higher order deformations and obstructions

The next question is whether deformations from Definition 1.1 and 1.3 can be extended
to higher orders. We will see that obstructions to extending associator deformations of
M over C live in H3

ass(C,M) and obstructions to extending module functor deformations
of (F, s) : M −→ M live in H2

ass(F, s).

We start with the following definitions, adapting the standard definitions to our prob-
lem:

Definition 1.13. For n ≥ 1, an nth order associator deformation of a k-linear module
category M over a k-linear monoidal category C is an Rn-linear Rn ⊗ C-module category
such that: the underlying Rn-linear category is Rn⊗M, the action is the induced Rn-linear
functor

� : (Rn ⊗ C)× (Rn ⊗M) −→ Rn ⊗M

and the associator is of the form

mX,Y,M = mX,Y,M + εm
(1)
X,Y,M + . . .+ εnm

(n)
X,Y,M
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where m(i) is a natural family of morphisms m
(i)
X,Y,M : (X ⊗ Y ) � M −→ X � (Y � M)

in M for 1 ≤ i ≤ n. To the case m(1) = . . . = m(n) = 0, we refer as the trivial nth order
associator deformation of M and we denote it by (Rn ⊗M, 0).

In particular, the infinitesimal associator deformations from Definition 1.1 are first
order associator deformations.

Definition 1.14. An extension of an nth order associator deformation

mX,Y,M + εm
(1)
X,Y,M + . . .+ εnm

(n)
X,Y,M

to n+ 1st order is an n+ 1st order associator deformation of the form

mX,Y,M + εm
(1)
X,Y,M + . . .+ εnm

(n)
X,Y,M + εn+1m

(n+1)
X,Y,M

where m(n+1) is a natural transformation with components m
(n+1)
X,Y,M : (X ⊗ Y ) � M −→

X � (Y �M).

The next proposition solves the problem of extending associator deformations to higher
orders:

Proposition 1.15. If H3
ass(C,M) ∼= 0, then any nth order associator deformation can be

extended to an n+ 1st order associator deformation.

Proof:
Let m̂ with

m̂X,Y,M = mX,Y,M + εm
(1)
X,Y,M + . . .+ εnm

(n)
X,Y,M

be an nth order associator deformation of M and let m(n+1) be a natural transformation
with components m

(n+1)
X,Y,M : (X ⊗ Y )�M −→ X � (Y �M). The natural transformation

m with

mX,Y,M = mX,Y,M + εm
(1)
X,Y,M + . . .+ εn+1m

(n+1)
X,Y,M

is an extension of m̂ to n+ 1st order if and only if the pentagon axiom(
idX �mY,Z,M

)
◦mX,Y⊗Z,M ◦

(
aX,Y,Z � idM

)
= mX,Y,Z�M ◦mX⊗Y,Z,M

holds for all X, Y, Z ∈ C,M ∈ M, which is equivalent to

mX,Y,Z�M ◦mX⊗Y,Z,M +
n+1∑
j=1

εjmX,Y,Z�M ◦m(j)
X⊗Y,Z,M +

n+1∑
i=1

εim
(i)
X,Y,Z�M ◦mX⊗Y,Z,M

+
n+1∑
i=1

n+1∑
j=1

εi+jm
(i)
X,Y,Z�M ◦m(j)

X⊗Y,Z,M

=
(
idX �mY,Z,M

)
◦mX,Y⊗Z,M ◦

(
aX,Y,Z � idM

)
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+
n+1∑
j=1

εj
(
idX �mY,Z,M

)
◦m(j)

X,Y⊗Z,M ◦
(
aX,Y,Z � idM

)
+

n+1∑
i=1

εi
(
idX �m

(i)
Y,Z,M

)
◦mX,Y⊗Z,M ◦

(
aX,Y,Z � idM

)
+

n+1∑
i=1

n+1∑
j=1

εi+j
(
idX �m

(i)
Y,Z,M

)
◦m(j)

X,Y⊗Z,M ◦
(
aX,Y,Z � idM

)
(1.11)

The terms of degree lower than n+ 1 on the left-hand side and right-hand side of (1.11)
agree since m̂ satisfies the pentagon axiom as an nth order associator deformation. Com-
paring n+ 1st order terms in (1.11), we obtain

mX,Y,Z�M ◦m(n+1)
X⊗Y,Z,M +m

(n+1)
X,Y,Z�M ◦mX⊗Y,Z,M +

∑
i+j=n+1

m
(i)
X,Y,Z�M ◦m(j)

X⊗Y,Z,M

=
(
idX �mY,Z,M

)
◦m(n+1)

X,Y⊗Z,M ◦
(
aX,Y,Z � idM

)
+
(
idX �m

(n+1)
Y,Z,M

)
◦mX,Y⊗Z,M ◦

(
aX,Y,Z � idM

)
+

∑
i+j=n+1

(
idX �m

(i)
Y,Z,M

)
◦m(j)

X,Y⊗Z,M ◦
(
aX,Y,Z � idM

)
which is equivalent to

∂2
ass

(
m(n+1)

)
X,Y,Z,M

=
∑

i+j=n+1

[
m

(i)
X,Y,Z�M ◦m(j)

X⊗Y,Z,M −
(
idX �m

(i)
Y,Z,M

)
◦m(j)

X,Y⊗Z,M ◦
(
aX,Y,Z � idM

)]
for all X, Y, Z ∈ C,M ∈ M, where we have used the differential in the non-strict case as
stated in (B.24). 2

In a similar vein, we introduce higher order deformations of module functors:

Definition 1.16. Let M and M′ be k-linear C-module categories. An nth order defor-
mation of a k-linear C-module functor (F, s) : M −→ M′ is the Rn ⊗ C-module functor

(F, s) : (Rn ⊗M, 0) −→ (Rn ⊗M′, 0)

where s = (sX,M)X∈C,M∈M is of the form

sX,M = sX,M + εs
(1)
X,M + . . .+ εns

(n)
X,M

and s(i) =
(
s
(i)
X,M

)
X∈C,M∈M is a natural family of morphisms s

(i)
X,M : F (X � M) −→

X � F (M) for all 1 ≤ i ≤ n.
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Definition 1.17. An extension of an nth order deformation

sX,M + εs
(1)
X,M + . . .+ εns

(n)
X,M

of a C-module functor (F, s) : M −→ M′ to n+1st order is an n+1st order deformation
of the C-module functor (F, s) : M −→ M′, which is of the form

sX,M + εs
(1)
X,M + . . .+ εns

(n)
X,M + εn+1s

(n+1)
X,M

where s(n+1) is a natural transformation with components s
(n+1)
X,M : F (X �M) −→ X � F (M).

The next proposition solves the extension problem for deformations of module functors:

Proposition 1.18. If H2
ass(F, s)

∼= 0, then any nth order deformation of the k-linear
C-module functor (F, s) : M −→ M can be extended to an n+ 1st order deformation.

Proof:
Let (F, ŝ) be an nth order module functor deformation of (F, s) with

ŝX,M = sX,M +
n∑

i=1

εis
(i)
X,M

and let s(n+1) be a natural transformation with components s
(n+1)
X,M : F (X � M) −→

X � F (M). We set

sX,M = sX,M +
n+1∑
i=1

εis
(i)
X,M

and thus, (F, s) is an extension of (F, ŝ) to n+1st order if and only if the pentagon axiom
for (F, s) holds, i.e., if and only if

mX,Y,F (M) ◦ sX⊗Y,M = (idX � sY,M) ◦ sX,Y�M ◦ F (mX,Y,M)

for all X, Y ∈ C,M ∈ M. This is equivalent to the following equation:

mX,Y,F (M) ◦ sX⊗Y,M +
n+1∑
i=1

εimX,Y,F (M) ◦ s(i)X⊗Y,M

=
(
idX � sY,M

)
◦ sX,Y�M ◦ F (mX,Y,M)

+
n+1∑
j=1

εj
(
idX � sY,M

)
◦ s(j)X,Y�M ◦ F (mX,Y,M)

+
n+1∑
i=1

εi
(
idX � s

(i)
Y,M

)
◦ sX,Y�M ◦ F (mX,Y,M)

+
n+1∑
i=1

n+1∑
j=1

εi+j
(
idX � s

(i)
Y,M

)
◦ s(j)X,Y�M ◦ F (mX,Y,M) (1.12)

The terms of degree lower than n+ 1 on the left-hand side and right-hand side of (1.12)
agree since ŝ satisfies the pentagon axiom as (F, ŝ) is an nth order module functor defor-
mation by assumption. Comparing n+ 1st order terms in (1.12), we obtain
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mX,Y,F (M) ◦ s(n+1)
X⊗Y,M

=
(
idX � sY,M

)
◦ s(n+1)

X,Y�M ◦ F
(
mX,Y,M

)
+
(
idX � s

(n+1)
Y,M

)
◦ sX,Y�M ◦ F (mX,Y,M)

+
∑

i+j=n+1

(
idX � s

(i)
Y,M

)
◦ s(j)X,Y�M ◦ F (mX,Y,M)

which is equivalent to

∂1
ass

(
s(n+1)

)
X,Y,M

= −
∑

i+j=n+1

(
idX � s

(i)
Y,M

)
◦ s(j)X,Y�M ◦ F (mX,Y,M)

for all X, Y ∈ C,M ∈ M.
2

These results show that the associator deformation complex, at least in low degrees,
describes aspects of the deformation theory of mixed associators and module functors
according to the standard paradigm.
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2 Relation to the Davydov-Yetter complex

Given the importance of the associator deformation complex for the problem of deforma-
tions in the sense of Definition 1.1 and 1.3, we are looking for explicit tools to compute
it. The relation to Davydov-Yetter cohomology, presented in this section, provides such
tools since Davydov-Yetter cohomology is, by now, a well-studied theory (see, for instance,
[GHS] and [FGS1]).

2.1 The Davydov-Yetter complex

We give a brief review of the Davydov-Yetter complex of a strict monoidal functor between
strict monoidal categories. For the discussion of the non-strict case with coefficients, we
refer the reader to appendix B.1.

In this section, let C andD be strict k-linear monoidal categories. By abuse of notation,
we denote both the tensor product in C as well the tensor product in D by ⊗. Recall
that a monoidal functor (G,Φ, φ) : C −→ D consists of a k-linear functor G : C −→ D
together with a natural family Φ = (ΦX,Y )X,Y ∈C of isomorphisms

ΦX,Y : G(X)⊗G(Y )
∼=−→ G(X ⊗ Y )

and an isomorphism φ : I
∼=−→ G(I), satisfying coherence conditions (see Definition A.9).

A monoidal functor is called strict, if Φ and φ are the identity, in which case they will
be suppressed in our notation.

In the remainder of this section, let G : C −→ D be a k-linear strict monoidal functor.
For n ≥ 1, we define the k-multilinear functors

G×n : C×n −→ D×n

(X1, . . . , Xn) −→
(
G(X1), . . . , G(Xn)

)
n
⊗ : D×n −→ D

(Y1, . . . , Yn) −→ Y1 ⊗ . . .⊗ Yn

Recall that a half-braiding for an object X ∈ D relative to a strict monoidal functor
G : C −→ D is a natural isomorphism σX : X ⊗G =⇒ G⊗X such that the diagram

X ⊗G(V )⊗G(W )

σX
V ⊗idG(W )

��

σX
V ⊗W

// G(V )⊗X ⊗G(W )

G(V )⊗X ⊗G(W )
idG(V )⊗σX

W

33

commutes for all V,W ∈ C (see also Definition B.1 in the non-strict case). We can now
define the centralizer Z(G) of a monoidal functor G which is the category whose objects
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are pairs (X, σX) consisting of an object X ∈ D and a half-braiding σX relative to G.
Morphisms g : (X, σX) −→ (Y, σY ) in Z(G) are morphisms g : X −→ Y in D, such that
the following diagram commutes for all V ∈ C:

X ⊗G(V )

g⊗idG(V )

��

σX
V // G(V )⊗X

idG(V )⊗g

��

Y ⊗G(V )
σY
V

// G(V )⊗ Y

(2.1)

The centralizer Z(G) is a monoidal category with the tensor product

(X, σX)⊗ (Y, σY ) = (X ⊗ Y, σX⊗Y )

where σX⊗Y : X ⊗ Y ⊗G =⇒ G⊗X ⊗ Y is the half-braiding whose components are

σX⊗Y
V := (σX

V ⊗ idY ) ◦ (idX ⊗ σY
V ) (2.2)

for all V ∈ C.

Example 2.1. On any monoidal category C, the identity functor IdC : C −→ C can be
endowed with the structure of a strict monoidal functor. The centralizer of the identity
functor with this monoidal structure is the Drinfeld center of the monoidal category, i.e.,
Z(IdC) = Z(C).

It is very natural to consider coefficients for the Davydov-Yetter complex, as intro-
duced in [GHS, Def. 3.3], that live in the centralizer Z(G). The Davydov-Yetter complex
(C•

DY(G,X,Y), ∂DY) of a strict k-linear monoidal functor G : C −→ D with coefficients
X = (X, σX),Y = (Y, σY ) ∈ Z(G) has as its nth cochain space the k-vector space

Cn
DY(G,X,Y) :=

{
HomD(X, Y ) if n = 0.

Nat
(
X ⊗ (

n
⊗ ◦G×n), (

n
⊗ ◦G×n)⊗ Y

)
if n ≥ 1.

Explicitly, for n ≥ 1, the nth cochain space Cn
DY(G,X,Y) consists of natural transforma-

tions b = (bX1,...,Xn)X1,...,Xn∈C whose components are morphisms in D of the form

bX1,...,Xn : X ⊗G(X1)⊗ . . .⊗G(Xn) −→ G(X1)⊗ . . .⊗G(Xn)⊗ Y

For n ≥ 1, the differential ∂n
DY : Cn

DY(G,X,Y) −→ Cn+1
DY (G,X,Y) is defined as the

alternating sum

∂n
DY(b)X1,...,Xn+1 =

n+1∑
i=0

∂n
DY[i](b)X1,...,Xn+1

=
(
idG(X1) ⊗ bX2,...,Xn+1

)
◦
(
σX
X1

⊗ idG(X2)...G(Xn+1)

)
+

n∑
i=1

(−1)ibX1,...,XiXi+1,...,Xn+1

+ (−1)n+1
(
idG(X1)...G(Xn) ⊗ σY

Xn+1

)
◦
(
bX1,...,Xn ⊗ idG(Xn+1)

)
28



of the coface maps

∂n
DY[0](b)X1,...,Xn+1

:=
(
idG(X1) ⊗ bX2,...,Xn+1

)
◦
(
σX
X1

⊗ idG(X2)...G(Xn+1)

)
∂n
DY[i](b)X1,...,Xn+1

:=bX1,...,XiXi+1,...,Xn+1

∂n
DY[n+ 1](b)X1,...,Xn+1

:=
(
idG(X1)...G(Xn) ⊗ σY

Xn+1

)
◦
(
bX1,...,Xn ⊗ idG(Xn+1)

)
Note that here and in the remainder of the thesis, we will often omit tensor products that
appear in indices, i.e., we write fXY instead of fX⊗Y etc.
For n = 0, the differential is defined as

∂0
DY(b)X1 =

(
idG(X1) ⊗ b

)
◦ σX

X1
− σY

X1
◦
(
b⊗ idG(X1)

)
In case of trivial coefficients, i.e., (X, σX) = (Y, σY ) = (I, id), we use the shorthand
notation C•

DY(G) for the Davydov-Yetter complex of G.

The Davydov-Yetter cohomology groups in low degrees have interpretations in terms
of the deformation of monoidal functors and monoidal categories (see, e.g., [GHS, Remark
3.7]):

Definition 2.2. Let C and D be monoidal categories. An infinitesimal deformation of a
monoidal functor (G,Φ, φ) : C −→ D is a monoidal functor from R1 ⊗C to R1 ⊗D whose
underlying functor is the induced R1-linear functor G and whose monoidal structure has
the components

ΦX,Y + εΦ
(1)
X,Y : G(X)⊗G(Y )

∼=−→ G(X ⊗ Y )

where Φ(1) is a natural family of morphisms Φ
(1)
X,M : G(X) ⊗ G(Y ) −→ G(X ⊗ Y ) in D.

Two infinitesimal deformations of G are called equivalent, if there is an isomorphism of
monoidal functors between them, which is of the form id+ εν where ν is a natural family
of morphisms νX : G(X) −→ G(X) in D.

Proposition 2.3. Let (G,Φ, φ) : C −→ D be a k-linear monoidal functor. A 2-cocycle
Φ(1) ∈ Z2

DY(G) corresponds to the infinitesimal deformation of the monoidal structure of
G which has the components

ΦX,Y + εΦ
(1)
X,Y : G(X)⊗G(Y )

∼=−→ G(X ⊗ Y )

Deformations of the monoidal structure of G up to equivalence in the sense of Definition
2.2 correspond to classes in H2

ass(G).

We conclude this section with an interpretation of the first Davydov-Yetter cohomology
group with coefficients in terms of deformation theory, which was previously unknown in
the literature:
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Definition 2.4. Let C be a not necessarily strict k-linear monoidal category and let D
be a k-linear strict monoidal category. Let (G,Φ, φ) : C −→ D be a k-linear monoidal
functor and let (X, σ) ∈ Z(G).

1. An infinitesimal deformation of a half-braiding σ : X ⊗G =⇒ G⊗X for an object
X ∈ D relative to G is a half-braiding σ : X ⊗G =⇒ G⊗X with components

σV = σV + εσ̃V

where σ̃V ∈ HomD
(
X ⊗G(V ), G(V )⊗X

)
, i.e., (X,σ) ∈ R1 ⊗Z(G).

2. Two infinitesimal deformations σ and σ′ of a half-braiding σ for X relative to G
are called equivalent, if there is an isomorphism in R1 ⊗Z(G) of the form

idX + εc : (X,σ)
∼=−→ (X,σ′)

where c ∈ EndD(X).

Proposition 2.5. Let (X, σ) ∈ Z(G). A 1-cocycle σ̃ ∈ Z1
DY

(
G, (X, σ)

)
corresponds to

the infinitesimal deformation (X,σ) ∈ R1 ⊗Z(G) with

σV = σV + εσ̃V

Infinitesimal deformations of σ up to equivalence in the sense of Definition 2.4 correspond
to classes in H1

DY

(
G, (X, σ)

)
.

Proof:
We first show that (X,σ) ∈ R1 ⊗Z(G) if and only if σ̃ ∈ Z1

DY

(
G, (X, σ)

)
: diagram (B.1)

for (X,σ) commutes if and only if the equation

(ΦV,W ⊗ idX) ◦ (idG(V ) ⊗ σW ) ◦ (σV ⊗ idG(W )) = σVW ◦ (idX ⊗ ΦV,W )

holds for all V,W ∈ C. This is equivalent to the equation

(ΦV,W ⊗X) ◦ (idG(V ) ⊗ σW ) ◦ (σV ⊗ idG(W ))

+ ε(ΦV,W ⊗ idX) ◦ (idG(V ) ⊗ σW ) ◦ (σ̃V ⊗ idG(W ))

+ ε(ΦV,W ⊗ idX) ◦ (idG(V ) ⊗ σ̃W ) ◦ (σV ⊗ idG(W ))

=σV⊗W ◦ (idX ⊗ ΦV,W ) + εσ̃V⊗W ◦ (idX ⊗ ΦV,W ) (2.3)

Using the commutative diagram (B.1) for the half-braiding σ, the zeroth-order terms in
(2.3) agree. Thus, equation (2.3) holds if and only if

0 =(ΦV,W ⊗ idX) ◦ (idG(V ) ⊗ σ̃W ) ◦ (σV ⊗ idG(W ))− σ̃V⊗W ◦ (idX ⊗ ΦV,W )

+ (ΦV,W ⊗ idX) ◦ (idG(V ) ⊗ σW ) ◦ (σ̃V ⊗ idG(W ))

=∂1
DY(σ̃)V,W

which is equivalent to σ̃ ∈ Z1
DY

(
G, (X, σ)

)
.
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To conclude the proof, we show that two deformations σ and σ′ are equivalent via an
isomorphism

idX + εc : (X,σ)
∼=−→ (X,σ′)

in R1 ⊗Z(G) for some c ∈ EndD(X) if and only if

∂0
DY(c)V = σ̃′

V − σ̃V

for all V ∈ C. Indeed, idX + εc is a morphism in R1 ⊗Z(G) if and only if diagram (B.2)
commutes, i.e., the following equation holds for all V ∈ C:(

idG(V ) ⊗ (idX + εc)
)
◦ σV = σ′

V ◦
(
(idX + εc)⊗ idG(V )

)
This is equivalent to

σV + ε(idG(V ) ⊗ c) ◦ σV + εσ̃V = σV + εσV ◦ (c⊗ idG(V )) + εσ̃′
V (2.4)

The first order terms in (2.4) agree and thus, equation (2.4) is equivalent to

σ̃′
V − σ̃V = (idG(V ) ⊗ c) ◦ σV − σV ◦ (c⊗ idG(V )) = ∂0

DY(c)

which finishes the proof.
2

2.2 The Davydov-Yetter complex of the action functor

Since we want to establish a relation of the associator complex of a C-module category
M to a complex of Davydov-Yetter type, we need to encode the structure of a module
category in terms of a monoidal functor. A way to do this is to consider the action functor

ρM : C −→ End(M) (2.5)

X 7−→ X �−

Here we endow the k-linear category End(M) of endofunctors on M with its standard
monoidal structure, i.e., the composition of endofunctors which we denote by •. If
F, F ′, H,H ′ : M −→ M are endofunctors and ν : F =⇒ F ′ and η : H =⇒ H ′ are
natural transformations, we define the natural transformation ν • η : F •H =⇒ F ′ •H ′

via (ν • η)M := F ′(ηM) ◦ νH(M) = νH′(M) ◦ F (ηM).
We endow the action functor (2.5) with the following monoidal structure:

(mX,Y )M := m−1
X,Y,M :

(
ρM(X) • ρM(Y )

)
(M)︸ ︷︷ ︸

=X�(Y�M)

∼=−→ ρM(X ⊗ Y )(M)︸ ︷︷ ︸
=(X⊗Y )�M

(2.6)

and

l−1
M : M

∼=−→ ρM(I)(M) = I �M

where m is the mixed associator of M and l is the left unitor of M.
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Example 2.6. For a strict C-module category M, we will investigate the Davydov-Yetter
complex of the action functor ρM: for n ≥ 1, the nth cochain space Cn

DY(ρM) consists of
natural transformations b = (bX1,...,Xn)X1,...,Xn∈C whose components

bX1,...,Xn : ρM(X1) • . . . • ρM(Xn) =⇒ ρM(X1) • . . . • ρM(Xn) (2.7)

are natural transformations between endofunctors of M. The components of (2.7) in M
are morphisms of the form

(bX1,...,Xn)M : X1 � . . .�Xn �M −→ X1 � . . .�Xn �M (2.8)

The differential on components in M reads(
∂n
DY(b)X1,...,Xn+1

)
M

=
(
idρM(X1) • bX2,...,Xn+1

)
M

+
n∑

i=1

(−1)i(bX1,...,XiXi+1,...,Xn+1)M

+ (−1)n+1
(
bX1,...,Xn • idρM(Xn+1)

)
M

= idX1 � (bX2,...,Xn+1)M +
n∑

i=1

(−1)i(bX1,...,XiXi+1,...,Xn+1)M

+ (−1)n+1(bX1,...,Xn)Xn+1�M (2.9)

The 0th cochain space of the Davydov-Yetter complex C•
DY(ρM) is the k-vector space

of natural endotransformations of the identity functor in M:

C0
DY(ρM) = Nat(IdM, IdM) (2.10)

and the differential is(
∂0
DY(b)X1

)
M

=(idρM(X1) • b)M − (b • idρM(X1))M

= idX1 � bM − bX1�M (2.11)

In the situation of Example 2.6, it is now easy to see from (2.8) and (2.10) that for
any n ≥ 0, the map

θn : Cn
ass(C,M) −→ Cn

DY(ρM) (2.12)

with (
θn(f)X1,...,Xn

)
M

:= fX1,...,Xn,M

and

θ0(f)M := fM

for all X1, . . . , Xn ∈ C,M ∈ M is an isomorphism of k-vector spaces.

Proposition 2.7. Let C be a strict monoidal category and let M be a strict C-module.
The maps (2.12) combine into an isomorphism of cochain complexes

C•
ass(C,M) ∼= C•

DY(ρM) (2.13)

In particular, there is an isomorphism in cohomology

H•
ass(C,M) ∼= H•

DY(ρM) (2.14)
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Proof:
We need to show the compatibility of the isomorphisms (2.12) with the differentials, i.e.,
we have to show that the following diagram commutes for all n ≥ 0:

Cn
ass(C,M)

∂n
ass //

θn

��

Cn+1
ass (C,M)

θn+1

��

Cn
DY(ρM)

∂n
DY

// Cn+1
DY (ρM)

(2.15)

We divide the proof into two parts: for n ≥ 1, the following calculation shows the com-
mutativity of diagram (2.15), where we have used (2.9) in the first equation and (1.1) in
the third equation:

(
∂n
DY(θ

n(f))X1,...,Xn+1

)
M

= idX1 �
(
θn(f)X2,...,Xn+1

)
M

+
n∑

i=1

(−1)i
(
θn(f)X1,...,XiXi+1,...,Xn+1

)
M

+ (−1)n+1
(
θn(f)X1,...,Xn

)
Xn+1�M

= idX1 � fX2,...,Xn+1,M +
n∑

i=1

(−1)ifX1,...,XiXi+1,...,Xn+1,M

+ (−1)n+1fX1,...,Xn,Xn+1�M

=
(
θn+1(∂n

ass(f))X1,...,Xn+1

)
M

Analogously, the following calculation shows the commutativity of diagram (2.15) for
n = 0, where we have used (2.11) in the first equation and (1.1) in the third equation:(

∂0
DY(θ

0(f))X1

)
M

= idX1 � θ0(f)M − θ0(f)X1�M

= idX1 � fM − fX1�M

=
(
θ1(∂0

ass(f))X1

)
M

2

We want to extend the result from Proposition 2.7 to also allow non-trivial coefficients
in either of the two complexes. Coefficients for the Davydov-Yetter complex C•

DY(ρM)
of the action functor ρM : C −→ End(M) live in the centralizer Z(ρM). Thus, in
the following, we will investigate the monoidal category Z(ρM) more closely: an object
(F, σ) ∈ Z(ρM) consists of a k-linear endofunctor F : M −→ M together with a half-
braiding σ : F • ρM(?) =⇒ ρM(?) • F , i.e., a family of natural isomorphisms

σX : F • ρM(X) =⇒ ρM(X) • F

each of which has components

(σX)M :
(
F • ρM(X)

)
(M) = F (X �M)

∼=−→ X � F (M) =
(
ρM(X) • F

)
(M) (2.16)

in M. The isomorphisms (2.16) have the same source and target as the components of
a C-module structure on F . Indeed, the categories Z(ρM) and EndC(M) are isomorphic
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as monoidal categories, where we endow EndC(M) with its standard tensor product, i.e.,
(F, s) • (H, t) = (F •H, st) where

(st)X,M := sX,H(M) ◦ F (tX,M) (2.17)

for all X ∈ C,M ∈ M.

Proposition 2.8. Let C be a monoidal category and let M be a C-module category. The
strict monoidal functor

Θ : Z(ρM) −→ EndC(M)

(F, σ) 7−→ (F, σ̂)

is an isomorphism of monoidal categories, where

(σ̂)X,M := (σX)M : F (X �M) −→ X � F (M)

for all X ∈ C,M ∈ M.

Proof:
We first show that (F, σ̂) is indeed an object in EndC(M). Recall the monoidal structure
m of the action functor from (2.6). Since σ is a half-braiding, diagram (B.1) commutes
which is equivalent to the commutativity of the diagram

(F • ρM(X) • ρM(Y ))(M)

(σX•idρM(Y ))M
��

(idF •mX,Y )M
// (F • ρM(X ⊗ Y ))(M)

(σX⊗Y )M

��

(ρM(X) • F • ρM(Y ))(M)

(idρM(X)•σY )M
��

(ρM(X) • ρM(Y ) • F )(M)
(mX,Y •idF )M

// (ρM(X ⊗ Y ) •H)(M)

(2.18)

for all X, Y ∈ C,M ∈ M. Rewriting diagram (2.18) in terms of �, we obtain the
commuting diagram

F (X � (Y �M))

σ̂X,Y �M

��

F (m−1
X,Y,M )

// F ((X ⊗ Y )�M)

σ̂X⊗Y,M

��

X � F (Y �M)

idX�σ̂Y,M

��

X � (Y � F (M))
m−1

X,Y,F (M)

// (X ⊗ Y )� F (M)

which is just the pentagon diagram (A.11). Since the triangle axiom is fulfilled automat-
ically due to Proposition A.18, we have shown that (F, σ̂) ∈ EndC(M).

34



Next, we show that a morphism ν : (F, σF ) −→ (H, σH) in Z(ρM) is also a natural
transformation of C-module functors (F, σ̂F ) =⇒ (H, σ̂H). Since ν is a morphism in
Z(ρM), the diagram

(F • ρM(X))(M)

(ν•idρM(X))M
��

(σF
X)M

// (ρM(X) • F )(M)

(idρM(X)•ν)M
��

(H • ρM(X))(M)
(σH

X )M

// (ρM(X) •H)(M)

commutes for all X ∈ C,M ∈ M (see (2.1)) which is equivalent to the commutativity of
the following diagram:

F (X �M)

νX�M

��

σ̂F
X,M

// X � F (M)

idX�νM
��

H(X �M)
σ̂H
X,M

// V �H(M)

But this is just the condition that ν is also a transformation of C-module functors (see
(A.16)).

It is obvious that the functor Θ is an isomorphism of k-linear categories. To show
that Θ is a strict monoidal functor, note that Θ(F, σF ) • Θ(H, σH) is the endofunc-
tor F • H of M whose C-module structure has the components σ̂F

X,H(M) ◦ F (σ̂H
X,M)

by definition of the tensor product in EndC(M) (see (2.17)). On the other hand,
Θ
(
(F, σF )⊗ (H, σH)

)
= Θ(F •H, σF•H) is the endofunctor F •H ofM with the C-module

structure

(σF•H
X )M =(σF

X • idH)M ◦ (idF • σH
X )M

=(σF
X)H(M) ◦ F

(
(σH

X )M
)

=σ̂F
X,H(M) ◦ F (σ̂H

X,M)

where we have used the definition of the tensor product in Z(ρM) (see (2.2)) in the first
equation. Hence, we have shown that

Θ
(
(F, σF )⊗ (H, σH)

)
= Θ(F, σF ) •Θ(H, σH)

2

From now on, we will identify the monoidal categories Z(ρM) and EndC(M), i.e.,
we will not distinguish in the notation between k-linear endofunctors of M with a half-
braiding relative to ρM and k-linear C-module endofunctors of M. Thus, we have shown
that C-module endofunctors of M appear as coefficients of the Davydov-Yetter complex
of the action functor ρM : C −→ End(M).

We can identify the associator deformation complex with the Davydov-Yetter complex
of the action functor in a more general setting with coefficients and for a non-strict module
category over a non-strict monoidal category:
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Theorem 2.9. Let C be a k-linear monoidal category and let M be a k-linear C-module
category, none of which are necessarily strict. Let (F, s), (F ′, s′) : M −→ M be k-linear
C-module endofunctors. There is an isomorphism of cochain complexes

C•
ass

(
(F, s), (F ′, s′)

) ∼= C•
DY

(
ρM, (F, s), (F ′, s′)

)
(2.19)

Proof:
To establish the isomorphism (2.19) in the general case with non-strict ingredients, we
need tools from appendix B. In particular, we go the route via an auxiliary complex (see
Definition B.3).
We consider the following concatenation of isomorphisms of cochain complexes from
Proposition B.12 and Remark B.7:

Cn
ass

(
(F, s), (F ′, s′)

) ϑn−→ Cn
aux

(
ρM, (F, s), (F ′, s′)

) λn−→ Cn
DY

(
ρM, (F, s), (F ′, s′)

)
(2.20)

The isomorphism (2.20) maps an n-cochain

f = (fX1,...,Xn,M)X1,...,Xn∈C,M∈M ∈ Cn
ass

(
(F, s), (F ′, s′)

)
in the associator complex to the n-cochain in the Davydov-Yetter complex, which has the
components (

(mn)X1,...,Xn

)
M

◦ fX1,...,Xn,M ◦
(
(mn)X1,...,Xn

)
M

(see (B.15) and (B.16) for the definition of the isomorphisms mn and mn).
On the other hand, an n-cochain

b = (bX1,...,Xn)X1,...,Xn∈C ∈ Cn
DY

(
ρM, (F, s), (F ′, s′)

)
in the Davydov-Yetter complex gets mapped to the n-cochain in the associator complex,
which has the components(

(m−1
n )X1,...,Xn

)
M

◦ (bX1,...,Xn)M ◦
(
(m−1

n )X1,...,Xn

)
M

2

Corollary 2.10. There is an isomorphism of the associator deformation complex of M
over C and the Davydov-Yetter complex of the action functor

C•
ass(C,M) ∼= C•

DY(ρM) (2.21)

In particular, the isomorphisms (2.19) and (2.21) induce isomorphisms in cohomology

H•
ass

(
(F, s), (F ′, s′)

) ∼= H•
DY

(
ρM, (F, s), (F ′, s′)

)
and

H•
ass(C,M) ∼= H•

DY(ρM) (2.22)

respectively.
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2.3 The associator deformation complex as a dg-algebra

In this subsection, let C denote a strict k-linear monoidal category and let M be a strict k-
linear C-module category. Structures of a dg-algebra or a dg-module on cochain complexes
provide ways to produce new cocycles of higher degree from known ones, thus being a
useful tool in the theory of deformations.

It is easy to check that the following assignment endows C•
ass(C,M) with the structure

of an associative graded unital k-algebra:

Cn
ass(C,M)⊗ Cm

ass(C,M) −→ Cn+m
ass (C,M) (2.23)

f ⊗ g 7−→ f · g

where

(f · g)X1,...,Xn+m,M := (idX1...Xn � gXn+1,...,Xn+m,M) ◦ fX1,...,Xn,Xn+1�...�Xn+m�M

In fact, this structure is compatible with the differential:

Proposition 2.11. The associator deformation complex C•
ass(C,M) together with the

product (2.23) is a dg-algebra.

Proof:
Let m,n ≥ 0 and let X1, . . . , Xn+m+1 ∈ C,M ∈ M. We show that the product (2.23)
satisfies the graded Leibniz rule, i.e.,

∂n
ass(f) · g + (−1)nf · ∂m

ass(g) = ∂n+m
ass (f · g) (2.24)

for all f ∈ Cn
ass(C,M) and g ∈ Cm

ass(C,M). We calculate both summands of the left-hand
side of (2.24) separately:(

∂n
ass(f) · g

)
X1,...,Xn+m+1,M

=
(
idX1...Xn+1 � gXn+2,...,Xn+m+1,M

)
◦ ∂n

ass(f)X1,...,Xn+1,Xn+2�...�Xn+m+1�M

=
(
idX1...Xn+1 � gXn+2,...,Xn+m+1,M

)
◦
(
idX1 � fX2,...,Xn+1,Xn+2�...�Xn+m+1�M

)
+

n∑
i=1

(−1)i
(
idX1...Xn+1 � gXn+2,...,Xn+m+1,M

)
◦ fX1,...,XiXi+1,...,Xn+1,Xn+2�...�Xn+m+1�M

+ (−1)n+1
(
idX1...Xn+1 � gXn+2,...,Xn+m+1,M

)
◦ fX1,...,Xn,Xn+1�...�Xn+m+1�M (2.25)

and

(−1)n
(
f · ∂m

ass(g)
)
X1,...,Xn+m+1,M

=(−1)n
(
idX1...Xn � ∂m

ass(g)Xn+1,...,Xn+m+1,M

)
◦ fX1,...,Xn,Xn+1�...�Xn+m+1�M

=(−1)n
(
idX1...Xn � idXn+1 � gXn+2,...,Xn+m+1,M

)
◦ fX1,...,Xn,Xn+1�...�Xn+m+1�M

+
m∑
i=1

(−1)i+n
(
idX1...Xn � gXn+1,...,Xn+iXn+i+1,...,Xn+m+1,M

)
◦ fX1,...,Xn,Xn+1�...�Xn+m+1�M

+ (−1)n+m+1
(
idX1...Xn � gXn+1,...,Xn+m,Xn+m+1�M

)
◦ fX1,...,Xn,Xn+1�...�Xn+m+1�M (2.26)
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Adding (2.25) and (2.26) yields the right-hand side of (2.24) as desired:(
idX1 � idX2...Xn+1 � gXn+2,...,Xn+m+1,M

)
◦ (idX1 � fX2,...,Xn+1,Xn+2�...�Xn+m+1�M)

+
n∑

i=1

(
idX1...XiXi+1...Xn+1 � gXn+2,...,Xn+m+1,M

)
◦ fX1,...,XiXi+1,...,Xn+1,Xn+2�...�Xn+m+1�M

+ (−1)n
m∑
j=1

(−1)j
(
idX1...Xn � gXn+1,...,Xn+jXn+j+1,...,Xn+m+1,M

)
◦ fX1,...,Xn,Xn+1�...Xn+jXn+j+1...�Xn+m+1�M

+ (−1)m+n+1
(
idX1...Xn � gXn+1,...,Xn+m,Xn+m+1�M

)
◦ fX1,...,Xn,Xn+1�...�Xn+m+1�M

=
(
idX1 � (f · g)X2,...,Xn+m+1,M

)
+

n+m∑
i=1

(−1)i(f · g)X1,...,XiXi+1,...,Xn+m+1,M

+ (−1)n+m+1(f · g)X1,...,Xn+m,Xn+m+1�M

=∂n+m
ass (f · g)X1,...,Xn+m+1,M

2

As is standard, it follows from the graded Leibniz rule that the associative graded
algebra structure of the associator complex descends to cohomology: if both f and g are
cocycles, then f · g is a cocycle. Also, if f is a coboundary and g is a cocycle or if f is a
cocycle and g is a coboundary, then f · g is a coboundary.

Corollary 2.12. Associator deformation cohomology H•
ass(C,M) inherits the structure

of an associative graded unital k-algebra.

Recall from [BD, Corollary 3.5] that the Davydov-Yetter complex C•
DY(G) of a strict

monoidal functor G : C −→ D between strict monoidal categories C and D has a natural
structure of an associative unital graded k-algebra via the cup product

∪ : Cm
DY(G)⊗ Cn

DY(G) −→ Cm+n
DY (G) (2.27)

where

(b ∪ c)X1,...,Xm+n
:=


b⊗ cX1,...,Xn if m = 0, n ≥ 1

bX1,...,Xm ⊗ c if m ≥ 1, n = 0

bX1,...,Xm ⊗ cXm+1,...,Xm+n if n,m ≥ 1

and

b ∪ c := b⊗ c

if m = n = 0. It is also known that the cup product descends to cohomology, i.e., the
induced map in cohomology

∪ : Hm
DY(G)⊗Hn

DY(G) −→ Hm+n
DY (G)

endows the Davydov-Yetter cohomology H•
DY(G) with the structure of an associative

graded k-algebra. The cup product (2.27) and the product (2.23) are related by the
isomorphism (2.21):
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Proposition 2.13. The isomorphism (2.13) of cochain complexes is an isomorphism of
dg-algebras and thus, the induced isomorphism in cohomology (2.14) is an isomorphism
of graded k-algebras.

Proof:
Let m,n ≥ 0 and let f ∈ Cm

ass(C,M) and g ∈ Cn
ass(C,M). The proof falls naturally into

four cases: for m = n = 0, we have

θ0(f.g)M = gM ◦ fM = (f • g)M =
(
θ0(f) • θ0(g)

)
M

=
(
θ0(f) ∪ θ0(g)

)
M

For m = 0 and n ≥ 1, we calculate(
θn(f.g)X1,...,Xn

)
M

=(f.g)X1,...,Xn,M

=gX1,...,Xn ◦ fX1�...Xn�M

=
(
θn(g)X1,...,Xn

)
M

◦
(
θ0(f)ρM(X1)...ρM(Xn)

)
M

=
(
θ0(f) • θn(g)X1,...,Xn

)
M

=
((
θ0(f) ∪ θn(g)

)
X1,...,Xn

)
M

and for m ≥ 1 and n = 0 we have(
θm(f.g)X1,...,Xm

)
M

=(f.g)X1,...,Xm,M

=(idX1...Xm � gM) ◦ fX1,...,Xm,M

=
(
ρM(X1) • . . . • ρM(Xm)

)(
θ0(g)M

)
◦
(
θm(f)X1,...,Xm

)
M

=
(
θm(f)X1,...,Xm • θ0(g)

)
M

=
((
θm(f) ∪ θ0(g)

)
X1,...,Xm

)
M

The following calculation for m,n ≥ 1 concludes the proof:(
θm+n(f · g)X1,...,Xm+n

)
M

=(f · g)X1,...,Xm+n,M

=
(
idX1...Xm � gXm+1,...,Xm+n,M

)
◦ fX1,...,Xm,Xm+1�...�Xm+n�M

=ρM(X1 ⊗ . . .⊗Xm)
(
(θn(g)Xm+1,...,Xm+n)M

)
◦
(
θm(f)X1,...,Xm

)
(ρM(Xm+1...Xm+n))(M)

=
(
θm(f)X1,...,Xm • θn(g)Xm+1,...,Xm+n

)
M

=
((
θm(f) ∪ θn(g)

)
X1,...,Xm+n

)
M

2
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2.4 Deformations by (soft) autoequivalences

In classical algebra, it is well-known that the structure of a module M over an algebra A,

A×M −→ M

(a,m) 7−→ a.m

can be deformed by any automorphism α : A −→ A of the algebra A into the following
A-action on M :

A×M −→ M

(a,m) 7−→ α(a).m

Of course the structure of an A-module on M is nothing else than an algebra map

ρM : A −→ End(M)

a 7−→ a.−

and the deformation by α is the composition ρM ◦ α.

We will study the analogous situation for infinitesimal deformations of the action
functor as a monoidal functor. Recall that the composition

(G,Φ) ◦ (H,Ψ) : B −→ D

of monoidal functors (H,Ψ) : B −→ C and (G,Φ) : C −→ D is again a monoidal functor
whose monoidal structure is defined as

G(ΨX,Y ) ◦ ΦH(X),H(Y ) : G
(
H(X)

)
⊗G

(
H(Y )

) ∼=−→ G
(
H(X ⊗ Y )

)
(2.28)

for all X, Y ∈ C. Now, we will compose infinitesimal deformations of monoidal functors:
as discussed in Proposition 2.3, 2-cocycles in the Davydov-Yetter complex C•

DY(G) of a
monoidal functor G give rise to infinitesimal deformations of the monoidal structure of G.
Let Φ(1) ∈ Z2

DY(G),Ψ(1) ∈ Z2
DY(H) and consider the following infinitesimal deformations

of the monoidal structures of G and H:

ΦX,Y + εΦ
(1)
X,Y : G(X)⊗G(Y )

∼=−→ G(X ⊗ Y )

ΨX,Y + εΨ
(1)
X,Y : H(X)⊗H(Y )

∼=−→ H(X ⊗ Y )

By (2.28), the composition of the deformed monoidal structures is

G
(
ΨX,Y + εΨ

(1)
X,Y

)
◦ (ΦH(X),H(Y ) + εΦ

(1)
H(X),H(Y ))

=G(ΨX,Y ) ◦ ΦH(X),H(Y ) + ε
(
G(ΨX,Y ) ◦ Φ(1)

H(X),H(Y ) +G
(
Ψ

(1)
X,Y

)
◦ ΦH(X),H(Y )

)
Since the composition of monoidal functors is again a monoidal functor, the natural
transformation which has the components

G(ΨX,Y ) ◦ Φ(1)
H(X),H(Y ) +G

(
Ψ

(1)
X,Y

)
◦ ΦH(X),H(Y ) (2.29)
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is a 2-cocycle in the Davydov-Yetter complex C•
DY(G ◦ H) by Proposition 2.3. We now

consider the case Φ(1) = 0 and (H,Ψ) = (IdC, id), i.e., we study infinitesimal deformations
of (G,Φ) which come from infinitesimal deformations of the identity functor (IdC, id). In
this situation, the Davydov-Yetter 2-cocycle (2.29) reduces to

G
(
Ψ

(1)
X,Y

)
◦ ΦX,Y (2.30)

Every infinitesimal deformation of (IdC, id) is a soft autoequivalence of the monoidal cat-
egory R1 ⊗ C since its underlying R1-linear functor is the identity. In this sense, we view
the infinitesimal deformation of G by the 2-cocycle (2.30) as a deformation by the soft
autoequivalence

(
IdR1⊗C, id + εΨ(1)

)
: R1 ⊗ C −→ R1 ⊗ C.

From now on, let C,D be strict monoidal categories and let (G,Φ, φ) : C −→ D be a
monoidal functor. There is another natural way of obtaining the 2-cocycle (2.30) via the
following dg-module structure of the Davydov-Yetter complex C•

DY(G) over the dg-algebra(
C•

DY(C),∪
)
(see (2.27) for the definition of the cup product and (B.8) for the definition

of the isomorphism Φn): for all n,m ≥ 0, consider the k-linear map

Cm
DY(IdC)⊗ Cn

DY(G) −→ Cm+n
DY (G) (2.31)

f ⊗ g 7−→ f.g

where

(f.g)X1,...,Xm+n
:=



(
G(fX1,...,Xm)⊗ g

)
◦ (Φm)X1,...,Xm if n = 0,m ≥ 1

G(f ⊗ idX1...Xn) ◦ gX1,...,Xn if n ≥ 1,m = 0

ΦX1...Xm,Xm+1...Xm+n

◦
(
G(fX1,...,Xm)⊗ gXm+1,...,Xm+n

)
◦
(
(Φm)X1,...,Xm ⊗ idG(Xm+1)...G(Xm+n)

)
if n,m ≥ 1

(2.32)

and

f.g := (φ−1 ⊗ idI) ◦ (G(f)⊗ g) ◦ (φ⊗ idI)

for m = n = 0.

Remark 2.14. For G = IdC, the graded C•
DY(IdC)-module structure from (2.31) reduces

to the cup product (2.27).

To obtain the 2-cocycle (2.30), we consider the case n = 0,m = 2 in (2.32): since D
is assumed to be strict, the following equation holds for all X, Y ∈ C:(

Ψ(1). idI

)
X,Y

= G
(
Ψ

(1)
X,Y

)
◦ ΦX,Y (2.33)

Let us now study the case, where G is the action functor ρM : C −→ End(M) of a
not necessarily strict module category M over a strict monoidal category C. Recall the
monoidal structure of ρM from (2.6) and the isomorphisms mn and mn from (B.15) and
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(B.16). Let n,m ≥ 0. We use (2.32) to endow the Davydov-Yetter complex of the action
functor with the following structure of a dg-module over the dg-algebra

(
C•

DY(IdC),∪
)
:

Cm
DY(IdC)⊗ Cn

DY(ρM) −→ Cm+n
DY (ρM)

f ⊗ g 7−→ f.g

where

(
(f.g)X1,...,Xm+n

)
M

:=



(fX1...Xm � gM) ◦
(
(mm)X1,...,Xm

)
M

if n = 0,m ≥ 1

(
(f ⊗ idX1...Xn)� idM

)
◦ (gX1,...,Xn)M if n ≥ 1,m = 0

m−1
X1...Xm,Xm+1...Xm+n

◦
(
fX1,...,Xm � (gXm+1,...,Xm+n)M

)
◦
(
(mm)X1,...,Xm

)
Xm+1�(...�(Xm+n�M)...)

if n,m ≥ 1

(2.34)

and

(f.g)M := lM ◦ (f � gM) ◦ l−1
M

for m = n = 0.

Similar to (2.33), we can now generate the following Davydov-Yetter 2-cocycle for
the action functor ρM from a Davydov-Yetter 2-cocycle Ψ(1) of the identity functor of C,
where id denotes the identity transformation on the identity functor of M:(

(Ψ(1). id)X,Y

)
M

=
(
Ψ

(1)
X,Y � idM

)
◦m−1

X,Y,M (2.35)

Applying the isomorphism (2.20) to the Davydov-Yetter 2-cocycle (2.35) yields the
following 2-cocycle in the associator deformation complex of M over C:

mX,Y,M ◦
(
Ψ

(1)
X,Y � idM

)
(2.36)

By Proposition 1.8, we obtain an infinitesimal deformation ofM with the mixed associator

mX,Y,M =mX,Y,M + εmX,Y,M ◦
(
Ψ

(1)
X,Y � idM

)
=mX,Y,M ◦

(
id(X⊗Y )�M + εΨ

(1)
X,Y � idM

)
If we transport the dg-module structure (2.34) along the isomorphism (2.21), we obtain

the following dg-module structure on the associator complex:

Cm
DY(IdC)⊗ Cn

ass(C,M) −→ Cm+n
ass (C,M)

f ⊗ g 7−→ f.g
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where

(f.g)X1,...,Xm+n,M :=



(
(m−1

m )X1,...,Xm

)
M

◦ (fX1...Xm � gM)

◦
(
(mm)X1,...,Xm

)
M

◦
(
(m−1

m )X1,...,Xm

)
M

if n = 0,m ≥ 1

(
(m−1

n )X1,...,Xn

)
M

◦
(
(f ⊗ idX1...Xn)� idM

)
◦(gX1,...,Xn)M ◦

(
(mn)X1,...,Xn

)
M

if n ≥ 1,m = 0

(
(m−1

m+n)X1,...,Xm+n

)
M

◦m−1
X1...Xm,Xm+1...Xm+n

◦
(
fX1,...,Xm � (gXm+1,...,Xm+n)M

)
◦
(
(mm)X1,...,Xm

)
Xm+1�(...�(Xm+n�M)...)

◦
(
(m−1

m+n)X1,...,Xm+n

)
M

if n,m ≥ 1

and

(f.g)M := lM ◦ (f � gM) ◦ l−1
M

for m = n = 0.
As is standard, this promotes the isomorphism (2.21) to an isomorphism of dg-modules:

Proposition 2.15. The isomorphism (2.21) of cochain complexes is an isomorphism
of dg-modules over the dg-algebra

(
C•

DY(IdC),∪
)
and thus, the induced isomorphism in

cohomology (2.22) is an isomorphism of graded
(
H•

DY(IdC),∪
)
-modules.

Obviously, other structures on the Davydov-Yetter complex of the action functor, such
as brackets (see, e.g., [BD]), can be transported along the isomorphism (2.21) as well.

The remainder of this section is dedicated to the proof that the maps (2.31) indeed
endow the Davydov-Yetter complex C•

DY(G) with the structure of a dg-module over the
dg-algebra

(
C•

DY(C),∪
)
.

Lemma 2.16. For n ≥ 1 and 1 ≤ i ≤ n, the following equality holds:

(Φn+1)X1,...,Xn+1

=(Φn)X1,...,Xi−1,XiXi+1,Xi+2,...Xn+1 ◦ (idG(X1)...G(Xi−1) ⊗ ΦXi,Xi+1
⊗ idG(Xi+2)...G(Xn+1))

Proof:
For n = 1, the statement follows immediately. Let n ≥ 2. In the following calculation,
we use the definition of Φn (see (B.9)) in the first equation, the naturality of ΦXi,Xi+1

in
the second equation and the hexagon axiom (A.2) in the third equation:

(Φn)X1,...,Xi−1,XiXi+1,Xi+2,...Xn+1 ◦ (idG(X1)...G(Xi−1) ⊗ ΦXi,Xi+1
⊗ idG(Xi+2)...G(Xn+1))

=ΦX1,X2...Xn+1 ◦ (idG(X1) ⊗ ΦX2,X3...Xn+1) ◦ . . . ◦ (idG(X1)...G(Xi−1) ⊗ ΦXiXi+1,Xi+2...Xn+1)

◦ (idG(X1)...G(XiXi+1) ⊗ ΦXi+2,Xi+3...Xn+1) ◦ . . . ◦ (idG(X1)...G(XiXi+1)...G(Xn−1) ⊗ ΦXn,Xn+1)

◦ (idG(X1)...G(Xi−1) ⊗ ΦXi,Xi+1
⊗ idG(Xi+2)...G(Xn+1))

=ΦX1,X2...Xn+1 ◦ (idG(X1) ⊗ ΦX2,X3...Xn+1) ◦ . . . ◦ (idG(X1)...G(Xi−1) ⊗ ΦXiXi+1,Xi+2...Xn+1)
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◦ (idG(X1)...G(Xi−1) ⊗ ΦXi,Xi+1
⊗ idG(Xi+2)...G(Xn+1))

◦ (idG(X1)...G(Xi+1) ⊗ ΦXi+2,Xi+3...Xn+1) ◦ . . . ◦ (idG(X1)...G(Xn−1) ⊗ ΦXn,Xn+1)

=ΦX1,X2...Xn+1 ◦ (idG(X1) ⊗ ΦX2,X3...Xn+1) ◦ . . . ◦ (idG(X1)...G(Xi−1) ⊗ ΦXi,Xi+1...Xn+1)

◦ (idG(X1)...G(Xi) ⊗ ΦXi+1,Xi+2...Xn+1) ◦ . . . ◦ (idG(X1)...G(Xn−1) ⊗ ΦXn,Xn+1)

=(Φn+1)X1,...,Xn+1

2

Lemma 2.17. For n, n′ ≥ 1, the following equality holds:

(Φn+n′)X1,...,Xn+1 = ΦX1...Xn,Xn+1...Xn+n′ ◦
(
(Φn)X1,...,Xn ⊗ (Φn′)Xn+1,...,Xn+n′

)
Proof:
This result follows from Lemma 2.16 together with the hexagon axiom (A.2).

2

Proposition 2.18. The maps (2.31) endow C•
DY(G) with the structure of a dg-module

over the dg-algebra (C•
DY(IdC),∪).

Proof:
We first need to show that the equation

(f ∪ f ′).g = f.(f ′.g)

holds for all f ∈ Cm
DY(IdC), f

′ ∈ Cm′
DY(IdC) and g ∈ Cn

DY(G). We only prove the case
n,m ≥ 1 because the other cases are completely analogous. In the following computation,
we have used the hexagon diagram (A.2) as well as Lemma 2.17 in the fourth equation:(

(f ∪ f ′).g
)
X1,...,Xm+m′+n

=ΦX1...Xm+m′ ,Xm+m′+1...Xm+m′+n
◦
(
G((f ∪ f ′)X1,...,Xm+m′ )⊗ gXm+m′+1,...,Xm+m′+n

)
◦
(
(Φm+m′)X1...Xm+m′ ⊗ idG(Xm+m′+1)...G(Xm+m′+n)

)
=ΦX1...Xm+m′ ,Xm+m′+1...Xm+m′+n

◦
(
G(fX1,...,Xm ⊗ f ′

Xm+1,...,Xm+m′ )⊗ gXm+m′+1,...,Xm+m′+n

)
◦
(
(Φm+m′)X1...Xm+m′ ⊗ idG(Xm+m′+1)...G(Xm+m′+n)

)
=ΦX1...Xm+m′ ,Xm+m′+1...Xm+m′+n

◦ (ΦX1...Xm,Xm+1...Xm+m′ ⊗ idG(Xm+m′+1...Xm+m′+n)
)

◦
(
G(fX1,...,Xm)⊗G(f ′

Xm+1,...,Xm+m′ )⊗ gXm+m′+1,...,Xm+m′+n

)
◦ (Φ−1

X1...Xm,Xm+1...Xm+m′ ⊗ idG(Xm+m′+1...Xm+m′+n)
)

◦
(
(Φm+m′)X1...Xm+m′ ⊗ idG(Xm+m′+1)...G(Xm+m′+n)

)
=ΦX1...Xm,Xm+1...Xm+m′+n

◦ (idG(X1...Xm) ⊗ ΦXm+1...Xm+m′ ,Xm+m′+1...Xm+m′+n
)

◦
(
G(fX1,...,Xm)⊗G(f ′

Xm+1,...,Xm+m′ )⊗ gXm+m′+1,...,Xm+m′+n

)
◦
(
(Φm)X1,...,Xm ⊗ (Φm′)Xm+1,...,Xm+m′ ⊗ idG(Xm+m′+1)...G(Xm+m′+n)

)
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=ΦX1...Xm,Xm+1...Xm+m′+n
◦
(
G(fX1,...,Xm)⊗ (f ′.g)Xm+1,...,Xm+m′+n

)
◦
(
(Φm)X1,...,Xm ⊗ idG(Xm+1)...G(Xm+m′+n)

)
=
(
f.(f ′.g)

)
X1,...,Xm+m′+n

Now we show that the action (2.31) satisfies the graded Leibniz rule, i.e., the equation

∂m+n
DY (f.g) = ∂m

DY(f).g + (−1)mf.∂n
DY(g) (2.37)

holds for all f ∈ Cm
DY(IdC), g ∈ Cn

DY(G). We only prove the case m,n ≥ 1 because the
other cases are completely analogous. We first compute the left-hand side of (2.37):

∂m+n
DY (f.g)X1,...,Xm+n+1

=(Φm+n+1)X1,...,Xm+n+1 ◦
(
idG(X1) ⊗ (Φ−1

m+n)X2,...,Xm+n+1

)
◦
(
idG(X1) ⊗ (f.g)X2,...,Xm+n+1

)
+

m+n∑
i=1

(−1)i(Φm+n+1)X1,...,Xm+n+1 ◦ (idG(X1)...G(Xi−1) ⊗ Φ−1
Xi,Xi+1

⊗ idG(Xi+2)...G(Xm+n+1))

◦ (Φ−1
m+n)X1,...,XiXi+1,...Xm+n+1 ◦ (f.g)X1,...,XiXi+1,...Xm+n+1

◦ (idG(X1)...G(Xi−1) ⊗ ΦXi,Xi+1
⊗ idG(Xi+2)...G(Xm+n+1))

+ (−1)m+n+1(Φm+n+1)X1,...,Xm+n+1 ◦
(
(Φ−1

m+n)X1,...,Xm+n ⊗ idG(Xm+n+1)

)
◦
(
(f.g)X1,...,Xm+n ⊗ idG(Xm+n+1)

)
=(Φm+n+1)X1,...,Xm+n+1 ◦

(
idG(X1) ⊗ (Φ−1

m+n)X2,...,Xm+n+1

)
◦ (idG(X1) ⊗ ΦX2...Xm+1,Xm+2...Xm+n+1) ◦

(
idG(X1) ⊗G(fX2,...,Xm+1)⊗ gXm+2,...,Xm+n+1

)
+

m∑
i=1

(−1)i(Φm+n+1)X1,...,Xm+n+1

◦ (idG(X1)...G(Xi−1) ⊗ Φ−1
Xi,Xi+1

⊗ idG(Xi+2)...G(Xm+1) ⊗ idG(Xm+2)...G(Xm+n+1))

◦ (Φ−1
m+n)X1,...,XiXi+1,...Xm+n+1 ◦ ΦX1...Xm+1,Xm+2...Xm+n1

◦
(
G(fX1,...,XiXi+1,...,Xm+1)⊗ gXm+2,...,Xm+n+1

)
◦
(
(Φm)X1,...,XiXi+1,...,Xm+1 ⊗ idG(Xm+2)...G(Xm+n+1)

)
◦ (idG(X1)...G(Xi−1) ⊗ ΦXi,Xi+1

⊗ idG(Xi+2)...G(Xm+1) ⊗ idG(Xm+2)...G(Xm+n+1))

+
n∑

j=1

(−1)m+j(Φm+n+1)X1,...,Xm+n+1

◦ (idG(X1)...G(Xm) ⊗ idG(Xm+1)...G(Xm+j−1) ⊗ Φ−1
Xm+j ,Xm+j+1

⊗ idG(Xm+j+2)...G(Xm+n+1))

◦ (Φ−1
m+n)X1,...,Xm,Xm+1,...,Xm+jXm+j+1,...Xm+n+1 ◦ ΦX1...Xm+1,Xm+2...Xm+n1

◦
(
G(fX1,...,Xm)⊗ gXm+1,...,Xm+jXm+j+1,...,Xm+n+1

)
◦
(
(Φm)X1,...,Xm ⊗ idG(Xm+1)...G(Xm+jXm+j+1)...G(Xm+n+1)

)
◦ (idG(X1)...G(Xm) ⊗ idG(Xm+1)...G(Xm+j−1) ⊗ ΦXm+j ,Xm+j+1

⊗ idG(Xm+j+2)...G(Xm+n+1))

+ (−1)m+n+1(Φm+n+1)X1,...,Xm+n+1 ◦
(
(Φ−1

m+n)X1,...,Xm+n ⊗ idG(Xm+n+1)

)
◦ (ΦX1...Xm,Xm+1...Xm+n ⊗ idG(Xm+n+1)) ◦

(
G(fX1,...,Xm)⊗ gXm+1,...,Xm+n ⊗ idG(Xm+n+1)

)
◦
(
(Φm)X1,...,Xm ⊗ idG(Xm+1)...G(Xm+n+1)

)
(2.38)

We now compute the right-hand side of (2.37), which gives
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(
∂m
DY(f).g

)
X1,...,Xm+n+1

=ΦX1...Xm+1,Xm+2...Xm+n+1 ◦
(
G(∂m

DY(f)X1,...,Xm+1)⊗ gXm+2,...Xm+n+1

)
◦
(
(Φm+1)X1,...,Xm+1 ⊗ idG(Xm+2...G(Xm+n+1)

)
=ΦX1...Xm+1,Xm+2...Xm+n+1 ◦

(
G(idX1 ⊗ fX2,...,Xm+1)⊗ gXm+2,...,Xm+n+1

)
◦
(
(Φm+1)X1,...,Xm+1 ⊗ idG(Xm+2...G(Xm+n+1)

)
+

m∑
i=1

(−1)iΦX1...Xm+1,Xm+2...Xm+n+1 ◦
(
G(fX1,...,XiXi+1,...,Xm+1)⊗ gXm+2,...,Xm+n+1

)
◦
(
(Φm+1)X1,...,Xm+1 ⊗ idG(Xm+2...G(Xm+n+1)

)
+ (−1)m+1ΦX1...Xm+1,Xm+2...Xm+n+1 ◦

(
G(fX1,...,Xm ⊗ idXm+1)⊗ gXm+1,...,Xm+n+1

)
◦
(
(Φm+1)X1,...,Xm+1 ⊗ idG(Xm+2)...G(Xm+n+1)

)
(2.39)

and

(−1)m
(
f.∂n

DY(g)
)
X1,...,Xm+n+1

=(−1)mΦX1...Xm,Xm+1...Xm+n+1 ◦
(
G(fX1,...,Xm)⊗ ∂n

DY(g)Xm+1,...,Xm+n+1

)
◦
(
(Φm)X1,...,Xm ⊗ idG(Xm+1)...G(Xm+n+1)

)
=(−1)mΦX1...Xm,Xm+1...Xm+n+1 ◦

(
idG(X1...Xm) ⊗ (Φn+1)Xm+1,...,Xm+n+1

)
◦
(
idG(X1...Xm) ⊗ idG(Xm+1) ⊗ (Φ−1

n )Xm+2,...,Xm+n+1

)
◦
(
G(fX1,...,Xm)⊗ idG(Xm+1) ⊗ gXm+2,...Xm+n+1

)
◦
(
(Φm)X1,...,Xm ⊗ idG(Xm+1)...G(Xm+n+1)

)
+

n∑
j=1

(−1)m+jΦX1...Xm,Xm+1...Xm+n+1 ◦
(
idG(X1...Xm) ⊗ (Φn+1)Xm+1,...,Xm+n+1

)
◦
(
idG(X1...Xm) ⊗ idG(Xm+1)...G(Xm+j−1) ⊗ Φ−1

Xm+j ,Xm+j+1
⊗ idG(Xm+j+2)...G(Xm+n+1)

)
◦
(
idG(X1...Xm) ⊗ (Φ−1

n )Xm+1,...,Xm+jXm+j+1,...,Xm+n+1

)
◦
(
G(fX1,...,Xm)⊗ gXm+1,...,Xm+jXm+j+1,...,Xm+n+1

)
◦
(
idG(X1...Xm) ⊗ idG(Xm+1)...G(Xm+j−1) ⊗ ΦXm+j ,Xm+j+1

⊗ idG(Xm+j+2)...G(Xm+n+1)

)
◦
(
(Φm)X1,...,Xm ⊗ idG(Xm+1)...G(Xm+n+1)

)
+ (−1)m+n+1ΦX1...Xm,Xm+1...Xm+n+1 ◦

(
idG(X1...Xm) ⊗ (Φn+1)Xm+1,...,Xm+n+1

)
◦
(
idG(X1...Xm) ⊗ (Φ−1

n )Xm+1,...,Xm+n ⊗ idG(Xm+n+1)

)
◦
(
G(fX1,...,Xm)⊗ gXm+1,...,Xm+n ⊗ idG(Xm+n+1)

)
◦
(
(Φm)X1,...,Xm ⊗ idG(Xm+1)...G(Xm+n+1)

)
(2.40)

To see why equation (2.37) holds, we will go through (2.38) term by term. The
first boundary terms of (2.39) and (2.38) agree: we write G(id(X1) ⊗ fX2,...,Xm+1) as
ΦX1,X2...Xm+1 ◦

(
idG(X1) ⊗ G(fX2,...,Xm+1)

)
◦ Φ−1

X1,X2...Xm+1
and apply Lemma 2.17 to the

term Φm+1 in (2.39) and to the terms Φm+n+1 and Φm+n in (2.38).
Note that the last boundary term of (2.39) and the first boundary term of (2.40) cancel
each other: we apply Lemma 2.17 to the term Φm+1 in (2.39) and the term Φn+1 in (2.40).
We write G(fX1,...,Xm ⊗ idXm+1) as ΦX1...Xm,Xm+1 ◦

(
G(fX1,...,Xm)⊗ idG(Xn+1)

)
◦Φ−1

X1...Xm,Xm+1

and finally use the hexagon axiom (A.2).
Now we look at the bulk terms of (2.38): we apply Lemma 2.17 to the term Φm+n+1 and
Lemma 2.16 to the term
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(
(Φm)X1,...,XiXi+1,...,Xm+1 ⊗ idG(Xm+2)...G(Xm+n+1)

)
◦ (idG(X1)...G(Xi−1) ⊗ ΦXi,Xi+1

⊗ idG(Xi+2)...G(Xm+1) ⊗ idG(Xm+2)...G(Xm+n+1))

in the sum indexed by i and we apply Lemma 2.17 to the terms Φm+n+1 and Φ−1
m+n in the

sum indexed by j. This shows that the bulk terms of (2.38) agree with the bulk terms of
the sum of (2.39) and (2.40).
Applying Lemma 2.17 to the terms Φm+n+1 and Φ−1

m+n in the last boundary term of (2.38),
we see that it agrees with the last boundary term of (2.40). 2

Corollary 2.19. The Davydov-Yetter cohomology H•
DY(G) of a monoidal functor

G : C −→ D inherits the structure of a graded module over the graded associative k-algebra
(H•

DY(IdC),∪).

We summarize some of our results from this section in the following

Corollary 2.20. Every Davydov-Yetter 2-cocycle Ψ(1) ∈ C2
DY(IdC) gives rise to an in-

finitesimal associator deformation
(
R1 ⊗M,m(1)

)
, where m(1) ∈ C2

ass(C,M) is the asso-
ciator 2-cocycle with

m
(1)
X,Y,M = mX,Y,M ◦

(
Ψ

(1)
X,Y � idM

)
(2.41)

for all X, Y ∈ C,M ∈ M.

If the Davydov-Yetter 2-cocycles Ψ
(1)
1 ,Ψ

(1)
2 ∈ C2

DY(IdC) are cohomologous, then the

associator deformations
(
R1⊗M,m

(1)
1

)
and

(
R1⊗M,m

(1)
2

)
with (m

(1)
i )X,Y,M = mX,Y,M ◦(

(Ψ
(1)
i )X,Y � idM

)
for i = 1, 2, are equivalent in the sense of Definition 1.2.

Proof:
In (2.36), we have seen that (2.41) is an associator 2-cocycle. If two Davydov-Yetter

2-cocycles Ψ
(1)
1 ,Ψ

(1)
2 ∈ C2

DY(IdC) are cohomologous, then by Proposition 2.15, the as-

sociator 2-cocycles m
(1)
1 and m

(1)
2 with (m

(1)
1 )X,Y,M = mX,Y,M ◦

(
(Ψ

(1)
1 )X,Y � idM

)
and

(m
(1)
2 )X,Y,M = mX,Y,M ◦

(
(Ψ

(1)
2 )X,Y � idM

)
are cohomologous as well. Hence, by Theorem

1.8, the associator deformations
(
R1⊗M,m

(1)
1

)
and

(
R1⊗M,m

(1)
2

)
are equivalent in the

sense of Definition 1.2.
2
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2.5 Vanishing of associator cohomology

In the following, let k be an algebraically closed field of characteristic 0 and all categories
and functors in this section are assumed to be k-linear. Let C be a strict finite multitensor
category (see Definition A.12) and let M be a C-module category, which is also a finite
abelian category.

Having related Davydov-Yetter cohomology and associator deformation cohomol-
ogy (Proposition 2.9), we can use results on Ocneanu rigidity for the action functor
ρM : C −→ End(M) (which amounts to a vanishing Davydov-Yetter cohomology) to ob-
tain rigidity results for module endofunctors as well as for module categories. First, we
recall the following vanishing result for Davydov-Yetter cohomology.

Proposition 2.21. [GHS, Corollary 3.18] Let G : C −→ D be a strict monoidal functor
between strict semisimple finite multitensor categories. Then, Hn

DY(G,X,Y) ∼= 0 for n > 0
and for all X,Y ∈ Z(G).

This allows us to show

Proposition 2.22. If C and M are semisimple and (F, s), (F ′, s′) : M −→ M are C-
module functors, then Hn

ass

(
(F, s), (F ′, s′)

) ∼= 0 for n > 0.

Proof:
Since M is semisimple, every k-linear endofunctor of M is exact. Since M is finite as
well, Proposition A.11 yields that all k-linear endofunctors of M admit left and right
adjoints, i.e., every object in the monoidal category End(M) has both a left and right
dual. Since M is finite, the category End(M) is finite and thus a semisimple finite
multitensor category.
Thus, the action functor ρM : C −→ End(M) is a strict monoidal functor between
semisimple finite multitensor categories and hence

Hn
ass

(
(F, s), (F ′, s′)

) ∼= Hn
DY

(
ρM, (F, s), (F ′, s′)

) ∼= 0

for n > 0 where we have used Proposition 2.9 in the first isomorphism and Proposition
2.21 in the second isomorphism.

2

Corollary 2.23. If C and M are semisimple and (F, s) : M −→ M is a C-module
endofunctor, then H1

ass(F, s)
∼= 0 and thus (F, s) does not admit infinitesimal deformations

in the sense of Definition 1.3.

Corollary 2.24. If C and M are semisimple, then Hn
ass(C,M) ∼= 0 for n > 0. In

particular, M does not admit associator deformations in the sense of Definition 1.1.
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3 Associator cohomology as a relative Ext

In Section 2, we have been exploring the connection of associator cohomology and Davydov-
Yetter cohomology. To gain more tools for the computation of associator cohomology, we
will use methods from relative homological algebra, more precisely the theory of relative
Exts which has been used successfully in Davydov-Yetter theory (see [FGS1]).

In this section, we are going to present associator cohomology as a relative Ext in
Theorem 3.7, but first we review the link between Davydov-Yetter cohomology and relative
Exts. In the following, we assume that k is an algebraically closed field.

3.1 Davydov-Yetter cohomology as a relative Ext

Following [M1, Chapter IX] and [FGS1, Section 2.1], we provide a brief review of some
notions from relative homological algebra.

Let A and B be k-linear categories and let U : A −→ B be an additive, exact and
faithful functor and let F : B −→ A be its left adjoint, i.e., we have an adjunction F ⊣ U
of a special type, called a resolvent pair.

Allowable morphisms. A morphism f : A −→ A′ in A is called allowable, if there
is a morphism g : U(A′) −→ U(A) such that U(f) ◦ g ◦ U(f) = U(f).

Relatively projectives. An object P ∈ A is called relatively projective, if for all

morphisms h : P −→ A′ and all exact sequences A
f
// A′ // 0 in A, where f is

allowable, there is a morphism hf : P −→ A in A, such that the following diagram
commutes:

P

h
��

∃hf

~~

A
f
// A′ // 0

Relatively projective resolutions. A relative projective resolution of an object
A ∈ A is an exact sequence

. . . // P2
d2 // P1

d1 // P0
d0 // A // 0

in A, where each morphism is allowable and each Pi ∈ A is relatively projective.

Similar to the characterization of projective objects in ordinary homological algebra,
one can characterize relatively projective objects by exactness properties of a certain Hom
functor:

Lemma 3.1. [FGS1, Lemma 2.5] An object P ∈ A is relatively projective if and only if
the k-linear functor HomA(P,−) : A −→ vect sends allowable short exact sequences to
short exact sequences.
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The notion of a relative Ext is defined analogously to the notion of an Ext in homolog-
ical algebra but replacing exact sequences with exact sequences of allowable morphisms :

Definition 3.2. Let A,A′ ∈ A and let . . . // P2
d2 // P1

d1 // P0
d0 // A // 0 be a

relatively projective resolution of A in A. The nth cohomology of the sequence

0 // HomA(P0, A
′)

d∗1 // HomA(P1, A
′)

d∗2 // HomA(P2, A
′)

d∗3 // . . .

is called the nth relative Ext of A and A′ and is denoted by ExtnA,B(A,A
′).

We now review a connection between the Davydov-Yetter cohomology of a monoidal
functor and the corresponding relative Exts established in [FGS1] and based on the pre-
vious work [GHS].

Let C be a strict finite tensor category and let D be a strict monoidal category, which
is not necessarily rigid. Let G : C −→ D be a strict monoidal functor. We first notice that
we can define left dual objects in D for objects that lie in the image of G: for all X ∈ C,
we set G(X)∗ := G(X∗) and we define the (co)evaluation maps for G(X) as the images
of the (co)evaluation maps of X ∈ C under G. The zigzag axioms (see Definition A.8)
follow immediately from the corresponding zigzag axioms in C. The right dual of G(X)
is defined in a similar manner. In other words, while D might be non-rigid, the image of
G is still a rigid monoidal subcategory of D. We also note that no assumptions on the
simplicity of the tensor unit in D were made.

From now on, we will furthermore assume that D is a finite abelian category with right
exact tensor product, an assumption which is satisfied by the monoidal category of right
exact linear endofunctors Rex(M) of a finite abelian category M, which we will review
in the following section. Moreover, we assume that the functor G is k-linear and right
exact. Now, the relevant resolvent pair for the Davydov-Yetter cohomology of G is the
following adjunction between the target category D and the centralizer of the monoidal
functor G:

Z(G)

⊣ U
		

D

FG

JJ
(3.1)

Here, the left adjoint FG : D −→ Z(G) of the forgetful functor U : Z(G) −→ D is given
by

FG : V 7−→
(
ZG(V ), jZG(V )

)
(3.2)

where ZG(V ) is the following coend

ZG(V ) :=

∫ X∈C
G(X)∗ ⊗ V ⊗G(X) (3.3)

that admits a canonical half-braiding jZG(V ) which will be reviewed below. This adjunction
is discussed in detail in [GHS, Section 3.3], where the category D was assumed to be a
finite tensor category. But this assumption is too strong for our next applications in the
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world of module categories, which is why we consider more general target categories of
G. Fortunately, all the results from [GHS, Section 3.3] are still valid under our weaker
assumptions on D: the existence of the above coend, its (bi)monadic property, etc. Let
us begin with proving the existence of the coend (3.3) as an object of D. We start with
the known result [S1, Theorem 3.6] on the existence of the following coend in C ⊠ C:

A :=

∫ X∈C
X∗ ⊠X . (3.4)

For all V ∈ D, we consider the functor

FV : C × C −→ D
(Y,X) 7−→ G(Y )⊗D V ⊗D G(X)

(f, g) 7−→ G(f)⊗D idV ⊗D G(g)

where we emphasized the tensor product ⊗D in D which is assumed to be k-linear and
right exact in both variables. Since G is assumed to be k-linear and right exact, the above
functor FV is also k-linear and right exact in both variables for all V ∈ D. Therefore, by
the universal property of the Deligne product (see [D2]), there is a unique k-linear right
exact functor F̃V : C ⊠ C −→ D, such that the following diagram commutes:

C × C
⊠
��

FV // D

C ⊠ C
∃ F̃V

77

Furthermore, using the assumption that both C and D are finite abelian categories, the
k-linear right exact functor F̃V has a right adjoint by Proposition A.11, and therefore, F̃V

is left adjoint. Applying this left adjoint functor F̃V to the existing coend A from (3.4)
and using that left adjoint functors commute with all small colimits that exist in its source
category (see, e.g., [M1, Chapter V.5]), we get that F̃V (A) ∼= ZG(V ) and the coend ZG(V )
from (3.3) exists for all V ∈ D under the assumptions made.

For all V ∈ D, we denote the universal dinatural transformation of the coend ZG(V )
by i(V ); its component on any Y ∈ C is the following morphism in D:

iY (V ) : G(Y )∗ ⊗ V ⊗G(Y ) −→ ZG(V )

In the following, we will illustrate how to use the universal property of the coend ZG(V )
(see Definition A.3) to define morphisms that have ZG(V ) as a source. Let f : V −→ W
be a morphism in D. It is easy to check that the family β = (βY )Y ∈C of morphisms

βY = iY (W ) ◦ (idG(Y )∗ ⊗ f ⊗ idG(Y )) : G(Y )∗ ⊗ V ⊗G(Y ) −→ ZG(W )

is a dinatural transformation. By the universal property of the coend ZG(V ), there is
a unique morphism ZG(f) : ZG(V ) −→ ZG(W ) in D, such that the following diagram
commutes for all Y ∈ C:

G(Y )∗ ⊗ V ⊗G(Y )
idG(Y )∗⊗f⊗idG(Y )

//

iY (V )

��

G(Y )∗ ⊗W ⊗G(Y )

iY (W )

��

ZG(V )
∃! ZG(f)

// ZG(W )
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Using this procedure, we can define the value of ZG on morphisms, turning it into a
functor (see also Proposition A.5). Moreover, the functor ZG is a monad on D (see, e.g.,
[DS] and [S4] for more details).
In the sequel, we will often implicitly use the universal property of the coend to define
morphisms.

Next, recall that ZG(V ) is equipped with a canonical half-braiding jZG(V ) making it
an object in the centralizer Z(G): for all Y ∈ C, the canonical half-braiding jZG(V ) is the
natural family of isomorphisms

j
ZG(V )
Y : ZG(V )⊗G(Y )

∼=−→ G(Y )⊗ ZG(V )

where j
ZG(V )
Y is defined as the unique morphism such that the following diagram commutes

for all X ∈ C (see also [FS, Lemma 13]):

G(X)∗ ⊗ V ⊗G(X)⊗G(Y )

coevG(Y ) ⊗ idG(X)∗⊗V ⊗G(X)⊗G(Y )

��

iX(V )⊗idG(Y )
// ZG(V )⊗G(Y )

j
ZG(V )

Y

��

G(Y )⊗G(Y )∗ ⊗G(X)∗ ⊗ V ⊗G(X)⊗G(Y )︸ ︷︷ ︸
∼=G(Y )⊗G(X⊗Y )∗⊗V⊗G(X⊗Y )

idG(Y )⊗iXY (V )
// G(Y )⊗ ZG(V )

One can show that jZF (V ) is indeed a half-braiding relative to G (see Definition B.2).
We are now left to check that the left adjoint to U is indeed given by the functor

FG from (3.2). This is again quite standard (see, e.g., [DS, BV, S4]) and we sketch the
arguments here. For this purpose, consider the map

HomZ(C)
(
(ZG(V ), jZG(V )), (W,σ)

)
−→ HomC

(
V,U(W,σ)

)
(3.5)

which sends a morphism f : (ZG(V ), jZG(V )) −→ (W,σ) in Z(C) to the morphism

V = I ⊗ V ⊗ I︸ ︷︷ ︸
=G(I)∗⊗V⊗G(I)

iI(V )
// ZG(V )

f
// U(W,σ) = W

in D. The inverse of (3.5) is given by the map

HomC
(
V,U(W,σ)

)
−→ HomZ(C)

(
(ZG(V ), jZG(V )), (W,σ)

)
which sends a morphism g : V −→ U(W,σ) to the unique morphism g̃ : (ZG(V ), jZG(V )) −→
(W,σ) in Z(C), such that the following diagram commutes for all X ∈ C:

G(X)∗ ⊗ V ⊗G(X)

idG(X)∗⊗g⊗idG(X)

��

iX(V )
// ZG(V )

∃! g̃

��

G(X)∗ ⊗W ⊗G(X)

idG(X)∗⊗σG(X)

��

G(X)∗ ⊗G(X)⊗W
evG(X) ⊗ idW

// I ⊗W = W
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The final step in our review of the relation of Davydov-Yetter cohomology to relative
Exts is to show that the Davydov-Yetter complex of G with coefficients is isomorphic to
the bar complex of the monad ZG(−). This was proven in [GHS, Lemma 3.15] under the
assumption that D is rigid, but the proof actually follows verbatim under our assumptions
on the target category D (recall from above that the image of G is a rigid monoidal
subcategory of D). Therefore, the main result in [GHS, Theorem 3.11] is equally valid in
our setting and this is the starting point of the construction in the follow-up paper [FGS1]
that expresses the Davydov-Yetter cohomology of a monoidal functor G as a relative Ext
of the corresponding adjunction (3.1). In [FGS1], no exactness properties of G or of the
tensor product in D were used, after one proves the existence of the coend ZG(V ) which
we did above. Hence, we are able to reformulate the main result of [FGS1] in slightly
more generality:

Proposition 3.3. [FGS1, Corollary 4.7] Let C be a strict finite tensor category, let D be a
finite abelian strict monoidal category with right exact tensor product and let G : C −→ D
be a right exact k-linear monoidal functor. The nth Davydov-Yetter cohomology of G with
coefficients X,Y ∈ Z(G) is isomorphic to the nth relative Ext of X and Y:

Hn
DY(G,X,Y) ∼= ExtnZ(G),D(X,Y)

3.2 Davydov-Yetter cohomology of the action functor

Let C be a finite (multi)tensor category. Recall that a finite C-module category is a C-
module category M, whose underlying linear category is finite abelian and the action
� : C ×M −→ M is k-linear in both variables and exact in the first variable.
If M is a finite C-module category, then the action � : C ×M −→ M is also exact in the
second variable. Indeed, by [EGNO, Proposition 7.1.6], we have the following adjunctions
for all X ∈ C:

X∗ �− ⊣ X �− ⊣ ∗X �−

and thus the action is exact in the second variable by Proposition A.11. In particular,
the action functor

ρM : C −→ Rex(M)

X 7−→ X �−

of a finite C-module category M takes values in the category Rex(M) of right exact linear
endofunctors of M. By [S3, Lemma 3.1], the action functor ρM : C −→ Rex(M) of a
finite module category is exact.

Let M be a strict finite module category over a strict finite multitensor category C.
We now specialize the construction from the previous subsection to the case where the
monoidal functor G is the action functor ρM. Note that the target category of the action
functor, Rex(M), is not rigid in general: its tensor product is the composition of endo-
functors and thus the left (respectively right) dual of F ∈ Rex(M) is precisely the left
(respectively right) adjoint of F . But since F is only assumed to be a right exact k-linear
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functor between finite abelian categories, F always has a right adjoint but not necessarily
a left adjoint (see Proposition A.11). Hence, the tensor product in Rex(M) is only right
exact in both variables (see also (A.5)). This is the reason why we need the generalization
of [FGS1, Corollary 4.7] (see Proposition 3.3).

Using the isomorphism of monoidal categories RexC(M) ∼= Z(ρM) from Proposition
2.8, the adjunction (3.1) takes the form

RexC(M)

⊣ U




Rex(M)

FρM

JJ

Therefore, using first Corollary 2.10 and then Proposition 3.3 we immediately conclude:

Corollary 3.4. Let C be a strict finite tensor category and let M be a strict finite C-
module category. The nth associator deformation cohomology of the C-module endofunctor
(F, s) : M −→ M with coefficient the C-module endofunctor (F ′, s′) : M −→ M is
isomorphic to the nth relative Ext of (F, s) and (F ′, s′):

Hn
ass

(
(F, s), (F ′, s′)

) ∼= ExtnRexC(M),Rex(M)

(
(F, s), (F ′, s′)

)

3.3 Associator cohomology via adjoint algebras

Let C be a finite tensor category. Recall that an exact C-module category is a finite C-
module category M, such that for all projective objects P ∈ C and all objects M ∈ M,
the object P �M is projective in M.

Let us begin with the following remark: in [S3, Corollary 7.5], it is shown that if M is
an exact C-module category, then the Hochschild cohomology of M is isomorphic to the
Ext of the tensor unit I and the associated adjoint algebra AM (which will be defined
shortly below):

HH•(M) ∼= Ext•C(I,AM)

For exact module categories, we establish a similar description of associator cohomology
but as a relative Ext over Z(C) and C in Theorem 3.7. First we need to fix some notation
and collect a few facts about the internal Hom. In the following, let M be a finite
C-module category.

Remark 3.5. Recall that the action � : C × M −→ M is exact in both variables. In
particular, for all M ∈ M, the functor

−�M : C −→ M

admits a right adjoint

Hom(M,−) : M −→ C (3.6)
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by Proposition A.11. For all M ∈ M, let τM =
(
τMX,N

)
X∈C,N∈M denote the family of

natural isomorphisms

τMX,N : HomM(X �M,N)
∼=−→ HomC

(
X,Hom(M,N)

)
(3.7)

that is part of the data of the adjunction

−�M ⊣ Hom(M,−) (3.8)

The right adjoint (3.6) naturally extends to a functor

Hom(−,−) : Mop ×M −→ C (3.9)

such that the isomorphisms (3.7) are also natural in M (see, e.g., [R, Proposition 4.3.6]).
We call the functor (3.9) the internal Hom of M. Moreover, for all M ∈ M, the action

−�M : C −→ M is a C-module functor with module structure mX,Y,M : (X ⊗ Y )�M
∼=−→

X � (Y �M). Thus, by Proposition A.27, the right adjoint Hom(M,−) : M −→ C is a
C-module functor, whose module structure we denote by s. Note that by Proposition A.27,
the unit

ηM : IdC =⇒ Hom(M,−�M)

and the counit

ϵM : Hom(M,−)�M =⇒ IdM

of the adjunction (3.8) are C-module transformations for all M ∈ M, where the compo-
sitions Hom(M,−) ◦ (−�M) and (−�M) ◦Hom(M,−) are endowed with the C-module
structure from (2.17).

Let X ∈ C. By τX =
(
τXY,Z

)
Y,Z∈C we denote the natural family of isomorphisms

τXY,Z : HomC(Y ⊗X,Z)
∼=−→ HomC(Y, Z ⊗X∗) (3.10)

that is part of the data of the adjunction

−⊗X ⊣ − ⊗X∗ (3.11)

(see also (A.5)). We denote the unit of the adjunction (3.11) by

ηX : IdC =⇒ (−⊗X)⊗X∗ (3.12)

and the counit by

ϵX : (−⊗X∗)⊗X =⇒ IdC (3.13)

Following, e.g., [S3, Section 2.4], for all X, Y ∈ C,M,N ∈ M, we consider the following
chain of isomorphisms of k-vector spaces

HomC
(
Y,Hom(X �M,N)

) ∼= HomM
(
Y � (X �M), N

)
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∼= HomM
(
(Y ⊗X)�M,N

)
∼= HomC

(
Y ⊗X,Hom(M,N)

)
∼= HomC

(
Y,Hom(M,N)⊗X∗)

Via the Yoneda lemma, we obtain a natural isomorphism

ξX,M,N : Hom(X �M,N)
∼=−→ Hom(M,N)⊗X∗ (3.14)

which is given explicitly as

ξX,M,N =
(
τXY,Hom(M,N) ◦ τMY⊗X,N ◦ (mY,X,M)∗ ◦

(
τX�M
Y,N

)−1)
(idY ) (3.15)

where Y = Hom(X �M,N). We also define the morphism

ξ̂X,M,N := (ξX,M,N ⊗ idX) ◦ (idHom(M,N) ⊗ evX)

Now consider the end

AM :=

∫
M∈M

Hom(M,M)

in C, whose universal dinatural transformation we denote by

πM : AM −→ Hom(M,M)

for all M ∈ M. The existence of the end AM and its connection with the action functor
was established in the following result by Shimizu:

Theorem 3.6. [S3, Theorem 3.4] Let M be a finite left C-module category.

1. If H ∈ Rex (M), then the end of the functor

Hom
(
−, H(−)

)
: Mop ×M −→ C

exists and the functor

ρraM : Rex (M) −→ C

H 7−→
∫
M∈M

Hom
(
M,H(M)

)
is right adjoint to the action functor ρM : C −→ Rex (M).

2. The functor ρraM : Rex (M) −→ C is k-linear and left exact. If M is an exact
C-module category, then ρraM is an exact functor.

The end AM has the structure of an algebra in C and is called the adjoint algebra of
M (see [S3]).
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Moreover, the end AM is naturally an object of the Drinfeld center of C. Its half-
braiding ζ is the unique natural isomorphism such that the following diagram commutes
for all X ∈ C,M ∈ M (see [S3, Lemma 3.12]):

AM ⊗X

ζX

��

πX�M⊗idX // Hom(X �M,X �M)⊗X

ξ̂X,M,X�M

��

Hom(M,X �M)

sX,M

��

X ⊗AM idX⊗πM

// X ⊗ Hom(M,M)

(3.16)

We are now ready to formulate the main result of this thesis:

Theorem 3.7. If C is a strict finite tensor category and M is a strict exact C-module
category, then the nth associator cohomology of M over C is isomorphic to the nth relative
Ext of the tensor unit and the adjoint algebra AM:

Hn
ass(C,M) ∼= ExtnZ(C),C

(
(I, id), (AM, ζ)

)
or, equivalently, there is an isomorphism

Hn
ass(C,M) ∼= Hn

DY

(
IdC, (I, id), (AM, ζ)

)
Before proving this result, we first need to introduce the so-called lifting procedure for

bimodule functors – the key ingredient of the proof of Theorem 3.7.

3.4 Proof of Theorem 3.7

This section is dedicated to the proof of Theorem 3.7 as well as developing the machinery
needed. Unless stated otherwise, C denotes a monoidal category and M denotes a C-
module category, none of which are assumed to be strict.

3.4.1 The lifting of bimodule functors

We recall from, e.g., [FSS1, Def. 2.12] the notion of the center of a bimodule category
(see also Definition A.25), which generalizes the Drinfeld center for the regular C-bimodule
category C.

Definition 3.8. Let C be a monoidal category and let N be a C-bimodule category. A

balancing is a natural family σN = (σN
X )X∈C of isomorphisms σN

X : N � X
∼=−→ X � N ,

such that the identity

σN
I = l−1

N ◦ rN (3.17)
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holds and the following diagram commutes for all X, Y ∈ C:

N � (X ⊗ Y )

nN,X,Y ∼=

��

σN
X⊗Y

∼=
// (X ⊗ Y )�N

(N �X)� Y

∼=σN
X�idY

��

X � (Y �N)

∼= m−1
X,Y,N

OO

(X �N)� Y
∼=

bX,N,Y

// X � (N � Y )

∼= idX�σN
Y

OO

(3.18)

Definition 3.9. Let C be a monoidal category and let N be a C-bimodule category. The
balanced center of N is the k-linear category Zb(N ) whose objects are pairs (N, σ), which
consist of an object N ∈ N and a balancing σ. A morphism f : (N, σ) −→ (N ′, σ′) in
Zb(N ) is a morphism f : N −→ N ′ in N , such that the following diagram commutes for
all X ∈ C:

N �X

f�idX

��

σX

∼=
// X �N

idX�f

��

N ′ �X
∼=
σ′
X

// X �N ′

Example 3.10. [S3, Examples 3.9 & 3.10]

1. Any monoidal category C is a C-bimodule category in the obvious way. In the special
case N = C, the balanced center Zb(C) from Definition 3.9 reduces to Z(C), the
Drinfeld center of C.

2. Let C be a finite multitensor category and let M be a finite C-module category. We
endow the k-linear category Rex(M) with the structure of a C-bimodule category
with the left action

(X � F )(M) := X � F (M)

and the right action

(F �X)(M) := F (X �M)

for all X ∈ C,M ∈ M and F ∈ Rex(M). For a natural transformation
α : F =⇒ F ′ and a morphism f : X −→ Y in C, the natural transformation
α� f =

(
(α� f)M

)
M∈M : F �X =⇒ F ′ � Y has the components

(α� f)M := αY�M ◦ F (f � idM) : F (X �M) −→ F ′(Y �M)

The mixed associator m̃ of the left C-action on Rex(M) has the components

(m̃X,Y,F )M := mX,Y,F (M) : (X ⊗ Y )� F (M)
∼=−→ X �

(
Y � F (M)

)
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and the left unitor l̃ has the components

(l̃F )M := lF (M) : I � F (M)
∼=−→ F (M)

The mixed associator ñ of the right C-action has the components

(ñF,X,Y )M := F (mX,Y,M) : F
(
(X ⊗ Y )�M

) ∼=−→ F
(
X � (Y �M)

)
and the right unitor r̃ has the components

(r̃F )M := F (lM) : F (I �M)
∼=−→ F (M)

for all X, Y ∈ C, F ∈ Rex(M),M ∈ M.

Let us now take a look at the balanced center Zb

(
Rex(M)

)
: an object in

Zb

(
Rex(M)

)
is a pair (F, σF ) consisting of a right exact k-linear endofunctor

F : M −→ M together with a balancing σF , i.e., a natural family of isomor-
phisms σF

X : F � X =⇒ X � F . For each X ∈ C, σF
X is a natural transformation

whose components are isomorphisms

(σF
X)M : F (X �M)

∼=−→ X � F (M)

in M for all M ∈ M. Similarly to Proposition 2.8, we identify a balancing σF with
a C-module structure on the functor F . Here, the diagram (3.18) corresponds to the
pentagon (A.11) and condition (3.17) corresponds to the triangle (A.12). We thus
have an isomorphism of k-linear categories

Zb

(
Rex(M)

) ∼= RexC(M)

Remark 3.11. [S3, Section 3] If we endow C with the structure of the regular C-bimodule
category and Rex(M) with the C-bimodule structure from Example 3.10, then the action
functor ρM : C −→ Rex(M) becomes a C-bimodule functor, whose left C-module structure

sX,Y : ρM(X � Y ) =⇒ X � ρM(Y )

has the components

(sX,Y )M = mX,Y,M : ρM(X � Y )(M) = (X ⊗ Y )�M
∼=−→

(
X � ρM(Y )

)
(M) = X � (Y �M)

and whose right C-module structure

tY,X : ρM(Y �X) =⇒ ρM(Y )�X

has the components

(tY,X)M = mY,X,M : ρM(Y �X)(M) = (Y ⊗X)�M
∼=−→

(
ρM(Y )�X

)
(M) = Y � (X �M)

for all X, Y ∈ C,M ∈ M.
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It is well-known that for every monoidal category C, the Drinfeld center Z(C) admits
a forgetful functor U : Z(C) −→ C. Analogously, for every C-bimodule category M, the
balanced center Zb(M) admits a forgetful functor UM : Z(M) −→ M which sends a pair
(M,σ) to the underlying object M ∈ M.

In [S3, Section 3.6], Shimizu proposed a process to lift a C-bimodule functor
Q : M −→ N to a k-linear functor Zb(Q) : Zb(M) −→ Zb(N ) between the respective
balanced centers, in the sense that the following diagram commutes (where UM and UN
denote the respective forgetful functors):

Zb(M)

UM
��

Zb(Q)
// Zb(N )

UN
��

M
Q

// N

Actually, there is a 2-functor

Zb : C − Bimod −→ k − Cat

from the 2-category of k-linear C-bimodule categories to the 2-category of k-linear cat-
egories. In the following, we give a more detailed exposition of the lifting construction
than the reference [S3] which does not provide proofs of all the statements.

Lemma 3.12. Let N and N ′ be C-bimodule categories and let (Q, s, t) : N −→ N ′ be a
C-bimodule functor. The assignment

Zb(Q, s, t) : Zb(N ) −→ Zb(N ′)(
N, σN

)
7−→

(
Q(N), σQ(N)

)
f 7−→ Q(f)

is a k-linear functor, where σQ(N) is the balancing with

σ
Q(N)
X := sX,N ◦Q

(
σN
X

)
◦ t−1

N,X : Q(N)�′ X
∼=−→ X �′ Q(N) (3.19)

for all X ∈ C.

Proof:
Let (N, σ) ∈ Zb(N ). We start by showing that

(
Q(N), σQ(N)

)
is an object in Zb(N ′), i.e.,

we show that σQ(N) is a balancing (see Definition 3.8). It is clear that σQ(N) is a natural
isomorphism as a composition of natural isomorphisms. Using the commuting triangles
(A.12) and (A.21) in the last equation, we calculate

σ
Q(N)
I = sI,N ◦Q(σI) ◦ t−1

N,I

= sI,N ◦Q
(
l−1
N ◦ rN

)
◦ t−1

N,I

= sI,N ◦Q
(
l−1
N

)
◦Q

(
rN

)
◦ t−1

N,I

=
(
l′Q(N)

)−1 ◦ r′Q(N)
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What remains to be shown is that the following diagram commutes for all X, Y ∈ C:

Q(N)�′ (X ⊗ Y )

n′
Q(N),X,Y

∼=

��

σ
Q(N)
X⊗Y

∼=
// (X ⊗ Y )�′ Q(N)

(
Q(N)�′ X

)
�′ Y

∼=σ
Q(N)
X �′idY

��

X �′ (Y �′ Q(N)
)

∼=
(
m′

X,Y,Q(N)

)−1

OO

(
X �′ Q(N)

)
�′ Y

∼=
b′
X,Q(N),Y

// X �′ (Q(N)�′ Y
)

∼= idX�′σ
Q(N)
Y

OO

(3.20)

Recall that the following diagrams commute for all X, Y ∈ C because s and t are natural
isomorphisms

Q
(
X � (N � Y )

)
∼=sX,N�Y

��

∼=
Q(idX�σY )

// Q
(
X � (Y �N)

)
sX,Y �N∼=

��

X �′ Q(N � Y )
∼=

idX�′Q(σY )
// X �′ Q(Y �N)

(3.21)

Q
(
(N �X)� Y

) Q(σX�idY )

∼=
//

tN�X,Y ∼=

��

Q
(
(X �N)� Y

)
∼= tX�N,Y

��

Q(N �X)�′ Y
∼=

Q(σX)�′idY

// Q(X �N)�′ Y

(3.22)

The calculations

t−1
X�N,Y ◦

(
s−1
X,N �′ idY

)
◦
(
σ
Q(N)
X �′ idY

)
◦ (tN,X �′ idY ) ◦ tN�X,Y

=t−1
X�N,Y ◦

(
(s−1

X,N ◦ σQ(N)
X ◦ tN,X)�′ idY

)
◦ tN�X,Y

(3.19)
= t−1

X�N,Y ◦
((

s−1
X,N ◦ (sX,N ◦Q(σX) ◦ t−1

N,X) ◦ tN,X

)
�′ idY

)
◦ tN�X,Y

=t−1
X�N,Y ◦

(
Q(σX)�′ idY

)
◦ tN�X,Y

(3.22)
= t−1

X�N,Y ◦ tX�N,Y ◦Q(σX � idY )

=Q(σX � idY )

and

(idX �′ sY,N) ◦ sX,Y�N ◦Q(idX � σY ) ◦ s−1
X,N�Y ◦

(
idX �′ t−1

N,Y

)
(3.21)
= (idX �′ sY,N) ◦

(
idX �′ Q(σY )

)
◦ sX,N�Y ◦ s−1

X,N�Y ◦
(
idX �′ t−1

N,Y

)
= idX �′ (sY,N ◦Q(σY ) ◦ t−1

N,Y

)
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(3.19)
= idX �′ σ

Q(N)
Y

show that the lower left and the lower right hexagons in the diagram on the following
page commute. Moreover, the lower middle slice commutes due to the commutativity
of diagram (A.22) because (Q, s, t) is a C-bimodule functor. The upper left pentagon
commutes via the commutativity of (A.20) because (Q, t) is a right C-module functor,
and the commutativity of the upper right pentagon follows from (A.11) because (Q, s) is
a left C-module functor.
Finally, the commutativity of the outer large rectangle follows from applying Q to the
commutative diagram (3.18) because σ is a balancing by assumption. Hence, the diagram
in the middle commutes, which is the desired commutativity of diagram (3.20).
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Finally, we have to show that

Zb(Q, s, t)(f) = Q(f) :
(
Q(N), σQ(N)

)
−→

(
Q(N ′), (σ′)Q(N ′)

)
is a morphism in Zb(N ′) for all (N, σ), (N ′, σ′) ∈ Zb(N ) and all morphisms
f : (N, σ) −→ (N ′, σ′) in Zb(N ). Hence, we have to check that the following diagram
commutes for all X ∈ C:

Q(N)�′ X
σ
Q(N)
X

∼=
//

Q(f)�′idX

��

X �′ Q(N)

idX�′Q(f)

��

Q(N ′)�′ X
(σ′)

Q(N′)
X

∼= // X �′ Q(N ′)

(3.23)

Since f : (N, σ) −→ (N ′, σ′) is a morphism in Zb(N ), the diagram

N �X
σX

∼=
//

f�idX

��

X �N

idX�f

��

N ′ �X
σ′
X

∼= // X �N ′

(3.24)

commutes for all X ∈ C and thus applying the functor Q to diagram (3.24) yields the
commutativity of the outer rectangle in the following diagram for all X ∈ C:

Q(N �X)

Q(f�idX)

��

Q(σX)

∼=
// Q(X �N)

Q(idX�f)

��

Q(N)�′ X

Q(f)�′idX

��

t−1
N,X

∼=

gg

σ
Q(N)
X

∼=
// X �′ Q(N)

s−1
X,N

∼=

77

idX�′f

��

Q(N ′)�′ X

t−1
N′,X

∼=

ww

(σ′)
Q(N′)
X

∼= // X �′ Q(N ′)

s−1
X,N′

∼=

''

Q(N ′ �X)
Q(σ′

X)

∼= // Q(X �N ′)

Both the small upper and lower quadrilaterals commute by definition of σQ(N) and
(σ′)Q(N ′) and the small left and right quadrilaterals commute because s and t are natural
isomorphisms. Thus, the inner rectangle commutes, which is just the desired commuta-
tivity of diagram (3.23).

2

Lemma 3.13. Let (Q, s, t), (Q′, s′, t′) : N −→ N ′ be C-bimodule functors. If ν : (Q, s, t) =⇒
(Q′, s′, t′) is a C-bimodule transformation, then Zb(ν) : Zb(Q, s, t) =⇒ Zb(Q

′, s′, t′) with
Zb(ν)(N,σ) = νN for all (N, σ) ∈ Zb(N ) is a natural transformation.
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Proof:
Let (N, σ) ∈ Zb(N ). We need to show that

Zb(ν)(N,σ) = νN : Zb(Q)(N, σ) =
(
Q(N), σQ(N)

)
−→ Zb(Q

′)(N, σ) =
(
Q′(N), σQ′(N)

)
is a morphism in Zb(N ′), i.e., we have to show that the following diagram commutes for
all X ∈ C:

Q(N)�′ X

νN�′idX
��

σ
Q(N)
X // X �′ Q(N)

idX�′νN
��

Q′(N)�′ X
σ
Q′(N)
X

// X �′ Q′(N)

(3.25)

Using the definition of σQ(N) and σQ′(N) (see (3.19)) and that ν is a natural transformation
of bimodule functors, we obtain the commutativity of the diagram

Q(N)�′ X

νN�idX
��

t−1
N,X

// Q(N �X)

νN�X

��

Q(σX)
// Q(X �N)

νX�N

��

sX,N
// X �′ Q(N)

idX�′νN
��

Q′(N)�′ X
t′−1
N,X

// Q′(N �X)
Q′(σX)

// Q′(X �N)
s′X,N

// X �′ Q′(N)

and thus the desired commutativity of diagram (3.25). 2

Combining Lemma 3.12 and Lemma 3.13, we get that the assignment

Zb : FunC,C(N ,N ′) −→ Funk(Zb(N ),Zb(N ′)) (3.26)

(Q, s, t) 7−→ Zb(Q, s, t)[
ν : (Q, s, t) =⇒ (Q′, s′, t′)

]
7−→

[
Zb(ν) : Zb(Q, s, t) =⇒ Zb(Q

′, s′, t′)
]

is a k-linear functor. Here, FunC,C(N ,N ′) denotes the k-linear category of k-linear C-
bimodule functors from N to N ′ and Funk(Zb(N ),Zb(N ′)) denotes the k-linear category
of k-linear functors from Zb(N ) to Zb(N ′).

3.4.2 The lifting and relative Exts

We will now investigate exactness properties of the lifting of bimodule functors in the finite
case, i.e., C is assumed to be a finite tensor category and N ,N ′ are finite C-bimodules.
First, we show that the k-linear functor (3.26) preserves adjoints, a fact that was also
used in [S3]:

Lemma 3.14. If a C-bimodule functor (Q, s, t) : N −→ N ′ has a right adjoint
Qra : N ′ −→ N (respectively a left adjoint Qla : N ′ −→ N ), then the lifting
Zb(Q) : Zb(N ) −→ Zb(N ′) has a right adjoint Zb(Q)ra : Zb(N ′) −→ Zb(N ) (respec-
tively a left adjoint Zb(Q)la : Zb(N ′) −→ Zb(N )) and Zb(Q)ra ∼= Zb(Q

ra) (respectively
Zb(Q)la ∼= Zb(Q

la)).
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Proof:
We only prove the case for the right adjoint, since the proof for the left adjoint is com-
pletely analogous. Let η : IdN =⇒ Qra ◦Q and ϵ : Q ◦Qra =⇒ IdN ′ denote the unit and
the counit of the adjunction Q ⊣ Qra.
Adjoints of k-linear functors are k-linear, hence the functor Qra is k-linear and by Propo-
sition A.27, the functor Qra admits the structure of a C-bimodule functor and η as well
as ϵ are C-bimodule transformations. We endow the identity functors on N and N ′ with
the identity bimodule structure. Thus, we have natural transformations

Zb(η) : Zb(IdN ) = IdZb(N ) =⇒ Zb(Q
ra ◦G) = Zb(Q

ra) ◦ Zb(Q)

and

Zb(ϵ) : Zb(Q ◦Qra) = Zb(Q) ◦ Zb(Q
ra) =⇒ Zb(IdN ′) = IdZb(N ′)

that satisfy the triangle identities, i.e.,

Zb(ϵ)Zb(Q)(N,σ) ◦ Zb(Q)
(
Zb(η)(N,σ)

) def
= ϵQ(N) ◦Q(ηN) = idQ(N) = idZb(Q)(N,σ)

and

Zb(Q
ra)

(
Zb(ϵ)(N,σ)

)
◦ ηZb(Gra)(N,σ)

def
= Qra(ϵN) ◦ ηQra(N) = idQra(N) = idZb(Qra)(N,σ)

for all (N, σ) ∈ Zb(N ). Hence Zb(Q) ⊣ Zb(Q
ra) and Zb(Q

ra) ∼= Zb(Q)ra since adjoints are
unique up to isomorphism. 2

The lifting (3.26) also preserves left and right exact functors:

Lemma 3.15. Let N and N ′ be finite C-bimodule categories, such that Zb(N ) and Zb(N ′)
are finite abelian categories. If Q : N −→ N is a left/right exact C-bimodule functor,
then the lifting Zb(Q) : Zb(N ) −→ Zb(N ′) is a left/right exact k-linear functor.

Proof:
We only prove the case where Q is assumed to be a left exact functor, since the proof for
the right exact case is completely analogous. Since N and N ′ are finite abelian categories,
the k-linear left exact functor Q admits a left adjoint Qla : N ′ −→ N by Proposition A.11.
Proposition A.27 yields that Qla admits the structure of C-bimodule functor.
It follows from Lemma 3.14 that Zb(Q) has the left adjoint Zb(Q

la). Hence, the k-linear
functor Zb(Q) : Zb(N ) −→ Zb(N ′) is left exact by Proposition A.11 since Zb(N ) and
Zb(N ′) are finite abelian categories by assumption. 2

Let N ,N ′ be C-bimodule categories and let (Q, s, t) : N −→ N ′ be a C-bimodule
functor. We consider the situation where U : Zb(N ) −→ N and U ′ : Zb(N ′) −→ N ′ are
forgetful functors and F ,F ′ are their respective left adjoints:

Zb(N )

⊣ U
		

Zb(Q)
// Zb(N ′)

⊣ U ′





N
F

JJ

Q
// N ′

F ′

JJ
(3.27)
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Lemma 3.16. In the situation of (3.27), the lifting Zb(Q) : Zb(N ) −→ Zb(N ′) preserves
allowable morphisms.

Proof:
Let

(
X, σX

)
,
(
Y, σY

)
∈ Zb(N ) and let f :

(
X, σX

)
−→

(
Y, σY

)
be an allowable morphism

in Zb(N ). Hence, there is a morphism g : Y −→ X in N , such that U(f)◦g◦U(f) = U(f),
i.e.,

f ◦ g ◦ f = f (3.28)

To show that Zb(Q)(f) : Zb(Q)
(
X, σX

)
−→ Zb(Q)

(
Y, σY

)
is an allowable morphism, we

consider the morphism Q(g) : Q(Y ) −→ Q(X) in N ′. The calculation

U ′(Zb(Q)(f)
)
◦Q(g) ◦ U ′(Zb(Q)(f)

)
=Q(f) ◦Q(g) ◦Q(f)

=Q(f ◦ g ◦ f)
(3.28)
= Q(f)

=U ′(Zb(Q)(f)
)

shows that Zb(Q)(f) : Zb(Q)
(
X, σX

)
−→ Zb(Q)

(
Y, σY

)
is indeed an allowable morphism

in Zb(N ′). 2

Lemma 3.17. In the situation of (3.27), let N and N ′ be finite C-bimodule categories,
such that Zb(N ) and Zb(N ′) are finite abelian categories. If (Q, s, t) : N −→ N ′ is a C-
bimodule functor which has an exact right adjoint Qra : N ′ −→ N , then Zb(Q) preserves
relatively projective objects.

Proof:
Let (P, σ) ∈ Zb(N ) be relatively projective. We want to apply Lemma 3.1 to show that
the object Zb(Q)(P, σ) ∈ Z(N ′) is relatively projective.

There is a natural isomorphism of k-linear functors

HomZb(N ′)

(
Zb(Q)(P, σ),−

) ∼=HomZb(N )

(
(P, σ),Zb(Q

ra)(−)
)

∼=HomZb(N )

(
(P, σ),−

)
◦ Zb(Q

ra)(−)

Since Qra : N −→ N ′ is a C-bimodule functor by Proposition A.27, the functor
Zb(Q

ra) : Zb(N ′) −→ Zb(N ) preserves allowable morphisms by Lemma 3.16. Moreover,
Zb(Q

ra) is an exact functor by Lemma 3.15 since Qra is an exact functor by assumption.
Hence, Zb(Q

ra) preserves allowable short exact sequences.
Since (P, σ) ∈ Zb(N ) is relatively projective, the functor HomZb(N )

(
(P, σ),−

)
sends

allowable short exact sequences in Zb(N ) to short exact sequences of k-vector spaces by
Lemma 3.1. Therefore, HomZb(N ′)

(
Zb(Q)(P, σ),−

) ∼= HomZb(N )

(
(P, σ),−

)
◦ Zb(Q

ra)(−)
sends allowable short exact sequences in Zb(N ′) to short exact sequences of k-vector
spaces. Thus, the object Zb(Q)(P, σ) ∈ Zb(N ′) is relatively projective by Lemma 3.1.

2
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Proposition 3.18. In the situation of (3.27), let N and N ′ be finite C-bimodule cate-
gories, such that Zb(N ) and Zb(N ′) are finite abelian categories. If (Q, s, t) : N −→ N ′

is an exact C-bimodule functor which has an exact right adjoint Qra : N ′ −→ N , then
there is an isomorphism of k-vector spaces

ExtnZb(N ′),N ′

(
Zb(Q)(N, σ), (N ′, σ′)

) ∼= ExtnZb(N ),N
(
(N, σ),Zb(Q

ra)(N ′, σ′)
)

(3.29)

for all n ≥ 0.

Proof:
For all (N, σ) ∈ Zb(N ) and all (N ′, σ′) ∈ Zb(N ′), there is a natural isomorphism

HomZb(N ′)

(
Zb(Q)(N, σ), (N ′, σ′)

) ∼= HomZb(N )

(
(N, σ),Zb(Q

ra)(N ′, σ′)
)

(3.30)

that is part of the adjunction Zb(Q) ⊣ Zb(Q
ra). Consider a relatively projective resolution

of (N, σ) ∈ Zb(N ) (we suppress the balancings in the notation):

. . . // P2
d2 // P1

d1 // P0
d0 // N // 0 (3.31)

Recall from Lemma 3.16 that Zb(Q) preserves allowable morphisms. By assumption, Q is
exact and thus Zb(Q) is exact by Lemma 3.15. Also, Q has an exact right adjoint Qra by
assumption and therefore Zb(Q) preserves relatively projective objects by Lemma 3.17.
Hence, applying Zb(Q) to the relatively projective resolution (3.31) yields a relatively
projective resolution

. . . // Zb(Q)(P2)
Zb(Q)(d2)

// Zb(Q)(P1)
Zb(Q)(d1)

// Zb(Q)(P0)
Zb(Q)(d0)

// Zb(Q)(N) // 0

(3.32)

of Zb(Q)(N, σ) ∈ Zb(N ′). We obtain the following ladder diagram by applying the functor
HomZb(N ′)(−, N ′) to (3.32) and the vertical isomorphisms are (3.30):

0 // HomZb(N ′)

(
Zb(Q)(P0), N

′)
∼=
��

(
Zb(Q)(d1)

)∗

// HomZb(N ′)

(
Zb(Q)(P1), N

′) //

∼=
��

. . .

0 // HomZb(N )

(
P0,Zb(Q

ra)(N ′)
)

d∗1

// HomZb(N )

(
P1,Zb(Q

ra)(N ′)
)

// . . .

(3.33)

Since the isomorphisms (3.30) are natural, the ladder (3.33) commutes. Hence, the ver-
tical isomorphisms combine into an isomorphism of cochain complexes. The induced
isomorphism in cohomology is the desired isomorphism (3.29).

2

Remark 3.19. Actually, Lemma 3.17 and Proposition 3.18 do not require Qra to be exact,
but just to preserve allowable short exact sequences.
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To conclude the proof of Theorem 3.7, we now specialize to the case where C is a strict
finite tensor category and M is a strict exact C-module category. Recall the C-bimodule
structure of the k-linear category Rex(M) and the isomorphism of k-linear categories
Zb

(
Rex(M)

) ∼= RexC(M) from Example 3.10 as well as the C-bimodule structure of the
action functor ρM : C −→ Rex(M) from Remark 3.11.

Thus, N = C and N ′ = Rex(M) are strict C-bimodules and Q = ρM is an exact strict
C-bimodule functor (see also [S3, Lemma 3.1 & Section 3.4]). Pictorially, we have the
following situation:

Z(C) ∼= Zb(C)

⊣ U




Zb(ρM)
// Zb

(
Rex(M)

) ∼= RexC(M)

⊣ U ′





C

F

JJ

ρM
// Rex(M)

F ′

JJ

Proof of Theorem 3.7:
If M is an exact C-module category, then ρraM : Rex(M) −→ C is an exact functor by
Theorem 3.6. Thus, the action functor ρM : C −→ Rex(M) is a C-bimodule functor with
an exact right adjoint. We calculate:

Hn
ass(C,M) ∼=ExtnRexC(M),Rex(M)

(
(IdM, id), (IdM, id)

)
∼=ExtnRexC(M),Rex(M)

(
Zb(ρM)(I, id), (IdM, id)

)
∼=ExtnZ(C),C

(
(I, id),Zb(ρ

ra
M)(IdM, id)

)
∼=ExtnZ(C),C

(
(I, id), (AM, ζ)

)
∼=Hn

DY

(
IdC, (I, id), (AM, ζ)

)
Here we have used Corollary 3.4 in the first isomorphism. In the second isomorphism,
we have used that (IdM, id) ∼= Zb(ρM)(I, id) via the inverse of the unitor. In the third
isomorphism, we have used Theorem 3.7. In the second to last isomorphism, we have used
the definition of the adjoint algebra and the last isomorphism comes from Proposition 3.3.

2
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3.5 Associator deformations of the regular module category

Let C be a strict finite tensor category. We present an application of Theorem 3.7 to
investigate associator deformations of the regular C-module category C.

Previously, we have studied the left adjoint of the forgetful functor U : Z(C) −→ C.
Let us now take a look at the right adjoint

Z(C)
⊣U
��

C
R

TT

The right adjoint R : C −→ Z(C) of the forgetful functor U : Z(C) −→ C is given by

R : V 7−→
(
R(V ), hR(V )

)
where R(V ) is the following end

R(V ) :=

∫
X∈C

X ⊗ V ⊗X∗

whose universal dinatural transformation we denote by

π′
Y :

∫
X∈C

X ⊗ V ⊗X∗ −→ Y ⊗ V ⊗ Y ∗

The end R(V ) admits a canonical half-braiding hR(V ) (see, e.g., [S2, Section 3.2]), which
we will explain in the case V = I. Let ζ ′ := hR(I). For each X ∈ C, we define
ζ ′X : R(I)⊗X −→ X ⊗R(I) to be the unique morphism in C, such that the following
diagram commutes for all Y ∈ C:

R(I)⊗X

ζ′X

��

π′
X⊗Y ⊗idX

// X ⊗ Y ⊗ (X ⊗ Y )∗ ⊗X

ξ′X⊗Y,X,Y,⊗idX
��

X ⊗ Y ⊗ Y ∗ ⊗X∗ ⊗X

idX⊗Y ⊗Y ∗⊗evX
��

X ⊗R(I)
idX⊗π′

Y

// X ⊗ Y ⊗ Y ∗

(3.34)

Here, analogously to (3.14), for all X, Y, Z ∈ C, we obtain an isomorphism

ξ′Z,X,Y : Z ⊗ (X ⊗ Y )∗
∼=−→ Z ⊗ Y ∗ ⊗X∗

from the Yoneda lemma by considering the following chain of natural isomorphisms of
k-vector spaces for all W ∈ C:

HomC(W,Z ⊗ (X ⊗ Y )∗) ∼=HomC(W ⊗X ⊗ Y, Z)
∼=HomC(W ⊗X,Z ⊗ Y ∗)
∼=HomC(W,Z ⊗ Y ∗ ⊗X∗)
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Recall the natural isomorphism τ from (3.10). Explicitly, we have

ξ′Z,X,Y =
(
τXZ⊗(X⊗Y )∗,Z⊗Y ∗ ◦ τYZ⊗(X⊗Y )∗⊗X,Z ◦

(
τX⊗Y
Z⊗(X⊗Y )∗,Z

)−1)
(idZ⊗(X⊗Y )∗) (3.35)

for all X, Y, Z ∈ C.

We want to show that the object R(I) = (
∫
X∈C X ⊗ X∗, ζ ′) and the adjoint al-

gebra (AC, ζ) = (
∫
X∈C Hom(X,X), ζ) of the C-module category C are isomorphic in

the Drinfeld center Z(C). First of all, note that we have a natural isomorphism
γ : Hom(−,−) =⇒ −⊗ (−)∗ of functors whose components we denote by

γX,Y : Hom(X, Y )
∼=−→ Y ⊗X∗

for all X, Y ∈ C. Recall the unit and counit of the adjunctions (3.8) and (3.11) from
Remark 3.5 as well as (3.12) and (3.13). Explicitly, we have (see also [R, Proposition
4.4.1] and the proof of Lemma A.21):

γX,Y = (ϵXY ⊗ idX∗) ◦ η̄XHom(X,Y )

for all X, Y ∈ C. By the functoriality of the end (see Proposition A.5), there exists a
unique isomorphism

γ̃ :

∫
X∈C

Hom(X,X)
∼=−→

∫
X∈C

X ⊗X∗ (3.36)

in C, such that the diagram∫
X∈C Hom(X,X)

πY //

∃! γ̃

��

Hom(Y, Y )

γY,Y

��∫
X∈C X ⊗X∗

π′
Y

// Y ⊗ Y ∗

commutes for all Y ∈ C, i.e.,

γY,Y ◦ πY = π′
Y ◦ γ̃ (3.37)

What remains to be shown is that the isomorphism γ̃ is an isomorphism in Z(C), i.e.,

ζ ′X ◦ (γ̃ ⊗ idX) = (idX ⊗ γ̃) ◦ ζX (3.38)

for all X ∈ C. To prove this, we first need the following lemma:

Lemma 3.20. The following diagram commutes for all X, Y ∈ C:

X ⊗ Y ⊗ (X ⊗ Y )∗ ⊗X

ξ′X⊗Y,X,Y ⊗idX

��

Hom(X ⊗ Y,X ⊗ Y )⊗X
γX⊗Y,X⊗Y ⊗idX
oo

ξX,Y,X⊗Y ⊗idX

��

X ⊗ Y ⊗ Y ∗ ⊗X∗ ⊗X Hom(Y,X ⊗ Y )⊗X∗ ⊗X
γY,X⊗Y ⊗idX∗⊗X

oo

(3.39)
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Proof:
We first show that the following diagram commutes for all V,X, Y ∈ C:

HomC
(
V,Hom(X ⊗ Y,X ⊗ Y )

)
∼=

(γX⊗Y,X⊗Y )∗
//

(
τX⊗Y
V,X⊗Y

)−1 ∼=

��

HomC
(
V,X ⊗ Y ⊗ (X ⊗ Y )∗

)
(
τX⊗Y
V,X⊗Y

)−1∼=

��

HomC(V ⊗X ⊗ Y,X ⊗ Y )

τYV ⊗X,X⊗Y
∼=

��

HomC(V ⊗X ⊗ Y,X ⊗ Y )

τYV ⊗X,X⊗Y
∼=

��

HomC
(
V ⊗X,Hom(Y,X ⊗ Y )

)
∼=

(γY,X⊗Y )∗
//

∼=τX
V,Hom(Y,X⊗Y )

��

HomC(V ⊗X,X ⊗ Y ⊗ Y ∗)

τX
V,X⊗Y ⊗Y ∗∼=

��

HomC
(
V,Hom(Y,X ⊗ Y )⊗X∗)

(γY,X⊗Y ⊗idX∗ )∗

∼= // HomC(V,X ⊗ Y ⊗ Y ∗ ⊗X∗)

(3.40)

By [R, Proposition 4.4.1], we have

γX,Y⊗X ◦ ηX
Y
= ηXY (3.41)

for all X, Y ∈ C. For all X, V,W ∈ C and g ∈ HomC(V ⊗X,W ), we calculate(
(γX,W )∗ ◦ τXV,W

)
(g) =(γX,W )∗ ◦

(
Hom(X, g) ◦ ηX

V

)
=γX,W ◦ Hom(X, g) ◦ ηX

V

=(g ⊗ idX∗) ◦ γX,V⊗X ◦ ηX
V

=(g ⊗ idX∗) ◦ ηXV
=τXV,W (g)

Here, we have used the naturality of γ in the third equation and (3.41) in the fourth
equation. Hence, the two upper rectangles in diagram (3.40) commute and the bottom
rectangle commutes by the naturality of τX .

Let V, V ′ ∈ C and let f : V ′ −→ V be a morphism in C. The following diagram
commutes for all X, Y ∈ C due to the naturality of τ and τ :
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HomC
(
V,X ⊗ Y ⊗ (X ⊗ Y )∗

)
(
τX⊗Y
V,X⊗Y

)−1 ∼=

��

f∗
// HomC

(
V ′, X ⊗ Y ⊗ (X ⊗ Y )∗

)
(
τX⊗Y
V ′,X⊗Y

)−1∼=

��

HomC(V ⊗X ⊗ Y,X ⊗ Y )

τYV ⊗X,X⊗Y
∼=

��

HomC(V
′ ⊗X ⊗ Y,X ⊗ Y )

τY
V ′⊗X,X⊗Y

∼=

��

HomC(V ⊗X,X ⊗ Y ⊗ Y ∗)

τX
V,X⊗Y ⊗Y ∗ ∼=

��

HomC(V
′ ⊗X,X ⊗ Y ⊗ Y ∗)

τX
V ′,X⊗Y ⊗Y ∗∼=

��

HomC(V,X ⊗ Y ⊗ Y ∗ ⊗X∗)
f∗

// HomC(V
′, X ⊗ Y ⊗ Y ∗ ⊗X∗)

(3.42)

In particular, for V = Hom(X ⊗ Y,X ⊗ Y ), V ′ = X ⊗ Y ⊗ (X ⊗ Y )∗ and f = γ−1
X⊗Y,X⊗Y ,

the commutativity of (3.42) yields

(γV ′,V ′)∗ ◦ τXV ′,X⊗Y⊗Y ∗ ◦ τYV ′⊗X,X⊗Y ◦
(
τX⊗Y
V ′,X⊗Y

)−1 ◦ (γ−1
V ′,V ′)

∗

=τXV,X⊗Y⊗Y ∗ ◦ τYV⊗X,X⊗Y ◦
(
τX⊗Y
V,X⊗Y

)−1
(3.43)

We are now ready to calculate

(γY,X⊗Y ⊗ idX∗) ◦ ξX,Y,X⊗Y

=(γY,X⊗Y ⊗ idX∗) ◦
(
τXV,Hom(Y,X⊗Y ) ◦ τYV⊗X,X⊗Y ◦

(
τX⊗Y
V,X⊗Y

)−1)
(idV )

=
(
(γY,X⊗Y ⊗ idX∗)∗ ◦

(
τXV,Hom(Y,X⊗Y ) ◦ τYV⊗X,X⊗Y ◦

(
τX⊗Y
V,X⊗Y

)−1)
(idV )

=
(
τXV,X⊗Y⊗Y ∗ ◦ τYV⊗X,X⊗Y ◦

(
τX⊗Y
V,X⊗Y

)−1 ◦ (γX⊗Y,X⊗Y )∗
)
(idV )

(3.43)
=

(
(γV ′,V ′)∗ ◦ τXV ′,X⊗Y⊗Y ∗ ◦ τYV ′⊗X,X⊗Y ◦

(
τX⊗Y
V ′,X⊗Y

)−1 ◦ (γ−1
V ′,V ′)

∗ ◦ (γX⊗Y,X⊗Y )∗
)
(idV )

=
(
τXV ′,X⊗Y⊗Y ∗ ◦ τYV ′⊗X,X⊗Y ◦

(
τX⊗Y
V ′,X⊗Y

)−1)
(idV ′) ◦ γV ′,V ′

=ξ′X⊗Y,X,Y ◦ γV ′,V ′

Here we have used the definition of ξ (see (3.15)) in the first equation and the commu-
tativity of diagram (3.40) in the third equation. In the last equation, we have used the
definition of ξ′ (see (3.35)).

Tensoring the equation

(γY,X⊗Y ⊗ idX∗) ◦ ξX,Y,X⊗Y = ξ′X⊗Y,X,Y ◦ γV ′,V ′

with idX from the right now yields the desired commutativity of diagram (3.39).
2

Lemma 3.21. The isomorphism (3.36) is an isomorphism in the Drinfeld center Z(C):

γ̃ : (AC, ζ)
∼=−→ (R(I), ζ ′) (3.44)
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Proof:
We need to show that γ̃ is an isomorphism in the category Z(C), i.e., that (3.38) holds
for all X ∈ C. For this purpose, consider the following diagram:

AC ⊗X

ζX

��

γ̃⊗idX

''

πX⊗Y ⊗idX
// Hom(X ⊗ Y,X ⊗ Y )⊗X

γX⊗Y,X⊗Y ⊗idX

tt

ξX,Y,X⊗Y ⊗idX

��

R(I)⊗X

ζ′
X

��

π′
X⊗Y ⊗idX

// X ⊗ Y ⊗ (X ⊗ Y )∗ ⊗X

ξ′X⊗Y,X,Y ⊗idX

��

X ⊗ Y ⊗ Y ∗ ⊗X∗ ⊗X

idX⊗Y ⊗Y ∗⊗evX

��

Hom(Y,X ⊗ Y )⊗X∗ ⊗X

idHom(Y,X⊗Y )⊗evX

��

γY,X⊗Y ⊗idX⊗X∗
oo

X ⊗R(I)
idX⊗π′

Y // X ⊗ Y ⊗ Y ∗ Hom(Y,X ⊗ Y )

sX,Y

��

γY,X⊗Y
oo

X ⊗AC

idX⊗γ̃

77

idX⊗πY

// X ⊗Hom(Y, Y )

idX⊗γY,Y

jj

(3.45)

By [S3, Lemma 3.12] (see also (3.16)), the half-braiding ζ is the unique natural isomor-
phism, such that the large outer diagram in (3.45) commutes for all X, Y ∈ C. By
[S2, Section 3.2]) (see also (3.34)), the half-braiding ζ ′ is the unique natural isomorphism,
such that the central inner diagram commutes for all X, Y ∈ C. The quadrilateral on
the top right commutes by Lemma 3.20 and the triangle on the bottom right commutes
by Lemma A.21. The quadrilateral in the middle on the right side commutes due to the
naturality of evX . The quadrilaterals on the top and bottom commute by (3.37).

We conclude that the isomorphism

(idX ⊗ γ̃−1) ◦ ζ ′X ◦ (γ̃ ⊗ idX)

makes the large outer diagram commute for all X ∈ C. Hence, it follows from the
uniqueness of ζ that

ζX = (idX ⊗ γ̃−1) ◦ ζ ′X ◦ (γ̃ ⊗ idX)

for all X ∈ C, which is the desired equation (3.38). 2

Theorem 3.22. For every strict finite tensor category C, the nth associator cohomology
of the regular C-module category vanishes for n > 0:

Hn
ass(C, C) ∼= 0

In particular, the regular C-module category does not admit associator deformations in the
sense of Definition 1.1.
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Proof:
Consider the following chain of isomorphisms of vector spaces:

Hn
ass(C, C) ∼=ExtnZ(C),C)(I,AC)

∼=ExtnZ(C),C)(I,R(I))

∼=ExtnZ(C),C)(I,
∗F(I∗))

∼=ExtnZ(C),C)(F(I∗), I)

∼=0

The first isomorphism comes from Theorem 3.7, the second isomorphism is (3.44). For
the third isomorphism, we have used that the functors R and ∗F(?∗) are isomorphic (see
[S1, Lemma 2.5]). In the fourth isomorphism, we have used a variant of [FGS1, Corollary
3.3], namely the isomorphism

ExtnZ(C),C(X, ∗Y ⊗ Z) ∼= ExtnZ(C),C(Y ⊗X,Z)

applied to the case X = Z = I and Y = F(I∗). Finally, the last isomorphism follows
because F(I∗) is relatively projective.

2
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4 Module categories for Hopf algebras

Let k be an algebraically closed field. Unadorned tensor products are tensor products over
k-vector spaces. In this section, unless otherwise specified, let H be a finite-dimensional
k-bialgebra with coproduct ∆ : H −→ H ⊗H and counit ϵ : H −→ k. We use Sweedler’s
notation for the coproduct, i.e., we write ∆(h) = h′ ⊗ h′′ for all h ∈ H.
Let l = (lV )V ∈vect denote the left unitor in vect, the monoidal category of finite-dimensional
k-vector spaces. Its components are the following isomorphisms:

lV : k ⊗ V
∼=−→V (4.1)

κ⊗ v 7−→κ.v

Let us also recall the associator a = (aX,Y,Z)X,Y,Z∈vect in vect:

aX,Y,Z : (X ⊗ Y )⊗ Z
∼=−→ X ⊗ (Y ⊗ Z) (4.2)

(x⊗ y)⊗ z 7−→ x⊗ (y ⊗ z)

In this section, we turn to the case where the monoidal category is given by H−mod,
the category of finite-dimensional modules over H, and we investigate several classes
of module categories over this monoidal category from the standpoint of associator de-
formations. For this purpose, recall the following monoidal structure on the category
H −mod: the tensor product of two H-modules X and Y is the tensor product of the
underlying k-vector spaces X⊗Y endowed with the H-action coming from the coproduct,
i.e., h.(x⊗ y) = h′.x⊗h′′.y for all h ∈ H, x ∈ X, y ∈ Y . The mixed associator is inherited
from the category of k-vector spaces. Indeed, for all X, Y, Z ∈ H −mod, the map (4.2)
is H-linear: for h ∈ H, x ∈ X, y ∈ Y, z ∈ Z we have

h.((x⊗ y)⊗ z) = (h′)′.x⊗ (h′)′′.y ⊗ h′′.z (4.3)

and

h.(x⊗ (y ⊗ z)) = h′.x⊗ (h′′)′.y ⊗ (h′′)′′.z (4.4)

By the coassociativity of the coproduct, the right-hand sides of (4.3) and (4.4) agree. The
left and right unitor are inherited from vect as well. They are H-linear by the counitality
of the coproduct.

4.1 Comodule algebras

Recall that a (left) H-coaction on a k-vector space V is a k-linear map δ : V −→ H ⊗ V ,
such that the coassociativity condition (idH ⊗ δ) ◦ δ = (∆⊗ idV ) ◦ δ and the counitality
condition lV ◦ (ϵ⊗ idV )◦δ = idV hold. A (left) H-comodule algebra is a finite-dimensional
k-algebra A with an H-coaction δ : A −→ H ⊗ A which is a map of k-algebras, i.e.,
δ(1A) = 1H ⊗ 1A and δ(a · b) = δ(a) · δ(b) for all a, b ∈ A. In other words, an H-comodule
algebra is an algebra object in the monoidal category of H-comodules.
We use Sweedler’s notation for the coaction, i.e., we write δ(a) = a(0) ⊗ a(1) ∈ H ⊗ A for
all a ∈ A.

76



Example 4.1. We give some standard examples for comodule algebras:

1. Any bialgebra H is an H-comodule algebra with the coproduct as coaction.

2. The ground field k is an H-comodule algebra over a k-bialgebra H with the coaction
δ(κ) = 1H ⊗ κ for all κ ∈ k.

3. A (left) coideal subalgebra is a subalgebra A ⊆ H of H, such that ∆(A) ⊆ H ⊗ A.
The restriction of the coproduct ∆|A : A −→ H ⊗A endows A with the structure of
an H-comodule algebra. The bialgebra H is an example of a coideal subalgebra.

4. Specifically, the coideal subalgebra k⟨1H⟩ ⊆ H generated by the unit 1H of H becomes
an H-comodule algebra with the coaction δ(1H) = 1H⊗1H , called the trivial comodule
algebra.

For the remainder of this section, let A be a left H-comodule algebra. Comod-
ule algebras provide examples of module categories over the k-linear monoidal category
C = H −mod. Indeed, the k-linear category M = A − mod of finite-dimensional A-
modules is a C-module category with the following module structure: the action of C on
M is given by the functor C ×M −→ M that maps a pair (X,M) to the k-vector space
X ⊗M , which we endow with the following A-module structure:

a.(x⊗m) = a(0).x⊗ a(1).m (4.5)

for all a ∈ A, x ∈ X,m ∈ M . The mixed associator is inherited from vect. Indeed, if
X, Y ∈ H −mod,M ∈ A −mod, then the map (4.2) is a morphism of A-modules: the
A-action on (X ⊗ Y )⊗M is defined as

a.
(
(x⊗ y)⊗m

)
= a′(0).x⊗ a′′(0).y ⊗ a(1).m (4.6)

and the A-action on X ⊗ (Y ⊗M) reads

a.
(
x⊗ (y ⊗m)

)
= a(0).x⊗ (a(1))(0).y ⊗ (a(1))(1).m (4.7)

The right-hand sides of (4.6) and (4.7) agree by the coassociativity of the H-coaction on
A. The unitor is inherited from vect as well: for any A-module V , the map (4.1) is a
morphism of A-modules by the counitality of the H-coaction on A.

Lemma 4.2. Let n ≥ 0. Any natural family f = (fX0,...,Xn,M)X0,...,Xn∈H−mod,M∈A−mod of
morphisms

fX0,...,Xn,M : X0 ⊗ . . .⊗Xn ⊗M −→ X0 ⊗ . . .⊗Xn ⊗M

is uniquely determined by its value

fH,...,H,A(1H ⊗ . . .⊗ 1H) ∈ H⊗n+1 ⊗ A

and

fX0,...,Xn,M(x0 ⊗ . . .⊗ xn ⊗m) ∈ X0 ⊗ . . .⊗Xn ⊗M

is given by the componentwise left action of fH,...,H,A(1H ⊗ . . . ⊗ 1A) ∈ H⊗n+1 ⊗ A on
x0 ⊗ . . .⊗ xn ⊗m ∈ X0 ⊗ . . .⊗Xn ⊗M .
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Proof:
Let X0, . . . , Xn ∈ H −mod,M ∈ A −mod. For xi ∈ Xi and m ∈ M , we consider the
H-linear map

x̄i : H −→ Xi

h 7−→ h.xi

and the A-linear map

m̄ : A −→ M

a 7−→ a.m

Since f is a natural transformation, the following diagram commutes:

H⊗n ⊗ A

x̄1⊗...⊗x̄n⊗m̄

��

fH,...,H,A
// H⊗n ⊗ A

x̄1⊗...⊗x̄n⊗m̄

��

X1 ⊗ . . .⊗Xn ⊗M
fX1,...,Xn,M

// X1 ⊗ . . .⊗Xn ⊗M

(4.8)

and the calculation

fX1,...,Xn,M(x1 ⊗ . . .⊗ xn ⊗m) =
(
fX1,...,Xn,M ◦ (x̄1 ⊗ . . .⊗ x̄n ⊗ m̄)

)
(1H ⊗ . . .⊗ 1H ⊗ 1A)

(4.8)
=

(
(x̄1 ⊗ . . .⊗ x̄n ⊗ m̄) ◦ fH,...,H,A

)
(1H ⊗ . . .⊗ 1H ⊗ 1A)

=(x̄1 ⊗ . . .⊗ x̄n ⊗ m̄)
(
fH,...,H,A(1H ⊗ . . .⊗ 1H ⊗ 1A)

)
proves the claim. 2

4.1.1 Reformulation of the associator complex

Recall that for n ≥ 1, an n-cocycle f ∈ Cn
ass(H −mod, A−mod) is a natural family of

A-module morphisms

fX1,...,Xn,M : X1 ⊗ . . .⊗Xn ⊗M −→ X1 ⊗ . . .⊗Xn ⊗M (4.9)

For concatenations of multiple coproducts after a coaction, we use the following shorthand
notation: for n ≥ 1 and a ∈ A, we set

δ(n)(a) := a(0)
(1) ⊗ . . .⊗ a(0)

(q) ⊗ a(1) ∈ H⊗n ⊗ A (4.10)

and δ(0)(a) := a. Let X1, . . . , Xn ∈ H − mod,M ∈ A − mod. The A-action on
X1 ⊗ . . .⊗Xn ⊗M is then given by the componentwise action (see also [Y, Section 7.3])

a.(x1 ⊗ . . .⊗ xn ⊗m) = δ(n)(a).(x1 ⊗ . . .⊗ xn ⊗m)

Our goal in this section is to rewrite the associator deformation complex of the module
category A−mod over the monoidal category H−mod in terms of data of the comodule
algebra A and the k-bialgebra H. For this purpose, we introduce the cochain complex

C•
alg(H,A)
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whose nth cochain space is the k-vector space that consists of elements r ∈ H⊗n⊗A that
satisfy the condition

δ(n)(a) · r = r · δ(n)(a) (4.11)

for all a ∈ A (see also (4.10)). The differential

∂n
alg : Cn

alg(H,A) −→ Cn+1
alg (H,A)

is defined as the alternating sum

∂n
alg(h1 ⊗ . . .⊗ hn ⊗ a) = 1H ⊗ h1 ⊗ . . .⊗ hn ⊗ a

+
n∑

i=1

(−1)ih1 ⊗ . . .⊗∆(hi)⊗ . . .⊗ hn ⊗ a

+ (−1)n+1h1 ⊗ . . .⊗ hn ⊗ δ(a)

for all n ≥ 0 and h1, . . . , hn ∈ H, a ∈ A.

Lemma 4.3. For all n ≥ 0, the k-linear map

αn : Cn
ass(H −mod, A−mod)

∼=−→ Cn
alg(H,A) (4.12)

f 7−→ fH,...,H,A(1H ⊗ . . .⊗ 1H ⊗ 1A)

is an isomorphism of k-vector spaces.

Proof:
Let n ≥ 0 and let f ∈ Cn

ass(H −mod, A −mod). First, note that f is a natural family
of morphisms (4.9) and hence, by Lemma 4.2, f is uniquely determined by its value
fH,...,H,A(1H ⊗ . . .⊗ 1H ⊗ 1A) ∈ H⊗n ⊗ A.

We now show that the element fH,...,H,A(1H ⊗ . . . ⊗ 1H ⊗ 1A) ∈ H⊗n ⊗ A satisfies
condition (4.11). Indeed, right multiplication with an element of H⊗n ⊗ A is an A-linear
map H⊗n⊗A −→ H⊗n⊗A and thus, by naturality of f , the following diagram commutes
for all a ∈ A:

H⊗n ⊗ A

·δ(n)(a)
��

fH,...,H,A
// H⊗n ⊗ A

·δ(n)(a)
��

H⊗n ⊗ A
fH,...,H,A

// H⊗n ⊗ A

(4.13)

Hence, the following calculation shows that fH,...,H,A(1H ⊗ . . .⊗ 1H ⊗ 1A) ∈ Cn
alg(H,A):

fH,...,H,A(1H ⊗ . . .⊗ 1H ⊗ 1A) · δ(n)(a) =
(
(·δ(n)(a)) ◦ fH,...,H,A

)
(1H ⊗ . . .⊗ 1H ⊗ 1A)

(4.13)
=

(
fH,...,H,A ◦ (·δ(n)(a))

)
(1H ⊗ . . .⊗ 1H ⊗ 1A)

=fH,...,H,A(a(0)
(1) ⊗ . . .⊗ a(0)

(q) ⊗ a(1))

=fH,...,H,A

(
a.(1H ⊗ . . .⊗ 1H ⊗ 1A)

)
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=a.fH,...,H,A(1H ⊗ . . .⊗ 1H ⊗ 1A)

=δ(n)(a) · fH,...,H,A(1H ⊗ . . .⊗ 1H ⊗ 1A)

2

Proposition 4.4. The isomorphisms of k-vector spaces (4.12) combine into an isomor-
phism of cochain complexes

C•
ass(H −mod, A−mod) ∼= C•

alg(H,A)

Proof:
We have to show that the following diagram commutes for all n ≥ 0:

Cn+1
ass (H −mod, A−mod)

αn+1

∼=
// Cn+1

alg (H,A)

Cn
ass(H −mod, A−mod)

∂n
ass

OO

Cn
alg(H,A)

∂n
alg

OO

α−1
n

∼=oo

For h1, . . . , hn ∈ H and a ∈ A, we calculate

(αn+1 ◦ ∂n
ass ◦ α−1

n )(h1 ⊗ . . .⊗ hn ⊗ a)

=∂n
ass(α

−1
n (h1 ⊗ . . .⊗ hn ⊗ a)︸ ︷︷ ︸

=:f

)H,...,H,A(1H ⊗ . . .⊗ 1H ⊗ 1A)

=(idH ⊗ fH,...,H,A)(1H ⊗ . . .⊗ 1H ⊗ 1A) +
n∑

i=1

(−1)ifH,...,H⊗H,...,H,A(1H ⊗ . . .⊗ 1H ⊗ 1A)

+ (−1)n+1fH,...,H,H⊗A(1H ⊗ . . .⊗ 1H ⊗ 1A)

=1H ⊗ h1.1H ⊗ . . .⊗ hn.1H ⊗ a.1A

+
n∑

i=1

(−1)ih1.1H ⊗ . . .⊗ hi.(1H ⊗ 1H)⊗ . . .⊗ hn.1H ⊗ a.1A

+ (−1)n+1h1.1H ⊗ . . .⊗ hn.1H ⊗ a.(1H ⊗ 1A)

=∂n
alg(h1 ⊗ . . .⊗ hn ⊗ a)

which proves the claim. 2

We give an interpretation of the 0th cohomology of the associator deformation complex
C•

ass(H −mod, A−mod) in terms of the center and the H-coinvariants of the comodule
algebra A:

Corollary 4.5. The 0th associator cohomology of A − mod as a module category over
H −mod is

H0
ass(H −mod, A−mod) ∼= Z(A) ∩ AcoH

where AcoH := {a ∈ A | δ(a) = 1H ⊗ a} denotes the H-coinvariants of A.
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Proof:
Proposition 4.4 yields the isomorphism H0

ass(H −mod, A−mod) ∼= H0
(
C∗

alg(H,A)
)
and

we have a ∈ H0
(
C∗

alg(H,A)
)
if and only if ∂0

alg(a) = 0, i.e., δ(a) = 1H ⊗ a.
2

Thus, for C = H − mod and M = A − mod, we know from Proposition 1.11 and
Corollary 4.5 that

NatC
(
(IdM, id), (IdM, id)

) ∼= H0
ass(C,M) ∼= Z(A) ∩ AcoH

4.2 Exact module categories

In this section, let H be a finite-dimensional Hopf algebra with antipode S : H −→ H.

Generally, calculating associator cohomology is a hard task but if H as well as A
are low-dimensional, then the cochain spaces in the complex C•

alg(H,A), at least in low
degrees, are low-dimensional as well and the reformulation of the associator complex pre-
sented in Proposition 4.4 is quite useful. But Proposition 4.4 is not very helpful if one
wants to calculate the dimension of the associator cohomology Hn

ass(H −mod, A−mod)
for sufficiently large n ≥ 0. However, if A − mod is an exact module category over
H − mod, there is a more conceptual way to calculate the associator cohomology
H•

ass(H −mod, A−mod) using the relative Ext formulation from Theorem 3.7:

H•
ass(H −mod, A−mod) ∼= Ext•Z(H−mod),H−mod(k,AA−mod) (4.14)

We should comment on the validity of the application of Theorem 3.7 in this non-strict
setting where the associator of the monoidal category H − mod and the monoidal
structure of the action functor are induced by the (non-trivial) associator (4.2) of
vect. Note that by [JS], any monoidal functor admits a strictification, which is a strict
monoidal functor between strict monoidal categories. In [FGS2] it is shown that the
Davydov-Yetter cohomology of a monoidal functor (with coefficients) is isomorphic to
the Davydov-Yetter cohomology of its strictification. Applying this result to the action
functor ρA−mod : H −mod −→ Rex(A−mod) allows us to use Theorem 3.7 also in this
non-strict setting.

For the remainder of this section, let A be an H-comodule algebra, such that M =
A−mod is an exact module category over C = H −mod. Comodule algebras with this
property are called exact comodule algebras (see also [AM]). If A is a semisimple comodule
algebra, then A is exact, since in that case all objects in A−mod are projective. If A ⊆ H
is a (left) coideal subalgebra (see Example 4.1), then A is exact by [AM, Proposition 1.20
(ii)]. Exact comodule algebras also play an important role in the study of indecomposable
exact module categories over finite-dimensional Hopf algebras:

Proposition 4.6. [AM, Proposition 1.19] For any indecomposable exact module category
M over H − mod for a finite-dimensional Hopf algebra H, there is an exact comodule
algebra A, such that M and A−mod are equivalent as module categories over H−mod.
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To calculate the relative Ext on the right-hand side of (4.14), we do not need to work
in the Drinfeld center Z(C) directly. We can just as well work in the category of Yetter-
Drinfeld modules over H or in the category of modules over the Drinfeld double of H
since they are all equivalent as monoidal categories. Let us recall these notions in the
following.
A Yetter-Drinfeld module over H is an H-module as well as an H-comodule, such that the
H-action . : H⊗X −→ X and the H-coaction δ : X −→ H⊗X satisfy the compatibility
condition

δ(h.x) = h′x(0)S(h
′′′)⊗ h′′.x(1)

for all h ∈ H, x ∈ X. It is well-known that the following is an equivalence of monoidal
categories

H
HYD −mod

≃−→ Z(H −mod)

X −→ (X, σX)

where X keeps its H-module structure and σX is the half-braiding σX
V : X⊗V

∼=−→ V ⊗X
with σX

V (x⊗ v) = x(0)v ⊗ x(1) for all V ∈ H −mod, v ∈ V, x ∈ X.

The Drinfeld double of H has the underlying k-vector space

D(H) := H∗ ⊗H (4.15)

For h, l ∈ H, f, g ∈ H∗, consider the following multiplication in D(H):

(ϵ⊗ h) · (f ⊗ 1H) =f(S(h′)?h′′′)⊗ h′′

(f ⊗ 1H) · (ϵ⊗ h) =f ⊗ h

(ϵ⊗ h) · (ϵ⊗ l) =ϵ⊗ hl

(f ⊗ 1H) · (g ⊗ 1H) =(f ∗ g)⊗ 1H

where ∗ denotes the multiplication in the algebra H∗, i.e., (f ∗ g)(h) = f(h′′)g(h′) for
all h ∈ H. With these conventions, both H and H∗ can be embedded into D(H) as
subalgebras via ϵ ⊗ H ⊆ D(H) and H∗ ⊗ 1H ⊆ D(H). As is well-known, modules over
the Drinfeld double D(H) are just another way to look at Yetter-Drinfeld modules over
H. Indeed, the following is an equivalence of monoidal categories

H
HYD −mod

≃−→ D(H)−mod (4.16)

where a Yetter-Drinfeld module X gets mapped to the D(H)-module with the same H-
module structure and the H∗-action f.x = f(x(0))x(1) for all f ∈ H∗, x ∈ X.

Let D ∈ {HHYD − mod, D(H) − mod}. By definition, to calculate the relative Ext
from (4.14), we need a relatively projective resolution of the tensor unit k in the monoidal
category D:

. . .
d3 // P3

d2 // P2
d1 // P1

d0 // P0
d // k −→ 0
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to which we apply the functor HomD(−,AM), which gives us

0 // HomD(P0,AM)
d∗0 // HomD(P1,AM)

d∗1 // HomD(P2,AM)
d∗2 // . . . (4.17)

and finally calculate the cohomology of the complex (4.17). To do this, we need to better
understand the adjoint algebra AM as an object in D. The following lemma provides us
with a way of explicitly computing the adjoint algebra AM as an object in H

HYD−mod:

Lemma 4.7. [BM] Consider A as a regular A-bimodule. We endow the k-vector space
H ⊗ A with the right A-module structure (h ⊗ a).b = h ⊗ ab, where h ∈ H, a, b ∈ A and
the usual left A-action (see (4.5)). As a k-vector space, the adjoint algebra AM of the
module category M = A − mod over H − mod is the space of A-bimodule morphisms
HomA−Bimod(H ⊗ A,A), i.e., maps f : H ⊗ A −→ A such that

f(h⊗ ab) =f(h⊗ a)b (4.18)

and

f(b(0)h⊗ b(1)a) =bf(h⊗ a)

for all h ∈ H, a, b ∈ A. The Yetter-Drinfeld module structure of AM is given by the
H-action

(x.f)(h⊗ a) = f(hx⊗ a)

and the H-coaction

δ(f)(h⊗ a) = S(h′)f(h′′ ⊗ 1A)(0)h
′′′ ⊗ f(h′′ ⊗ 1A)(1)a

where h, x ∈ H, a ∈ A, f ∈ AM.

Note that (4.18) is equivalent to the condition that

f(h⊗ a) = f(h⊗ 1A)a

for all h ∈ H, a ∈ A.

An alternative description of the adjoint algebra is given in the following lemma:

Lemma 4.8. [BM, Lemma 4.6] As a k-vector space, the adjoint algebra AM of the module
category M = A−mod over H −mod is the subspace of elements

∑
j

fj ⊗ aj ∈ H∗ ⊗A,

such that ∑
j

fj(b(0)h)aib(1) =
∑
j

fj(h)bai (4.19)

for all b ∈ A, h ∈ H. Let
∑
j

fi ⊗ aj ∈ AM, h ∈ H. The H-action on AM is given by

h.(
∑
j

fj ⊗ aj) =
∑
j

f(?h)⊗ aj (4.20)

and the H-coaction is

δ
(∑

j

fj ⊗ aj
)
=

∑
j

S(?′)(aj)(0)?
′′′ ⊗ fj(?

′′)⊗ (aj)(1) (4.21)

83



If one wants to work with modules over the Drinfeld double D(H) instead, it is now
straightforward to use the equivalence (4.16) to obtain the H∗-action on AM and un-
derstand the adjoint algebra as an object in the category D(H) − mod. Indeed, the
H∗-action on AM coming from the H-coaction (4.21) is just

f.
(∑

j

fj ⊗ aj
)
=

∑
j

f
(
S(?′)fj(?

′′)(aj)(0)?
′′′)⊗ (aj)(1) (4.22)

for f ∈ H∗,
∑
j

fj ⊗ aj ∈ AM.

4.3 The module category vect

In Section 4.1, we have considered a class of examples of module categories over the
monoidal category H − mod, which came from comodule algebras. We now want to
study vect as a module category over H − mod. Indeed, an H-module X acts on a
k-vector space V via X � V = U(X)⊗ V , where U : H −mod −→ vect is the forgetful
functor which sends an H-module to its underlying k-vector space. Note that we could
also consider k as an H-comodule algebra (see Example 4.1) and use the structure of
k − mod = vect as a module category over H − mod described in (4.5). It is easy to
see that this structure of vect as module category over H −mod coincides with the one
coming from the forgetful functor U .

We want to study the associator cohomology of vect as a module category over
H −mod. We use the connection between the Davydov-Yetter complex of the action
functor

ρvect : H −mod −→ Rex(vect)

X 7−→ U(X)⊗−

and the associator deformation complex of vect over H −mod (see Corollary 2.10). In
the examples we will be looking at, the Davydov-Yetter cohomologies of the forgetful
functor have been calculated. Thus, we also need to relate the Davydov-Yetter complexes
of the forgetful functor U and ρvect.

Proposition 4.9. There is an isomorphism

C•
ass(H −mod,vect) ∼= C•

DY(U)

of the associator deformation complex of the module category vect over the
monoidal category H − mod and the Davydov-Yetter complex of the forgetful functor
U : H −mod −→ vect. In particular, this yields an isomorphism of the cohomologies

H•
ass(H −mod,vect) ∼= H•

DY(U)

Proof:
For all n ≥ 0, we define an isomorphism of k-vector spaces

αn : Cn
DY(ρvect)

∼=−→ Cn
DY(U)
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which maps a n-cochain b =
(
(bX1,...,Xn)V

)
X1,...,Xn∈H−mod,V ∈vect ∈ Cn

DY(ρvect) to its com-

ponent on the ground field, i.e., V = k:

αn(b)X1,...,Xn
:= (bX1,...,Xn)k

We show that the αn combine into an isomorphism of cochain complexes:

∂n
DY

(
αn(b)

)
X1,...,Xn+1

= idU(X1) ⊗ αn(b)X2,...,Xn+1 +
n∑

i=1

(−1)iαn(b)X1,...,XiXi+1,...,Xn+1

+ (−1)n+1αn(b)X1,...,Xn ⊗ idU(Xn+1)

= idX1 ⊗ (bX2,...,Xn+1)k +
n∑

i=1

(−1)i(bX1,...,XiXi+1,...,Xn+1)k

+ (−1)n+1(bX1,...,Xn)k ⊗ idXn+1

= idX1 ⊗ (bX2,...,Xn+1)k +
n∑

i=1

(−1)i(bX1,...,XiXi+1,...,Xn+1)k

+ (−1)n+1(bX1,...,Xn)Xn+1⊗k

=
(
∂n
DY(b)X1,...,Xn+1

)
k

=αn+1

(
∂n
DY(b)

)
X1,...,Xn+1

In the third equality above, we have used that (bX1,...,Xn)Xn+1 = (bX1,...,Xn)k ⊗ idXn+1 .
To see why this equation holds, consider the monoidal equivalence

G′ : Rex(vect)
≃−→ vect, T 7−→ T (k)

Its quasi-inverse is

G : vect
≃−→ Rex(vect), V 7−→ V ⊗−

We thus have G
(
G′(bX1,...,Xn)

)
Xn+1

= G
(
(bX1,...,Xn)k

)
Xn+1

= (bX1,...,Xn)k ⊗ idXn+1 .

Finally, consider the following chain of isomorphisms of cochain complexes, where the
first isomorphism comes from Corollary 2.10:

C•
ass(H −mod,vect) ∼= C•

DY(ρvect)
∼= C•

DY(U)

2
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5 Examples

5.1 Bosonization of exterior algebras

Consider the 2l+1-dimensional C-algebra given by the presentation

Bl := C
〈
x1, . . . , xl, g | ∀i, j ∈ {1, . . . , l} : xixj = −xjxi, gxi = −xig, g2 = 1

〉
(5.1)

The following coproduct, counit and antipode endow Bl with the structure of a Hopf
algebra:

∆(xi) =1⊗ xi + xi ⊗ g, ∆(g) =g ⊗ g

ϵ(xi) =0, ϵ(g) =1

S(xi) =gxi, S(g) =g

We want to use Proposition 4.9 to study the associator cohomology of vect over the
finite tensor category Bl−mod. We begin by gathering some results about the Davydov-
Yetter cohomology of the tensor category Bl −mod. Its dimensions are well-known:

Proposition 5.1. [GHS, Theorem 5.1] For all n ≥ 0, the dimension of the nth Davydov-
Yetter cohomology of the tensor category Bl −mod is given by

dim
(
Hn

DY(Bl −mod)
)
=

{(
l+n−1

n

)
if n is even.

0 if n is odd.

It has been shown that the Davydov-Yetter cohomology of the tensor category
Bl −mod is isomorphic to the Davydov-Yetter cohomology of the forgetful functor
U : Bl −mod −→ vect.

Proposition 5.2. [FGS1, Proposition 5.4] For all n ≥ 0, there is an isomorphism between
the nth Davydov-Yetter cohomology of the tensor category Bl−mod and the nth Davydov-
Yetter cohomology of the forgetful functor U :

Hn
DY(Bl −mod) ∼= Hn

DY(U)

We are now ready to investigate the dimensions of the associator cohomology of vect
over Bl −mod.

Corollary 5.3. For all n ≥ 0, the dimension of the nth associator cohomology of the
C-linear module category vect over the tensor category Bl −mod is given by

dim
(
Hn

ass(Bl −mod,vect)
)
=

{(
l+n−1

n

)
if n is even.

0 if n is odd.

In particular, it follows from Corollary 5.3 that

dim
(
H2

ass(Bl −mod,vect)
)
̸= 0

Thus, by Proposition 1.8, the C-linear module category vect over Bl − mod does ad-
mit infinitesimal associator deformations. Moreover, by Proposition 1.15, there are no
obstructions to extending these deformations to higher orders (in the sense of Definition
1.13) since H3

ass(Bl −mod,vect) ∼= 0.
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5.2 Taft algebras

Let m ≥ 2. For q ∈ C a primitive mth root of unity, consider the Taft algebra, i.e., the
m2-dimensional C-algebra given by the presentation

Tq := C ⟨x, g | gx = qxg, xm = 0, gm = 1⟩ (5.2)

The following coproduct, counit and antipode endow Tq with the structure of a Hopf
algebra:

∆(x) =1⊗ x+ x⊗ g, ∆(g) =g ⊗ g

ϵ(x) =0, ϵ(g) =1

S(x) =− xg−1, S(g) =g−1

We want to use Proposition 4.9 to calculate the associator cohomology of vect over
the finite tensor category Tq−mod. As in the previous subsection, we use a known result
about the Davydov-Yetter cohomology of the tensor category Tq −mod.

Proposition 5.4. [FGS1, Section 5.3.1] For all n ≥ 0, there is an isomorphism

Hn
DY(Tq −mod) ∼= Hn

DY(U) ∼=

{
C if n is even

0 if n is odd

of C-vector spaces.

We are now ready to calculate the associator cohomology of vect over Tq −mod.

Corollary 5.5. For all n ≥ 0, there is an isomorphism

Hn
ass(Tq −mod,vect) ∼=

{
C if n is even

0 if n is odd

of C-vector spaces.

In particular, it follows from Corollary 5.5 that

H2
ass(Tq −mod,vect) ∼= C

Thus, by Proposition 1.8, the C-linear module category vect over Tq − mod does ad-
mit infinitesimal associator deformations. Moreover, by Proposition 1.15, there are no
obstructions to extending these deformations to higher orders (in the sense of Definition
1.13) since H3

ass(Tq −mod,vect) ∼= 0.

87



5.3 Sweedler’s Hopf algebra

We consider Sweedler’s 4-dimensional Hopf algebra, i.e., the non-semisimple, non-commutative
C-algebra given by the presentation

H := C
〈
x, g | gx = −xg, x2 = 0, g2 = 1H

〉
The following coproduct, counit and antipode endow H with the structure of a non-
cocommutative Hopf algebra:

∆(x) =1H ⊗ x+ x⊗ g, ∆(g) =g ⊗ g

ϵ(x) =0, ϵ(g) =1

S(x) =gx, S(g) =g

Note that H is equal to the Hopf algebra B1 from (5.1) and to the Taft algebra T−1 from
(5.2). In this section, we want to study associator deformations of module categories
over the finite tensor category C := H −mod. For this purpose, consider the following
complete list (up to isomorphism) of coideal subalgebras of H:

• the (semi)simple 1-dimensional trivial coideal subalgebra C⟨1H⟩; note that

C⟨1H⟩ −mod ∼= vect

as C-module categories

• the semisimple 2-dimensional coideal subalgebra C⟨1H , g⟩; note that

C⟨1H , g⟩ −mod ∼= C[Z2]−mod

as C-module categories

• the non-semisimple 2-dimensional coideal subalgebra C⟨1H , gx⟩

• the Hopf algebra H itself is a 4-dimensional non-semisimple coideal subalgebra and
H −mod is just the regular C-module category C.

We will study associator deformations of the above-mentioned C-module categories. The
following is the main result of this section:

Theorem 5.6. The C-module categories vect and C[Z2]−mod each admit a 1-dimensional
family of infinitesimal associator deformations. For each λ ∈ C, these infinitesimal defor-
mations admit an associated finite deformation vectλ and (C[Z2]−mod)λ in the sense of
Definition 1.5. The C-module categories C and ⟨1H , gx⟩−mod do not admit infinitesimal
associator deformations.

We will use comodule algebra techniques to prove the above theorem. In the following,
we will provide a list of H-comodule algebras from which we will construct C-module cate-
gories and study their associator deformations. We will compute the respective associator
cohomologies using the strategy described in Section 4.2.
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• For each ξ ∈ C, consider the semisimple 4-dimensional C-algebra given by the
presentation

Aξ := C
〈
x̂, ĝ | ĝx̂ = −x̂ĝ, x̂2 = 1̂, ĝ2 = 1̂

〉
(5.3)

The following coaction endows each Aξ with the structure of anH-comodule algebra:

δ(x̂) =1H ⊗ x̂+ ξx⊗ ĝ, δ(ĝ) =g ⊗ ĝ

There is a single simple Aξ-module, namely the 2-dimensional Aξ-module S with
basis {a+, a−}. The Aξ-action on S is defined as ĝ.a± = ±a± and x̂.a± = a∓.

• We can view the coideal subalgebra C⟨1H , g⟩ as part of a family of semisimple H-
comodule algebras: indeed, for each ξ ∈ C, consider the 2-dimensional C-algebra
given by the presentation

Dξ := C
〈
ŵ | ŵ2 = 1̂

〉
(5.4)

The following coaction endows eachDξ with the structure of anH-comodule algebra:

δ(ŵ) =g ⊗ ŵ + ξgx⊗ 1̂ (5.5)

Note that we have D0
∼= C⟨1H , g⟩ as H-comodule algebras. Each algebra Dξ comes

with two simple modules: the 1-dimensional simple Dξ-modules J+ and J− have the
basis {j+} and {j−} respectively. The Dξ-action on J± is defined as ŵ.j± = ±j±.

• Finally, we consider H as a comodule algebra over itself with the coproduct as
coaction. It has two simple modules: the 1-dimensional simple H-modules I+ and
I− have the basis {i+} and {i−} respectively. The H-action on them is defined as
g.i± = ±i± and x.i± = 0.

5.3.1 Calculation of adjoint algebras

In [GHS, Lemma 5.7], the authors construct a relatively projective resolution of the ten-
sor unit in the category D(H)−mod of modules over the Drinfeld double of H (see also
(4.15)). We want to use this relatively projective resolution to calculate the associator
cohomology of the C-module categories Aξ −mod, Dξ −mod and C⟨1H , gx⟩ −mod as
discussed in Section 4.2. For this purpose, we first collect some useful facts about the
category D(H) −mod. In the following, let t∗ denote the dual basis element of a basis
element t ∈ {1H , g, x, gx} of H.

It is convenient to introduce the generators

h := 1∗ − g∗ and y := x∗ + (gx)∗ (5.6)

of the algebra H∗ because then it will suffice to define D(H)-module structures only on
the generators g, x, h, y ∈ D(H). Indeed, we have the following relations:

1

2
(h2 + h) =1∗H ,

1

2
(h2 − h) =g∗

1

2
(y ∗ h+ y) =x∗,

1

2
(y ∗ h− y) =(gx)∗
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Remark 5.7. In the following, we list some D(H)-modules, which we will use frequently.

• We denote the tensor unit of D(H) − mod by I. It is 1-dimensional and has the
following D(H)-module structure, where t ∈ I:

g.t =− t, x.t =0

h.t =t, y.t =0

• In [GHS, Section 5], the 2-dimensional relatively projective D(H)-modules C± and
A± are introduced. The module C+ has the basis {1∗H , x∗} and has the following
D(H)-module structure:

g.1∗H =1∗H , x.1∗H =0

h.1∗H =1∗H , y.1∗H =x∗

g.x∗ =− x∗, x.x∗ =0

h.x∗ =− x∗, y.x∗ =0

• The module C− has the basis {g∗, (gx)∗} and the D(H)-action is defined as:

g.g∗ =− g∗, x.g∗ =0

h.g∗ =− g∗, y.g∗ =(gx)∗

g.(gx)∗ =(gx)∗, x.(gx)∗ =0

h.(gx)∗ =(gx)∗, y.(gx)∗ =0

• The D(H)-module A+ has the basis {α+, β+} and A− has the basis {α−, β−}, where
the D(H)-action is defined as follows:

g.α± =± α±, x.α± =β±

h.α± =∓ α±, y.α± =0

g.β± =∓ β±, x.β± =0

h.β± =± β±, y.β± =2α±

• The D(H)-module W+
ξ has the basis {v+, w+} and the D(H)-module W−

ξ has the
basis {v−, w−}, where the D(H)-action is defined as follows:

g.v± =− v±, x.v± =w±

h.v± =− v±, y.v± =± ξ2

2
w±

g.w± =w±, x.w± =0

h.w± =w±, y.w± =0

We are now ready to calculate the adjoint algebras of the module categories
Aξ −mod, Dξ −mod and C⟨1H , gx⟩ −mod:

Proposition 5.8. As a D(H)-module, the adjoint algebra AAξ−mod decomposes into the
direct sum

AAξ−mod
∼= A+ ⊕W−

ξ (5.7)
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Proof:
We use Lemma 4.8 to calculate the adjoint algebra AAξ−mod. First, we need to understand
AAξ−mod as a complex vector space. An element v ∈ AAξ−mod is an element of H∗ ⊗Aξ,
i.e., it is of the form

v =
(
α11

∗
H + α2g

∗ + α3x
∗ + α4(gx)

∗)⊗ 1̂ +
(
β11

∗
H + β2g

∗ + β3x
∗ + β4(gx)

∗)⊗ ĝ

+
(
γ11

∗
H + γ2g

∗ + γ3x
∗ + γ4(gx)

∗)⊗ x̂+
(
δ11

∗
H + δ2g

∗ + δ3x
∗ + δ4(gx)

∗)⊗ ĝx̂

for some αi, βi, γi, δi ∈ C, 1 ≤ i ≤ 4. and it satisfies the condition (4.19). Hence, the
following equation needs to hold for all l ∈ H, a ∈ Aξ:(

α11
∗
H(a(0)l) + α2g

∗(a(0)l) + α3x
∗(a(0)l) + α4(gx)

∗(a(0)l)
)
a(1)

+
(
β11

∗
H(a(0)l) + β2g

∗(a(0)l) + β3x
∗(a(0)l) + β4(gx)

∗(a(0)l)
)
ĝa(1)

+
(
γ11

∗
H(a(0)l) + γ2g

∗(a(0)l) + γ3x
∗(a(0)l) + γ4(gx)

∗(a(0)l)
)
x̂a(1)

+
(
δ11

∗
H(a(0)l) + δ2g

∗(a(0)l) + δ3x
∗(a(0)l) + δ4(gx)

∗(a(0)l)
)
ĝx̂a(1)

=
(
α11

∗
H(l) + α2g

∗(l) + α3x
∗(l) + α4(gx)

∗(l)
)
a

+
(
β11

∗
H(l) + β2g

∗(l) + β3x
∗(l) + β4(gx)

∗(l)
)
aĝ

+
(
γ11

∗
H(l) + γ2g

∗(l) + γ3x
∗(l) + γ4(gx)

∗(l)
)
ax̂

+
(
δ11

∗
H(l) + δ2g

∗(l) + δ3x
∗(l) + δ4(gx)

∗(l)
)
aĝx̂ (5.8)

It is sufficient to check equation (5.8) on basis elements, i.e., l ∈ {1H , g, x, gx}, a ∈
{1̂, ĝ, x̂, ĝx̂}. We thus obtain the following conditions on the coefficients of v:

α1 = α2, α3 = α4, β1 = β2, γ1 = −γ2, γ3 = −γ4, δ1 = −δ2

β3 = β4 = δ3 = δ4 = 0, 2β1 + ξγ3 = 0, 2δ1 + ξα3 = 0

Hence, the following is a basis of AAξ−mod:

b1 =1∗H ⊗ 1̂ + g∗ ⊗ 1̂

b2 =x∗ ⊗ 1̂ + (gx)∗ ⊗ 1̂− ξ

2
1∗H ⊗ ĝx̂+

ξ

2
g∗ ⊗ ĝx̂

b3 =1∗H ⊗ x̂− g∗ ⊗ x̂

b4 =
ξ

2
1∗H ⊗ ĝ +

ξ

2
g∗ ⊗ ĝ + x∗ ⊗ x̂− (gx)∗ ⊗ x̂

We are now going to calculate the Yetter-Drinfeld module structure of AAξ−mod, starting
with the H-action. By (4.20), we have

g.b1 = 1∗H(?g)⊗ 1̂ + g∗(?g)⊗ 1̂

Since

1∗H(hg) =

{
0 if h ∈ {1H , x, gx}
1H if h = g
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and

g∗(hg) =

{
0 if h ∈ {g, x, gx}
1H if h = 1H

we obtain 1∗H(?g) = g∗ and g∗(?g) = 1∗H and thus

g.b1 = b1

Similarly, using (4.20), we calculate that

x.b1 =0

g.b2 =− b2, x.b2 =b1

g.b3 =− b3, x.b3 =0

g.b4 =b4, x.b4 =b3

Now we calculate the H-comodule structure of AAξ−mod. According to (4.21), we have

δ(b1) = S(?′)?′′′ ⊗ 1∗H(?
′′) + S(?′)?′′′ ⊗ g∗(?′′)

But S(l′)l′′′ ⊗ 1∗H(l
′′) + S(l′)?′′′ ⊗ g∗(l′′) = 0 for l ∈ {x, gx} and

S(g)g ⊗ 1∗H(g) + S(g)g ⊗ g∗(g) = S(1H)1H ⊗ 1∗H(1H) + S(1H)1H ⊗ g∗(1H) = 1H ⊗ 1̂

Therefore, we get

δ(b1) = 1H ⊗ b1

and similarly

δ(b2) =g ⊗ b2 −
ξ2

2
gx⊗ b1

δ(b3) =1H ⊗ b3 + 2x⊗ b4

δ(b4) =g ⊗ b4

To understand AAξ−mod as a D(H)-module, all we need is to calculate the H∗-action
corresponding to the H-coaction from above. We use the description from (4.22):

1∗H .b1 = 1∗H(1H)b1 = b1, g∗.b1 = x∗.b1 = (gx)∗.b1 = 0

Using the generators h and y of H∗ (see (5.6)), we obtain:

h.b1 = b1, y.b1 = 0

Similarly, we calculate the H∗-action on the remaining basis elements of AAξ−mod:

h.b2 =− b2, y.b2 =− ξ2

2
b1

h.b3 =b3, y.b3 =2b4

h.b4 =− b4, y.b4 =0

Finally, identifying b1 with w−, b2 with v−, b3 with β+ and b4 with α+ proves the desired
decomposition (5.7). 2

The proofs of the following two propositions are analogous to the one from Proposi-
tion 5.8.
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Proposition 5.9. As a D(H)-module, the adjoint algebra ADξ−mod decomposes into the
direct sum

ADξ−mod
∼= A− ⊕W+

ξ

Proposition 5.10. As a D(H)-module, the adjoint algebra AC⟨1H ,gx⟩−mod decomposes
into the direct sum

AC⟨1H ,gx⟩−mod
∼= A− ⊕ C−

In particular, AC⟨1H ,gx⟩−mod ∈ D(H)−mod is relatively projective.

5.3.2 Calculation of associator cohomology

Lemma 5.11. Recall the definition of the D(H)-modules A±,C± and W±
ξ from Remark

5.7. We have the following isomorphisms of C-vector spaces:

HomD(H)(C+,W
−
ξ )

∼= C, HomD(H)(C−,W
−
ξ )

∼= 0 (5.9)

HomD(H)(C+,W
+
ξ )

∼= C, HomD(H)(C−,W
+
ξ )

∼= 0 (5.10)

HomD(H)(C+,A−) ∼= HomD(H)(C−,A−) ∼= 0 (5.11)

HomD(H)(C+,A+) ∼= HomD(H)(C−,A+) ∼= 0 (5.12)

Proof:
We first show that HomD(H)(C+,W

−
ξ )

∼= C. Let f ∈ HomD(H)(C+,W
−
ξ ). The morphism

f is uniquely determined by its values on basis elements, hence we make the following
general ansatz for f : there are a1, a2, b1, b2 ∈ C, such that

f(1∗H) = a1v1 + a2v2, f(x∗) = b1v1 + b2v2

The D(H)-linearity of f gives us conditions on a1, a2, b1, b2. We start with the action of
g:

−a1v1 + a2v2 = a1g.v1 + a2g.v2 = g.f(1∗H) = f(g.1∗H) = f(1∗H) = a1v1 + a2v2

This gives us a1 = 0. The action of y yields

0 = a2y.v2 = y.f(1∗H) = f(y.1∗H) = f(x∗) = b1v1 + b2v2

and thus b1 = b2 = 0. The remaining linearity conditions on f do not give new conditions
on the coefficients a1, a2, b1, b2. Therefore, the complex vector space HomD(H)(C+,W

−
ξ )

has the basis {f}, where f is the morphism that sends 1∗H to v1 and x∗ to 0.

We now show that HomD(H)(C−,W
−
ξ )

∼= 0. Let l ∈ HomD(H)(C−,W
−
ξ ). Again, l is

determined by its values on basis elements and we make the following general ansatz for
l: there are c1, c2, d1, d2 ∈ C, such that

l(g∗) = c1v1 + c2v2, l
(
(gx)∗

)
= d1v1 + d2v2
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As above, we obtain conditions on the coefficients c1, c2, d1, d2 from the D(H)-linearity of
l. The action of g yields

−c1v1 + c2v2 = c1g.v1 + c2g, v2 = g.l(g∗) = l(g.g∗) = l(−g∗) = −c1v1 − c2v2

and thus c2 = 0. From the action of x we get

c1v1 = c1x.v1 = x.l(g∗) = l(x.g∗) = l(0) = 0

and thus c1 = 0. Finally, the action of y gives us

0 = y.0 = y.l(g∗) = l(y.g∗) = l
(
(gx)∗

)
= d1v1 + d2v2

Hence d1 = d2 = 0 but this means that l = 0 and HomD(H)(C−,W
−
ξ )

∼= 0.

The computation of the isomorphisms in (5.10), (5.11) and (5.12) is completely anal-
ogous.

2

Proposition 5.12. For all n ≥ 0, we have

Hn
ass(H −mod, Aξ −mod) ∼= Hn

ass(H −mod, Dξ −mod) ∼=

{
C if n is even

0 if n is odd

as C-vector spaces. Hence, both Aξ − mod and Dξ − mod each admit a 1-dimensional
family of unobstructed associator deformations.

Proof:
To calculate the associator cohomologyHn

ass(H−mod, Aξ−mod), we will use the strategy
explained in Section 4.2. For this purpose, we consider the following relatively projective
resolution of the tensor unit I ∈ D(H) −mod, which was constructed in [GHS, Lemma
5.7]:

. . . // C− // C+
// C− // C+

// I −→ 0

Hence, we need to calculate the cohomology of the following cochain complex of C-vector
spaces

0 // HomD(H)(C+,AAξ−mod) // HomD(H)(C−,AAξ−mod) // HomD(H)(C+,AAξ−mod) // . . .

By Proposition 5.8, we have an isomorphism

AAξ−mod
∼= A+ ⊕W−

ξ

of D(H)-modules, which induces an isomorphism of Hom spaces:

HomD(H)(C±,AAξ−mod) ∼= HomD(H)(C±,A+)⊕ HomD(H)(C±,W
−
ξ )

∼= HomD(H)(C±,W
−
ξ )
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Here we have used (5.12) in the second isomorphism. Therefore, it suffices to calculate
the cohomology of the cochain complex

0 // HomD(H)(C+,W
−
ξ )

// HomD(H)(C−,W
−
ξ )

// HomD(H)(C+,W
−
ξ )

// . . .

(5.13)

But by (5.9), the cochain complex (5.13) is isomorphic to the following cochain complex:

0 // C // 0 // C // 0 // C // . . .

Hence, we have

Hn
ass(H −mod, Aξ −mod) ∼=

{
C if n is even

0 if n is odd

for all n ≥ 0.

Analogously, using the decomposition

ADξ−mod
∼= A− ⊕W+

ξ

from Proposition 5.9 and the isomorphisms (5.10) and (5.11), we obtain the desired iso-
morphism for H•

ass(H −mod, Dξ −mod). 2

Proposition 5.13. For all n ≥ 1, we have

Hn
ass(H −mod, H −mod) ∼= Hn

ass(H −mod,C⟨1H , gx⟩ −mod) ∼= 0

and thus, neither H − mod nor C⟨1H , gx⟩ − mod admit infinitesimal associator defor-
mations.

Proof:
The isomorphism Hn

ass(H − mod, H − mod) ∼= 0 for n ≥ 1 follows immediately from
Theorem 3.22.

For Hn
ass(H − mod,C⟨1H , gx⟩ − mod) note that the adjoint algebra AC⟨1H ,gx⟩−mod

is relatively projective by Proposition 5.10 and hence the right dual ∗AC⟨1H ,gx⟩−mod is
relatively projective since duals of relatively projective objects are relatively projective
(see [FGS1, Proposition 3.2]). To conclude the proof, consider for n ≥ 1 the following
chain of isomorphisms, where we have used Theorem 3.7 in the first isomorphism and
[FGS1, Corollary 3.3] in the second isomorphism:

Hn
ass(H −mod, D −mod) ∼=ExtnD(H)−mod,H−mod(I,AC⟨1H ,gx⟩−mod)

∼=ExtnD(H)−mod,H−mod(
∗AC⟨1H ,gx⟩−mod, I)

∼=0

2
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Let us conclude this subsection with a review of which parts of the proof of Theo-
rem 5.6, we have finished already: recall that H = T−1 (see (5.2)). Hence, we know
from Corollary 5.5 that vect as a C-module category admits a one-parameter family of
infinitesimal deformations. Since C[Z2] − mod ∼= D0 − mod as C-module categories,
Proposition 5.12 yields that C[Z2]−mod admits a one-parameter family of infinitesimal
associator deformations as well. In Proposition 5.13, we have shown that both C as a
regular C-module category and C⟨1H , gx⟩ − mod do not admit infinitesimal associator
deformations.

5.3.3 Finite deformations

Let C denote the finite tensor category H −mod. From [GHS, Remark 5.8], it is known

that the natural family Ψ(1) =
(
Ψ

(1)
V,W

)
V,W∈C with

Ψ
(1)
V,W : V ⊗W −→ V ⊗W

v ⊗ w 7−→ x.v ⊗ xg.w

is a 2-cocycle in the Davydov-Yetter complex C•
DY(IdC), whose cohomology class generates

H2
DY(IdC). Hence, by Proposition 2.3, the natural family Ψ = (ΨV,W )V,W∈C with

ΨV,W = idV⊗W + εΨ
(1)
V,W (5.14)

is a non-trivial infinitesimal deformation of the monoidal structure of the identity functor
(IdC, id). By Corollary 2.20, the infinitesimal deformation (5.14) gives rise to an infinites-
imal associator deformation

(
R1 ⊗ vect,m(1)

)
, where m(1) ∈ C2

ass(C,M) is the associator
2-cocycle with

m
(1)
V,W,M = mV,W,M ◦

(
Ψ

(1)
V,W � idM

)
Therefore, the natural family m = (mV,W,M)V,W∈C,M∈vect with

mV,W,M

(
(v ⊗ w)⊗m

)
=mV,W,M

(
(v ⊗ w)⊗m

)
+ ε

(
mV,W,M ◦

(
Ψ

(1)
V,W � idM

))(
(v ⊗ w)⊗m

)
=v ⊗ (w ⊗m) + εx.v ⊗ (xg.w ⊗m)

for all v ∈ V,w ∈ W,m ∈ M , is the mixed associator of the R1 ⊗ C-module category(
R1 ⊗ vect,m(1)

)
.

In the following, we will show that the infinitesimal deformations (5.14) and(
R1 ⊗ vect,m(1)

)
can be promoted to finite deformations (see also Definition 1.5):

Proposition 5.14. For all λ ∈ C, the natural family Ψλ =
(
Ψλ

V,W

)
V,W∈C of isomorphisms

Ψλ
V,W = idV⊗W + λΨ

(1)
V,W : V ⊗W

∼=−→ V ⊗W

v ⊗ w 7−→ v ⊗ w + λx.v ⊗ xg.w

and the isomorphism idC : C
∼=−→ C endow the identity functor IdC with the structure of a

monoidal functor
(
IdC,Ψ

λ, idC
)
: C −→ C.
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Proof:
Let V,W,Z ∈ C and v ∈ V,w ∈ W, z ∈ Z. We check that

(
IdC,Ψ

λ
)
satisfies the hexagon

axiom (A.2):(
Ψλ

V,W⊗Z ◦ (idV ⊗Ψλ
W,Z) ◦ aV,W,Z

)(
(v ⊗ w)⊗ z

)
=
(
Ψλ

V,W⊗Z ◦ (idV ⊗Ψλ
W,Z)

)(
v ⊗ (w ⊗ z)

)
=
(
Ψλ

V,W⊗Z

)(
v ⊗ (w ⊗ z) + λv ⊗ (x.w ⊗ xg.z)

)
=v ⊗ (w ⊗ z) + λv ⊗ (x.w ⊗ xg.z) + λx.v ⊗

(
xg.(w ⊗ z)

)
+ λ2x.v ⊗

(
xg.(x.w ⊗ xg.z)

)
=v ⊗ (w ⊗ z) + λv ⊗ (x.w ⊗ xg.z) + λx.v ⊗ (g.w ⊗ xg.z) + λx.v ⊗ (xg.w ⊗ z)

=aV,W,Z

(
(v ⊗ w)⊗ z + λ(v ⊗ x.w)⊗ xg.z + λ(x.v ⊗ g.w)⊗ xg.z + λ(x.v ⊗ xg.w)⊗ z

)
=aV,W,Z

(
(v ⊗ w)⊗ z + λ(x.v ⊗ xg.w)⊗ z + λ

(
x.(v ⊗ w)

)
⊗ xg.z

+ λ2
(
x.(x.v ⊗ xg.w)

)
⊗ xg.z

)
=
(
aV,W,Z ◦Ψλ

V⊗W,Z

)(
(v ⊗ w)⊗ z + λ(x.v ⊗ xg.w)⊗ z

)
=
(
aV,W,Z ◦Ψλ

V⊗W,Z ◦ (Ψλ
V,W ⊗ idZ)

)(
(v ⊗ w)⊗ z

)
Let κ ∈ C. The following calculation shows that the unit axiom (A.3) holds:(

Ψλ
C,V ◦ (idC ⊗ idV )

)
(κ⊗ v) = Ψλ

C,V (κ⊗ v) = κ⊗ v + λ x.κ︸︷︷︸
=0

⊗xg.v = (l−1
V ◦ lV )(κ⊗ v)

The unit axiom (A.4) is satisfied since(
Ψλ

V,C ◦ (idV ⊗ idC)
)
(v ⊗ κ) = Ψλ

V,C(v ⊗ κ) = v ⊗ κ+ λx.v ⊗ xg.κ︸︷︷︸
=0

= (r−1
V ◦ rV )(v ⊗ κ)

It is easy to see that the inverse of Ψλ is given by the natural family
(
Ψλ

)−1
=

((
Ψλ

)−1

V,W

)
V,W∈C

of isomorphisms(
Ψλ

)−1

V,W
= idV⊗W − λΨ

(1)
V,W : V ⊗W

∼=−→ V ⊗W

v ⊗ w 7−→ v ⊗ w − λx.v ⊗ xg.w

2

Corollary 5.15. For all λ ∈ C, the infinitesimal associator deformation
(
R1⊗vect,m(1)

)
admits an associated finite deformation vectλ, whose mixed associator is the natural fam-
ily mλ = (mλ

V,W,M)V,W,∈C,M∈vect of isomorphisms

mλ
V,W,M : (V ⊗W )⊗M

∼=−→ V ⊗ (W ⊗M) (5.15)

(v ⊗ w)⊗m 7−→ v ⊗ (w ⊗m) + λx.v ⊗ (xg.w ⊗m)

and whose unitor is inherited from the C-module category vect.
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Proof:
Let λ ∈ C. We can either directly check the pentagon axiom (A.6) and the triangle axiom
(A.7) for the mixed associator mλ or use Proposition 5.14, which is the path we are going
to take. Consider the following composition of monoidal functors

C (IdC ,Ψ
λ)
// C (ρvect,Φ)

// Rex(vect) (5.16)

where (ρvect,Φ) is the action functor of the C-module category vect with its standard
monoidal structure and (IdC,Ψ

λ) is the deformed identity functor from Proposition 5.14.
The underlying linear functor of the composition (5.16) is still equal to ρvect and the
monoidal structure Φλ of the composition is, according to (2.28), given by

(Φλ
V,W )M = ρvect(Ψ

λ
V,W )M ◦ (ΦV,W )M = (Ψλ

V,W ⊗ idM) ◦m−1
V,W,M

for all V,W ∈ C,M ∈ vect. By Proposition A.16, the monoidal structure Φλ on ρvect
corresponds to the following C-module structure on vect, where v ∈ V,w ∈ W,m ∈ M :(
(Ψλ

V,W ⊗ idM) ◦m−1
V,W,M

)−1(
(v ⊗ w)⊗m

)
=
(
mV,W,M ◦ ((Ψλ

V,W )−1 ⊗ idM)
)(
(v ⊗ w)⊗m

)
=v ⊗ (w ⊗m)− λx.v ⊗ (xg.w ⊗m)

Of course, the sign can be absorbed into the parameter λ, which concludes the proof.
2

By abuse of notation, we will denote the cocycles that generate the cohomologies
H2

ass(H −mod, Dξ −mod) and H2
ass(H −mod, Aξ −mod) by m(1) as well.

Proposition 5.16. The natural family

m(1) = (m
(1)
V,Z,M)V,Z∈C,M∈Dξ−mod (5.17)

with

m
(1)
V,Z,M : (V ⊗ Z)⊗M

∼=−→ V ⊗ (Z ⊗M)

(v ⊗ z)⊗m 7−→ x.v ⊗ (xg.z ⊗m)

is a 2-cocycle in the associator complex C•
ass(H −mod, Dξ −mod). Moreover, the coho-

mology class [m(1)] is not trivial and hence the set {[m(1)]} is a basis of the 1-dimensional
C-vector space H2

ass(H −mod, Dξ −mod).

Proof:
We use the isomorphism of cochain complexes C•

ass(H −mod, Dξ −mod) ∼= C•
alg(H,Dξ)

from Lemma 4.3. We first show that the element x⊗ xg⊗ 1̂ ∈ H⊗2 ⊗Dξ is a 2-cocycle in
the complex C•

alg(H,Dξ). Recall from (4.10) that

δ(2)(ŵ) = g ⊗ g ⊗ ŵ + ξg ⊗ gx⊗ 1̂ + ξgx⊗ 1H ⊗ 1̂
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It is easy to see that

δ(2)(ŵ) · (x⊗ xg ⊗ 1̂) = (x⊗ xg ⊗ 1̂) · δ(2)(ŵ)

and hence x⊗ xg ⊗ 1̂ ∈ C2
alg(H,Dξ) (see (4.11)). The 2-cocycle condition for x⊗ xg ⊗ 1̂

is easy to check as well:

∂2
alg(x⊗ xg ⊗ 1̂) =1H ⊗ x⊗ xg ⊗ 1̂−∆(x)⊗ xg ⊗ 1̂ + x⊗∆(xg)⊗ 1̂

− x⊗ xg ⊗ 1H ⊗ 1̂

=1H ⊗ x⊗ xg ⊗ 1̂− 1H ⊗ x⊗ xg ⊗ 1̂− x⊗ g ⊗ xg ⊗ 1̂

+ x⊗ g ⊗ xg ⊗ 1̂ + x⊗ xg ⊗ 1H ⊗ 1̂− x⊗ xg ⊗ 1H ⊗ 1̂

=0

We now show that x⊗ xg ⊗ 1̂ is not a coboundary in the complex C•
alg(H,Dξ). For this

purpose, consider a general element in b ∈ H ⊗Dξ, i.e., b is of the form

b =a1,11H ⊗ 1̂ + a2,1g ⊗ 1̂ + a3,1x⊗ 1̂ + a4,1gx⊗ 1̂

+ a1,21H ⊗ ŵ + a2,2g ⊗ ŵ + a3,2x⊗ ŵ + a4,2gx⊗ ŵ

for some ai,j ∈ C. The element b is a 1-cochain in the complex C•
alg(H,Dξ) if and only if

the condition (4.11) holds, i.e.,

δ(ŵ) · b = b · δ(ŵ)

which yields the following conditions on the ai,j:

a3,1 = a3,2 = 0, a4,1 − ξa2,2 = 0, a4,2 − ξa2,1 = 0

We now calculate ∂1
alg(b):

∂1
alg(b) =∂1

alg

(
a1,11H ⊗ 1̂ + a2,1g ⊗ 1̂ + a4,1gx⊗ 1̂ + a1,21H ⊗ ŵ + a2,2g ⊗ ŵ + a4,2gx⊗ ŵ

)
=a1,11H ⊗ 1H ⊗ 1̂ + a2,11H ⊗ g ⊗ 1̂− a2,1g ⊗ g ⊗ 1̂ + a2,1g ⊗ 1H ⊗ 1̂

+ a4,11H ⊗ gx⊗ 1̂− a4,1g ⊗ gx⊗ 1̂ + a1,21H ⊗ g ⊗ ŵ + a1,2ξ1H ⊗ gx⊗ 1̂

+ a2,21H ⊗ g ⊗ ŵ + a2,2ξg ⊗ gx⊗ 1̂ + a4,21H ⊗ gx⊗ ŵ − a4,2g ⊗ gx⊗ ŵ

− a4,2gx⊗ 1H ⊗ ŵ + a4,2gx⊗ g ⊗ ŵ + a4,2ξgx⊗ gx⊗ 1̂

Setting ∂1
alg(b) = x⊗ xg ⊗ 1̂, we obtain the following conditions on the ai,j:

a1,1 = a2,1 = a4,2 = 0

a4,1 + a1,2ξ = 0, −a4,1 + a2,2ξ = 0, 0 = −1

which are obviously impossible. Hence, the 2-cocycle x ⊗ xg ⊗ 1̂ ∈ C2
alg(H,Dξ) is not a

coboundary. To conclude the proof, recall that the 2-cocycle x ⊗ xg ⊗ 1̂ ∈ C2
alg(H,Dξ)

corresponds to the 2-cocycle (5.17) by Lemma 4.3. In particular, the 2-cocycle (5.17) is
not a coboundary and by Proposition 5.12 the C-vector space H2

ass(H−mod, Dξ−mod)
is 1-dimensional.

2

The proofs of the following three results are analogous to the proofs of Corollary 5.15
and Proposition 5.16.
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Corollary 5.17. Let m(1) be the 2-cocycle from Proposition 5.16 (see (5.17)). For all
λ ∈ C, the infinitesimal associator deformation

(
R1 ⊗ Dξ − mod,m(1)

)
admits an as-

sociated finite deformation (Dξ − mod)λ, whose mixed associator is the natural family
mλ = (mλ

V,W,M)V,W,∈C,M∈Dξ−mod of isomorphisms

mλ
V,W,M : (V ⊗W )⊗M

∼=−→ V ⊗ (W ⊗M) (5.18)

(v ⊗ w)⊗m 7−→ v ⊗ (w ⊗m) + λx.v ⊗ (xg.w ⊗m)

and whose unitor is inherited from the C-module category Dξ −mod.

Proposition 5.18. The natural family

m(1) = (m
(1)
V,Z,M)V,Z∈C,M∈Aξ−mod (5.19)

with

m
(1)
V,Z,M : (V ⊗ Z)⊗M

∼=−→ V ⊗ (Z ⊗M)

(v ⊗ z)⊗m 7−→ x.v ⊗ (xg.z ⊗m)

is a 2-cocycle in the associator complex C•
ass(H −mod, Aξ −mod). Moreover, the coho-

mology class [m(1)] is not trivial and hence the set {[m(1)]} is a basis of the 1-dimensional
C-vector space H2

ass(H −mod, Aξ −mod).

Corollary 5.19. Let m(1) be the 2-cocycle from Proposition 5.18 (see (5.19)). For all
λ ∈ C, the infinitesimal associator deformation

(
R1 ⊗ Aξ − mod,m(1)

)
admits an as-

sociated finite deformation (Aξ − mod)λ, whose mixed associator is the natural family
mλ = (mλ

V,W,M)V,W,∈C,M∈Aξ−mod of isomorphisms

mλ
V,W,M : (V ⊗W )⊗M

∼=−→ V ⊗ (W ⊗M)

(v ⊗ w)⊗m 7−→ v ⊗ (w ⊗m) + λx.v ⊗ (xg.w ⊗m)

and whose unitor is inherited from the C-module category Aξ −mod.

It is now a natural question to classify the C-module categories vectλ and
(C[Z2]−mod)λ with respect to the parameter λ:

Proposition 5.20. Let λ1, λ2 ∈ C. The C-modules vectλ1 and vectλ2 are equivalent if
and only if λ1 = λ2.

Proof:
First, we construct an equivalence F : vectλ1

≃−→ vectλ2 of the underlying C-linear cat-
egories. Note that any equivalence of linear categories sends simple objects to simple
objects and an equivalence between semisimple linear categories is uniquely determined
by its value on simple objects. Obviously, the category of C-vector spaces only has one
isomorphism class of simple objects. Thus, we know that F (C) ∼= C. By Lemma A.20,
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we may assume that F is the identity functor on vect.

We want to promote F to a C-module functor. Let s denote the C-module structure of
F . By Lemma 4.2, s is uniquely determined by its value sH,C(1H ⊗ 1) ∈ H⊗C and for all
V ∈ H−mod,M ∈ vect, the element sV,M(v⊗m) ∈ V ⊗M is given by the componentwise
left action of sH,C(1H ⊗ 1) on v ⊗ m ∈ V ⊗ M . Since sH,C(1H ⊗ 1) ∈ H ⊗ C, the most
general form it can take is

sH,C(1H ⊗ 1) = µ11H ⊗ 1 + µ2g ⊗ 1 + µ3x⊗ 1 + µ4gx⊗ 1

for some µ1, µ2, µ3, µ4 ∈ C. With this general ansatz, we will now calculate the pen-
tagon (A.11) to obtain conditions on µ1, µ2, µ3, µ4, λ1, λ2 for (F, s) : vectλ1

≃−→ vectλ2

to be an equivalence of C-module categories. Let V,W ∈ H − mod,M ∈ vect and
v ∈ V ,w ∈ W,m ∈ M . The right path of the pentagon reads

(mλ2
V,W,M ◦ sV⊗W,M)

(
(v ⊗ w)⊗m

)
=mλ2

V,W,M

(
µ1(v ⊗ w)⊗m+ µ2(g.v ⊗ g.w)⊗m+ µ3(v ⊗ x.w)⊗m+ µ3(x.v ⊗ g.w)⊗m

+ µ4(g.v ⊗ xg.w)⊗m+ µ4(xg.v ⊗ w)⊗m
)

=µ1v ⊗ (w ⊗m) + µ2g.v ⊗ (g.w ⊗m) + µ3v ⊗ (x.w ⊗m) + µ3x.v ⊗ (g.w ⊗m)

+ µ4g.v ⊗ (xg.w ⊗m) + µ4xg.v ⊗ (w ⊗m) + λ2µ1x.v ⊗ (xg.w ⊗m)

+ λ2µ2xg.v ⊗ (x.w ⊗m)

The left path of the pentagon reads(
(idV ⊗ sW,M) ◦ sV,W⊗M ◦mλ1

V,W,M

)(
(v ⊗ w)⊗m

)
=
(
(idV ⊗ sW,M) ◦ sV,W⊗M

)(
v ⊗ (w ⊗m) + λ1x.v ⊗ (xg.w ⊗m)

)
=(idV ⊗ sW,M)

(
µ1v ⊗ (w ⊗m) + µ2g.v ⊗ (w ⊗m) + µ3x.v ⊗ (w ⊗m)

+ µ4xg.v ⊗ (w ⊗m) + λ1µ1x.v ⊗ (xg.w ⊗m) + λ1µ2g.(x.v)⊗ (xg.w ⊗m)
)

=µ2
1v ⊗ (w ⊗m) + µ1µ2v ⊗ (g.w ⊗m) + µ1µ3v ⊗ (x.w ⊗m) + µ1µ4v ⊗ (xg.w ⊗m)

+ µ2µ1g.v ⊗ (w ⊗m) + µ2
2g.v ⊗ (g.w ⊗m) + µ2µ3g.v ⊗ (x.w ⊗m)

+ µ2µ4g.v ⊗ (xg.w ⊗m)

+ µ3µ1x.v ⊗ (w ⊗m) + µ3µ2x.v ⊗ (g.w ⊗m) + µ2
3x.v ⊗ (x.w ⊗m)

+ µ3µ4x.v ⊗ (xg.w ⊗m)

+ µ4µ1xg.v ⊗ (w ⊗m) + µ4µ2xg.v ⊗ (g.w ⊗m) + µ4µ3xg.v ⊗ (x.w ⊗m)

+ µ2
4xg.v ⊗ (xg.w ⊗m)

+ λ1µ
2
1x.v ⊗ (xg.w ⊗m) + λµ1µ2x.v ⊗

(
g.(xg.w)⊗m

)
+ λ1µ2µ1g.(x.v)⊗ (xg.w ⊗m) + λ1µ

2
2g.(x.v)⊗

(
g.(xg.w)⊗m

)
Now we set V = W = H and M = C as well as v = w = 1H and m = 1. Comparing

coefficients of the basis vectors of H⊗2⊗C in the pentagon equation above, we obtain the
following system of nonlinear equations:
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µ2
1 =µ1, µ2

2 = µ2, µ2
3 = λ1µ1µ2, µ2

4 = λ1µ1µ2

λ2µ1 =µ3µ4 + λ1µ
2
1, λ2µ2 = µ4µ3 + λ1µ

2
2

µ3 =µ1µ3 = µ2µ3, µ4 = µ1µ4 = µ2µ4

0 =µ1µ2 = µ1µ3 = µ1µ4 = µ2µ3 = µ2µ4

The above system has the following two non-zero solutions:

λ1 = λ2, µ1 = 1, µ2 = µ3 = µ4 = 0 (5.20)

λ1 = λ2, µ2 = 1, µ1 = µ3 = µ4 = 0 (5.21)

The first solution (5.20) as well as the second solution (5.21) each turn s into an
isomorphism, which is moreover an involution. Since s is determined by its value
sH,C(1H ⊗ 1) ∈ H ⊗ C, the linear equivalence F admits a C-module structure if and only
if λ1 = λ2.

2

Thus, we have constructed a one-parameter family of non-equivalent C-module cate-
gories with the same underlying C-linear category vect and the same C-action.

Proposition 5.21. Let ν1, ν2 ∈ C. The C-modules (C[Z2]−mod)ν1 and (C[Z2]−mod)ν2

are equivalent if and only if ν1 = ν2.

Proof:
Recall the simple objects J± in C[Z2]−mod: J± has the basis {j±} and the C[Z2]-action
given by ŵ.j± = ±j±.

This proof is similar to the one for Proposition 5.20. However, this time there are, up
to natural isomorphism, two linear autoequivalences of C[Z2]−mod. The first one maps
J+ to J+ and J− to J− and the second one maps J+ to J− and J− to J+. By Lemma
A.20, it suffices to study one representative of each of the isomorphism classes of linear
equivalences and show that they admit a C-module structure if and only if ν1 = ν2. The
representatives we choose are the identity functor and the functor

F : (C[Z2]−mod)ν1 −→ (C[Z2]−mod)ν2

M 7−→ M ⊗ J−

f 7−→ f ⊗ idJ−

We start with the discussion of the C-module structure s = (sV,M)V ∈C,M∈C[Z2]−mod of the
linear equivalence F . By an argument which is analogous to the one in Lemma 4.2, we
can make the following general ansatz for s: there are a, b, c, d, α, β, γ, δ ∈ C, such that
for all V ∈ C,M ∈ C[Z2]−mod, the morphism

sV,M : (V ⊗M)⊗ J−︸ ︷︷ ︸
=F (V⊗M)

−→ V ⊗ (M ⊗ J−)︸ ︷︷ ︸
=V⊗F (M)

is given by

sV,M
(
(v ⊗m)⊗ j−

)
=av ⊗ (m⊗ j−) + bg.v ⊗ (m⊗ j−) + cx.v ⊗ (m⊗ j−)
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+ dgx.v ⊗ (m⊗ j−) + αv ⊗ (ŵ.m⊗ j−) + βg.v ⊗ (ŵ.m⊗ j−)

+ γx.v ⊗ (ŵ.m⊗ j−) + δgx.v ⊗ (ŵ.m⊗ j−)

where v ∈ V,m ∈ M . Since s is a family of (iso)morphisms in the category C[Z2]−mod,
the following linearity condition has to be satisfied for all V ∈ C,M ∈ C[Z2] − mod,
v ∈ V,m ∈ M :

sV,M
(
ŵ.
(
(v ⊗m)⊗ j−

))
= ŵ.sV,M

(
(v ⊗m)⊗ j−

)
(5.22)

From (5.22) we get the condition that

c = d = γ = δ = 0 (5.23)

Recall that (F, s) satisfies the pentagon axiom (A.11) if and only if the following equation
holds for all V, Z ∈ H −mod,M ∈ C[Z2]−mod:

mν2
V,Z,F (M) ◦ sV⊗Z,M = (idV ⊗ sZ,M) ◦ sV,Z⊗M ◦ F (mν1

V,Z,M)

From the pentagon axiom, we obtain the following conditions on a, b, α, β, ν1, ν2:

a = a2 + αβ, b = b2 + αβ, α = aα + bα, β = bβ + aβ

ν2a = ν1a
2 + ν1αβ, ν2 = ν1b

2 + ν1αβ, ν2α = ν1aα + ν1bα, ν2β = ν1bβ + ν1aβ

0 = ab+ α2 = aβ + aα = ab+ β2 = bα + bβ

0 = ν1ab+ ν1α
2 = ν1aβ + ν1aα = ν1ab+ ν1β

2 = ν1bα + ν1bβ (5.24)

This nonlinear system of equations has the following four non-zero solutions:

b = 1− a, α = −
√
a2 − a, β =

√
a2 − a, ν1 = ν2

b = 1− a, α =
√
a2 − a, β = −

√
a2 − a, ν1 = ν2

a = α = β = 0, b = 1, ν1 = ν2

a = 1, b = α = β = 0, ν1 = ν2

From this we see that if ν1 ̸= ν2, then there are no solutions and hence no C-module
structures on F .

Let us now study the identity functor on C[Z2]−mod. By Lemma 4.2 we can make the
following general ansatz for a C-module structure s′ = (s′V,M)V ∈C,M∈C[Z2]−mod of the iden-
tity functor: there are a, b, c, d, α, β, γ, δ ∈ C, such that for all V ∈ C,M ∈ C[Z2]−mod,
the morphism

s′V,M : V ⊗M −→ V ⊗M

is given by

s′V,M(v ⊗m) =av ⊗m+ bg.v ⊗m+ cx.v ⊗m+ dgx.v ⊗m

+ αv ⊗ ŵ.m+ βg.v ⊗ ŵ.m+ γx.v ⊗ ŵ.m+ δgx.v ⊗ ŵ.m

for all v ∈ V,m ∈ M . Again, from the linearity condition on s′, we obtain (5.23) and
the pentagon axiom leads to the same system of equations (5.24). Hence, the C-module
categories (C[Z2]−mod)ν1 and (C[Z2]−mod)ν2 are equivalent if and only if ν1 = ν2.

2

Similar to the case for vect, we have constructed a one-parameter family of non-
equivalent C-module categories with the same underlying C-linear category C[Z2]−mod
and the same C-action. This concludes the proof of Theorem 5.6.
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5.3.4 Conclusion

In the preceding subsection, we have constructed the C-linear C-module categories vectλ

and (C[Z2]−mod)λ for each λ ∈ C. One can now ask whether these C-module categories
again admit (infinitesimal) associator deformations. To answer this question, we will
realize both vectλ and (C[Z2]−mod)λ as categories of modules overH-comodule algebras,
starting with (C[Z2] − mod)λ. For this purpose, recall for each ξ ∈ C the H-comodule
algebra Dξ from (5.4).

Proposition 5.22. Let λ, ξ ∈ C. If λ = ξ2

4
, then the functor

(F λ,ξ, s) : Dξ −mod
∼=−→ (C[Z2]−mod)λ

M 7−→ M

f 7−→ f

is an isomorphism of C-module categories, where s = (sV,M)V ∈C,M∈Dξ−mod is the natural
family of isomorphisms

sV,M : F λ,ξ(V ⊗M)
∼=−→ V ⊗ F λ,ξ(M)

v ⊗m 7−→ g.v ⊗m+
ξ

2
gx.v ⊗ ŵ.m

In particular, for all λ ∈ C, there is an isomorphism of C-module categories

D2
√
λ −mod ∼= (C[Z2]−mod)λ

Proof:
First, note that the inverse of s is given by the natural family s−1 = (s−1

V,M)V ∈C,M∈Dξ−mod

with

s−1
V,M : V ⊗ F λ,ξ(M)

∼=−→ F λ,ξ(V ⊗M)

v ⊗m 7−→ g.v ⊗m+
ξ

2
gx.v ⊗ ŵ.m

Let V, Z ∈ C,M ∈ Dξ −mod and v ∈ V, z ∈ Z,m ∈ M . We need to show that (F λ,ξ, s)
satisfies the pentagon axiom (A.11). We calculate both paths of the pentagon separately.
The right path is:(

mλ
V,Z,Fλ,ξ(M) ◦ sV⊗Z,M

)(
(v ⊗ z)⊗m

)
=mλ

V,Z,Fλ,ξ(M)

(
(g.(v ⊗ z)⊗m+

ξ

2
(gx.(v ⊗ z))⊗ ŵ.m

)
=mλ

V,Z,Fλ,ξ(M)

(
(g.v ⊗ g.z)⊗m+

ξ

2
(g.v ⊗ gx.z)⊗ ŵ.m+

ξ

2
(gx.v ⊗ z)⊗ ŵ.m

)
=g.v ⊗ (g.z ⊗m) +

ξ

2
g.v ⊗ (gx.z ⊗ ŵ.m) +

ξ

2
gx.v ⊗ (z ⊗ ŵ.m)

+ λxg.v ⊗ (x.z ⊗m)

The left path of the pentagon diagram (A.11) is:(
(idV ⊗ sZ,M) ◦ sV,Z⊗M ◦ F λ,ξ(mV,Z,M)

)(
(v ⊗ z)⊗m

)
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=
(
(idV ⊗ sZ,M) ◦ sV,Z⊗M

)(
v ⊗ (z ⊗m)

)
=(idV ⊗ sZ,M)

(
g.v ⊗ (z ⊗m) +

ξ

2
gx.v ⊗ ŵ.(z ⊗m)

)
=(idV ⊗ sZ,M)

(
g.v ⊗ (z ⊗m) +

ξ

2
gx.v ⊗ (g.z ⊗ ŵ.m) +

ξ2

2
gx.v ⊗ (gx.z ⊗m)

)
=g.v ⊗ (g.z ⊗m) +

ξ

2
g.v ⊗ (gx.z ⊗ ŵ.m) +

ξ

2
gx.v ⊗ (z ⊗ ŵ.m)

+
ξ2

4
gx.v ⊗ (gxg.z ⊗m) +

ξ2

2
gx.v ⊗ (x.z ⊗m)

=g.v ⊗ (g.z ⊗m) +
ξ

2
g.v ⊗ (gx.z ⊗ ŵ.m) +

ξ

2
gx.v ⊗ (z ⊗ ŵ.m)

+
ξ2

4
gx.v ⊗ (x.z ⊗m)

By assumption, λ = ξ2

4
and thus both paths of the pentagon agree.

Finally, the following calculation shows that the map sV,M is a morphism in the cate-
gory (C[Z2]−mod)λ:

sV,M
(
ŵ.(v ⊗m)

)
=sV,M(g.v ⊗ ŵ.m+ ξgx.v ⊗m)

=g2.v ⊗ ŵ.m+ ξg2x.v ⊗m+
ξ

2
gxg.v ⊗ ŵ2.m

=v ⊗ ŵ.m+ ξx.v ⊗m− ξ

2
x.v ⊗m

=v ⊗ ŵ.m+
ξ

2
x.v ⊗m

=g2.v ⊗ ŵ.m+
ξ

2
g2x.v ⊗ ŵ2.m

=ŵ.(g.v ⊗m+
ξ

2
gx.v ⊗ ŵ.m)

=ŵ.sV,M(v ⊗m)

2

Let λ ∈ C. Using Proposition 5.22 in the first isomorphism and Proposition 5.12 in
the second one, we can now calculate the associator cohomology of (C[Z2] −mod)λ for
all n ≥ 0:

Hn
ass(H −mod, (C[Z2]−mod)λ) ∼= Hn

ass(H −mod, D2
√
λ −mod) ∼=

{
C if n is even.

0 if n is odd.

Therefore, for all λ ∈ C, the C-module category (C[Z2] − mod)λ again admits a one-
parameter family of infinitesimal deformations. However, from the discussion in Propo-
sition 5.16 and Corollary 5.17, we know that each of these infinitesimal deformations by
the 2-cocycle m(1) admits an associated finite deformation for all ν ∈ C, where the mixed
associator is of the form

mν
V,W,M

(
(v ⊗ w)⊗m

)
= v ⊗ (w ⊗m) + λx.v ⊗ (xg.w ⊗m) + νx.v ⊗ (xg.w ⊗m)
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for all V,W ∈ C,M ∈ (C[Z2]−mod)λ, v ∈ V,w ∈ W,m ∈ M . But the C-module category
with this mixed associator is of just (C[Z2] −mod)λ+ν and hence, still a member of the
family ((C[Z2]−mod)λ)λ∈C.

Let us now study associator deformations of vectλ. Recall for each ξ ∈ C the H-
comodule algebra Aξ from (5.3) and the simple Aξ-module S.

Proposition 5.23. Let λ, ν, ξ ∈ C. If λ = ξ2

4
+ν, then the equivalence of linear categories

F λ,ν,ξ : vectλ
≃−→ (Aξ −mod)ν

M 7−→ M ⊗ S

f 7−→ f ⊗ idS

can be promoted to an equivalence of C-module categories. In particular, for all λ ∈ C,
we have

vectλ ≃ (A0 −mod)λ

and

vectλ ≃ A2
√
λ −mod (5.25)

as C-module categories.

Proof:
We will show that the natural family of isomorphisms s = (sV,M)V ∈C,M∈Aξ−mod with

sV,M : F λ,ν,ξ(V ⊗M)︸ ︷︷ ︸
(V⊗M)⊗S

∼=−→ V ⊗ F λ,ν,ξ(M)︸ ︷︷ ︸
=V⊗(M⊗S)

(v ⊗m)⊗ a 7−→ 1

2
v ⊗

(
m⊗ (1̂− x̂).a

)
+

1

2
g.v ⊗

(
m⊗ (1̂ + x̂).a

)
− ξ

4
x.v ⊗

(
m⊗ (ĝ − ĝx̂).a

)
− ξ

4
gx.v ⊗

(
m⊗ (ĝ + ĝx̂).a

)
is a C-module structure on the linear equivalence functor F λ,ν,ξ. The inverse of s is given
by the natural family s−1 = (s−1

V,M)V ∈C,M∈Aξ−mod with

s−1
V,M : V ⊗ F λ,ν,ξ(M)︸ ︷︷ ︸

=V⊗(M⊗S)

∼=−→ F λ,ν,ξ(V ⊗M)︸ ︷︷ ︸
=(V⊗M)⊗S

v ⊗ (m⊗ a) 7−→ 1

2
(v ⊗m)⊗ (1̂− x̂).a+

1

2
(g.v ⊗m)⊗ (1̂ + x̂).a

− ξ

4
(x.v ⊗m)⊗ (ĝ + ĝx̂).a+

ξ

4
(gx.v ⊗m)⊗ (ĝ − ĝx̂).a

Let V,W ∈ C,M ∈ Aξ−mod and v ∈ V,w ∈ W,m ∈ M . We need to show that (F λ,ν,ξ, s)
satisfies the pentagon axiom (A.11). We calculate both paths of the pentagon separately.
The path along the right is
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(mν
V,W,Fλ,ν,ξ(M) ◦ sV⊗W,M )

(
((v ⊗ w)⊗m)⊗ a

)
=mν

V,W,Fλ,ν,ξ(M)

(1
2
(v ⊗ w)⊗ (m⊗ a)− 1

2
(v ⊗ w)⊗ (m⊗ x̂.a) +

1

2
g.(v ⊗ w)⊗ (m⊗ a)

+
1

2
g.(v ⊗ w)⊗ (m⊗ x̂.a) +

ξ

4
x.(v ⊗ w)⊗ (m⊗ ĝx̂.a)− ξ

4
x.(v ⊗ w)⊗ (m⊗ ĝ.a)

− ξ

4
gx.(v ⊗ w)⊗ (m⊗ ĝx̂.a)− ξ

4
gx.(v ⊗ w)⊗ (m⊗ ĝ.a)

)
=mν

V,W,Fλ,ν,ξ(M)

(1
2
(v ⊗ w)⊗ (m⊗ a)− 1

2
(v ⊗ w)⊗ (m⊗ x̂.a) +

1

2
(g.v ⊗ g.w)⊗ (m⊗ a)

− 1

2
(g.v ⊗ g.w)⊗ (m⊗ x̂.a) +

ξ

4
(v ⊗ x.w)⊗ (m⊗ ĝx̂.a) +

ξ

4
(x.v ⊗ g.w)⊗ (m⊗ ĝx̂.a)

− ξ

4
(v ⊗ x.w)⊗ (m⊗ ĝ.a)− ξ

4
(x.v ⊗ g.w)⊗ (m⊗ ĝ.a)− ξ

4
(g.v ⊗ gx.w)⊗ (m⊗ ĝx̂.a)

− ξ

4
(gx.v ⊗ w)⊗ (m⊗ ĝx̂.a)− ξ

4
(g.v ⊗ gx.w)⊗ (m⊗ ĝ.a)− ξ

4
(gx.v ⊗ w)⊗ (m⊗ ĝ.a)

)
=
1

2
v ⊗

(
w ⊗ (m⊗ a)

)
− 1

2
v ⊗

(
w ⊗ (m⊗ x̂.a)

)
+

1

2
g.v ⊗

(
g.w ⊗ (m⊗ a)

)
+

1

2
g.v ⊗

(
g.w ⊗ (m⊗ x̂.a)

)
+

ξ

4
v ⊗

(
x.w ⊗ (m⊗ ĝx̂.a)

)
+

ξ

4
x.v ⊗

(
g.w ⊗ (m⊗ ĝx̂.a)

)
− ξ

4
v ⊗

(
x.w ⊗ (m⊗ ĝ.a)

)
− ξ

4
x.v ⊗

(
g.w ⊗ (m⊗ ĝ.a)

)
− ξ

4
g.v⊗

(
gx.w ⊗ (m⊗ ĝx̂.a)

)
− ξ

4
gx.v ⊗

(
w ⊗ (m⊗ ĝx̂.a)

)
− ξ

4
g.v ⊗

(
gx.w ⊗ (m⊗ ĝ.a)

)
− ξ

4
gx.v ⊗

(
w ⊗ (m⊗ ĝ.a)

)
− 1

2
νx.v ⊗

(
gx.w ⊗ (m⊗ a)

)
+

1

2
νx.v ⊗

(
gx.w ⊗ (m⊗ x̂.a)

)
− 1

2
νgx.v ⊗

(
x.w ⊗ (m⊗ a)

)
− 1

2
νgx.v ⊗

(
x.w ⊗ (m⊗ x̂.a)

)
The left path of the pentagon (A.11) is(

(idV ⊗ sW,M ) ◦ sV,W⊗M ◦ F λ,ν,ξ(mλ
V,W,M )

)(
((v ⊗ w)⊗m)⊗ a

)
=
(
(idV ⊗ sW,M ) ◦ sV,W⊗M

)(
(v ⊗ (w ⊗m))⊗ a+ λ(x.v ⊗ (xg.w ⊗m))

)
=(idV ⊗ sW,M )

(1
2
v ⊗ ((w ⊗m)⊗ a)− 1

2
v ⊗ ((w ⊗m)⊗ x̂.a)

+
1

2
g.v ⊗ ((w ⊗m)⊗ a) +

1

2
g.v ⊗ ((w ⊗m)⊗ x̂.a) +

ξ

4
x.v ⊗ ((w ⊗m)⊗ ĝx̂.a)

− ξ

4
x.v ⊗ ((w ⊗m)⊗ ĝ.a)− ξ

4
gx.v ⊗ ((w ⊗m)⊗ ĝx̂.a)− ξ

4
gx.v ⊗ ((w ⊗m)⊗ ĝ.a)

+
1

2
νx.v ⊗ ((xg.w ⊗m)⊗ a)− 1

2
νx.v ⊗ ((xg.w ⊗m)⊗ x̂.a)

+
1

2
νgx.v ⊗ ((xg.w ⊗m)⊗ a) +

1

2
νx.v ⊗ ((xg.w ⊗m)⊗ x̂.a)

)
=
1

4
v ⊗

(
w ⊗ (m⊗ a)

)
− 1

4
v ⊗

(
w ⊗ (m⊗ x̂.a)

)
+

1

4
v ⊗

(
g.w ⊗ (m⊗ a)

)
+

1

4
v ⊗

(
g.w ⊗ (m⊗ x̂.a)

)
+

ξ

8
v ⊗ x.w ⊗

(
m⊗ ĝx̂.a

)
− ξ

8
v ⊗

(
x.w ⊗ (m⊗ ĝ.a)

)
− ξ

8
v ⊗

(
gx.w ⊗ (m⊗ ĝx̂.a)

)
− ξ

8
v ⊗

(
gx.w ⊗ (m⊗ ĝ.a)

)
− 1

4
v ⊗

(
w ⊗ (m⊗ x̂.a)

)
+

1

4
v ⊗

(
w ⊗ (m⊗ x̂2.a)

)
− 1

4
v ⊗

(
g.w ⊗ (m⊗ x̂.a)

)
− 1

4
v ⊗

(
g.w ⊗ (m⊗ x̂.a)

)
− ξ

8
v ⊗

(
x.w ⊗ (m⊗ ĝx̂2.a)

)
+

ξ

8
v ⊗

(
x.w ⊗ (m⊗ ĝx̂.a)

)
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+
ξ

8
v ⊗

(
gx.w ⊗ (m⊗ ĝx̂2.a)

)
+

ξ

8
v ⊗

(
gx.w ⊗ (m⊗ ĝx̂.a)

)
+

1

4
g.v ⊗

(
w ⊗ (m⊗ a)

)
− 1

4
g.v ⊗

(
w ⊗ (m⊗ x̂.a)

)
+

1

4
g.v ⊗

(
g.w ⊗ (m⊗ a)

)
+

1

4
g.v ⊗

(
g.w ⊗ (m⊗ x̂.a)

)
+

ξ

8
g.v ⊗

(
x.w ⊗ (m⊗ ĝx̂.a)

)
− ξ

8
g.v ⊗

(
x.w ⊗ (m⊗ ĝ.a)

)
− ξ

8
g.v ⊗

(
gx.w ⊗ (m⊗ ĝx̂.a)

)
− ξ

8
g.v ⊗

(
gx.w ⊗ (m⊗ ĝ.a)

)
+

1

4
g.v ⊗

(
w ⊗ (m⊗ x̂.a)

)
− 1

4
g.v ⊗

(
w ⊗ (m⊗ x̂2.a)

)
+

1

4
g.v ⊗

(
g.w ⊗ (m⊗ x̂.a)

)
+

1

4
g.v ⊗

(
g.w ⊗ (m⊗ x̂2.a)

)
+

ξ

8
g.v ⊗

(
x.w ⊗ (m⊗ ĝx̂2.a)

)
− ξ

8
g.v ⊗

(
x.w ⊗ (m⊗ ĝx̂.a)

)
− ξ

8
g.v ⊗

(
gx.w ⊗ (m⊗ ĝx̂2.a)

)
− ξ

8
g.v ⊗

(
gx.w ⊗ (m⊗ ĝx̂.a)

)
+

ξ

8
x.v ⊗

(
w ⊗ (m⊗ ĝx̂.a)

)
− ξ

8
x.v ⊗

(
w ⊗ (m⊗ x̂ĝx̂.a)

)
+

ξ

8
x.v ⊗

(
g.w ⊗ (m⊗ ĝx̂.a)

)
+

ξ

8
x.v ⊗

(
g.w ⊗ (m⊗ x̂ĝx̂.a)

)
+

ξ2

16
x.v ⊗

(
x.w ⊗ (m⊗ ĝx̂ĝx̂.a)

)
− ξ2

16
x.v ⊗

(
x.w ⊗ (m⊗ ĝ2x̂.a)

)
− ξ2

16
x.v ⊗

(
gx.w ⊗ (m⊗ ĝx̂ĝx̂.a)

)
− ξ2

16
x.v ⊗

(
gx.w ⊗ (m⊗ ĝ2x̂.a)

)
− ξ

8
x.v ⊗

(
w ⊗ (m⊗ ĝ.a)

)
+

ξ

8
x.v ⊗

(
w ⊗ (m⊗ x̂ĝ.a)

)
− ξ

8
x.v ⊗

(
g.w ⊗ (m⊗ ĝ.a)

)
− ξ

8
x.v ⊗

(
g.w ⊗ (m⊗ x̂ĝ.a)

)
− ξ2

16
x.v ⊗

(
x.w ⊗ (m⊗ ĝx̂ĝ.a)

)
+

ξ2

16
x.v ⊗

(
x.w ⊗ (m⊗ ĝ2.a)

)
+

ξ2

16
x.v ⊗

(
gx.w ⊗ (m⊗ ĝx̂ĝ.a)

)
+

ξ2

16
x.v ⊗

(
gx.w ⊗ (m⊗ ĝ2.a)

)
− ξ

8
gx.v ⊗

(
w ⊗ (m⊗ ĝx̂.a)

)
+

ξ

8
gx.v ⊗

(
w ⊗ (m⊗ x̂ĝx̂.a)

)
− ξ

8
gx.v ⊗

(
g.w ⊗ (m⊗ ĝx̂.a)

)
− ξ

8
gx.v ⊗

(
g.w ⊗ (m⊗ x̂ĝx̂.a)

)
− ξ2

16
gx.v ⊗

(
x.w ⊗ (m⊗ ĝx̂ĝx̂.a)

)
+

ξ2

16
gx.v ⊗

(
x.w ⊗ (m⊗ ĝ2x̂.a)

)
+

ξ2

16
gx.v ⊗

(
gx.w ⊗ (m⊗ ĝx̂ĝx̂.a)

)
+

ξ2

16
gx.v ⊗

(
gx.w ⊗ (m⊗ ĝ2x̂.a)

)
− ξ

8
gx.v ⊗

(
w ⊗ (m⊗ ĝ.a)

)
+

ξ

8
gx.v ⊗

(
w ⊗ (m⊗ x̂ĝ.a)

)
− ξ

8
gx.v ⊗

(
g.w ⊗ (m⊗ ĝ.a)

)
− ξ

8
gx.v ⊗

(
g.w ⊗ (m⊗ x̂ĝ.a)

)
− ξ2

16
gx.v ⊗

(
x.w ⊗ (m⊗ ĝx̂ĝ.a)

)
+

ξ2

16
gx.v ⊗

(
x.w ⊗ (m⊗ ĝ2.a)

)
+

ξ2

16
gx.v ⊗

(
gx.w ⊗ (m⊗ ĝx̂ĝ.a)

)
+

ξ2

16
gx.v ⊗

(
gx.w ⊗ (m⊗ ĝ2.a)

)
+

λ

4
x.v ⊗

(
xg.w ⊗ (m⊗ a)

)
− λ

4
x.v ⊗

(
xg.w ⊗ (m⊗ x̂.a)

)
+

λ

4
x.v ⊗

(
gxg.w ⊗ (m⊗ a)

)
+

λ

4
x.v ⊗

(
gxg.w ⊗ (m⊗ x̂.a)

)
− λ

4
x.v ⊗

(
xg.w ⊗ (m⊗ x̂.a)

)
− λ

4
x.v ⊗

(
xg.w ⊗ (m⊗ x̂2.a)

)
+

λ

4
x.v ⊗

(
gxg.w ⊗ (m⊗ x̂.a)

)
+

λ

4
x.v ⊗

(
gxg.w ⊗ (m⊗ x̂2.a)

)
+

λ

4
gx.v ⊗

(
xg.w ⊗ (m⊗ a)

)
− λ

4
gx.v ⊗

(
xg.w ⊗ (m⊗ x̂.a)

)
+

λ

4
gx.v ⊗

(
gxg.w ⊗ (m⊗ a)

)
+

λ

4
gx.v ⊗

(
gxg.w ⊗ (m⊗ x̂.a)

)
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+
λ

4
gx.v ⊗

(
xg.w ⊗ (m⊗ x̂.a)

)
− λ

4
gx.v ⊗

(
xg.w ⊗ (m⊗ x̂2.a)

)
+

λ

4
gx.v ⊗

(
gxg.w ⊗ (m⊗ x̂.a)

)
+

λ

4
gx.v ⊗

(
gxg.w ⊗ (m⊗ x̂2.a)

)
Using the assumption λ = ξ2

4
+ ν, one can see that both paths of the pentagon do indeed

agree. Finally, we check the Aξ-linearity of sV,M . For ĝ, we have

sV,M
(
ĝ.
(
(v ⊗m)⊗ a

))
=sV,M

(
(v ⊗m)⊗ ĝ.a

)
=
1

2
v ⊗ (m⊗ ĝ.a)− 1

2
v ⊗ (m⊗ x̂ĝ.a) +

1

2
g.v ⊗ (m⊗ ĝ.a)

+
1

2
g.v ⊗ (m⊗ x̂ĝ.a) +

ξ

4
x.v ⊗ (m⊗ ĝx̂ĝ.a)− ξ

4
x.v ⊗ (m⊗ ĝ2.a)

− ξ

4
gx.v ⊗ (m⊗ ĝx̂ĝ.a)− ξ

4
gx.v ⊗ (m⊗ ĝ2.a)

=
1

2
g.v ⊗ (m⊗ ĝ.a)− 1

2
g.v ⊗ (m⊗ ĝx̂.a) +

1

2
g2.v ⊗ (m⊗ ĝ.a)

+
1

2
g2.v ⊗ (m⊗ ĝx̂.a) +

ξ

4
gx.v ⊗ (m⊗ ĝ2x̂.a)− ξ

4
gx.v ⊗ (m⊗ ĝ2.a)

− ξ

4
g2x.v ⊗ (m⊗ ĝ2x̂.a)− ξ

4
g2x.v ⊗ (m⊗ ĝ2.a)

=ĝ.
(1
2
v ⊗ (m⊗ a)− 1

2
v ⊗ (m⊗ x̂.a) +

1

2
g.v ⊗ (m⊗ a)

+
1

2
g.v ⊗ (m⊗ x̂.a) +

ξ

4
x.v ⊗ (m⊗ ĝx̂.a)− ξ

4
x.v ⊗ (m⊗ ĝ.a)

− ξ

4
gx.v ⊗ (m⊗ ĝx̂.a)− ξ

4
gx.v ⊗ (m⊗ ĝ.a)

)
=ĝ.sV,M

(
(v ⊗m)⊗ a

)
and for x̂ we calculate

sV,M
(
x̂.
(
(v ⊗m)⊗ a

))
=sV,M

(
(v ⊗m)⊗ x̂.a

)
=
1

2
v ⊗ (m⊗ x̂.a)− 1

2
v ⊗ (m⊗ x̂2.a) +

1

2
g.v ⊗ (m⊗ x̂.a)

+
1

2
g.v ⊗ (m⊗ x̂2.a) +

ξ

4
x.v ⊗ (m⊗ ĝx̂2.a)− ξ

4
x.v ⊗ (m⊗ ĝx̂.a)

− ξ

4
gx.v ⊗ (m⊗ ĝx̂2.a)− ξ

4
gx.v ⊗ (m⊗ ĝx̂.a) (5.26)

and

x̂.sV,M
(
(v ⊗m)⊗ a

)
=x̂.

(1
2
v ⊗ (m⊗ a)− 1

2
v ⊗ (m⊗ x̂.a) +

1

2
g.v ⊗ (m⊗ a)

+
1

2
g.v ⊗ (m⊗ x̂.a) +

ξ

4
x.v ⊗ (m⊗ ĝx̂.a)− ξ

4
x.v ⊗ (m⊗ ĝ.a)

− ξ

4
gx.v ⊗ (m⊗ ĝx̂.a)− ξ

4
gx.v ⊗ (m⊗ ĝ.a)

)
=
1

2
v ⊗ (m⊗ x̂.a) +

ξ

2
x.v ⊗ (m⊗ ĝ.a)− 1

2
v ⊗ (m⊗ x̂2.a)

− ξ

2
x.v ⊗ (m⊗ ĝx̂.a) +

1

2
g.v ⊗ (m⊗ x̂.a) +

ξ

2
xg.v ⊗ (m⊗ ĝ.a)

109



+
1

2
g.v ⊗ (m⊗ x̂2.a) +

ξ

2
xg.v ⊗ (m⊗ ĝx̂.a) +

ξ

4
x.v ⊗ (m⊗ x̂ĝx̂.a)

− ξ

4
x.v ⊗ (m⊗ x̂ĝ.a)− ξ

4
gx.v ⊗ (m⊗ x̂ĝx̂.a)− ξ

4
gx.v ⊗ (m⊗ x̂ĝ.a)

(5.27)

It is now easy to see that the right-hand sides of (5.26) and (5.27) agree. 2

Let λ ∈ C. Using (5.25) in the first isomorphism and Proposition 5.12 in the second
one, we can now calculate the associator cohomology of vectλ for all n ≥ 0:

Hn
ass(H −mod,vectλ) ∼= Hn

ass(H −mod, A2
√
λ −mod) ∼=

{
C if n is even.

0 if n is odd.

Thus, for each λ ∈ C, we find that vectλ admits a one-parameter family of infinitesimal
deformations. Analogously to the discussion before Proposition 5.23, we find that finite
deformations of vectλ exist and are again of the form vectλ+ν for all ν ∈ C.

We have seen above that finite deformations of the C-module categories (C[Z2]−mod)λ

and vectλ do not lead us out of the families ((C[Z2]−mod)λ)λ∈C and (vectλ)λ∈C respec-
tively. In the following, we will explain why it is not surprising that we do not see new
module categories here: indecomposable exact module categories over Taft algebras have
been classified by Etingof and Ostrik [EO] by studying simple from the right algebras in
the finite tensor category Tq −mod. In [M2, Section 8.1], the same classification result
was proven using comodule algebra techniques and explicit realizations of the module
categories are given as categories of modules over H-comodule algebras (recall from (4.5)
that any H-comodule algebra gives rise to a C-module category). Note that we use differ-
ent conventions from the authors [EO] and [M2], namely we use the opposite coalgebra
structure in the definition of the Taft algebra. As a consequence, the monoidal structure
considered in [EO] and [BM] is the monoidally opposite one to ours, and left module
categories in [EO] and [BM] are in bijection to our right module categories and vice versa.
However, H admits a braiding; indeed, recall for all µ ∈ C the following R-matrix

Rµ =
1

2
(1H ⊗ 1H + 1H ⊗ g + g ⊗ 1H − g ⊗ g) +

µ

2
(x⊗ x+ x⊗ gx+ gx⊗ gx− gx⊗ x)

with inverse

R−1
µ =

1

2
(1H ⊗ 1H + 1H ⊗ g + g ⊗ 1H − g ⊗ g) +

µ

2
(x⊗ x+ gx⊗ x+ gx⊗ gx− x⊗ gx)

from [K, Chapter VIII.2]. Each braiding yields a bijection between left and right C-module
categories so that we can use the following classification result:

Theorem 5.24. [EO, Theorem 4.10] Up to equivalence of module categories, the following
is a complete list of indecomposable exact C-module categories:

• there are two one-parameter families of semisimple module categories. The members
of one family each have one simple object, the members of the other family each have
two simple objects.
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• there are two non-semisimple module categories, one of them has one simple object
and the other one has two simple objects.

To conclude this section, we make the two following observations:

1. Above, we have constructed families (vectλ)λ∈C and
(
(C[Z2] − mod)λ

)
λ∈C of

semisimple C-module categories. For each λ ∈ C, the category vectλ has one simple
object, namely C, and the category (C[Z2] − mod)λ has the two simple objects
J+ and J−. We have also encountered two non-semisimple C-module categories:
C⟨1H , gx⟩ −mod and the regular C-module C. Recall that C⟨1H , gx⟩ −mod has a
single simple object, the 1-dimensional module on which gx acts by 0, and C has
two simple objects I+ and I−.

In other words, we were able to recover all indecomposable exact C-module cat-
egories starting from associator deformations of module categories which we con-
structed from the four coideal subalgebras of H.

2. From Proposition 4.6 we know that for any λ ∈ C, we can also represent the C-
module category vectλ as a category of modules over an exact H-comodule algebra,
where the mixed associators are inherited from vect. Indeed, we have seen in
Proposition 5.23 and Proposition 5.22 that

vectλ ≃ A2
√
λ −mod

and

(C[Z2]−mod)λ ≃ D2
√
λ −mod

for all λ ∈ C. Therefore, in our examples, we were able to trade the module cate-
gory of the rather complicated H-comodule algebra A2

√
λ with the mixed associator

inherited from vect for the module category of the trivial H-comodule algebra C
under the cost of introducing a non-trivial mixed associator (5.15) on vect. The
same is true for (C[Z2]−mod)λ: we were able to trade the more complicated coac-
tion of D2

√
λ (see (5.5)) under the cost of introducing a non-trivial mixed associator

(5.18) on C[Z2]−mod.
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A Background

For the convenience of the reader, we collect some algebraic and categorical notions in
this part of the appendix, to which we refer frequently throughout the main text. In the
appendix, let k be a field and let R be a commutative unital ring.

A.1 Ends and coends

In Section 3, we study functors which are defined via certain universal objects, called
ends and coends. In this section, we quickly review the necessary definitions and results,
following [M1, Chapter IX]. In the following, let C and D be categories.

Definition A.1. Let S : Cop × C −→ D be a functor and let X ∈ D. A dinatural
transformation α : S

..−→ X from S to X is a family α = (αC)C∈C of morphisms
αC : S(C,C) −→ X in D, such that the following diagram commutes for all B,C ∈ C
and all morphisms f : B −→ C in C:

S(C,B)
S(idC ,f)

//

S(f,idB)

��

S(C,C)

αC

��

S(B,B) αB

// X

Analogously, a dinatural transformation β : X
..−→ S from X to S is a family β = (βC)C∈C

of morphisms βC : X −→ S(C,C) in D, such that the following diagram commutes for
all B,C ∈ C and all morphisms f : B −→ C in C:

X
βB //

βB

��

S(B,B)

S(idB ,f)
��

S(C,C)
S(f,idC)

// S (B,C)

Definition A.2. An end of a functor S : Cop×C −→ D is an object E ∈ D together with
a dinatural transformation π : E

..−→ S, which satisfies the following universal property:
for every object X ∈ D and every dinatural transformation β : X

..−→ S there is a unique
morphism h : X −→ E in D, such that βC = πC ◦ h for all C ∈ C. In this case, we call π
the universal dinatural transformation and we write E ∼=

∫
C∈C S(C,C).

Dually, we define the coend of a functor:

Definition A.3. A coend of a functor S : Cop×C −→ D is an object Z ∈ D together with
a dinatural transformation ω : S

..−→ Z, which satisfies the following universal property:
for every object X ∈ D and every dinatural transformation α : S

..−→ X there is a unique
morphism g : Z −→ X in D, such that αC = g ◦ ωC for all C ∈ C. In this case, we call ω
the universal dinatural transformation and we write Z ∼=

∫ C∈C
S(C,C).

112



Example A.4. Let C and D be small categories and let F,G : C −→ D be functors. The
end of the functor HomD(F−, G−) : Cop × C −→ Set exists and is given by∫

C∈C
HomD

(
F (C), G(C)

) ∼= Nat(F,G)

with the universal dinatural transformation

π̃ : Nat(F,G)
..−→ HomD

(
F (−), G(−)

)
with components

π̃C : Nat(F,G) −→ HomD
(
F (C), G(C)

)
λ 7−→ λC

for all C ∈ C.

Ends behave well with respect to natural transformations:

Proposition A.5. [M1, Chapter IX.7, Proposition 1] Let S, S ′ : Cop×C −→ D be functors
whose ends exist. Let π, π′ denote the respective universal dinatural transformations. If
γ : S =⇒ S ′ is a natural transformation, then there exists a unique morphism∫

C∈C
γC,C :

∫
C∈C

S(C,C) −→
∫
C∈C

S ′(C,C)

in D, such that the following diagram commutes for all B ∈ C:∫
C∈C S(C,C)

πB //

∃!
∫
C∈C γC,C

��

S(B,B)

γB,B

��∫
C∈C S

′(C,C)
π′
B

// S ′(B,B)

Moreover, if S ′′ : Cop × C −→ D is a functor whose end exists and if γ′ : S =⇒ S ′ and
γ′′ : S ′ =⇒ S ′′ are natural transformations, then∫

C∈C

(
γ′′
C,C ◦ γ′

C,C

)
=

∫
C∈C

γ′′
C,C ◦

∫
C∈C

γ′
C,C

Of course, an analogous statement to Proposition A.5 also holds for coends, i.e., coends
are functorial as well.
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A.2 Monoidal categories and monoidal functors

Definition A.6. [EGNO, Definition 2.2.8] A monoidal category is a category C together
with the following data:

• a functor ⊗ : C × C −→ C, called the tensor product

• a fixed object I ∈ C, called the unit of the monoidal category

• a natural family a = (aU,V,W )U,V,W∈C of isomorphisms

aU,V,W : (U ⊗ V )⊗W
∼=−→ U ⊗ (V ⊗W )

• a natural family l = (lV )V ∈C of isomorphisms lV : I ⊗ V
∼=−→ V

• a natural family r = (rW )W∈C of isomorphisms rW : W ⊗ I
∼=−→ W

The above data are required to satisfy the pentagon axiom and the triangle axiom, i.e.,
the following diagrams commute for all U, V,W,X ∈ C:

(U ⊗ V )⊗ (W ⊗X)
aU,V,W⊗X

∼=
**(

(U ⊗ V )⊗W
)
⊗X

aU⊗V,W,X

∼=

44

aU,V,W⊗idX ∼=

��

U ⊗
(
V ⊗ (W ⊗X)

)

(
U ⊗ (V ⊗W )

)
⊗X aU,V ⊗W,X

∼= // U ⊗
(
(V ⊗W )⊗X

)
idU⊗aV,W,X∼=

OO

(V ⊗ I)⊗W
aV,I,W

∼=
//

rV ⊗idW

∼=

''

V ⊗ (I ⊗W )

idV ⊗lW

∼=

ww

V ⊗W

(A.1)

The family a is called the associator ; the families l and r are called the left and right
unitor respectively.
A monoidal category is called R-linear (or just linear), if its underlying category is R-
linear and the tensor product is R-linear in both arguments.

Similarly to the triangle axiom (A.1) for the left unitor, there is an analogous commu-
tative triangle diagram for the right unitor in a monoidal category:

Lemma A.7. [EGNO, Proposition 2.2.4] Let C be a monoidal category with associator a
and right unitor r. The following diagram commutes for all V,W ∈ C:

(V ⊗W )⊗ I
aV,W,I

∼=
//

rV ⊗W

∼=

''

V ⊗ (W ⊗ I)

idV ⊗rW

∼=

ww

V ⊗W

114



Definition A.8. [EGNO, Definition 2.10.1 & Definition 2.10.2] A left dual of an ob-
ject X ∈ C is an object X∗ ∈ C, if there are morphisms evX : X∗ ⊗X −→ I and
coevX : I −→ X ⊗X∗, such that

lX ◦ (idX ⊗ evX) ◦ aX,X∗,X ◦ (coevX ⊗ idX) ◦ r−1
X = idX

lX∗ ◦ (evX ⊗ idX∗) ◦ a−1
X∗,X,X∗ ◦ (idX∗ ⊗ coevX) ◦ r−1

X∗ = idX∗

A right dual of an object X ∈ C is an object ∗X ∈ C, if there are morphisms
ẽvX : X ⊗ ∗X −→ I and c̃oevX : I −→ ∗X ⊗X, such that

lX ◦ (ẽvX ⊗ idX) ◦ a−1
X,∗X,X ◦ (idX ⊗ c̃oevX) ◦ r−1

X = idX

l∗X ◦ (id∗X ⊗ ẽvX) ◦ a∗X,X,∗X ◦ (c̃oevX ⊗ id∗X) ◦ r−1
∗X = id∗X

The morphisms evX , ẽvX are called evaluation and the morphisms coevX , c̃oevX are called
coevaluation.

A monoidal category in which every object admits a left and a right dual is called
rigid.

In the following, let C, C ′ and D be monoidal categories. The structure morphisms in
C ′ will be denoted by a′, l′ and r′. By abuse of notion, we denote both the tensor product
in C and the tensor product in C ′ and D by ⊗.

Definition A.9. [EGNO, Definition 2.4.1] A monoidal functor (G,Φ, φ) : C −→ C ′ is a
functor G : C −→ C ′ together with a natural family Φ = (ΦX,Y )X,Y ∈C of isomorphisms

ΦX,Y : G(X)⊗G(Y )
∼=−→ G(X ⊗ Y )

and an isomorphism

φ : I
∼=−→ G(I)

such that the following diagrams commute for all X, Y, Z ∈ C:(
G(X)⊗G(Y )

)
⊗G(Z)

a′
G(X),G(Y ),G(Z)

∼=
//

ΦX,Y ⊗idG(Z) ∼=
��

G(X)⊗
(
G(Y )⊗G(Z)

)
∼= idG(X)⊗ΦY,Z

��

G(X ⊗ Y )⊗G(Z)

∼=ΦX⊗Y,Z

��

G(X)⊗G(Y ⊗ Z)

∼= ΦX,Y ⊗Z

��

G
(
(X ⊗ Y )⊗ Z

) ∼=
G(aX,Y,Z)

// G
(
X ⊗ (Y ⊗ Z)

)

(A.2)

I ⊗G(X)

∼=φ⊗idG(X)

��

∼=

l′
G(X)

// G(X)

∼= G(lX)−1

��

G(I)⊗G(X)
∼=

ΦI,X

// G(I ⊗X)

(A.3)
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G(X)⊗ I

∼=idG(X)⊗φ

��

∼=

r′
G(X)

// G(X)

∼= G(rX)−1

��

G(X)⊗G(I)
∼=

ΦX,I

// G(X ⊗ I)

(A.4)

A monoidal functor is called R-linear (or just linear), if its underlying functor is R-linear.

We now gather some definitions and useful facts about finite categories.

Definition A.10. A finite abelian category is a k-linear category A with the property
that there is a finite-dimensional k-algebra A, such that there is a k-linear equivalence
between A and A−mod.

Linear functors between finite abelian categories admit several useful criteria regarding
adjoints:

Proposition A.11. [DSPS, Proposition 1.7 & Corollary 1.9] Let A and B be finite abelian
categories. If F : A −→ B is a k-linear functor, then the following holds:

1. F has a left adjoint if and only if F is left exact.

2. F has a right adjoint if and only if F is right exact.

Definition A.12. A finite multitensor category is a rigid monoidal category C, whose
underlying category is a finite abelian category and whose tensor product ⊗ : C×C −→ C
is k-linear in both variables.

In a rigid monoidal category C, for every X ∈ C, we have the following adjunctions by
[EGNO, Proposition 2.10.8]:

X∗ ⊗− ⊣ X ⊗− ⊣ ∗X ⊗− and −⊗∗X ⊣ − ⊗X ⊣ − ⊗X∗ (A.5)

It follows from Proposition A.11 that the tensor product ⊗ : C × C −→ C in a finite
multitensor category is exact in both variables.

Definition A.13. A finite tensor category is a finite multitensor category C, whose tensor
unit I is a simple object, i.e., EndC(I) ∼= k.

Finite tensor categories naturally arise in the representation theory of finite-dimensional
Hopf algebras: recall that the category H−mod of finite-dimensional modules of a finite-
dimensional Hopf algebra is a finite tensor category. Its tensor unit is the ground field k,
which is a simple object in H −mod.
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A.3 (Bi)module categories and (bi)module functors

Definition A.14. [EGNO, Definition 7.1.2] A left C-module category is a category M
together with the following data:

• a functor � : C ×M −→ M, called the action of C on M

• a natural family m = (mX,Y,M)X,Y ∈C,M∈M of isomorphisms

mX,Y,M : (X ⊗ Y )�M
∼=−→ X � (Y �M)

• a natural family l = (lM)M∈M of isomorphisms lM : I �M
∼=−→ M

The above data are required to satisfy the pentagon axiom and the triangle axiom, i.e.,
the following diagrams commute for all X, Y, Z ∈ C and M ∈ M:(

(X ⊗ Y )⊗ Z
)
�M

aX,Y,Z�idM

∼=
tt

mX⊗Y,Z,M

∼=
**(

X ⊗ (Y ⊗ Z)
)
�M

mX,Y ⊗Z,M ∼=

��

(X ⊗ Y )� (Z �M)

mX,Y,Z�M∼=

��

X �
(
(Y ⊗ Z)�M

)
idX�mY,Z,M

∼= // X �
(
Y � (Z �M)

)

(A.6)

(X ⊗ I)�M
mX,I,M

∼=
//

rX�idM

∼=

''

X � (I �M)

idX�lM

∼=

ww

X �M

(A.7)

The family m is called the (mixed) associator and the family l is called the (left) unitor.
We sometimes call (�,m, l) the C-module structure of the C-module category M.
A C-module category M is called R-linear (or just linear), if its underlying category is
R-linear and C is an R-linear monoidal category and the action � is R-linear in both
arguments.

In addition to the triangle axiom (A.7), there is another triangle diagram in every
module category that always commutes:

Lemma A.15. If M is a C-module category, then the following diagram commutes for
all Z ∈ C:

(I ⊗ Z)�M

lZ�idM

∼=

''

mI,Z,M

∼=
// I � (Z �M)

lZ�M

∼=

ww

Z �M

(A.8)
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Proof:
To show that (A.8) commutes, consider the commutative diagram

(I ⊗ Z)�M
(
(I ⊗ I)⊗ Z

)
�M∼=

(rI⊗idZ)�idM
oo

∼=
aI,I,Z�idMtt

∼=

mI⊗I,Z,M

**(
I ⊗ (I ⊗ Z)

)
�M

∼=(idI⊗lZ)�idM

OO

∼=mI,I⊗Z,M

��

(I ⊗ I)� (Z �M)

∼=

mI,I,Z�M

ww

∼= rI�idZ�M

��

I �
(
(I ⊗ Z)�M

) ∼=
idI�mI,Z,M

// I �
(
I � (Z �M)

) ∼=
idI�lZ�M

// I � (Z �M)

(A.9)

The pentagon in the middle is just the pentagon (A.6) of the C-module M for X = Y = I
and the triangles on the top left and the bottom right are the triangle axioms of the
monoidal category C (A.1) and the C-module M (A.7) respectively. Going along the two
paths from I � ((I ⊗ Z) � M) to I � (Z � M) in the commuting diagram (A.9), the
following calculation proves the commutativity of (A.8) as desired:

idI � (lZ�M ◦mI,Z,M)

(A.9)
= (rI � idZ�M) ◦mI⊗I,Z,M ◦

(
(r−1

I ⊗ idZ)� idM

)︸ ︷︷ ︸
=
(
r−1
I �(idZ�idM )◦mI,Z,M

) ◦
(
(idI ⊗ lZ)� idM

)
◦m−1

I,I⊗Z,M︸ ︷︷ ︸
=m−1

I,Z,M◦
(
idI�(lZ�idM )

)
= idI � (lZ � idM)

2

The structure of a C-module category M can be encoded in a monoidal functor from
C to End(M) and vice versa. More precisely:

Proposition A.16. [EGNO, Proposition 7.1.3] The assignment

{C-module structures on M} −→ {monoidal functors C −→ End(M)}
(�,m, l) 7−→ (G,Φ, φ)

is a bijection, where a C-module structure (�,m, l) corresponds to the monoidal functor

(G,Φ, φ) : C −→ End(M) (A.10)

X 7−→ X �−

with (ΦX,Y )M = m−1
X,Y,M and φM = l−1

M for all X, Y ∈ C,M ∈ M. A monoidal functor
(G,Φ, φ) : C −→ End(M) corresponds to the C-module structure (�,m, l) with the action

� : C ×M −→ End(M)

(X,M) 7−→ G(X)(M)

and the mixed associator mX,Y,M = (Φ−1
X,Y )M and the unitor lM = φ−1

M for all X, Y ∈ C,
M ∈ M.

118



Proof:
We sketch why the functor (A.10) is monoidal. Since the monoidal category End(M)
is strict, the pentagon (A.6) of the C-module M is equivalent to the hexagon (A.2) of
(A.10). We need to show that the two rectangles (A.3) and (A.4) commute. We only
show the commutativity of one of the diagrams, since the other one is analogous. Due
to the strictness of the monoidal category End(M), the commutativity of the rectangle
(A.3) reduces to the commutativity of the triangle

G(X)
φ•idG(X)

xx

G(lX)−1

%%

G(I) •G(X)
ΦI,X

// G(I ⊗X)

for all X ∈ C which is equivalent to the commutativity of diagram (A.8) for all X ∈ C,
M ∈ M. 2

Definition A.17. Let M and M′ be left C-module categories. A (left) C-module functor
from M to M′ is a pair (F, s), where F : M −→ M′ is a functor and s = (sX,M)X∈C,M∈M

is a natural family of isomorphisms sX,M : F (X � M)
∼=−→ X �′ F (M), such that the

pentagon axiom holds, i.e., the following diagram commutes for all X, Y ∈ C and M ∈ M:

F
(
(X ⊗ Y )�M

)
F (mX,Y,M )

∼=
uu

sX⊗Y,M

∼=
))

F
(
X � (Y �M)

)
sX,Y �M ∼=

��

(X ⊗ Y )�′ F (M)

m′
X,Y,F (M)

∼=

��

X �′ F (Y �M)
idX�′sY,M

∼= // X �′ (Y �′ F (M)
)

(A.11)

The functor F is called the underlying functor of the C-module functor (F, s) and s is
called the C-module structure of (F, s).
A C-module functor (F, s) : M −→ M′ is called R-linear (or just linear), if both M and
M′ are R-linear C-module categories and if the underlying functor F is R-linear.

In contrast to many references and textbooks, we do not require a triangle axiom in
the definition of a module functor: the commutativity of the usual triangle (A.12) follows
from the pentagon (A.11) as we show in Proposition A.18. Our proof follows a similar
strategy as the one found in [JS, Proposition 1.1].

Proposition A.18. If (F, s) : M −→ M′ is a C-module functor, then the diagram

F (I �M)
sI,M

∼=
//

F (lM )

∼=

&&

I �′ F (M)

l′
F (M)

∼=

xx

F (M)

(A.12)

commutes for all M ∈ M.
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Proof:
Consider the following commutative diagram, where the central pentagon is the pentagon
(A.11) of the C-module functor (F, s) for X = Y = I, the triangle in the top left comes
from applying F to the commutative triangle (A.8) and the bottom right diagram is the
commutative triangle (A.8):

F (I �M) F
(
(I ⊗ I)�M

)F (lI�idM )

∼=
oo

F (mI,I,M )

∼=

uu

sI⊗I,M

∼=
))

F
(
I � (I �M)

)F (lI�M ) ∼=

OO

sI,I�M ∼=

��

(I ⊗ I)�′ F (M)

mI,I,F (M) ∼=

��

lI�′idF (M)

∼=
))

I �′ F (M)

I �′ F (I �M)
idI�′sI,M

∼= // I �′ (I �′ F (M)
) ∼=

l′
I�′F (M)

55

(A.13)

We go the path from F (I �M) to I �′ F (M) along the top of diagram (A.13):

(lI �′ idF (M)) ◦ sI⊗I,M ◦ F (l−1
I � idM) = (lI �′ idF (M)) ◦ (l−1

I �′ idF (M)) ◦ sI,M = sI,M
(A.14)

Going from F (I�M) to I�′F (M) along the path at the bottom of diagram (A.13) yields

l′I�F (M) ◦ (idI �′ sI,M) ◦ sI,I�M ◦ F (l−1
I�M) =sI,M ◦ l′F (I�M) ◦ (idI �′ F (l−1

M )) ◦ sI,M
=sI,M ◦ F (l−1

M ) ◦ l′F (M) ◦ sI,M (A.15)

By the commutativity of diagram (A.13), the right-hand sides of (A.14) and (A.15) agree
and thus F (lM) = l′F (M) ◦ sI,M since sI,M is an isomorphism. 2

Definition A.19. [EGNO, Definition 7.2.2] Let M and M′ be left C-module categories.
Let (F, s) and (F ′, s′) be left C-module functors from M to M′. A C-module transfor-
mation between the left C-module functors (F, s) and (F ′, s′) is a natural transformation
ν : F =⇒ F ′, such that the following diagram commutes for all X ∈ C and M ∈ M:

F (X �M)

νX�M

��

sX,M

∼=
// X �′ F (M)

idX�′νM

��

F ′(X �M)
s′X,M

∼= // X �′ F ′(M)

(A.16)

The set of all C-module transformations from (F, s) to (F ′, s′) is denoted by
NatC

(
(F, s), (F ′, s′)

)
.
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Lemma A.20. Let M and M′ be linear C-module categories. Let F, F ′ : M −→ M′

be linear functors and let ν : F =⇒ F ′ be an isomorphism of linear functors. If s is a
C-module structure on F , then the natural family s′ = (s′X,M)X∈C,M∈M of isomorphisms

s′X,M = (idX � νM) ◦ sX,M ◦ ν−1
X�M (A.17)

is a C-module structure on F ′ and ν : (F, s) =⇒ (F ′.s′) becomes an isomorphism of
C-module functors. In particular, if (F, s) : M −→ M′ is an equivalence of C-module
categories, then (F ′, s′) : M −→ M′ is an equivalence of C-module categories.

Proof:
We need to show that (F ′, s′) satisfies the pentagon axiom (A.11). Consider the following
diagram:

F ′((X ⊗ Y )�M
)

F ′(mX,Y,M )

∼=

vv

∼=

s′X⊗Y,M

))

F ′(X � (Y �M))

s′X,Y �M
∼=

��

F
(
(X ⊗ Y )�M

)
ν(X⊗Y )�M∼=

OO

F (mX,Y,M )

∼=
ww

sX⊗Y,M

∼=
((

(X ⊗ Y )�′ F ′(M)

∼= m′
X,Y,F ′(M)

��

F
(
X � (Y �M)

)∼=

νX�(Y �M)

gg

sX,Y �M ∼=

��

(X ⊗ Y )�′ F (M)

m′
X,Y,F (M)

∼=

��

∼=

idX⊗Y �′νM

66

X �′ F (Y �M)

idX�′νY,M

∼=

ww

idX�′sY,M

∼= // X �′ (Y �′ F (M)
)

∼=
idX�′(idY �′νM ) ((

X �′ F ′(Y �M)
∼=

idX�′s′Y,M

// X �′ (Y �′ F ′(M)
)

The central pentagon commutes since (F, s) is a C-module functor. The top left quadri-
lateral commutes by naturality of ν, the right quadrilateral commutes by naturality of m′

and the left, bottom and top right quadrilaterals commute by definition of s′ (see (A.17)).
Hence, the outer pentagon also commutes, which is the desired pentagon axiom for (F ′, s′).

By definition of s′, diagram (A.16) commutes and thus ν : (F, s) =⇒ (F ′.s′) is an
isomorphism of C-module functors. 2

Lemma A.21. Let C be a monoidal category and let M be a C-module category. We
endow C with the structure of the regular C-module category. If (L, id) : C −→ M is a strict
C-module functor with right adjoints (R, s), (R′, id) : M −→ C, where (R′, id) is strict and
the counit ϵ : L ◦ R =⇒ IdC of the adjunction L ⊣ R is a C-module transformation, then
(R, s) ∼= (R′, id) as C-module functors.
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Proof:
Let η′ : IdM =⇒ R′ ◦ L denote the unit and let ϵ′ : L ◦ R′ =⇒ IdC denote the counit of
the adjunction L ⊣ R′. Let η : IdM =⇒ R ◦ L denote the unit of the adjunction L ⊣ R.
It is well-known (see, e.g., the analogous [R, Proposition 4.4.1]) that there is a natural
isomorphism γ : R =⇒ R′ whose components on M ∈ M are given by

γM = R′(ϵM) ◦ η′R(M) : R(M) −→ R′(M) (A.18)

For each M ∈ M, the inverse of γM is the morphism

γ−1
M = R(ϵ′M) ◦ ηR′(M) : R′(M) −→ R(M)

Now we show that γ : (R, s) =⇒ (R′, id) is a morphism of C-module functors, i.e., the
following diagram commutes for all X ∈ C,M ∈ M:

R(X �M)
sX,M

//

γX�M

��

X ⊗R(M)

idX⊗γM
��

R′(X �M) X ⊗R′(M)

(A.19)

Indeed, the following calculation shows the commutativity of diagram (A.19):

γX�M =R′(ϵX�M) ◦ η′R(X�M)

=R′(idX � ϵM) ◦R′(L(sX,M)
)
◦ η′R(X�M)

=R′(idX � ϵM) ◦ η′X⊗R(M) ◦ sX,M

=
(
idX ⊗R′(ϵM)

)
◦ (idX ⊗ η′R(M)) ◦ sX,M

=(idX ⊗ γM) ◦ sX,M

Here we have used (A.18) in the first and last equality. In the second equality, we have
used the assumption that ϵ : L ◦ R =⇒ IdC is a C-module transformation. In the third
equality, we have used the naturality of η′ and in the fourth equality, we have used the
strictness of (L, id) and (R′, id). 2

Definition A.22. A right C-module category is a category M together with the following
data:

• a functor � : M×C −→ M

• a natural family n = (nM,Y,X)M∈M,X,Y ∈C of isomorphisms

nM,Y,X : M � (Y ⊗X)
∼=−→ (M � Y )�X

• a natural family r = (rM)M∈M of isomorphisms rM : M � I
∼=−→ M
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The above data are required to satisfy the pentagon axiom and the triangle axiom, i.e.,
the following diagrams commute for all X, Y, Z ∈ C and M ∈ M:

M �
(
Z ⊗ (Y ⊗X)

)
idM�a−1

Z,Y,X

∼=
tt

nM,Z,Y ⊗X

∼=
**

M �
(
(Z ⊗ Y )⊗X

)
nM,Z⊗Y,X ∼=

��

(M � Z)� (Y ⊗X)

nM�Z,Y,X∼=

��(
M � (Z ⊗ Y )

)
�X

nM,Z,Y �idX

∼= //
(
(M � Z)� Y

)
�X

M � (I �X)
nM,I,X

∼=
//

idM�lX

∼=

''

(M � I)�X

rM�idX

∼=

ww

M �X

Definition A.23. LetM andM′ be right C-module categories. A right C-module functor
fromM toM′ is a pair (G, t), whereG : M −→ M′ is a functor and t = (tM,X)X∈C,M∈M is

a natural family of isomorphisms tM,X : G(M�X)
∼=−→ G(M)�′X, such that the pentagon

axiom holds, i.e., the following diagram commutes for all X, Y ∈ C and M ∈ M:

G
(
M � (Y ⊗X)

)
G(nM,Y,X)

∼=
uu

tM,Y ⊗X

∼=
))

G
(
(M � Y )�X

)
tM�Y,X ∼=

��

G(M)�′ (Y ⊗X)

n′
G(M),Y,X

∼=

��

G(M � Y )�X
tM,Y �′idX

∼= //
(
G(M)�′ Y

)
�′ X

(A.20)

Linear right module categories and linear right module functors are defined analogously
to their left module versions in Definition A.14 and A.17.

We can also deduce a triangle diagram for right module functors, like we did for left
module functors in Proposition A.18.

Proposition A.24. If (G, t) : M −→ M′ is a right C-module functor, then the diagram

G(M � I)
tM,I

∼=
//

G(rM )

∼=

&&

G(M)� I

rG(M)

∼=

xx

G(M)

(A.21)

commutes for all M ∈ M.
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Definition A.25. [EGNO, Definition 7.1.7] A (C,D)-bimodule category is a category M
that is both a left C-module category and a right D-module category together with a
natural family b = (bX,M,Z)X,Z∈C,M∈M of isomorphisms

bX,M,Z : (X �M)� Z
∼=−→ X � (M � Z)

inM, such that the following diagrams commute for all X, Y ∈ C, W,Z ∈ D andM ∈ M:(
(X ⊗ Y )�M

)
� Z

mX,Y,M�idZ

∼=
tt

bX⊗Y,M,Z

∼=
**(

X � (Y �M)
)
� Z

bX,Y �M,Z ∼=

��

(X ⊗ Y )� (M � Z)

mX,Y,M�Z∼=

��

X �
(
(Y �M)� Z

)
idX�bY,M,Z

∼= // X �
(
Y � (M � Z)

)
X �

(
M � (W ⊗ Z)

)
idX�nM,W,Z

∼=
tt

b−1
X,M,W⊗Z

∼=
**

X �
(
(M �W )� Z

)
b−1
X,M�W,Z

∼=

��

(X �M)� (W ⊗ Z)

nX�M,W,Z∼=

��(
X � (M �W )

)
� Z

b−1
X,M,W�idZ

∼= //
(
(X �M)�W

)
� Z

A (C,D)-bimodule category M is called R-linear (or just linear), if M is an R-linear left
C-module category and an R-linear right D-module category.

Definition A.26. Let M and M′ be (C,D)-bimodule categories. A (C,D)-bimodule
functor from M to M′ is a triple (F, s, t), where (F, s) is a left C-module functor from
M to M′ and (F, t) is a right D-module functor from M to M′, such that the following
diagram commutes for all X ∈ C, Y ∈ D and M ∈ M:

F
(
(X �M)� Y

)
∼=

F (bX,M,Y )
//

∼=tX�M,Y

��

F
(
X � (M � Y )

)
∼= sX,M�Y

��

F (X �M)�′ Y

∼=sX,M�′idY

��

X �′ F (M � Y )

∼= idX�′tM,Y

��(
X �′ F (M)

)
�′ Y

∼=
b′
X,F (M),Y

// X �′ (F (M)�′ Y
)

(A.22)
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The functor F is called the underlying functor of the (C,D)-bimodule functor (F, s, t).
A (C,D)-bimodule functor (F, s, t) : M −→ M′ is called R-linear (or just linear), if both
M and M′ are R-linear (C,D)-bimodule categories and if (F, s) and (F, t) are R-linear
left and right module functors respectively.

Proposition A.27. [DSPS, Corollary 2.13] Let C and D be finite tensor categories and
let N and N ′ be (C,D)-bimodule categories. Let Q : N −→ N ′ be a (C,D)-bimodule
functor. If the underlying functor Q has a left (respectively right) adjoint, then the left
(respectively right) adjoint has the structure of a (C,D)-bimodule functor and the unit and
the counit of the adjunction are natural transformations of (C,D)-bimodule functors.
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B The non-strict case

We want to study associator deformations in settings where the monoidal category and
the module category are not necessarily strict, for instance, when the module category
comes from a (quasi-)comodule algebra over a Hopf algebra. Since we are not aware of
a strictification result which allows to strictify a monoidal category C together with a
module category M over C simultaneously, we need to generalize the associator complex
from Section 1.1 to allow non-strict ingredients.
We also present a version of the Davydov-Yetter complex with coefficients of a not nec-
essarily strict monoidal functor, where only the target category is assumed to be strict.
This allows us to study deformations of the action functor ρM : C −→ End(M) in the
most general setting, since the monoidal category End(M) is always strict. Finally, we
provide all the necessary results to prove Theorem 2.9.

In this section, let C be a k-linear monoidal category and let D be a k-linear strict
monoidal category. Let (G,Φ, φ) : C −→ D be a k-linear monoidal functor.

For n ≥ 1, we define the two k-multilinear functors

G×n : C×n −→ D×n

(X1, . . . , Xn) −→
(
G(X1), . . . , G(Xn)

)
n
⊗ : D×n −→ D

(Y1, . . . , Yn) −→ Y1 ⊗ . . .⊗ Yn

Coefficients for the Davydov-Yetter complex live in the centralizer of a monoidal func-
tor, hence we recall this notion here in our general setting:

Definition B.1. Let X ∈ D. A half-braiding relative to G is a natural isomorphism
σX : X ⊗G =⇒ G⊗X such that the following diagram commutes for all V,W ∈ C:

X ⊗G(V )⊗G(W )

∼=σX
V ⊗idG(W )

��

∼=

idX⊗ΦV,W
// X ⊗G(V ⊗W )

∼= σX
V ⊗W

��

G(V )⊗X ⊗G(W )

∼=idG(V )⊗σX
W
��

G(V )⊗G(W )⊗X
∼=

ΦV,W⊗idX
// G(V ⊗W )⊗X

(B.1)

Definition B.2. The centralizer Z(G,Φ, φ) of the monoidal functor (G,Φ, φ) : C −→ D
is the category whose objects are pairs (X, σX) where X ∈ D and σX is a half-braiding
relative to G and whose morphisms f : (X, σX) −→ (Y, σY ) are morphisms f : X −→ Y
in D, such that the following diagram commutes for all V ∈ C:

X ⊗G(V )

f⊗idG(V )

��

σX
V

∼=
// G(V )⊗X

idG(V )⊗f

��

Y ⊗G(V )
σY
V

∼= // G(V )⊗ Y

(B.2)
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We sometimes write Z(G) instead of Z(G,Φ, φ) if the monoidal structure is clear from
the context.

To simplify the proofs in the following subsections, we introduce the auxiliary complex
of a k-linear monoidal functor (G,Φ, φ) : C −→ D with coefficients X = (X, σX) ∈ Z(G)
and Y = (Y, σY ) ∈ Z(G): for n ≥ 1, the nth cochain space of the auxiliary complex
consists of natural transformations β, whose components are morphisms in D of the form:

βX1,...,Xn : X ⊗G(X1)⊗ . . .⊗G(Xn) −→ G(X1)⊗ . . . G(Xn)⊗ Y (B.3)

and the differential

∂n
aux : Cn

aux(G,X,Y) −→ Cn+1
aux (G,X,Y)

is defined as the alternating sum over the following coface maps:

∂n
aux[0](β)X1,...,Xn+1

:=
(
idG(X1) ⊗ βX2,...,Xn+1

)
◦
(
σX
X1

⊗ idG(X2)...G(Xn+1)

)
(B.4)

∂n
aux[i](β)X1,...,Xn+1

:=
(
idG(X1)...G(Xi−1) ⊗ Φ−1

Xi,Xi+1
⊗ idG(Xi+2)...G(Xn+1)Y

)
◦ βX1,...,XiXi+1,...,Xn+1

◦
(
idXG(X1)...G(Xi−1) ⊗ ΦXi,Xi+1

⊗ idG(Xi+2)...G(Xn+1)

)
(B.5)

∂n
aux[n+ 1](β)X1,...,Xn+1

:=
(
idG(X1)...G(Xn) ⊗ σY

Xn+1

)
◦
(
βX1,...,Xn ⊗ idG(Xn+1)

)
(B.6)

More precisely:

Definition B.3. Let C be a k-linear monoidal category and let D be a k-linear
strict monoidal category. The auxiliary complex of a k-linear monoidal functor
(G,Φ, φ) : C −→ D with coefficients X = (X, σX),Y = (Y, σY ) ∈ Z(G) is denoted by(
C•

aux(G,X,Y), ∂aux
)
, where the nth cochain space is the k-vector space

Cn
aux

(
(G,Φ, φ),X,Y

)
:=

{
HomD(X, Y ) if n = 0

Nat
(
X ⊗ (

n
⊗ ◦G×n), (

n
⊗ ◦G×n)⊗ Y

)
if n ≥ 1

and the differential is defined as

∂n
aux(β)X1,...,Xn+1 =

n+1∑
i=0

(−1)i∂n
aux[i](β)X1,...,Xn+1

for n ≥ 1 and for n = 0 we set

∂0
aux(β)X1 =

(
idG(X1) ⊗ β

)
◦ σX

X1
− σY

X1
◦
(
β ⊗ idG(X1)

)
(B.7)

Note that the bracketing of the tensor products in the source and target of the com-
ponents of the n-cochains (B.3) agrees. This will make our calculations easier, but it also
means that the auxiliary complex is not directly applicable to our deformation problems;
in non-strict settings, however, this effect is of course invisible.
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Lemma B.4. The maps (B.4), (B.5), (B.6) satisfy the cosimplicial relations and thus,
the pair

(
C•

aux(G,X,Y), ∂aux
)
from Definition B.3 is a cochain complex of k-vector spaces.

Proof:
We need to show that the coface maps satisfy the cosimplicial relations

∂n+1
aux [j] ◦ ∂n

aux[i] = ∂n+1
aux [i] ◦ ∂n

aux[j − 1]

for all n ≥ 0 and 0 ≤ i < j ≤ n+2. We only prove the case j = n+2 and i = n+1 since
the other cases are completely analogous:(

∂n+1
aux [n+ 2] ◦ ∂n

aux[n+ 1]
)
(f)X1,...,Xn+2

=
(
idG(X1)...G(Xn+1) ⊗ σY

Xn+2

)
◦
(
(∂n

aux[n+ 1](β))X1,...,Xn+1 ⊗ idG(Xn+2)

)
=
(
idG(X1)...G(Xn+1) ⊗ σY

Xn+2

)
◦
(
idG(X1)...G(Xn) ⊗ σY

Xn+1
⊗ idG(Xn+2)

)
◦
(
βX1,...,Xn ⊗ idG(Xn+1) ⊗ idG(Xn+2)

)
(B.1)
=

(
idG(X1)...G(Xn) ⊗ Φ−1

Xn+1,Xn+2
⊗ idY

)
◦
(
idG(X1)...G(Xn) ⊗ σY

Xn+1⊗Xn+2

)
◦
(
idG(X1)...G(Xn) ⊗ idY ⊗ ΦXn+1,Xn+2

)
◦
(
βX1,...,Xn ⊗ idG(Xn+1) ⊗ idG(Xn+2)

)
=
(
idG(X1)...G(Xn) ⊗ Φ−1

Xn+1,Xn+2
⊗ idY

)
◦
(
idG(X1)...G(Xn) ⊗ σY

Xn+1Xn+2

)
◦
(
βX1,...,Xn ⊗ idG(Xn+1Xn+2)

)
◦
(
idXG(X1)...G(Xn) ⊗ ΦXn+1,Xn+2

)
=
(
idG(X1)...G(Xn) ⊗ Φ−1

Xn+1,Xn+2
⊗ idY

)
◦ ∂n

aux[n+ 1](β)X1,...,Xn,Xn+1⊗Xn+2

◦
(
idXG(X1)...G(Xn) ⊗ ΦXn+1,Xn+2

)
=
(
∂n+1
aux [n+ 1] ◦ ∂n

aux[n+ 1]
)
(β)X1,...,Xn+2

2

B.1 Davydov-Yetter complex

In [GHS, Definition 3.3], the Davydov-Yetter complex with coefficients is defined for a
k-linear strict monoidal functor G : C −→ D between k-linear strict monoidal categories
C and D. We will generalize the complex by keeping D strict but allowing C to be a not
necessarily strict monoidal category and (G,Φ, φ) : C −→ D to be a not necessarily strict
monoidal functor. Before we define the Davydov-Yetter complex in this setting, we fix
the following notation: for n ≥ 1, we define the k-multilinear functor

⊗n : C×n −→ C
(X1, . . . , Xn) −→ X1 ⊗

(
X2 ⊗ (. . .⊗ (Xn−1 ⊗Xn) . . .)

)
as well as the rebracketing isomorphism

Φn :
n
⊗ ◦G×n =⇒ G ◦ ⊗n

whose components

(Φn)X1,...,Xn : G(X1)⊗ . . .⊗G(Xn) −→ G
(
X1 ⊗

(
X2 ⊗ (. . .⊗ (Xn−1 ⊗Xn) . . .)

))
(B.8)
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are the following isomorphisms in D:

(Φn)X1,...,Xn
:=


idG(X1) if n = 1.

ΦX1,X2(...(Xn−1Xn)...) ◦ (idG(X1) ⊗ ΦX2,X3(...(Xn−1,Xn)...))

◦ . . . ◦ (idG(X1)...G(Xn−3) ⊗ ΦXn−2,Xn−1Xn)

◦(idG(X1)...G(Xn−2) ⊗ ΦXn−1,Xn) if n ≥ 2.

(B.9)

For n ≥ 1, the nth cochain space of the Davydov-Yetter complex of a k-linear
and not necessarily strict monoidal functor (G,Φ, φ) : C −→ D with coefficients
X = (X, σX),Y = (Y, σY ) ∈ Z(G) is the k-vector space

Nat
(
X ⊗ (

n
⊗ ◦G×n), (G ◦ ⊗n)⊗ Y

)
that consists of natural transformations b whose components are morphisms in D of the
form

bX1,...,Xn : X ⊗G(X1)⊗ . . .⊗G(Xn) −→ G
(
X1 ⊗

(
X2 ⊗ (. . .⊗ (Xn−1 ⊗Xn) . . .)

))
⊗ Y

(B.10)

For n ≥ 1 and 0 ≤ j ≤ n, we consider the coface maps

∂n
ass[j] : Cn

DY(G,X,Y) −→ Cn+1
DY (G,X,Y)

with

∂n
DY[0](b)X1,...,Xn+1

:=
(
(Φn+1)X1,...,Xn+1 ⊗ idY

)
◦
(
idG(X1) ⊗ (Φ−1

n )X2,...,Xn+1 ⊗ idY

)
◦
(
idG(X1) ⊗ bX2,...,Xn+1

)
◦
(
σX
X1

⊗ idG(X1)...G(Xn+1)

)
∂n
DY[i](b)X1,...,Xn+1

:=
(
(Φn+1)X1,...,Xn+1 ⊗ idY

)
◦
(
idG(X1)...G(Xi−1) ⊗ Φ−1

Xi,Xi+1
⊗ idG(Xi+2)...G(Xn+1)Y

)
◦
(
(Φ−1

n )X1,...,XiXi+1,...,Xn+1 ⊗ idY

)
◦ bX1,...,XiXi+1,...,Xn+1

◦
(
idXG(X1)...G(Xi−1) ⊗ ΦXi,Xi+1

⊗ idG(Xi+2)...G(Xn+1)

)
∂n
DY[n+ 1](b)X1,...,Xn+1

:=
(
(Φn+1)X1,...,Xn+1 ⊗ idY

)
◦
(
idG(X1)...G(Xn) ⊗ σY

Xn+1

)
◦
(
(Φ−1

n )X1,...,Xn ⊗ idY ⊗ idG(Xn+1)

)
◦
(
bX1,...,Xn ⊗ idG(Xn+1)

)
where 1 ≤ i ≤ n, X1, . . . , Xn+1 ∈ C and b ∈ Nat

(
X ⊗ (

n
⊗ ◦G×n), (G ◦ ⊗n)⊗ Y

)
.

Definition B.5. Let C be a k-linear monoidal category and let D be a k-linear
strict monoidal category. The Davydov-Yetter complex of a k-linear monoidal functor
(G,Φ, φ) : C −→ D with coefficients X = (X, σX),Y = (Y, σY ) ∈ Z(G) is denoted by(
C•

DY(G,X,Y), ∂DY

)
, where the nth cochain space is the k-vector space

Cn
DY(G,X,Y) :=

{
HomD(X, Y ) if n = 0

Nat
(
X ⊗ (

n
⊗ ◦G×n), (G ◦ ⊗n)⊗ Y

)
if n ≥ 1

129



and the differential is defined as

∂n
DY(b)X1,...,Xn+1 =

n+1∑
i=0

∂n
DY[i](b)X1,...,Xn+1

for n ≥ 1 and for n = 0 we set

∂0
DY(b)X1 =

(
idG(X1) ⊗ b

)
◦ σX

X1
− σY

X1
◦
(
b⊗ idG(X1)

)
(B.11)

The space of n-cocycles is denoted by Zn
DY(G,X,Y). If (X, σX) = (Y, σY ), we also write

C•
DY(G, (X, σX)) instead of C•

DY

(
G, (X, σX), (X, σX)

)
etc.

Instead of showing directly that the differential ∂DY squares to zero, we establish an
isomorphism of the Davydov-Yetter complex C•

DY(G,X,Y) and the auxiliary complex
C•

aux(G,X,Y) as follows: recall from (B.3) that for n ≥ 1, an n-cochain β in the auxiliary
complex is a natural transformation with components

βX1,...,Xn : X ⊗G(X1)⊗ . . .⊗G(Xn) −→ G(X1)⊗ . . . G(Xn)⊗ Y

Postcomposing βX1,...,Xn with the rebracketing isomorphism (Φn)X1,...,Xn ⊗ idY (see B.8)
gives a morphism in D of the form(

(Φn)X1,...,Xn ⊗ idY

)
◦ βX1,...,Xn : X ⊗G(X1)⊗ . . .⊗G(Xn)

−→ G
(
X1 ⊗

(
X2 ⊗ (. . .⊗ (Xn−1 ⊗Xn) . . .)

))
⊗ Y,

i.e., an n-cochain in the Davydov-Yetter complex C•
DY(G,X,Y) (see (B.10)). Indeed, we

have an isomorphism of k-vector spaces

λn : Cn
aux(G,X,Y)

∼=−→ Cn
DY(G,X,Y) (B.12)

with

λn(β)X1,...,Xn
:=

(
(Φn)X1,...,Xn ⊗ idY

)
◦ βX1,...,Xn

for n ≥ 1 and

λ0(β) := β

The inverse of λ0 is obvious and for n ≥ 1, the inverse

λ−1
n : Cn

DY(G,X,Y)
∼=−→ Cn

aux(G,X,Y)

is constructed using Φ−1
n as follows:

λ−1
n (b)X1,...,Xn =

(
(Φ−1

n )X1,...,Xn ⊗ idY

)
◦ bX1,...,Xn

Lemma B.6. Let C be a k-linear monoidal category and let D be a k-linear strict monoidal
category. Let (G,Φ, φ) : C −→ D be a k-linear monoidal functor and let X,Y ∈ Z(G).
The isomorphisms (B.12) of k-vector spaces combine into an isomorphism of cochain
complexes

C•
aux(G,X,Y) ∼= C•

DY(G,X,Y)
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Proof:
We show that the isomorphisms (B.12) are compatible with the differentials, i.e., we show
that the following diagram commutes for all n ≥ 0:

Cn
aux(G,X,Y)

∂n
aux // Cn+1

aux (G,X,Y)

∼= λn+1

��

Cn
DY(G,X,Y)

∼=λ−1
n

OO

∂n
DY

// Cn+1
DY (G,X,Y)

(B.13)

The case n = 0 is clear since by definition, we have ∂0
aux = ∂0

DY (see (B.7) and (B.11)).
For n = 1, the following calculation shows the commutativity of diagram (B.13), where

we have used that λ1 = id and Φ2 = Φ:(
λ2 ◦ ∂1

aux ◦ λ−1
1

)
(b)X1,X2 =(ΦX1,X2 ⊗ idY ) ◦ ∂1

aux(b)X1,X2

=(ΦX1,X2 ⊗ idY ) ◦ (idG(X1) ⊗ bX2) ◦ (σX
X1

⊗ idG(X2))

− (ΦX1,X2 ⊗ idY ) ◦ (Φ−1
X1,X2

⊗ idY ) ◦ bX1X2 ◦ (idX ⊗ ΦX1,X2)

+ (ΦX1,X2 ⊗ idY ) ◦ (idG(X1) ⊗ σY
X2
) ◦ (bX1 ⊗ idG(X2))

=∂1
DY(b)X1,X2

For n ≥ 2, we have(
λn+1 ◦ ∂n

aux ◦ λ−1
n

)
(b)X1,...,Xn+1 =

(
(Φn+1)X1,...,Xn+1 ⊗ idY

)
◦ ∂n

aux

(
λ−1
n (b)

)
X1,...,Xn+1

(B.14)

and we calculate the right-hand side of (B.14) for each coface map separately: the first
boundary term reads

∂n
aux[0]

(
λ−1
n (b)

)
X1,...,Xn+1

=
(
idG(X1) ⊗ λ−1

n (b)X2,...,Xn+1

)
◦
(
σX
X1

⊗ idG(X2)...G(Xn+1)

)
=
(
idG(X1) ⊗

(
(Φ−1

n )X2,...,Xn+1 ⊗ idY

))
◦ (idG(X1) ⊗ bX2,...,Xn+1)

◦
(
σX
X1

⊗ idG(X2)...G(Xn+1)

)
and thus we get(

(Φn+1)X1,...,Xn+1 ⊗ idY

)
◦ ∂n

aux[0]
(
λ−1
n (b)

)
X1,...,Xn+1

= ∂n
DY[0](b)X1,...,Xn+1

For 1 ≤ i ≤ n, we have

∂n
aux[i]

(
λ−1
n (b)

)
X1,...,Xn+1

=
(
idG(X1)...G(Xi−1) ⊗ Φ−1

Xi,Xi+1
⊗ idG(Xi+2)...G(Xn+1)Y

)
◦ λ−1

n (b)X1,...,XiXi+1,...,Xn+1

◦
(
idXG(X1)...G(Xi−1) ⊗ ΦXi,Xi+1

⊗ idG(Xi+2)...G(Xn+1)

)
=
(
idG(X1)...G(Xi−1) ⊗ Φ−1

Xi,Xi+1
⊗ idG(Xi+2)...G(Xn+1)Y

)
◦
(
(Φ−1

n )X1,...,XiXi+1,...,Xn+1 ⊗ idY

)
◦ (bX1,...,XiXi+1,...,Xn+1 ⊗ idG(Xn+1))

◦
(
idXG(X1)...G(Xi−1) ⊗ ΦXi,Xi+1

⊗ idG(Xi+2)...G(Xn+1)

)
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and hence we obtain(
(Φn+1)X1,...,Xn+1 ⊗ idY

)
◦ ∂n

aux[i]
(
λ−1
n (b)

)
X1,...,Xn+1

= ∂n
DY[i](b)X1,...,Xn+1

Finally, the second boundary term is

∂n
aux[n+ 1]

(
λ−1
n (b)

)
X1,...,Xn+1

=
(
idG(X1)...G(Xn) ⊗ σY

Xn+1

)
◦
(
λ−1
n (b)X1,...,Xn ⊗ idG(Xn+1)

)
=
(
idG(X1)...G(Xn) ⊗ σY

Xn+1

)
◦
((
(Φ−1

n )X1,...,Xn ⊗ idY

)
⊗ idG(Xn+1)

)
◦ (bX1,...,Xn ⊗ idG(Xn+1))

and thus we have(
(Φn+1)X1,...,Xn+1 ⊗ idY

)
◦ ∂n

aux[n+ 1]
(
λ−1
n (b)

)
X1,...,Xn+1

= ∂n
DY[n+ 1](b)X1,...,Xn+1

which finishes the proof.
2

We now turn to the case where the monoidal functor is the action functor

ρM : C −→ End(M)

of a k-linear C-module category M. Recall the monoidal structure m of the action functor
from (2.6). For n ≥ 1, the rebracketing isomorphism (B.8) on components in M is the
following isomorphism(

(mn)X1,...,Xn

)
M

: X1 �
(
. . .� (Xn �M) . . .

)
∼=−→

(
X1 ⊗

(
X2 ⊗ (. . .⊗ (Xn−1 ⊗Xn) . . .)

))
�M (B.15)

with

(
(mn)X1,...,Xn

)
M

=


idX1�M if n = 1.

m−1
X1,X2(...(Xn−1Xn)...),M

◦ (idX1 �m−1
X2,X3(...(Xn−1,Xn)...),M

)

◦ . . . ◦
(
idX1 � (. . .� (idXn−3 �m−1

Xn−2,Xn−1Xn,M
) . . .)

)
◦
(
idX1 � (. . .� (idXn−2 �m−1

Xn−1,Xn,M
) . . .)

)
if n ≥ 2.

Remark B.7. For n ≥ 1, the isomorphism

λn : Cn
aux

(
ρM, (F, s), (F ′, s′)

) ∼=−→ Cn
DY

(
ρM, (F, s), (F ′, s′)

)
sends an n-cocycle β that has the components

(βX1,...,Xn)M : F
(
X1 �

(
. . .

(
Xn−1 � (Xn �M)

))
. . .

)
−→ X1 �

(
. . .

(
Xn−1 �

(
Xn � F ′(M)

))
. . .

)
to the n-cocycle in the Davydov-Yetter complex with components(

λn(β)X1,...,Xn

)
F ′(M)

=
(
(mn)X1,...,Xn

)
M

◦ (βX1,...,Xn)M
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The inverse

λ−1
n : Cn

DY

(
ρM, (F, s), (F ′, s′)

) ∼=−→ Cn
aux

(
ρM, (F, s), (F ′, s′)

)
sends an n-cocycle b that has the components

(bX1,...,Xn)M : F
(
X1 �

(
. . .

(
Xn−1 � (Xn �M)

))
. . .

)
−→

(
X1 ⊗

(
X2 ⊗ (. . .⊗ (Xn−1 ⊗Xn) . . .)

))
� F ′(M)

to the n-cocycle in the auxiliary complex which has the components(
λ−1
n (b)X1,...,Xn

)
M

=
(
(m−1

n )X1,...,Xn

)
◦ (bX1,...,Xn)M

Remark B.8. Recall from Proposition 2.8 that we identify the monoidal categories Z(ρM)
and EndC(M). Here, we list the coface maps of the cochain complex C•

DY

(
ρM, (F, s), (F ′, s′)

)
for n ≥ 1:(

∂n
DY[0](b)X1,...,Xn+1

)
M

=
(
(mn+1)X1,...,Xn+1 • idF ′

)
M

◦
(
idρM(X1) • (m−1

n )X2,...,Xn+1 • idF ′
)
M

◦
(
idρM(X1) • bX2,...,Xn+1

)
M

◦
(
sX1,− • idρM(X1)...ρM(Xn+1)

)
M

=
(
(mn+1)X1,...,Xn+1

)
F ′(M)

◦
(
idX1 �

(
(m−1

n )X2,...,Xn+1

)
F ′(M)

)
◦
(
idX1 � (bX2,...,Xn+1)M

)
◦ sX1,X2�(...�(Xn+1�M)...)

(
∂n
DY[i](b)X1,...,Xn+1

)
M

=
(
(mn+1)X1,...,Xn+1 • idF ′

)
M

◦
(
idρM(X1)...ρM(Xi−1) •m−1

Xi,Xi+1
• idρM(Xi+2)...ρM(Xn+1)F ′

)
M

◦
(
(m−1

n )X1,...,XiXi+1,...,Xn+1 • idF ′
)
M

◦ (bX1,...,XiXi+1,...,Xn+1)M

◦
(
idFρM(X1)...ρM(Xi−1) •mXi,Xi+1

• idρM(Xi+2)...ρM(Xn+1)

)
M

=
(
(mn+1)X1,...,Xn+1

)
F ′(M)

◦
(
idX1 � (. . .� (idXi−1

�mXi,Xi+1,Xi+2�(...�(Xn+1�F ′(M))...)) . . .)
)

◦
(
(m−1

n )X1,...,XiXi+1,...,Xn+1

)
F ′(M)

◦ (bX1,...,XiXi+1,...,Xn+1)M

◦ F
(
idX1 � (. . .� (idXi−1

�m−1
Xi,Xi+1,Xi+2�(...�(Xn+1�M)...)) . . .)

)
(
∂n
DY[n+ 1](b)X1,...,Xn+1

)
M

=
(
(mn+1)X1,...,Xn+1 • idF ′

)
M

◦
(
idρM(X1)...ρM(Xn) • s′Xn+1,−

)
M

◦
(
(m−1

n )X1,...,Xn • idF ′ • idρM(Xn+1)

)
M

◦
(
bX1,...,Xn • idρM(Xn+1)

)
M

=
(
(mn+1)X1,...,Xn+1

)
F ′(M)

◦
(
idX1 �

(
. . .� (idXn � s′Xn+1,M

) . . .
))

◦
(
(m−1

n )X1,...,Xn

)
F ′(Xn+1�M)

◦ (bX1,...,Xn)Xn+1�M

For n = 0, the differential is defined as(
∂0
DY(b)X1

)
M

=
(
idρM(X1) • b

)
M

◦ sX1,M − s′X1,M
◦
(
b • idρM(X1)

)
M

=(idX1 � bM) ◦ sX1,M − s′X1,M
◦ bX1�M

133



B.2 Associator deformation complex

Before we introduce the associator deformation complex in the non-strict case, we need
the following notation: for n ≥ 1, we define the k-multilinear functors

n⊗ : C×n −→ C
(X1, . . . , Xn) −→

(
. . . (X1 ⊗X2)⊗ . . .

)
⊗Xn

�n : C×n ×M −→ M
(X1, . . . , Xn,M) −→ X1 �

(
X2 � (. . .� (Xn �M) . . .)

)
where we use the convention that �0 = IdM.

For any k-linear endofunctor F : M −→ M and all n ≥ 1, we introduce the two
k-multilinear functors

n(F ) : C×n ×M −→ M
(X1, . . . , Xn,M) −→ F

((
(. . . (X1 ⊗X2)⊗ . . .)⊗Xn

)
�M

)
(F )n : C×n ×M −→ M
(X1, . . . , Xn,M) −→ X1 �

(
. . .

(
Xn−1 �

(
Xn � F (M)

))
. . .

)
encoding two different ways of putting parentheses in multiple actions. For n = 0 we use
the convention 0(F ) = (F )0 = F .

For all n ≥ 0, we define the natural isomorphism mn whose components are the
following isomorphisms in M:(

(mn)X1,...,Xn

)
M

: F
(
X1 � (. . .� (Xn �M) . . .)

)
∼=−→ F

(
((. . . (X1 ⊗X2)⊗ . . .)⊗Xn)�M

)
(B.16)

where

(m0)M := idF (M),
(
(m1)X1

)
M

:= idF (X1�M)

and(
(mn)X1,...,Xn

)
M

:= F
(
m−1

(...(X1X2)...)Xn−1,Xn,M

)
◦ F

(
m−1

(...(X1X2)...)Xn−2,Xn−1,Xn�M

)
◦ . . .

◦ F
(
m−1

X1X2,X3,X4�(...�(Xn�M)...)

)
◦ F

(
m−1

X1,X2,X3�(...�(Xn�M)...)

)
Note that the isomorphisms (B.16) satisfy the following recursion formula for n ≥ 2:(

(mn+1)X1,...,Xn+1

)
M

= F
(
m−1

(...(X1X2)...)Xn,Xn+1,M

)
◦
(
(mn)X1,...,Xn

)
Xn+1�M

(B.17)

We are ready to define the associator deformation complex: for n ≥ 0, the nth cochain
space is defined as the k-vector space

Cn
ass

(
(F, s), (F ′, s′)

)
:= Nat

(
n(F ), (F ′)n

)
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In other words, the nth cochain space of the associator deformation complex

C•
ass

(
(F, s), (F ′, s′)

)
consists of natural transformations, whose components are morphisms in M that are of
the form

fX1,...,Xn,M : F
(((

. . . (X1 ⊗X2)⊗ . . .
)
⊗Xn

)
�M

)
−→ X1 �

(
. . .

(
Xn−1 �

(
Xn � F ′(M)

))
. . .

)
(B.18)

for X1, . . . , Xn ∈ C,M ∈ M.
For n ≥ 1 and 0 ≤ j ≤ n, we define the coface maps

∂n
ass[j] : Cn

ass

(
(F, s), (F ′, s′)

)
−→ Cn+1

ass

(
(F, s), (F ′, s′)

)
(B.19)

where

∂n
ass[0](f)X1,...,Xn+1,M :=(idX1 � fX2,...,Xn+1,M) ◦

(
idX1 � ((mn)X2,...,Xn+1)M

)
◦ sX1,X2�(...�(Xn+1�M)...) ◦

(
(m−1

n+1)X1,...Xn+1

)
M

∂n
ass[i](f)X1,...,Xn+1,M :=(idX1 � (. . .� (idXi−1

�mXi,Xi+1,Xi+2�(...�(Xn+1�F ′(M))...)) . . .))

◦ fX1,...,XiXi+1,...,Xn+1,M ◦ ((mn)X1,...,XiXi+1,...,Xn+1)M

◦ F (idX1 � (. . .� (idXi−1
�m−1

Xi,Xi+1,Xi+2�(...�(Xn+1�M)...)) . . .))

◦ ((m−1
n+1)X1,...Xn+1)M

∂n
ass[n+ 1](f)X1,...,Xn+1,M :=(idX1 � (. . .� (idXn � s′Xn+1,M

) . . .)) ◦ fX1,...,Xn,Xn+1�M

◦ F (m(...(X1X2)...)Xn,Xn+1,M)

for 1 ≤ i ≤ n and X1, . . . , Xn+1 ∈ C,M ∈ M.

Definition B.9.

1. Let C be k-linear a monoidal category and let M be a k-linear C-module category.
The associator (deformation) complex of a k-linear C-module endofunctor (F, s) :
M −→ M with coefficient a k-linear C-module endofunctor (F ′, s′) : M −→ M is
denoted by

(
C•

ass

(
(F, s), (F ′, s′)

)
, ∂ass

)
, where the nth cochain space is the k-vector

space

Cn
ass

(
(F, s), (F ′, s′)

)
, ∂ass

)
= Nat

(
n(F ), (F ′)n

)
and the differential is defined as

∂n
ass(f)X1,...,Xn+1,M =

n+1∑
i=0

∂n
ass[i](f)X1,...,Xn+1,M

for n ≥ 1 and for n = 0 we set

∂n
ass(f)X,M = (idX � fM) ◦ sX,M − s′X,M ◦ fX�M (B.20)

The space of n-cocycles is denoted by Zn
ass

(
(F, s), (F ′, s′)

)
and the nth associator (de-

formation) cohomology group is denoted by Hn
ass

(
(F, s), (F ′, s′)

)
. If (F, s) = (F ′, s′),

we also write C•
ass(F, s) instead of C•

ass

(
(F, s), (F, s)

)
etc.
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2. In the case (F, s) = (F ′, s′) = (IdM, id), the associator deformation complex is
denoted by

(C•
ass(C,M), ∂ass)

and is called the associator (deformation) complex of M over C; its n-cocycles
are denoted by Zn

ass(C,M) and its nth cohomology, Hn
ass(C,M), is called the nth

associator (deformation) cohomology of M over C.

Remark B.10. We explicitly state the differential of the associator deformation com-
plex in the first three degrees. For ν ∈ C0

ass

(
(F, s), (F ′, s′)

)
, t ∈ C1

ass

(
(F, s), (F ′, s′)

)
,

f ∈ C2
ass

(
(F, s), (F ′, s′)

)
and X1, X2, X3 ∈ C,M ∈ M we have:

∂0
ass(ν)X1,M =(idX1 � νM) ◦ sX1,M − s′X1,M

◦ νX1�M (B.21)

∂1
ass(t)X1,X2,M =(idX1 � tX2,M) ◦ sX1,X2�M ◦ F (mX1,X2,M)−mX1,X2,F ′(M) ◦ tX⊗Y,M

+ (idX1 � s′X2,M
) ◦ tX1,X2�M ◦ F (mX1,X2,M) (B.22)

∂2
ass(f)X1,X2,X3,M =(idX1 � fX2,X3,M) ◦

(
idX1 � (m2)X2,X3

)
M

◦ sX1,X2�(X3�M)

◦
(
(m3)X1,X2,X3

)
M

−mX1,X2,X3�M ◦ fX1⊗X2,X3,M ◦
(
(m2)X1⊗X2,X3

)
M

◦ F (m−1
X1,X2,X3�M)

◦
(
(m3)X1,X2,X3

)
M

+ (idX1 �mX2,X3,F ′(M)) ◦ fX1,X2⊗X3,M ◦
(
(m2)X1,X2⊗X3

)
M

◦ F (idX1 �m−1
X2,X3,M

) ◦
(
(m3)X1,X2,X3

)
M

−
(
idX1 � (idX2 � s′X3,M

)
)
◦ fX1,X2,X3�M ◦ F (mX1⊗X2,X3,M)

=(idX � fX2,X3,M) ◦
(
idX � F (m−1

X2,X3,M
)
)
◦ sX1,X2�(X3�M)

◦ F (mX1,X2,X3�M) ◦ F (mX1⊗X2,X3,M)

−mX1,X2,X3�F ′(M) ◦ fX1⊗X2,X3,M

+ (idX1 �mX2,X3,F ′(M)) ◦ fX1,X2⊗X3,M ◦ F (m−1
X1,X2⊗X3,M

)

◦ F (idX1 �m−1
X2,X3,M

) ◦ F (mX1,X2,X3�M) ◦ F (mX1⊗X2,X3,M)

−
(
idX1 � (idX2 � s′X3,M

)
)
◦ fX1,X2,X3�M ◦ F (mX1⊗X2,X3,M)

=(idX � fX2,X3,M) ◦
(
idX � F (m−1

X2,X3,M
)
)
◦ sX1,X2�(X3�M)

◦ F (idX1 �mX2,X3,M) ◦ F (mX1,X2⊗X3,M) ◦ F (aX1,X2,X3 � idM)

−mX1,X2,X3�F ′(M) ◦ fX1⊗X2,X3,M

+ (idX1 �mX2,X3,F ′(M)) ◦ fX1,X2⊗X3,M ◦ F (aX1,X2,X3 � idM)

−
(
idX1 � (idX2 � s′X3,M

)
)
◦ fX1,X2,X3�M ◦ F (mX1⊗X2,X3,M)

=(idX � fX2,X3,M) ◦ sX1,(X2⊗X3)�M ◦ F (mX1,X2⊗X3,M) ◦ F (aX1,X2,X3 � idM)

−mX1,X2,X3�F ′(M) ◦ fX1⊗X2,X3,M

+ (idX1 �mX2,X3,F ′(M)) ◦ fX1,X2⊗X3,M ◦ F (aX1,X2,X3 � idM)

−
(
idX1 � (idX2 � s′X3,M

)
)
◦ fX1,X2,X3�M ◦ F (mX1⊗X2,X3,M)

136



In the above calculation, we have used the pentagon axiom (A.6) for the first and third
summand in the third equation and the naturality of s for the first summand in the fourth
equation.
In particular, for ν ∈ C0

ass

(
C,M

)
, t ∈ C1

ass(C,M), f ∈ C2
ass(C,M) we have:

∂0
ass(ν)X1,M =(idX1 � νM)− νX1�M

∂1
ass(t)X1,X2,M =(idX1 � tX2,M) ◦mX1,X2,M −mX1,X2,M ◦ tX1⊗X2,M

+ tX1,X2�M ◦mX1,X2,M (B.23)

∂2
ass(f)X1,X2,X3,M =(idX1 � fX2,X3,M) ◦mX1,X2⊗X3,M ◦ (aX1,X2,X3 � idM)

−mX1,X2,X3�M ◦ fX1⊗X2,X3,M

+ (idX1 �mX2,X3,M) ◦ fX1,X2⊗X3,M ◦ (aX1,X2,X3 � idM)

− fX1,X2,X3�M ◦mX1⊗X2,X3,M (B.24)

It would now be standard to verify that the maps (B.19) satisfy the cosimplicial rela-
tions. But we will not go this route, since it is more convenient to prove that the associator
complex C•

ass

(
(F, s), (F ′, s′)

)
is isomorphic to the auxiliary complex C•(ρM, (F, s), (F ′, s′)

)
.

Recall that for n ≥ 1, the nth cochain space of the auxiliary complex
C•

aux

(
ρ, (F, s), (F ′, s′)

)
consists of natural transformations, whose components are mor-

phisms in M of the form

(βX1,...,Xn)M : F
(
X1 �

(
. . .

(
Xn−1 � (Xn �M)

))
. . .

)
−→ X1 �

(
. . .

(
Xn−1 �

(
Xn � F ′(M)

))
. . .

)
Note that the morphisms (βX1,...,Xn)M and (B.18) have the same target and dif-
fer only in the bracketing of their source. Thus, if we precompose an n-cocycle
f ∈ Cn

ass

(
(F, s), (F ′, s′)

)
with the rebracketing mn (see (B.16)), we obtain an n-cocycle

in the auxiliary complex C•
aux

(
ρM, (F, s), (F ′, s′)

)
. Indeed, for all n ≥ 0, the map

ϑn : Cn
ass

(
(F, s), (F ′, s′)

) ∼=−→ Cn
aux

(
ρM, (F, s), (F ′, s′)

)
(B.25)

which sends a natural transformation f to the natural transformation with components(
ϑn(f)X1,...,Xn

)
M

:= fX1,...,Xn,M ◦
(
(mn)X1,...,Xn

)
M

is an isomorphism of k-vector spaces. Its inverse

ϑ−1
n : Cn

aux

(
ρM, (F, s), (F ′, s′)

) ∼=−→ Cn
ass

(
(F, s), (F ′, s′)

)
is constructed using m−1

n as follows:(
ϑ−1
n (β)X1,...,Xn

)
M

= (βX1,...,Xn)M ◦
(
(m−1

n )X1,...,Xn

)
M

We will show that the isomorphisms (B.25) are compatible with the differentials.
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Remark B.11. In the following, we list the coface maps of the cochain complex
C•

aux

(
ρM, (F, s), (F ′, s′)

)
for n ≥ 1:(

∂n
aux[0](β)X1,...,Xn+1

)
M

=
(
idρM(X1) • βX2,...,Xn+1

)
M

◦
(
sX1,− • idρM(X2)...ρM(Xn+1)

)
M

=
(
idX1 � (βX2,...,Xn+1)M

)
◦ sX1,X2�(...�(Xn+1�M)...) (B.26)

(
∂n
aux[i](β)X1,...,Xn+1

)
M

=
(
idρM(X1)...ρM(Xi−1) •m−1

Xi,Xi+1
• idρM(Xi+2)...ρM(Xn+1)F ′

)
M

◦ (βX1,...,XiXi+1,...,Xn+1)M

◦
(
idFρM(X1)...ρM(Xi−1) •mXi,Xi+1

• idρM(Xi+2)...ρM(Xn+1)

)
M

=
(
idX1 � (. . .� (idXi−1

�mXi,Xi+1,Xi+2�(...�(Xn+1�F ′(M))...)) . . .)
)

◦ (βX1,...,XiXi+1,...,Xn+1)M

◦ F
(
idX1 � (. . .� (idXi−1

�m−1
Xi,Xi+1,Xi+2�(...�(Xn+1�M)...)) . . .)

)
(B.27)

(
∂n
aux[n+ 1](β)X1,...,Xn+1

)
M

=
(
idρM(X1)...ρM(Xn) • s′Xn+1,−

)
M

◦
(
βX1,...,Xn • idρM(Xn+1)

)
M

=
(
idX1 �

(
. . .� (idXn � s′Xn+1,M

) . . .
))

◦ (βX1,...,Xn)Xn+1�M

(B.28)

For n = 0, the differential reads(
∂0
aux(β)X1

)
M

=
(
idρM(X1) • β

)
M

◦ sX1,M − s′X1,M
◦
(
β • idρM(X1)

)
M

=(idX1 � βM) ◦ sX1,M − s′X1,M
◦ βX1�M (B.29)

Proposition B.12. Let C be a k-linear monoidal category and let M be a k-linear C-
module category. Let (F, s), (F ′, s′) : M −→ M be k-linear C-module endofunctors. The
isomorphisms (B.25) of k-vector spaces combine into an isomorphism of cochain complexes

C•
ass

(
(F, s), (F ′, s′)

) ∼= C•
aux

(
ρM, (F, s), (F ′, s′)

)
Proof:
We show the compatibility of the isomorphisms (B.25) with the differentials, i.e., we show
that the following diagram commutes for all n ≥ 0:

Cn
aux

(
ρM, (F, s), (F ′, s′)

) ∂n
aux // Cn+1

aux

(
ρM, (F, s), (F ′, s′)

)
∼= ϑ−1

n+1
��

Cn
ass

(
(F, s), (F ′, s′)

)ϑn
∼=

OO

∂n
ass

// Cn+1
ass

(
(F, s), (F ′, s′)

)
We begin with the case n = 0 (see (B.20) and (B.29)):

(ϑ−1
1 ◦ ∂0

aux ◦ ϑ0)(f)X1,M = ∂0
aux(f)X1,M = ∂0

ass(f)X1,M
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Let now n ≥ 1 and f ∈ Cn
ass

(
(F, s), (F ′, s′)

)
. First we apply the definition of the

isomorphism ϑ−1
n+1 and the differential ∂n

aux:(
ϑ−1
n+1 ◦ ∂n

aux ◦ ϑn

)
(f)X1,...,Xn+1,M

=
(
(∂n

aux(ϑn(f)))X1,...,Xn

)
M

◦
(
(m−1

n+1)X1,...Xn+1

)
M

=
[(
idρM(X1) • ϑn(f)X2,...,Xn+1

)
M

◦
(
sX1,− • idρM(X2)...ρM(Xn+1)

)
M

+
n∑

i=1

(−1)i
(
idρM(X1)...ρM(Xi−1) •m−1

Xi,Xi+1
• idρM(Xi+2)...ρM(Xn+1)F ′

)
M

◦
(
ϑn(f)X1,...,XiXi+1,...,Xn+1

)
M

◦
(
idFρM(X1)...ρM(Xi−1) •mXi,Xi+1

• idρM(Xi+2)...ρM(Xn+1)

)
M

+ (−1)n+1
(
idρM(X1)...ρM(Xn) • s′Xn+1,−

)
M

◦
(
ϑn(f)X1,...,Xn • idρM(Xn+1)

)
M

]
◦
(
(m−1

n+1)X1,...Xn+1

)
M

(B.30)

We now use the equations (B.26), (B.27) and (B.28) to rewrite the summands in (B.30),
which yields[

(idX1 � fX2,...,Xn+1,M) ◦
(
idX1 � ((mn)X2,...,Xn+1)M

)
◦ sX1,X2�(...�(Xn+1�M)...)

+
n∑

i=1

(−1)i
(
idX1 � (. . .� (idXi−1

�mXi,Xi+1,Xi+2�(...�(Xn+1�F ′(M))...)) . . .)
)

◦ fX1,...,XiXi+1,...,Xn+1,M ◦
(
(mn)X1,...,XiXi+1,...,Xn+1

)
M

◦ F
(
idX1 � (. . .� (idXi−1

�m−1
Xi,Xi+1,Xi+2�(...�(Xn+1�M)...)) . . .)

)
+ (−1)n+1

(
idX1 � (. . .� (idXn � s′Xn+1,M

) . . .)
)
◦ fX1,...,Xn,Xn+1�M ◦

(
(mn)X1,...,Xn

)
Xn+1�M

]
◦
(
(m−1

n+1)X1,...Xn+1

)
M

=∂n
ass(f)X1,...,Xn+1,M

In the last equation, we have used the recursion formula (B.17) for the second boundary
term.

2
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